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Preface

CICLing 2017 was the 18th International Conference on Computational Linguistics
and Intelligent Text Processing. The CICLing conferences provide a wide-scope forum
for discussion of the art and craft of natural language processing research, as well as the
best practices in its applications.

This set of two books contains four invited papers and a selection of regular papers
accepted for presentation at the conference. Since 2001, the proceedings of the
CICLing conferences have been published in Springer’s Lecture Notes in Computer
Science series as volumes 2004, 2276, 2588, 2945, 3406, 3878, 4394, 4919, 5449,
6008, 6608, 6609, 7181, 7182, 7816, 7817, 8403, 8404, 9041, 9042, 9623, and 9624.

The set has been structured into 18 sections representative of the current trends in
research and applications of natural language processing:

General
Morphology and Text Segmentation
Syntax and Parsing
Word Sense Disambiguation
Reference and Coreference Resolution
Named Entity Recognition
Semantics and Text Similarity
Information Extraction
Speech Recognition
Applications to Linguistics and the Humanities
Sentiment Analysis
Opinion Mining
Author Profiling and Authorship Attribution
Social Network Analysis
Machine Translation
Text Summarization
Information Retrieval and Text Classification
Practical Applications

This year our invited speakers were Marco Baroni (Facebook Artificial Intellgence
Research), Iryna Gurevych (Ubiquitous Knowledge Processing Lab, TU Darmstadt),
Björn W. Schuller (University of Passau, Imperial College London, Harbin Institute of
Technology, University of Geneva, Joanneum Research, and EERING GmbH), and
Hinrich Schuetze (Center for Information and Language Processing, University of
Munich). They delivered excellent extended lectures and organized lively discussions.
Full contributions of these invited talks are included in this book set.

After careful reviewing, the Program Committee selected 86 papers for presentation,
out of 356 submissions from 60 countries.



To encourage providing algorithms and data along with the published papers, we
selected three winners of our Verifiability, Reproducibility, and Working Description
Award. The main factors in choosing the awarded submission were technical cor-
rectness and completeness, readability of the code and documentation, simplicity of
installation and use, and exact correspondence to the claims of the paper. Unnecessary
sophistication of the user interface was discouraged; novelty and usefulness of the
results were not evaluated, instead, they were evaluated for the paper itself and not for
the data.

The following papers received the Best Paper Awards, the Best Student Paper
Award, as well as the Verifiability, Reproducibility, and Working Description Awards,
respectively:

Best Verifiability Award, First Place:
“Label-Dependencies Aware Recurrent Neural Networks”
by Yoann Dupont, Marco Dinarelle, and Isabelle Tellier

Best Paper Award, Second Place, and Best Presentation Award:
“Idioms: Humans or Machines, It’s All About Context”
by Manali Pradhan, Jing Peng, Anna Feldman, and Bianca Wright

Best Student Paper Award:
“Dialogue Act Taxonomy Interoperability Using a Meta-Model”
by Soufian Salim, Nicolas Hernandez, and Emmanuel Morin

Best Paper Award, First Place:
“Gold Standard Online Debates Summaries and First Experiments Towards
Automatic Summarization of Online Debate Data”
by Nattapong Sanchan, Ahmet Aker, and Kalina Bontcheva

Best Paper Award, Third Place:
“Efficient Semantic Search over Structured Web Data: A GPU Approach” by
Ha-Hguyen Tran, Erik Cambria, and Hoang Giang Do.

A conference is the result of the work of many people. First of all I would like to
thank the members of the Program Committee for the time and effort they devoted to
the reviewing of the submitted articles and to the selection process. Obviously I thank
the authors for their patience in the preparation of the papers, not to mention the very
development of their scientific results that form this book. I also express my most
cordial thanks to the members of the local Organizing Committee for their considerable
contribution to making this conference become a reality.

January 2018 Alexander Gelbukh
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Abstract. Character-based models become more and more popular for
different natural language processing task, especially due to the suc-
cess of neural networks. They provide the possibility of directly model
text sequences without the need of tokenization and, therefore, enhance
the traditional preprocessing pipeline. This paper provides an overview
of character-based models for a variety of natural language processing
tasks. We group existing work in three categories: tokenization-based
approaches, bag-of-n-gram models and end-to-end models. For each cat-
egory, we present prominent examples of studies with a particular focus
on recent character-based deep learning work.

Keywords: Natural language processing · Neural networks
Document representation · Feature selection
Natural language generation · Language models
Structured prediction · Supervised learning by classification

1 Introduction

Traditionally, natural language processing (NLP) relies on a preprocessing pipe-
line, such as the one described in [33] and depicted in Fig. 1. First, the document
is tokenized. This step needs language-specific tokenization tools. The token
sequence is then segmented into sentences. Afterwards, syntactic and semantic
analysis is performed (usually sentence-wise). Syntactic analysis outputs part-of-
speech tags, syntactic dependencies, etc. Semantic analysis extracts named entity
tags, semantic roles, etc. The actual natural language processing/understanding
(NLP/NLU) task, e.g., question answering or information extraction, uses fea-
tures from those preprocessing steps.

Since every preprocessing step can have deficiencies, the whole pipeline of
modules is prone to subsequent errors. Usually, it is hard, inefficient or even
impossible to recover from those errors, especially when they occur during tok-
enization, i.e., in the first step of the pipeline. Although tokenization is easy for
many cases in English,1 it can be very hard for other languages, e.g., for Chinese
1 There are also difficult cases in English, such as “Yahoo!” or “San Francisco-Los

Angeles flights”.
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Fig. 1. Traditional NLP preprocessing pipeline

because tokens are not separated by spaces, for German because of compounds
and for agglutinative languages like Turkish. Therefore, character-based models
have the potential of being more robust for natural language processing. Futher-
more, they support end-to-end approaches for text that do not require manual
definitions of features, similar to pixel-based models in vision or acoustic signal-
based approaches in speech recognition.

In the following, we will present an overview of work on character-based
models for a variety of tasks from different NLP areas.2

2 Character-Level Models for NLP

The history of character-based research in NLP is long and spans a broad array
of tasks. Here we make an attempt to categorize the literature of character-
level work into three classes based on the way they incorporate character-level
information into their computational models. The three classes we identified
are: tokenization-based models, bag-of-n-gram models and end-to-end
models [80]. However, there are also mixtures possible, such as tokenization-
based bag-of-n-gram models or bag-of-n-gram models trained end-to-end.

On top of the categorization based on the underlying representation model,
we sub-categorize the work within each group into six abstract types of NLP
tasks (if possible) to be able to compare them more directly. These task types
are the following:

1. Representation learning for character sequences: Work in this category
attempts to learn a generic representation for sequences of characters in an
unsupervised fashion on large corpora. Learning such representations has been
shown to be useful for solving downstream NLP tasks [23,52,65].

2 In our view, morpheme-based models are not true instances of character-level mod-
els as linguistically motivated morphological segmentation is an equivalent step to
tokenization, but on a different level. We therefore do not cover most work on mor-
phological segmentation in this paper.
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2. Sequence-to-sequence generation: This category includes a variety of
NLP tasks mapping variable-length input sequences to variable-length output
sequences. Tasks in this category include those that are naturally suited for
character-based modeling, such as grapheme-to-phoneme conversion [9,46,
81], transliteration [37,51,75], spelling normalization for historical text [71],
or diacritics restauration [64]. Machine translation and question answering
are other major examples of this category.

3. Sequence labeling: NLP tasks that assign a categorical label to a part of
a sequence (a character, a sequence of characters or a token) are included
within this group. Part-of-speech tagging, named entity recognition, morpho-
logical segmentation and word alignment are exemplary instances of sequence
labeling.

4. Language modeling: The other type of tasks for that character-based mod-
eling has been important for a very long time is language modeling. In 1951,
Shannon [85] proposed a guessing game asking “How well can the next let-
ter of a text be predicted when the preceding N letters are known?” This is
basically the task of character-based language modeling.

5. Information retrieval: The information retrieval task is to retrieve the most
relevant character sequence to a given character sequence (the query) from a
set of existing character sequences.

6. Sequence classification: In this type of NLP tasks, a categorical label will
be assigned to a character sequence (e.g., a document). Instances of this type
are language identification, sentiment classification, authorship attribution,
topic classification and word sense disambiguation.

2.1 Tokenization-Based Approaches

We group character-level models that are based on tokenization as a necessary
preprocessing step in the category of tokenization-based approaches. Those can
be either models with tokenized text as input or models that operate only on
individual tokens (such as studies on morphological inflection of words).

In the following paragraphs, we cover a subset of tokenization-based mod-
els that are used for representation learning, sequence-to-sequence generation,
sequence labeling, language modeling, and sequence classification tasks.

Representation Learning for Character Sequences. Creating word rep-
resentations based on characters has attracted much attention recently. Such
representations can model rare words, complex words, out-of-vocabulary words
and noisy texts. In comparison to traditional word representation models that
learn separate vectors for word types, character-level models are more compact
as they only need vector representations for characters as well as a compositional
model.

Various neural network architectures have been proposed for learning token
representations based on characters. Examples of such architectures are depicted
in Fig. 2 (from left to right): averaging character embeddings, (bidirectional)
recurrent neural networks (RNNs) (with or without gates) over character embed-
dings and convolutional neural networks (CNNs) over character embeddings.
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Studies on the general task of learning word representations from characters
include [17,59,61,94]. These character-based word representations are often com-
bined with word embeddings and integrated into a hierarchical system, such as
hierarchical RNNs (see Fig. 3) or CNNs (see Fig. 4) or combinations of both (see
Fig. 5) to solve other task types. We will provide more concrete examples in the
following paragraphs.

Fig. 2. Models to calculate word embeddings based on characters

Sequence-to-Sequence Generation (Machine Translation). Character-
based machine translation is no new topic. Using character-based methods has
been a natural way to overcome challenges like rare words or out-of-vocabulary
words in machine translation. Traditional machine translation models based on
characters or character n-grams have been investigated by [57,90,93]. Neural
machine translation with character-level and subword units has become popular
recently [24,60,82,94]. In such neural models, using a joint attention/translation
model makes joint learning of alignment and translation possible [59].

Both hierarchical RNNs [59,60] (similar to Fig. 3) and combinations of CNNs
and RNNs networks have been proposed for neural machine translation [24,94]
(similar to Fig. 5).

Sequence Labeling. Examples of early efforts on sequence labeling using
tokenization-based models include: bilingual character-level alignment extrac-
tion [21]; unsupervised multilingual part-of-speech induction based on characters
[22]; part-of-speech tagging with subword/character-level information [2,38,74];
morphological segmentation and tagging [25,68]; and identification of language
inclusion with character-based features [1].
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Recently, various hierarchical character-level neural networks have been
applied to a variety of sequence labeling tasks.

– Recurrent neural networks are used for part-of-speech tagging (depicted in
Fig. 3) [58,72,101], named entity recognition [55,101], chunking [101] and
morphological segmentation/inflection generation [13,31,43–45,73,95,102].
Such hierarchical RNNs are also used for dependency parsing [7]. This work
has shown that morphologically rich languages benefit from character-level
models in dependency parsing.

– Convolutional neural networks are used for part-of-speech tagging (shown in
Fig. 4) [78] and named entity recognition [77].

– The combination of RNNs and CNNs is used, for instance, for named entity
recognition (shown in Fig. 5) [18,91].

Fig. 3. Hierarchical RNN for part-of-
speech tagging with character embed-
dings as input

Fig. 4. Hierarchical CNN + MLP for
part-of-speech tagging with character
embeddings as input

Language Modeling. Earlier work on sub-word language modeling has used
morpheme-level features for language models [8,40,49,84,92]. In addition, hybrid
word/n-gram language models for out-of-vocabulary words have been applied to
speech recognition [39,53,69,83]. Furthermore, characters and character n-grams
have been used as input to restricted boltzmann machine-based language models
for machine translation [86].

More recently, character-level neural language modeling has been proposed
by a large body of work [11,12,48,58,66,84,86]. Although most of this work
is using RNNs, there exist architectures that combine CNNs and RNNs [48].
While most of these studies combine the output of the character model with
word embeddings, the authors of [48] report that this does not help them for
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Fig. 5. Hierarchical CNN + RNN for part-of-speech tagging with character embeddings
as input

their character-aware neural language model. They use convolution over char-
acter embeddings followed by a highway network [87] and feed its output into a
long short-term memory network that predicts the next word using a softmax
function.

Sequence Classification. Examples of tokenization-based models that per-
form sequence classification are CNNs used for sentiment classification [76] and
combinations of RNNs and CNNs used for language identification [41].

2.2 Bag-of-n-gram Models

Character n-grams have a long history as features for specific NLP applications,
such as information retrieval. However, there is also work on representing words
or larger input units, such as phrases, with character n-gram embeddings. Those
embeddings can be within-token or cross-token, i.e., there is no tokenization
necessary.

Although such models learn/use character n-gram embeddings from tok-
enized text or short text segments, to represent a piece of text, the occurring
character n-grams are usually summed without the need for tokenization. For
example, the phrase “Berlin is located in Germany” is represented with charac-
ter 4-grams as follows: “Berl erli rlin lin in i n is is is l s lo loc loca ocat cate
ated ted ed i d in in in G n Ge Ger Germ erma rman many any.” Note that
the input has not been tokenized and there are n-grams spanning token bound-
aries. We also include non-embedding approaches using bag-of-n-grams within
this group as they go beyond word and token representations.
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In the following, we explore a subset of bag-of-ngram models that are used for
representation learning, information retrieval, and sequence classification tasks.

Representation Learning for Character Sequences. An early study in
this category of character-based models is [79]. Its goal is to create corpus-
based fixed-length distributed semantic representations for text. To train k-gram
embeddings, the top character k-grams are extracted from a corpus along with
their cooccurrence counts. Then, singular value decomposition (SVD) is used
to create low dimensional k-gram embeddings given their cooccurrence matrix.
To apply them to a piece of text, the k-grams of the text are extracted and
their corresponding embeddings are summed. The study evaluates the k-gram
embeddings in the context of word sense disambiguation.

A more recent study [96] trains character n-gram embeddings in an end-
to-end fashion with a neural network. They are evaluated on word similarity,
sentence similarity and part-of-speech tagging.

Training character n-gram embeddings has also been proposed for biological
sequences [3,4] for a variety of bioinformatics tasks.

Information Retrieval. As mentioned before, character n-gram features are
widely used in the area of information retrieval [14,16,26,27,47,63].

Sequence Classification. Bag-of-n-gram models are used for language identifi-
cation [6,28], topic labeling [54], authorship attribution [70], word/text similarity
[10,30,96] and word sense disambiguation [79].

2.3 End-to-end Models

Similar to bag-of-n-gram models, end-to-end models are tokenization-free. Their
input is a sequence of characters or bytes and they are directly optimized on a
(task-specific) objective. Thus, they learn their own, task-specific representation
of the input sequences. Recently, character-based end-to-end models have gained
a lot of popularity due to the success of neural networks.

We explore the subset of these models that are used for sequence generation,
sequence labeling, language modeling and sequence classification tasks.

Sequence-to-Sequence Generation. In 2011, the authors of [88] already pro-
posed an end-to-end model for generating text. They train RNNs with multiplica-
tive connections on the task of character-level language modeling. Afterwards,
they use the model to generate text and find that the model captures linguistic
structure and a large vocabulary. It produces only a few uncapitalized non-words
and is able to balance parantheses and quotes even over long distances (e.g., 30
characters). A similar study by [35] uses a long short-term memory network to
create character sequences.

Recently, character-based neural network sequence-to-sequence models have
been applied to instances of generation tasks like machine translation [20,42,
56,97,100] (which was previously proposed on the token-level [89]), question
answering [34] and speech recognition [5,15,29,36].
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Sequence Labeling. Character and character n-gram-based features were
already proposed in 2003 for named entity recognition in an end-to-end man-
ner using a hidden markov model [50]. More recently, the authors of [62] have
proposed an end-to-end neural network based model for named entity recog-
nition and part-of-speech tagging. An end-to-end model is also suggested for
unsupervised, language-independent identification of phrases or words [32].

A prominent recent example of neural end-to-end sequence labeling is the
paper by [33] about multilingual language processing from bytes. A window is
slid over the input sequence, which is represented by its byte string. Thus, the
segments in the window can begin and end mid-word or even mid-character.
The authors apply the same model for different languages and evaluate it on
part-of-speech tagging and named entity recognition.

Language Modeling. The authors of [19] propose a hierarchical multiscale
recurrent neural network for language modeling. The model uses different
timescales to encode temporal dependencies and is able to discover hierarchical
structures in a character sequence without explicit tokenization. Other studies
on end-to-end language models include [42,67].

Sequence Classification. Another recent end-to-end model uses character-
level inputs for document classification [98,103,104]. To capture long-term
dependencies of the input, the authors combine convolutional layers with recur-
rent layers. The model is evaluated on sentiment analysis, ontology classification,
question type classification and news categorization.

End-to-end models are also used for entity typing based on the character
sequence of the entity’s name [99].

3 Conclusion

Characters or character n-grams have a long history as features for specific
applications in natural language processing. Nowadays, character-based mod-
els become increasingly popular. This development is promoted especially by
the success and popularity of neural networks. In this paper, we grouped stud-
ies on character-based models for NLP into three categories: Tokenization-based
models, bag-of-n-gram models and end-to-end models. For each category, we
provided examples for a variety of NLP tasks. While tokenization-based models
still require tokenization of the input sequence into words, bag-of-n-gram models
and end-to-end models are tokenization-free. Thus, they overcome the challenge
of dealing with tokenization errors and provide the possibility of enhancing or
even completely replacing the traditional NLP preprocessing pipeline.
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Abstract. Vector based word representation models are typically devel-
oped from very large corpora with the hope that the representations are
reliable and have wide coverage, i.e. they cover, ideally, all words. How-
ever, we often encounter words in real world applications that are not
available in a single vector-based model. In this paper, we present a
novel Neural Network (NN) based approach for obtaining representa-
tions for words that are missing in a target model from another model,
called the source model, where representations for these words are avail-
able, effectively pooling together their vocabularies and the correspond-
ing representations. Our experiments with three different types of pre-
trained models (Word2vec, GloVe, and LSA) show that the representa-
tions obtained using our transformation approach can substantially and
effectively extend the word coverage of existing models. The increase in
the number of unique words covered by a model varies from few to several
times depending on which model vocabulary is taken as reference. The
transformed word representations are also well correlated (average corre-
lation up to 0.801 for words in Simlex-999 dataset) with the native target
model representations indicating that the transformed vectors can effec-
tively be used as substitutes of native word representations. Furthermore,
an extrinsic evaluation based on a word-to-word similarity task using the
Simlex-999 dataset leads to results close to those obtained using native
target model representations.

Keywords: Semantics · Word representations
Handling missing words

1 Introduction

Different approaches have been proposed over the years to represent the meaning
of words, phrases, sentences, or even larger texts in continuous vector forms (also
called embeddings; [4,7,10,11,15,21,26,27]). These vector based representations
have been used in many Natural Language Processing (NLP) applications [7,12,
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14,22,24]. Preferably, and which is often the case, the representations are derived
in an unsupervised way from extremely large collections of texts following the
distributional semantics principle according to which the meaning of words is
derived from its usage, i.e. by computing co-occurrence statistics from large
collections of texts. For instance, the pre-trained Word2vec [15]1 and GloVe
[21]2 word vector representations were developed from texts containing billions
of tokens covering millions of unique words: the pre-trained Word2vec model
covers 3 million unique words, the GloVe model has a coverage of 1.9 million
words, and a Latent Semantic Analysis (LSA) model developed ourselves from
the whole set of Wikipedia articles (LSAwiki; [25])3 contains representations for
1.1 million words4.

Fig. 1. Vocabulary size of three different pre-trained models (k - thousand, m - million).

While these are impressive numbers compared to manually created resources
such as WordNet [17], it is important to note that the aforementioned word
representation models share a limited number of words, as illustrated in Fig. 1.
The GloVe and Word2vec have about 154,000 words in common. Only about
107,000 words are common to all three models, which equates to only 3 to 10%
of the words depending which model’s vocabulary size is used as a reference.
This clearly indicates that a significant chunk of words in each of these models
are unique to the respective models and that they are missing from the other
models. For example, the word “Totalizator” is present in Word2vec model but
not in other two models. Therefore, systems using the LSAwiki or GloVe model
will have difficulty processing the word“Totalizator” because of the missing word
representation whereas systems using Word2vec model will not encounter this
situation, and so on. Even though these numbers and the overlap in vocabulary
among models can vary depending on the source of data used to build the models
and the nature of preprocessing steps performed (e.g., lemmatization keeps only
the base or dictionary form of the words), we will not have any single model that
covers all the words one may encounter in an application. On the other hand, by
design, many (if not all) existing NLP algorithms do not work with multiple types
of representations side by side. Using multiple heterogeneous representations, a
1 https://code.google.com/p/word2vec/.
2 http://nlp.stanford.edu/data/glove.42B.300d.zip.
3 Wiki NVAR f7 at http://semanticsimilarity.org/.
4 We have used ‘token’ and ‘word’ interchangeably.

https://code.google.com/p/word2vec/
http://nlp.stanford.edu/data/glove.42B.300d.zip
http://semanticsimilarity.org/
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potential solution to the problem of missing words in a target word meaning
representation, can greatly increase the complexity of such algorithms.

Yet another, better approach to the problem of missing word representa-
tions in vector based models, which we propose and explore in this paper, is
to automatically map word vector representations from one model (where they
are present; the source model) to another (where they are missing; the tar-
get model). We rely on a novel Neural Network (NN) based approach to obtain
vector-based representations for missing words in a target model from the source
model, where representations for these words are available. That is, we make use
of existing word representation models in combination with the NN-based map-
ping approach to extend the coverage (i.e., expand the vocabulary) of a given
target model. The benefit of our approach is that we extend the coverage of a
target model without the need to collect any extra texts and re-train the model,
which could be non-trivial, as already mentioned, because such representation
models are generally developed by different groups or organizations using non
comparable set of corpora and obtaining all these corpora is not always pos-
sible due to various reasons including copyright and privacy issues. Using our
approach we can expand, for instance, the Word2vec, GloVe, and LSA models
coverage to about 5.2 million unique words while showing that the transformed
representations are well correlated (average correlation up to 0.801 for words
in Simlex-999 dataset) with the native target model representations indicating
that the transformed vectors can effectively be used as substitutes for native
word representations of the target model. Also, the process can be automated if
pre-trained word representation models are available.

We evaluate our approach intrinsically and extrinsically (see Sect. 4) on all
possible source → target model permutations of three different pre-trained word
vector models: word2vec, GloVe, and LSAwiki. The results show that obtaining
word representations for one model from another without much loss of represen-
tation power relative to the native target vectors is possible and indicate that
the transformed vectors can be used to augment the target models.

2 Related Work

The issue of handling unknown and missing words has been previously explored
to some extent. [1,6] proposed deriving continuous word representations for
unknown or missing words in Neural Language Models (NLMs) based on the
words in context. However, (full) context of a word is not always available. [16]
demonstrated that Word2vec vectors capture enough syntactic and semantic
linguistic regularities to derive vector representations of missing words based
on simple vector operations. For example, the following expression illustrates
a singular/plural relation: v(‘cats’) = v(‘dogs’) – v(‘dog’) + v(‘cat’). However,
such nice linguistic regularities might not hold for complex and rare words and
their vector representations might not be properly estimated [13]. Furthermore,
it’s hard to automatically find out such relations, such as in the case of proper
nouns. Also, it will not work if word representations that are needed on the right
hand side of an expression like the one above are not available.
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Recursive Neural Networks (RNNs) have also been used to construct missing
word representations from the vectors of words’ morphemes [13]. This approach
works only if the missing word can be broken into morphemes, which in the case
of some words such as proper nouns this is not possible, and representations for
morphemes are available. In our previous work [3] we used the representation of
a word’s synonyms obtained from WordNet as a substitute representation for the
target word. However, this only works if representations for the word’s synonyms
exist, which is not always the case.

Though, to some extent, these techniques can handle the issue of missing word
representations, the processes are not very straightforward to automate. Also,
the increase in coverage will be limited as these methods have difficulty handling
named entities which constitutes a large chunk of the vocabulary derived from
very large corpora. In our approach, we directly transform word representations
from one model to another model effectively pooling together their vocabular-
ies (i.e., expanding each model’s vocabulary). Additionally, our approach has
potential to be equally applicable to phrase level or sentence level representa-
tions which have much more acute missing representation issues as they are even
sparser - dealing with missing representations for phrase level model is beyond
the scope of this paper.

3 Our Approach

As discussed previously and illustrated in Fig. 1, words missing from a model
may be present in another model. Therefore, by learning a word vector mapping
model (or function) that can map one vector representation onto another, rep-
resentations for missing words in the target model can be obtained from source
model where the words are present. The schematic diagrams in Fig. 2 illustrate
this approach.

TrV = Tsource→target(SrcV ) (1)

V ocetarget = V octarget ∪ (∪S
i=1V ocsource(i)) (2)

Fig. 2. Schematic diagram of (a) A transformation model, and (b) Multiple source-
to-target transformations (NN - Neural Network, T - Transformation function/model,
SrcV - Source model vector, TrV - Transformed vector, TgV - Target model vector).
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In Eq. (1), Tsource→target is a transformation model (function) corresponding
to the source → target transformation. The transformation model consists of a
feed-forward Neural Network. The input to the model is in the form of source
model vectors (SrcV ) and the output of the transformation model (transformed
vectors; TrV ) is similar to target model vectors (TgV ). That is, ideally, the TrV
should be the mirror image of TgV . The source vectors and target vectors can
be of different types. For instance, the SrcV can be LSA vectors while the TgV
can be Word2vec vectors and vice versa. Also, the dimensionality of the source
and target vectors may be different. Using S different source models (as depicted
in Fig. 2b), the effective size of the target model (V ocetarget) will be increased
greatly, particularly when there is less overlap among model vocabularies. For
example, if one model is developed using a corpus containing academic text-
books, such as Touchstone Applied Science Associates (TASA) corpus [11] and
another model is built from Wikipedia articles, then many words in Wikipedia
will be missing in the TASA-based model (the vocabulary of Wikipedia-based
model is much larger than that of the TASA-based model). The proposed trans-
formation model can map vectors derived using Wikipedia onto the TASA-based
model, thus greatly increasing the coverage of the latter. Similarly, the TASA-
based model’s word coverage can be further increased by adding other source
models.

Specifically, we developed Neural Network models to map between any
two of the following vector-based word representation models: LSA, word2Vec,
and GloVe. There are six different transformations such as LSA-to-GloVe or
word2vec-to-GloVe. It is important to note that these models are quite different
in their underlying principles to derive word representations and that they are
all unsupervised. LSA is an algebraic method. Word2vec is a feed-forward neural
network based language model and its bag of word model utilizes the context
of four words (two before and two after). GloVe model is based on algebraic as
well as probabilistic theories.

4 Evaluation Methods

We evaluated our transformation approach intrinsically and extrinsically using
a simulation based approach in both cases, i.e. we simulated a set of missing
words from an existing target model by removing them from it and then try-
ing to project them back, comparing the transformed vectors with the origi-
nal ones. This enables us to accurately assess the transformed vectors (TrV s)
with respect to the native vectors in target model (TgV s). When comparing
the obtained transformed representations with the native representations from
the target model (the vectors that were purposely removed) we check if they
are alike (intrinsic evaluation) and whether they perform similarly when used
in NLP applications such as word-to-word similarity computations (extrinsic
evaluation).
Intrinsic evaluation. We chose as our simulated missing words a set of N words
that are present in both the source and target models so that the TrV could be
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directly compared to the TgV , i.e. the representations of the underlying target
model itself. Then, we calculated an average correlation (r) score (AvgCorr)
between the two vectors as shown in Eq. (3).

AvgCorr =
1
N

N∑

i=1

r(TrVi, T gVi) (3)

Extrinsic Evaluation. For an extrinsic evaluation of the transformed vec-
tors, we used a word-to-word similarity task which is one of the approaches
used to measure the quality of word representations. If word representations are
good, then similar words will lead to high similarity scores whereas dissimilar
words will lead to low similarity scores. Using a benchmark dataset containing
pairs of words together with human-expert judgments of similarity, described
in more detail in Sect. 5, we computed similarity scores between vector-based
representations (Sim(Vw1, Vw2)) of words using the standard cosine similarity
measure (normalized dot-product) applied to the transformed vectors TrV s of
those words. Then, an overall correlation (r) between the similarity scores and
human judgments’ scores were computed as shown below.

TrSim = r({(Sim(TrVi1, T rVi2),Hi)}) (4)
TgSim = r({(Sim(TgVi1, T gVi2),Hi)}) (5)

where 1 ≤ i ≤ K, K: size (# word pairs) of word similarity evaluation dataset,
Hi: human rated similarity score for ith word pair in the word-to-word similarity
dataset.

We repeated the process using TgV s. When using the transformed vectors
we obtained an overall correlation similarity score denoted as TrSim and when
using the native vectors the overall correlation score across all word pairs in
our benchmark dataset is denoted as TgSim. A comparable TrSim score to the
TgSim score would indicate that the transformed vectors can act as a substitute
for word representations of the target model.

Baselines. We also used two baseline approaches to obtain transformed rep-
resentations. A baseline approach used randomly chosen word vectors from the
source model to transform onto the target model (we denote this transformation
as RandV @Src). A second baseline approach used randomly chosen word vector
representations from the target model itself without using any transformation
model (RandV @Trg). The RandV @Src and RandV @Trg vectors were then
compared with the actual, native word vector representations. These baselines
help detect whether the system is actually learning something or it simply does
a random mapping.

5 Data

Selected Word Representation Models. We performed experiments with
three different word representation models: (a) LSA model built using whole
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Wikipedia articles, (b) Word2vec model, and (c) GloVe model. These models
were developed independently by different groups and were downloaded “as-is”
without any intervention on our part as our purpose was to take advantage of
existing models without altering them in any way.

– Word2vec: This model is a pre-trained vector model based on the Google
News dataset (about 100 billion words) and was developed by [16] at Google.
The distributed word vectors were computed using feed forward neural net-
work based on a skip-gram model.

– GloVe: The GloVe (Global Vector), developed at Stanford University, is
an unsupervised learning model for representing words [21]. The model was
trained on non-zero elements in a global word co-occurrence matrix. We used
the pre-trained model GloVe-42B which was trained on 42 billion words of
Common Crawl corpus and it contains about 1.9 million unique tokens.

– LSAwiki: We used the LSA model generated from the whole set of English
Wikipedia articles (an early-2013 snapshot) by [25]. The model was generated
considering the lemmas of the content words that appeared at least 7 times
in the corpus. This model contains 1.1 million unique entries.

All these models have 300-dimensional vectors, which, in the context of our
research, is a pure coincidence as the dimensionality of various source and target
models can be different.

Simlex-999. Simlex-999 (Simlex; [9]) is a recently released dataset for word-
to-word similarity evaluation. In this dataset, the related but semantically less
equivalent word pairs are rated with low similarity scores by human judges.
For instance, lemon and tea are related but not similar, and therefore, they
are rated with low similarity score. The dataset consists of 999 word pairs. But
some of the words in Simlex-999 dataset were not available in LSAwiki and for
consistency of our evaluation, we used only 955 word pairs that are available
in all three word representation models. We used this dataset for both extrinsic
and intrinsic evaluations.

Training, Validation, and Test Datasets. From the pre-trained Word2vec,
GloVe, and LSA models, we extracted 107,813 vectors corresponding to the
common words in all three models (only 107,813 words were common in all
three models). For each pair of models, we set-aside 1,017 Simlex word vectors for
intrinsic evaluation and the remaining ones were randomly assigned for training
(95,000 pairs of vectors), validation (5,000 pairs), and intrinsic evaluation (5,000
pairs or 5k-test). Simlex words were used for both intrinsic as well as extrinsic
evaluation. That is, we used two datasets (Simlex, and 5k-test) for intrinsic
evaluation.

The difference between Simlex and 5k-test is that the words in Simlex are
curated words and contains only common and meaningful words whereas the
words in 5k-test are randomly selected from the vocabulary containing millions
of words. All the words in 5k-test are not necessarily meaningful ones (due to
typos and other reasons) but this test set is bigger and practically more general.
The remaining 1,796 vectors from the common vocabulary along with other
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Table 1. Summary of training, validation, and test datasets. Pair of vectors correspond
to the words common to both source and target model. The information in this table
applies to each transformation model.

Data Count (pairs) Remarks

Training vectors 95,000 Used to build transformation model

Validation vectors 5,000 Used for validating transformation
model

Simlex word vectors 1,017 Intrinsic evaluation (set 1)

5k-test vectors 5,000 Intrinsic evaluation (set 2)

Simlex words 955 Extrinsic (word-to-word similarity)
evaluation

Baseline 1 (Rand@Src) 6,017 Source model vectors were
randomly selected

Baseline 2 (Rand@Trg) 6,017 Randomly selected target model
vectors used as TrV s

(excluding vectors in training, validation, and test: Simlex and 5k-test) randomly
selected vectors (6,017 in total) from the corresponding source/target model were
used for evaluating the baseline transformations, RandV @Src and RandV @Trg.
The vectors were normalized by their L2-norms to be in the same scale. These
datasets are summarized in Table 1.

6 Experiments and Results

We built NN models with a number of input units and output units equal to
the size of the vectors in corresponding source and target models, respectively.
They all were 300-dimension vectors (which was a pure coincidence and not a
constraint of our mapping model). Therefore, the number of input units and
output units were 300.

We added only one hidden layer keeping the model relatively simple and
considering potential sparseness during training and performed experiments with
varying number of hidden units. We developed those models using the neural
network toolbox in Matlab (R2015a). The NN learning algorithm was set to the
Scaled Conjugate Gradient [19] with logistic activation function and the number
of iterations set to 1,000.

Each source → target transformation model was trained using the training
dataset of 95k pairs of vectors. We did experiments with different number of
hidden units from 100 to 800 incrementing by 100. The AvgCorr (see Eq. (3))
on the validation set was used to calibrate the number of hidden units in the NN
models. The results were improving with the increasing number of hidden units
up to 600. However, the differences among the results with 400–600 hidden units
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were very small in all models5. Therefore, we chose to use 600 hidden unit models
for all pairs of source → target models. We then evaluated the learned models
on the test data (Simlex and 5k-test). The results are summarized in Table 2.
The preliminary results using the unnormalized vectors only from GloVe and
Word2vec models can be found in [2].

Table 2. Results of vector transformation models (Results for the RandV @Src and
RandV @Trg are presented as a range, ↓ - same as next rows, Std - Standard deviation).

Source → Target Word similarity AvgCorr (TrV, TgV) (Std)

TgSim TrSim Simlex 5k-test

RandV@Src (baseline 1) ↓ ∼0.0 0.0–0.251 0.0–0.187

RandV@Trg (baseline 2) ∼0.0 0.005–0.136 0.012–0.100

Word2vec→GloVe 0.427 0.446 0.748 (0.085) 0.488 (0.180)

LSAwiki→GloVe 0.284 0.677 (0.092) 0.380 (0.160)

Word2vec→LSAwiki 0.276 0.301 0.791 (0.104) 0.553 (0.214)

GloVe→LSAwiki 0.292 0.801 (0.103) 0.541 (0.217)

LSAwiki→Word2vec 0.469 0.262 0.538 (0.089) 0.515 (0.147)

GloVe→Word2vec 0.369 0.676 (0.073) 0.610 (0.116)

The TgSim column presents the correlations (r) between the word similar-
ities computed using target vectors and the human annotated similarity scores
(see Eq. (4)), for the word pairs in the Simlex dataset. The TrSim column shows
the same correlations for word similarities but this time using transformed vec-
tors (see Eq. (5)). The TrSim scores when compared with TgSim scores indicate
how well the transformed vectors can act as a substitute for word representa-
tions in the target model. It is customary to interpret the word similarity results
in TrSim with respect to TgSim as the goal here is to have the transformed
vectors that perform as good as the native target model vectors. In fact, Simlex
is considered as a difficult dataset when compared with other popular word sim-
ilarity evaluation datasets such as WordSim-353 [8] because the related but not
similar word pairs (e.g., bread and butter) in it are also assigned low similarity
scores. And the correlation between similarity scores obtained using state-of-the-
art word representation models and human judgment scores was found to be less
than 0.5 for Simlex [9].

We can see in Table 2 that the word-to-word similarity results using the trans-
formed vectors (TrSim) are comparable with or better in some cases than the
results obtained using the native target model vectors (TgSim). For instance,
the correlation between the similarity scores obtained using the native GloVe
vectors and human judgments is 0.427 while the correlation (with human judg-
ments) of similarity scores obtained using vectors transformed to GloVe from the
5 In order to reduce the complexity of the model (or risk of overfitting), the number

of hidden units could be set to 500 or 400 with small reduction in performance.
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Word2vec model is better at 0.446 (see Word2vec→GloVe in Table 2). In some
cases, particularly the results obtained using transformations from LSAwiki are
relatively lower than those obtained by using the native target model vectors
directly. For instance, TgSim for GloVe is 0.427 but the results using the vec-
tors transformed from LSAwiki to Glove is 0.284 (in LSAwiki→Glove). Still, a
correlation of 0.284 can be considered as good given the difficulty of the Simlex
dataset. Additionally, for each transformation we calculated a correlation score
between word-to-word similarity scores calculated for the Simlex dataset using
the target model vectors and the similarity scores calculated using the trans-
formed vectors. This correlation score was up to 0.842 (for the Word2vec→GloVe
transformation), indicating that the transformed vectors behave similar to the
target model vectors in calculating word-to-word similarity.

Moreover, the average correlation score of TrV s with corresponding TgV s
(in AvgCorr column) for Simlex words was up to 0.801 (in Glove→LSAwiki)
and up to 0.610 (in Glove→Word2vec) for the 5k-test dataset. These correlation
scores indicate that the transformed vectors closely resemble the target model
vectors. On average, the AvgCorr scores across all transformations were 0.705
and 0.514 for Simlex words and words in 5k-test, respectively. In some cases,
particularly the LSAwiki model, the transformation process yielded relatively
lower scores. We conclude that the Word2vec model and the GloVe model were
more effective than LSAwiki for the task of word-to-word similarity. Neverthe-
less, it is important to note that the scientific community is still striving towards
finding a common ground on what measures to use to evaluate the word repre-
sentation models and which word representation models are more powerful than
others [5] by organizing events, such as RepEval (Representation Evaluation)
workshop [20].

Table 3. Examples of words in 5k-test set for which the correlation between Word2vec
model representations and the representations obtained from GloVe by using our trans-
formation model (GloVe→Word2vec) were high (on left), and low (on right).

Word Correlation (TrV , TgV ) Word Correlation (TrV , TgV )

whimsical 0.8428 poins 0.2225

fashionable 0.8421 witrh 0.2184

thinkers 0.8413 killingly 0.2159

kayaking 0.8411 poppermost 0.2120

likable 0.8403 pacifically 0.2046

estrategia 0.8400 witih 0.1945

nicer 0.8396 tasman 0.1887

whiny 0.8391 biolabs 0.1830

Correlations are relatively stronger and less spread (i.e, Std values are low)
for Simlex than 5k-test. It seems that some of the words in 5k-test are not quite
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common (or meaningful) as compared to the Simlex words and the transforma-
tion of such words’ representations was not very effective. Table 3 shows examples
of words in 5k-test for which the correlation between Word2vec model representa-
tions (TgV s) and the representations obtained from GloVe (TrV s) by using our
transformation model GloVe→Word2vec are high (on left) and low (on right).
We can see that the words on the right are rare words or misspelled words. Sim-
ilarly, the correlation between TgV and TrV for misspelled word “whihc” found
in 5k-test is less than 0.35 in all source → target transformations.

Results for the RandV @Src and RandV @Trg baselines are presented as
a range because the results were similar for all six different transformations.
The highest average correlation (AvgCorr) was 0.251 for the GloVe to LSAwiki

transformation of Simlex words. In all other cases, the correlations were below
0.2. The word similarity results (TrSim) were around zero. These mean that
providing random vectors from the source model as input or using randomly
selected words for missing words in the target model has no significant outcome.
Additionally, we checked the direct correlation between native source and target
vectors in each case but it was approximately zero when tested on 5k-test. These
indicate that learning a mapping function is needed and effective when properly
done, as is the case in our work.

7 Conclusion

We have presented a novel approach of expanding the vocabularies of word
representation models by mapping vectors from one model (source) to another
(target). Our results with three different pre-trained models indicate that the
Neural Network based vector mapping approach is effective as the resulting
transformed vectors have an average correlation with the target model’s vectors
to 0.801 for the words in Simlex-999 dataset. The extrinsic evaluation using word-
to-word similarity task with Simlex dataset shows the results obtained using
the transformed vectors are comparable with that of using the target model’s
representations. The results indicate that the transformed vectors mostly behave
similar to the target model vectors and, therefore, the transformed vectors can
be used with confidence to augment the target model.

Such type of mappings that vastly increases the coverage of a target model
can be very useful in many NLP applications which most likely need to handle
missing words or phrases. Our experiments with pre-trained models (Word2vec,
GloVe, and LSAwiki) showed an increase in word coverage that varies from few
to several times depending on which model vocabulary is taken as reference.

Nevertheless, finding out whether certain type of source or target model
makes transformations more or less effective is a topic of future investigation.
Additionally, the proposed solution can be used to obtain phrase representations
which are even sparser than words. It is another interesting topic for future
research.

The pooled representations will be an integral part of our career counseling
system meant to guide users on career paths by holding conversational counseling
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sessions with them. One type of dialogue we have in mind is called motivational
interviewing (MI; [18]), which could be useful when individuals are not happy
with the pace of reaching their career goals. MI arose as a means of addressing a
number of problems individuals face when, on the one hand they are aware that
a change in behavior is needed, yet, at the same time are lacking in motivation
and information and experiencing denial and ambivalence about changing. In
these types of situations, approaches that are too directive, confrontational, or
appeal to expert advice fall upon deaf ears. MI is best characterized as non-
adversarial, non-confrontational, and non-judgmental. Our MI career counseling
dialogues will use generic question asking, reflective listening statements, tact-
ful advice giving and feedback sharing, and key summarizing statements ([23]).
Users’ response to the counseling system’s prompts will be evaluated using the
pooled representations presented in this paper.
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Abstract. Nowadays, many NLP problems are tackled as supervised
machine learning tasks. Consequently, the cost of the expertise needed
to annotate the examples is a widespread issue. Active learning offers a
framework to that issue, allowing to control the annotation cost while
maximizing the classifier performance, but it relies on the key step of
choosing which example will be proposed to the expert. In this paper,
we examine and propose such selection strategies in the specific case of
Conditional Random Fields (CRF) which are largely used in NLP. On
the one hand, we propose a simple method to correct a bias of some state-
of-the-art selection techniques. On the other hand, we detail an original
approach to select the examples, based on the respect of proportions
in the datasets. These contributions are validated over a large range of
experiments implying several datasets and tasks, including named entity
recognition, chunking, phonetization, word sense disambiguation.

Keywords: CRF · Conditional random fields · Active learning
Semi-supervised learning · Statistical test of proportion

1 Introduction

Many NLP tasks rely on supervised machine learning. Among the commonly
used techniques, Conditional Random Fields (CRF) exhibit excellent perfor-
mance for tasks related to the sequences annotation (tagging, named entity
recognition and information extraction, transliteration...). However, as with all
supervised approaches, the cost of the sequence annotation needed to train the
models is an important criterion to consider. For simple problems, such as label-
ing parts-of-speech, some studies show that this cost is relatively low [7], but
most of the problems mentioned above rather require a very large number of
annotations (see Sect. 5.2).

To reduce, or at least control, this cost, semi-supervised approaches exploit,
in addition to annotated examples, non-annotated examples that are more read-
ily available. Among these approaches, Active Learning allows the expert to
annotate additional examples iteratively, thereby controlling the compromise
between annotation cost vs. performance of the classifier. Thus, a classifier can
be learned or improved at each iteration, and can be used to guide the selection
c© Springer Nature Switzerland AG 2018
A. Gelbukh (Ed.): CICLing 2017, LNCS 10761, pp. 30–43, 2018.
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of future examples to annotate. In this article, we are interested in this active
learning process, and more specifically in the issue of the selection of examples
which are provided to the expert, in the particular case of CRF.

Many methods of selection, either generic to any machine learning algorithm
or specific to the CRF (Sect. 2) have already been developed. In this article,
we show that some very conventional methods of the state of the art comprise
a bias tending to favor the choice of long examples, that is examples that are
expensive to annotate. The first contribution of the paper is to propose a simple
technique to remove this bias (Sect. 3). Another contribution is to propose an
original selection technique, relying on the data representations used by the
CRF, and based on a criterion balancing the proportions of the attributes in
the datasets (Sect. 4). These different proposals are experimentally evaluated on
several datasets and traditional tasks of CRF (Sect. 5).

2 Context and Related Work

2.1 Basic Notions

Conditional Random Fields [9] are undirected graphical models that represent
the probability distribution of annotation y on observations x. They are widely
used in NLP thanks to their ability to take into account the sequential aspect
and rich descriptions of text sequences. They have been successfully used in
many tasks casted as annotation problems, and have become standard tools for
information extraction, named entity recognition, tagging, etc. [4,17,18,26, inter
alia]. In such cases, x is a sequence of letters or words and y the corresponding
sequence of labels. In this context, the conditional probability P (y|x) is defined
through a weighted sum of so-called feature functions fj :

P (y|x, θ) =
1

Zλ(x)
exp

⎛
⎝∑

j

∑
t

λjfj(x, yt, yt−1, t)

⎞
⎠

where Zλ(x) is a normalization factor and θ is the vector of λj weights. The
feature functions are often binary, returning 1 when a certain combination of
labels and observations attributes is satisfied, 0 otherwise. They are applied to
each position t of the sequence and the weight λj reflects their importance to
determine the label. It is important to note that in practice the vector x is not
considered as a whole, but only some combinations of attributes on observations
around the position t in x are considered. These combinations are user-defined,
usually indirectly through a set of patterns {Pati}. They are applied at each
position t of each sequence x (Pati(x, t)), and with the information of the labels
(yt−1 and yt), they define all the possible feature functions.

The learning step for a CRF consists in estimating the weights λj from
data with known labels. The weights are those that maximize the model log-
likelihood on the training (labeled) sequences, for instance with quasi-Newton
type algorithms such as L-BFGS [20]. Once learned, applying the CRF model
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to the new data consists in finding, for a sequence of observations x, the most
probable sequence of labels (denoted y∗ in the rest of this article), for example
with a Viterbi algorithm.

2.2 Semi-supervised Learning and Active Learning

Semi-supervised learning consists in using annotated data (noted T hereafter)
and non-annotated data (N ). Its purpose is to reduce the number of annota-
tions and therefore the cost of the annotation, and/or to yield the best clas-
sifier performance for a given annotation cost. Different semi-supervised learn-
ing approaches have been explored in the context of CRF. Several studies use
unlabeled data directly in training the model by modifying the expression of
entropy. This change makes the objective function non-concave and therefore
requires to adapt the learning process. Another family of approaches consists in
adapting the learning and decoding procedures of CRF so that they are able to
handle some other knowledge about the sequences rather than completely anno-
tated sequences. For example, this knowledge may be partial annotation of the
sequences (labels are known only for a few words [19]). It can also be a priori
knowledge on the distribution of labels knowing certain attributes [12]. Although
this is not strictly semi-supervised learning, let us mention the work using close
techniques exploiting non-annotated data to improve learning on annotated data.
For instance, [13] and [6] propose to cluster non-annotated data to build new
feature –in this case, word classes– then used to better describe the (labeled)
data. In this vein, it is also worth mentioning the work of [2] and those of [23].
They exploit the proximity of an annotated sequence with other sequences to
biase the estimation of the CRF parameters. Although the framework of these
studies is different from the work presented in this paper, they nonetheless share
the idea of exploiting similarity between sequences seen as sets of features.

In this paper, the specific semi-supervised learning framework considered is
known as active learning. Its principle is that supervision is carried out by an
expert (or oracle) iteratively and interactively [22]. This is often set out in an
algorithm whose main steps are as follows:

(1) infer a classifier from T ;
(2) apply the classifier to N ;
(3) select examples from N ;
(4) make an expert label these examples and add them to T ;
(5) go to step 1.

This process is repeated until a stopping criterion is reached (e.g. maximal cost
of annotation, minimum classifier performance, or N is empty).

The crux of these active learning algorithms is step 3, that is the selection of
examples to be labeled by the expert. One wants to choose the most beneficial
examples for learning, in order to get the best classification performance. This
selection problem is often based on the results of the current classifier (Step 2).
Much work has been proposed in this regard, particularly in the field of NLP
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[14] where these labeling problems are common. Regardless of the classifiers
used, several families of selection strategies were proposed. The most common
one is the uncertainty-based selection: the results from Step 2 are used to select
examples for which the current classifier is less confident (see Sect. 3). A known
drawback of this approach is that, at the beginning of the process, when there
are few examples annotated, the classifier uncertainty measurements are unreli-
able. Another very common selection strategy is the selection by committee. Its
principle is to learn not one but several classifiers in Step 1, then apply them
to N , and finally select examples on which they disagree the most. This app-
roach is often implemented by techniques such as bagging and/or boosting [1], or
by learning different classifiers from different representations of the data [16].
Beside the important computational cost generated by these multiple learn-
ing, these techniques also suffer from the same problem as uncertainty-based
selection: classifiers are unreliable in the early rounds of iteration when |T | is
small. Another family of selection techniques relies on the expected change in the
model caused by adding new examples. The principle here is to select the sample
that would impact most the model, assuming that this impact would result in
improved performance. The underlying intuition is that the examples chosen in
N will cover cases that are not covered by the examples of T . Practical imple-
mentation of this approach heavily depends on the classifier used. [21] proposed
several variants of this approach for CRF; only one, named Information Density,
gave some positive results. It works by selecting the most different sequence in
N with respect to those of T . To assess this difference, the authors represent the
sequences by a vector representing the combination of the sequence attributes,
as captured by the feature functions. Since the labels of the sequences of N are
unknown, only the features concerning x are considered. The most dissimilar
sequence is simply defined as the one having the smallest average cosine with
the sequences of T .

This latter approach is close to those presented in this article: we also make
use of sequence representation as sets of attributes, although the criteria we
propose is more efficient than [21]’s one (Sect. 4). Furthermore, the evaluation
method used in their study does not properly account for the annotation effort at
each iteration: the authors evaluate performance based on the number of labeled
sequences, without considering that some can be much longer than others. For
our part, a more realistic setting is adopted: the annotation effort is measured
in terms of annotated words (or sequence elements), which has implications for
selection strategies tested by these authors (next section).

2.3 Experimental Context

In the remainder of this article, we will validate our proposals for sequence
selection on different tasks for which the CRF are conventionally used. We briefly
describe these tasks and data below; for details, the interested reader can refer
to the provided references.

We use the dataset of the entity recognition task named the ESTER cam-
paign [8]. It contains 55,000 breath groups from transcripts of radio broadcasts in
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French; the named entities are annotated into 8 classes (person, place, time...).
The CoNLL2002 dataset was proposed for the named entity recognition task
in Dutch proposed at CoNLL 2002 [24]. It contains 4 different entity types;
14,000 sequences (sentences) are used in the experiments reported in the fol-
lowing section. The CoNLL2000 dataset contains English newspapers annotated
with chunks [25], totalizing about 11,000 sentences and 4 classes (3 types of
chunks and a label ‘other’). We also experiment with the Sense Disambiguation
dataset from Senseval-2 [5]: disambiguation of hard, line, serve, interest, each of
their senses being represented by a different label in about 16,000 sentences. A
somewhat different task is the phonetic transcription of isolated words in English
provided by Nettalk dataset. The goal is to transcribe these words in a specific
phonetic alphabet. This task is seen as a letter-by-letter annotation task. It has
18,000 words and 52 different labels corresponding to the phonetic alphabet. A
preliminary step of data was to align words with their phonetic transcription
(and thus to introduce the appropriate symbols ‘empty’ when needed).

The data are described with usual attributes and patterns for these tasks,
with the parts-of-speech, lemmas, capital presence/absence, etc., and the
BIO annotation scheme is adopted when necessary (ESTER, CONLL2002,
CONLL2000). Nine tenths is used for training (set T and N ) and the remaining
tenth is used for performance evaluation. In most cases, the performance mea-
sure used is the word accuracy (rate of correctly labeled words), except for the
phonetization task, which is evaluated by the sequence accuracy rate (a word
must be completely and correctly phonetized). This evaluation is performed at
each iteration and related to the annotation effort i.e. the number of words (or
symbols) to which the expert added a label.

The CRF implementation used is wapiti [10], with its default settings unless
stated otherwise. It should be noted that tests with other settings (optimization
algorithms, normalization ...), not reported in the article, do not change the
conclusions presented.

3 Uncertainty-Based Selection

As we have seen, a common solution for the selection of examples to annotate
at each iteration is to propose to the oracle those for which the classifier learned
at the previous iteration is less certain. With CRF, this means choosing the
sequence x by looking at the probabilities P (y|x; θ).

3.1 Minimal Confidence and Sequence Entropy

Among the different ways to proceed, [21] shows that two strategies in this family
perform well in most cases: (i) the selection with minimal confidence, and (ii)
selection from sequence entropy. The first simply consists in choosing in N the
(automatically labeled) sequence whose probability is minimal with the current
model: x = argminx∈N P (y∗|x, θ). The entropy method selects the sequence x
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with the greatest entropy over all the possible labels y of this sequence:

x = argmax
x∈N

(
−

∑
y

P (y|x, θ) log P (y|x, θ)

)

3.2 Length Bias

One of the problems of these state-of-the-art approaches is that they tend to
choose the longest sequences, as they often have lower probabilities than short
sequences. However, the annotation cost is proportional to the sequence length.
If one seeks to maximize performance for a minimal cost annotation, it is then
potentially an undesirable behavior. To illustrate this, we report in Table 1 cor-
relation between the sequence lengths in the ESTER dataset and their probabil-
ities given by two models respectively trained on 20 and 10,000 randomly chosen
sequences.

Table 1. Correlation (Pearson r, Spearman ρ, Kendall τ) with their p-value between
the sequence lengths and their probabilities according to two models respectively
trained on 20 and 10,000 sequences.

Size of training set Pearson r (p-value) Spearman ρ (p-value) Kendall τ (p-value)

20 seq −0.52 (<1010) −0.59 (<1010) −0.44 (<1010)

10,000 seq −0.47 (<1010) −0.56 (<1010) −0.40 (<1010)

The length bias can be observed in both cases: in average, the sequence
probability given by a CRF model is correlated to its length. This is particularly
more pronounced when the model is trained on few sequences, which is precisely
characteristic of the first iterations of active learning. Thus, this selection crite-
rion is particularly unsuited at the beginning of active learning. Conversely, a
simple normalization of the probabilities by the length of the sequences tends
to favor very short sequences which does not provide enough useful information
for learning.

3.3 Normalization

Based on the above findings, it seems important to normalize with respect to the
sequence length. We propose a local, adaptive method of normalization based
on the average probability of sequences for a given length. For this, we propose
a method of normalization inspired by the Parzen window estimation method
[15,27]. The underlying idea is that for a fixed sequence length (plus or minus
ε), the normalized probability scores should be distributed uniformly between 0
and1. For a sequence x of N of length l, we estimate the average μ̂l and standard
deviation σ̂l probabilities on all sequences of N of length l ± ε, i.e. the set
{P (y′∗|x′) | x′ ∈ N , |x′| = |x| ± ε}. These values are estimated at each iteration,
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and then used to center and reduce the probabilities used in the previous selection
strategies. For example, the selection by minimal confidence is now:

x = argmin
x∈N

(
P (y∗|x, θ) − μ̂l

σ̂l

)

For each considered close length, it should modify the probability dispersion
for sequences of this length, and thus cancel the bias of sequence length previ-
ously observed. In practice, in the experiments reported in Sect. 5, same length
sequences are not found using a fixed ε but by neighborhood: μ̂l is calculated
over a fixed number of sequences whose lengths are closest to the one considered.
This k-nearest-neighbor approach can better handle cases of outlier sequences
with very different lengths for which a neighborhood defined with a small ε would
not cover any other sequence.

4 Representativity of Feature Functions

The main proposal of this article is to consider that the distribution of attributes,
such as captured by the feature functions, can guide the selection of examples to
be annotated during an active learning iteration. To support this intuition, we
first study how these attributes are distributed in terms of frequency and in terms
of use in the models (Subsect. 4.1). Based on these considerations, Subsect. 4.2
proposes an original method to select sequences to annotate.

4.1 Preliminary Study

The feature functions encode the relationship between the description of
sequences and labels, as expressed by the patterns {Pati}. It is interesting to
observe their frequencies in the data, in order to see which ones among them
are actually used for the prediction. CRF are known to produce large models in
the sense that many parts of the data, as seen through the feature functions, are
kept in the model [3,28, for elements of discussion].

In order to study which functions are actually used in the model for the
prediction, we first calculate the distribution of the occurrences of all possible
feature functions fj on ESTER data:

occ(fj) = |{fj(x(m), y
(m)
t−1 , y

(m)
t , t) = 1|∀ example m,∀ position t}|

We then extract from a model trained on the data the feature functions whose
weight |λj | > 0. Among the learning settings for CRF, L1 or L2 normalization
greatly influences the number of feature functions with non-zero weight. So, a
model with a standard L1 and another with a normalization elastic-net (mixing
equally L1 and L2) are trained on the whole ESTER dataset (full supervision).
Figure 1 reports these three distributions.

As expected, we observe that these three distributions are very similar except
for the rarest feature functions, especially with the L1 model. Most combinations
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Fig. 1. Distribution of feature functions
(number of functions according to their
occurrence; log-scale on both axes) and
distribution of the functions used in two
CRF models; ESTER dataset.

Fig. 2. Distribution of feature functions
without label information (number of
functions according to their occurrence
number; log-scale on both axes) and dis-
tribution of the functions used in two
CRF models; ESTER dataset.

of attributes/labels from the data therefore appear useful (i.e. their weight |λj | >
0) for predictions in our two models. It means that the CRF models exploit a vast
majority of attributes/labels combinations present in the data, in proportion to
their frequency in the data: the fact that combinations are very common or rare
does not intervene (except for the rarest configurations with L1 model). Thus,
to build a smaller training set leading to models with similar characteristics, it
seems important to offer the maximum variety of combinations accordingly with
these proportions, i.e. respecting the distribution of attribute/label combinations
of the whole dataset. This result is not specific to the ESTER dataset: the same
distributions are observed for every tested dataset (see Sect. 2.3).

In our semi-supervised case, most of the data are not annotated. It is therefore
important to check whether these earlier findings are still true without consider-
ing the labels. We therefore examine the distribution of feature functions regard-
less of labels, i.e. only by looking at the attributes concerning x in {fj}. These
incomplete feature functions (without label information) are notedf∗

j . Formally,
we count in the data:

occ(f∗
j ) = |{fj(x(m), y1, y2, t) = 1|∀ example m,∀ position t,∀ labels y1, y2}|.

Figure 2 thus illustrates again the occurrences of feature functions, but
regardless of the label. The same trends as before can be observed. These exper-
iments suggest the importance of a varied and representative training set of all
combinations of attributes (with no information on the label) defined by the
feature functions.

4.2 Test of Proportion

We build on the previous observation to propose a new selection strategy. At
each iteration of the active learning algorithm, we want the training set which
is the most representative of the whole dataset. In other words, we want the
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sequence distribution, as seen by CRF via feature functions, to be as close as
possible to those of T ∪ N . As before, each sequence is seen as the set of feature
functions that can be generated from it, not including labels.

To select the sequence x to add to the training set at each iteration (once
annotated by the oracle), we need to evaluate how the resulting training set
T ∪ {x} compares with the whole data at our disposal (annotated or not, i.e.
T ∪ N ). For each feature function, we propose to simply examine whether the
proportion of this function observed in the sample T ∪ {x} is comparable to
that of the sample T ∪ N . These two samples are not independent, but can be
considered as such when |N | � |T |, which is ensured in the first iterations of
active learning.

More specifically, we perform a statistical test of proportion between the two
samples T ∪ {x} and T ∪ N , respectively denoted 1 and 2, with size n1 and
n2. Let p̂j

1 = rj
1/n1 be the estimator of the proportion of occurrences of a given

feature function fj appearing rj
1 times in sample 1, and p̂j

2 = rj
2/n2 be the one

for sample 2. We can then calculate the z-score:

zj,x =
p̂j
1(fj) − p̂j

2(fj)√
p̂j × (1 − p̂j) × (1/n1 + 1/n2)

with p̂j =
rj
1 + rj

2

n1 + n2

The z-score follows a standard normal distribution, allowing us to calculate
the probability P (zj,x) to observe such a difference in proportion between the
two samples. A high probability intuitively means that sample 1 contains a
proportion of the feature function fj comparable to that of sample 2.

It is necessary to combine these probabilities for all feature functions. In order
to do so, we make a simplifying assumption by considering that the observations
of feature functions are independent. Although this assumption is invalid in most
cases, it allows us to propose a simple estimate of the overall probability of the
sample x as the product of P (zj,x) for every feature function fj . Finally, the
choice of the sequence to add to the training set is the one maximizing this
probability: x∗ = argmaxx∈N

∏
j P (zj,x).

5 Experiments

In this section, we compare experimentally the different selection strategies for
active learning previously discussed. The experimental framework is detailed
below, and learning curves are presented in Subsect. 5.2.

5.1 Settings

Several selection strategies are experimented: on the one hand, for comparison
purposes, we implemented state-of-the-art strategies, namely, selection by mini-
mal confidence, entropy and information density. We also added a simple baseline
in which the sequences are selected at random. On the other hand, we tested
the normalization process for the minimal confidence selection (cf. Sect. 3.3) and
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the approach based on proportion (cf. Sect. 4). We do not report results based
on selection by committee as they yield lower results than the previous ones in
almost every case [21].

All these methods are tested under the same conditions (CRF parameters,
patterns...). For initialization, a sequence is randomly chosen to serve as the first
example (the same for all selection methods). At each iteration, a single example
is selected to be annotated by the oracle and the classifier is re-trained on all
annotated data (therefore, this is not an update of the previous CRF model).

5.2 Results

Figures 3, 4, 5, 6 and 7 give the learning curves on our different datasets. The
performance of the classifiers learned at each iteration is expressed in function of
the cost of accumulated annotation of the set calT (i.e. total number of words
or symbols seen, according to the task). In the figures, the cost is reported on
a logarithmic scale, so one can appreciate the different cases (few annotations
vs. many annotations). Several observations stand in. First, these curves have
very different appearance from a dataset to another. This is explained by the
characteristics of tasks and data, implying that some are more readily feasible
with good performance with few annotations (CoNLL2000) or not (CoNLL2002).
For all datasets except Nettalk, differences, especially when the annotation cost
is small, are sensitive. Regarding Nettalk, it is more difficult to bring out a
selection method better than the other. This can certainly be explained by the
difficulty of the task and, more precisely, by the huge number of possible labels.
Indeed, there are a very large number of possible attributes/labels configurations;
therefore, in all cases, it requires an extremely large number of examples to cover
all these configurations.

Second, we observe that the three strategies from literature offer an average
performance sometimes not far from the random strategy. Strategies by minimal
confidence and entropy are even sometimes well below random (SenseEval-2),
obviously penalized by their biases discussed in Sect. 3. This is important to

Fig. 3. Learning curve (precision rate vs. annotation cost expressed in words); ESTER
dataset; log-scale
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Fig. 4. Learning curve (precision rate
vs. annotation cost expressed in words);
CoNLL2002 dataset; log-scale

Fig. 5. Learning curve (precision rate
vs. annotation cost expressed in words);
CoNLL2000 dataset; log-scale

Fig. 6. Learning curve (precision rate
vs. annotation cost expressed in words);
SensEval-2 dataset; log-scale

Fig. 7. Learning curve (precision rate in
terms of correctly phonetized vs. anno-
tation cost expressed in letters); Nettalk
dataset; log-scale

note; it is often overshadowed by evaluations taking into account the number of
sequences, as we have already pointed in the work of [21].

Third, our normalization approach, applied to the minimal confidence strat-
egy, gives satisfying results since it allows to get better or similar results to the
non normalized version. It especially performs best when the number of anno-
tation is important (ESTER, CoNLL2002, Senseval-2) even if the logarithmic
scale in the figures hides a little this long domination.

Finally, our selection proposal based on proportion tests obtains very good
results overall. It behaves generally better than other selection techniques,
including information density, from which it is conceptually close. It may be
noted that our strategy brings a significant gain when dealing with few anno-
tations. This outcome is explained by the fact that the method does not rely
on the predictions, unreliable at this stage, of the current classifier. However,
this gain is less or even absent compared to other methods when the amount of
annotated data becomes very important. This shows the limits of our approach,
which does not exploit any information from the classifier, but it also allows to
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devise joint strategies in which the classification information would also be used
when a minimal number of annotations is reached.

6 Conclusive Remarks

At a time when most NLP problems are tackled as supervised learning tasks, the
cost of annotations by expert is a significant problem. Active learning provides a
framework to control this cost while maximizing, hopefully, the classifier perfor-
mance. As we have seen, it is in fact largely dependent on the example selection
strategy implemented. In this article, we looked at some of these strategies and
we have demonstrated a bias lowering their annotation cost/performance ratio.
The normalization that we have proposed can solve this problem in a very simple
manner while providing a significant performance gain. And when the annotation
costs are limited, our strategy based on an original criterion of proportionality,
appears the most advantageous on the several NLP taks examined. Of course,
these gains are only appreciable in a real semi-supervised context in which one
wants to get the best performance from a few annotated data; when a large
amount of data is available, all the strategies tends to give similar results.

Many variations, improvements and research avenues can be explored. Among
them, we would try to take into account the dependence between feature func-
tions. In our current proposal, they are considered to be independent for sim-
plification purpose, which is never the case in practice. These dependencies may
even be very important because the patterns used to build these feature func-
tions often exploit several times to the same elements (lemma of the current
word, PoS the current word ...), and that these elements are themselves in a
dependency relationship. This can strongly impact the estimate of the overall
proportion probabilities, and ultimately distort the choice of the best example.

Another promising approach is to mix these different selection techniques
to combine their benefits. They can obviously be simply merged (vote, prod-
uct of scores or ranks ...), but it seems more interesting to aim more complex
combinations, which could be achieved with learning to rank approaches [11].

Finally, in our current framework, the selected sequences are fully annotated.
It would be interesting to study the case of partial annotations, under the same
constraints to optimize the cost/performance ratio, taking inspiration for exam-
ple from [19].
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Abstract. In the last few years, Recurrent Neural Networks (RNNs)
have proved effective on several NLP tasks. Despite such great success,
their ability to model sequence labeling is still limited. This lead research
toward solutions where RNNs are combined with models which already
proved effective in this domain, such as CRFs. In this work we propose
a solution far simpler but very effective: an evolution of the simple Jor-
dan RNN, where labels are reinjected as input into the network, and
converted into embeddings, in the same way as words. We compare this
RNN variant to all the other RNN models, Elman and Jordan RNN,
LSTM and GRU, on two well-known tasks of Spoken Language Under-
standing (SLU). Thanks to label embeddings and their combination at
the hidden layer, the proposed variant, which uses more parameters
than Elman and Jordan RNNs, but far fewer than LSTM and GRU, is
more effective than other RNNs, but also outperforms sophisticated CRF
models.

1 Introduction

In the last few years Recurrent Neural Networks (RNNs) [1–3] have proved very
effective in several Natural Language Processing (NLP) tasks such as Part-of-
Speech tagging (POS tagging), chunking, Named Entity Recognition (NER),
Spoken Language Understanding (SLU), machine translation and even more [4–
10]. These models are particularly effective thanks to their recurrent architecture,
which allows neural models to keep in memory past information and re-use it at
the current processing step.

In the literature of RNNs applied to NLP, several architectures have been
proposed. At first Elman and Jordan RNNs, introduced in [1,2], and known also
as simple RNNs, have been adapted to NLP. The difference between these two
models is in the type of connection giving the recurrent character to these two
architectures: in the Elman RNN the recursion is a loop at the hidden layer,
while in the Jordan RNN it relies the output layer to the hidden layer. This last
recursion allows to use at the current step labels predicted for previous positions
in a sequence.
c© Springer Nature Switzerland AG 2018
A. Gelbukh (Ed.): CICLing 2017, LNCS 10761, pp. 44–66, 2018.
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These two recurrent models have shown limitations in learning relatively long
contexts [11]. In order to overcome this limitation the RNNs known as Long
Short-Term Memory (LSTM) have been proposed [3]. Recently, a simplified
and, apparently, more effective variant of LSTM has been proposed, using Gated
Recurrent Units and thus named GRU [12].

Despite outstanding performances on several NLP tasks, RNNs have not been
explicitely adapted to integrate effectively label-depency information in sequence
labelling tasks. Their sequence labelling decisions are based on intrinsecally local
functions (e.g. the softmax). In order to overcome this limitation, sophisticated
hybrid RNN+CRF models have been proposed [13–15], where the traditional
output layer is replaced by a CRF neural layer. These models reach state-of-
the-art performances, their evaluation however is not clear. In particular it is
not clear if performances derive from the model itself, or thanks to particular
experimental conditions. In [15] for example, the best result on POS tagging
on the Penn Treebank corpus is an accuracy of 97.55, which is reached using
word embeddings trained using GloVe [16], on huge amount of unlabeled data.
The model of [15] without pre-trained embeddings reaches an accuracy of 96.9,
which doesn’t seem that outstanding if we consider that a CRF model dating
from 2010, trained from scratch, without using any external resource, reaches an
accuracy of 97.3 on the same data [17]. We achieved the same result on the same
data with a CRF model trained from scratch using the incremental procedure
described in [18]. Moreover, the first version of the network proposed in this
paper, but using a sigmoid activation function and only the L2 regularization,
with a slightly different data preprocessing, achieves an accuracy on the Penn
Treebank of 96.9 [19].

The intution behind this paper is that embeddings allow a fine and effective
modelling not only of words, but also of labels and label dependencies, which
are crucial in some tasks of sequence labelling. In this paper we propose, as
alternative to RNN+CRF models, a variant of RNN allowing this more effective
modelling. Surprisingly, a simple modification to the RNN architecture results in
a very effective model: in our variant of RNN the recurrent connection connects
the output layer to the input layer and, since the first layer is just a look-up
table mapping discrete items into embeddings, labels predicted at the output
layer are mapped into embeddings the same way as words. Label embeddings
and word embeddings are combined at the hidden layer, allowing to learn rela-
tions between these two types of information, which are used to predict the label
at current position in a sequence. Our intuition is that using several label embed-
dings as context, a RNN is able to model correctly label-dependencies, the same
way as more sophisticated models explicitely designed for sequence labelling like
CRFs [20].

This paper is a straight follow-up of [21]. Contributions with respect to that
work are as follows:

(i) An analisys of performances of forward, backward and bidirectional
models. (ii) The use of ReLU hidden layer and dropout regularization
[22] at the hidden and embedding layers for improved regularized models.
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(iii) The integration of a character-level convolution layer. (iv) An in-depth eval-
uation, showing the effect of different components and of different information
level on the performance. (v) A straightforward comparison of the proposed vari-
ant of RNN to Elman, Jordan, LSTM and GRU RNNs, showing that the new
variant is at least as effective as the best RNN models, such as LSTM and GRU.
Our variant is even more effective when taking label-dependencies into account
is crucial in the task, proving that our intuition is correct.

An high level schema of simple RNNs and of the variant proposed in this
paper is shown in Fig. 1, where w is the input word, y is the label, E, H, O and
R are the model parameters, which will be discussed in the following sections.

(a) Elman (b) Jordan (c) Our variant

Fig. 1. High level schema of simple RNNs (Elman and Jordan) and the variant pro-
posed in this paper.

Since evaluations on tasks like POS tagging on the Penn Treebank are basi-
cally reaching perfection (state-of-the-art is at 97.55 accuracy), any new model
would probably provide little or no improvement. Also, performances on this
type of tasks seem to have reached a plateau, as models achieving 97.2 accuracy
or even better, were already published starting from 2003 [23,24]. We propose
instead to evaluate all the models on two different and widely used tasks of
Spoken Language Understanding [25], which provide more variate evaluation
settings: ATIS [26] and MEDIA [27].

ATIS is a relatively simple task and doesn’t require a sophisticated modelling
of label dependencies. This task allows to evaluate models in similar settings as
tasks like POS tagging or Named Entity Recognition as defined in the CoNLL
Shared Task 2003, both widely used as benchmarks in NLP papers. MEDIA is
a very challanging task, where the ability of models to keep label dependencies
into account is crucial to obtain good results.

Results show that our new variant is as effective as the best RNN models on
a simple task like ATIS, providing the advantage of being much simpler. On the
MEDIA task however, our variant outperforms all the other RNNs by a large
margin, and even sophisticated CRF models, providing the best absolute result
ever achieved on this task.
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The paper is organized as follows: In the next section we describe the RNNs
used in the literature for NLP, starting from existing models to arrive at describ-
ing the new variant we propose. In the Sect. 3 we present the corpora used for
evaluation, the experimental settings and the results obtained in several experi-
mental conditions. We draw some conclusions in Sect. 4.

2 Recurrent Neural Networks (RNNs)

In this section we describe the most popular RNNs used for NLP, such as Elman
and Jordan RNNs [1,2], and the most sophisticated RNNs like LSTM and GRU
[3,12]. We also describe training and inference procedures, and the RNN variant
we propose.

2.1 Elman and Jordan RNNs

Elman and Jordan RNNs are defined as follows:

ht
Elman = Φ(RhElman

t−1 + H It) (1)

ht
Jordan = Φ(Ryt−1 + H It) (2)

The difference between these two models is in the way of computing hidden
activities, while the output is computed in the same way:

yt = softmax(O h∗
t) (3)

h∗
t and yt are respectively the hidden and output layer’s activities1, Φ is an

activation function, H, O and R are the parameters at the hidden, output and
recurrent layer, respectively (biases are omitted to keep equations lighter). hElman

t−1

is the hidden layer activity computed at previous time step and used as context
in the Elman RNN, while yt−1 is the previous predicted labels, used as context
in the Jordan RNN. It is the input, which is often the concatenation of word
embeddings in a fixed window dw (for winDow of Words) around the current
word wt to be labelled. We define as E(wi) the embedding of any word wi. It is
then defined as:

It = [Ew(wt−dw
)...Ew(wt)...Ew(wt+dw

)] (4)

where [ ] is the concatenation of vectors (or matrices in the following sections).
The softmax function, given a set S of m numerical values vi, associated to
discrete elements i ∈ [1,m], computes the probability associated to each element
as:

∀i ∈ [1,m] p(i) =
evi

∑m
j=1 evj

This function allows to compute the probability associated to each label and
choose as predicted label the one with the highest probability.
1 h∗ means the hidden layer of any model, as the output layer is computed in the same

way for all networks described in this paper.
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2.2 Long Short-Term Memory (LSTM) RNNs

While LSTM is often used as the name of the whole network, it just defines a
different way of computing the hidden layer activities. LSTMs use gate units
to control how past and present information affect the network’s internal state,
and a cell to store past information that is going to be used as context at the
current processing step. Forget, input gates and cell state are computed as:

ft = Φ(Wfht−1 + UfIt) (5)
it = Φ(Wiht−1 + UiIt) (6)
ĉt = Γ (Wcht−1 + UcIt) (7)

Γ is used to indicate a different activation function from Φ2. ĉt is actually an
intermediate value used to update the cell state value as follows:

ct = ft � ct−1 + it � ĉt (8)

� is the element-wise multiplication. Once these quantities have been computed,
the output gate is computed and used to control the hidden layer activities at
the current time step t:

ot = Φ(Woht−1 + UoIt) (9)
ht

LSTM = ot � Φ(ct) (10)

Once again (and in the remainder of the paper), biases are omitted to keep
equations lighter. As we can see, each gate and the cell state have their own
parameter matrices W and U , used for the linear transformation of the previous
hidden state (ht−1) and the current input (It). The evolution of the LSTM layer
named GRU (Gated Recurrent Units) [12], combines together forget and input
gates, and the previous hidden layer with the cell state:

zt = Φ(Wzht−1 + UzIt) (11)
rt = Φ(Wrht−1 + UrIt) (12)
ĥt = Γ (W (rt � ht−1) + UIt) (13)

ht
GRU = (1 − zt) � ht−1 + zt � ĥt (14)

GRU is thus a simplification of LSTM, it uses less units and it has less parameters
to learn.

2.3 LD-RNN : Label-Dependencies Aware Recurrent Neural
Networks

The variant of RNN that we propose in this paper can be thought of as having
a recurrent connection from the output to the input layer. Note that from a
different perspective, this variant can just be seen as a Feed-Forward Neural
2 In the literature Φ and Γ are the sigmoid and tanh, respectively.
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Network (FFNN) using previous predicted labels as input. Since Jordan RNN has
the same architecture, the only difference being that in contrast to Jordan models
we embed labels, we still prefer talking about recurrent network. This simple
modification to the architecture of the network has important consequences on
the model.

The reason motivating this modification is that we want embeddings for
labels and use them the same way as word embeddings. Like we mentioned in
the introduction, the first layer is a look-up table mapping discrete, or one-hot3,
representations into distributional representations.

Such representations can encode very fine syntactic and semantic properties,
as it has already been proved by word2vec [28] or GloVe [16]. We want similar
properties to be learnt also for labels, so that to encode in label embeddings the
label dependencies needed for sequence labelling tasks. In this paper we learn
label embeddings from the sequences of labels associated to word sentences in
annotated data. But this procedure could be applied also when structured label
information is available. We could thus exploit syntactic parse trees, structured
named entities or entity relations for learning sophisticated label embeddings.

The idea of using label embeddings has been introduced in [29] for depen-
dency parsing, resulting in a very effective parser. In this paper we go ahead
with respect to [29] by using several label embeddings as context to predict the
label at current position in a sequence. Also we pre-train label embeddings like
it is usually done for words. As consequence, we learn first generic dependen-
cies between labels without their interactions with words. Such interactions are
then integrated and refined during the learning phase of the sequence labelling
task. For this ability to learn label-dependencies, we name our variant LD-RNN,
standing for Label Dependencies aware RNN.

Using the same formalism as before, we define Ew the matrix for word embed-
dings, while El is the matrix for label embeddings. The word-level input to our
RNN is It as for the other RNNs, while the label-level input is:

Lt = [El(yt−dl+1) El(yt−dl+2) . . . El(yt−1)] (15)

which is the concatenation of vectors representing the dl previous predicted
labels (dl stands (for winDow of Labels)). The hidden layer activities of our
RNN variant are computed as:

ht
LD-RNN = Φ(H [ItLt]) (16)

We note that we could rewrite the equation above as Φ(HwIt + HlLt) with
a similar formalism as before, the two equations are equivalent if we define
H = [HwHl].

Thanks to the use of label embeddings and their combination at the hidden
layer, our LD-RNN variant learns very effectively label dependencies. Since the

3 The one-hot representation of a token represented by an index i in a dictionary, is a
vector v of the same size as the dictionary and assigned zero everywhere, except at
position i where it is 1.
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other RNNs in general don’t use explicetly the label information as context, they
can predict incoherent label sequences. As we already mentioned, this limitation
lead research toward hybrid RNN+CRF models [13–15].

Another consequence of the modification introduced in our RNN variant is
an improved robustness to prediction mistakes. Since we use several label embed-
dings as context (see Lt above), once the model has learnt label embeddings,
in the test phase it is unlikely that several prediction mistakes occur in the
same context. Even in that case, thanks to properties encoded in the embed-
dings, mistaken labels have similar representations to correct labels, allowing
the model to possibly predict correct labels. Reusing an example from [30]: if
Paris is replaced by Rome in a text, this has no impact on several NLP tasks,
as they are both proper nouns in POS tagging, localization in Named Entity
Recognition etc. Using label embeddings provides the LD-RNN variant with the
same robustness on the label side.

While the traditional Jordan RNN uses also previous labels as past infor-
mation, it has not the same robustness because of the poor label representation
used in adaptations of this model to NLP tasks. In Jordan RNNs used for NLP
like [8–10], labels are represented either with the probability distribution com-
puted by the softmax, or with the one-hot representation computed from the
probability distribution.

In the latter case it is clear that a prediction mistake can have a bad impact in
the context, as the only value being 1 in the one-hot representation would be in
the wrong position. Instead, using the probability distribution may seem a kind
of fazzy representation over several labels, but we have found empirically that
the probability is very sharp and picked on one or just few labels. In any case
this representation doesn’t provide the desired robustness that can be achieved
with label embeddings.

From another point of view, we can interpret the computation of the hidden
activities in a Jordan RNN as using label embeddings. In the Eq. 2, the multi-
plication Ryt−1, since yt−1 is a sparse vector, can be interpreted as the selection
of an embedding from R.

Even with this interpretation there is a substantial difference between a Jor-
dan RNN and our variant. In the Jordan RNN, once the label embedding has
been computed with Ryt−1, the result is not involved in the linear transformation
applied by the matrix H, which is only applied to the word-level input It. The
result of this multiplication is added to Ryt−1 and then the activation function
is applied.

In our variant in contrast, labels are first mapped into embeddings with
E[yi]4. Word and label inputs It and Lt are then both transformed by multiply-
ing by H, which is correctly dimensioned to apply the linear transformation on
both inputs. In our variant thus, two different label transformations are always
applied: (i) the conversion from sparse to embedding representation; (ii) the
linear transformation by multiplying label embeddings by H.

4 In our case, yi is explicitely converted from probability distribution to one-hot rep-
resentation.



Label-Dependencies Aware Recurrent Neural Networks 51

2.4 Learning and Inference

We learn the LD-RNN variant like all the other RNNs, by minimizing the cross-
entropy between the expected label lt and the predicted label yt at position t in
the sequence, plus a L2 regularization term:

C = −lt � log(yt) +
λ

2
|Θ|2 (17)

λ is a hyper-parameter to be tuned, Θ is a short notation for Ew, El,H,O.
lt is the one-hot representation of the expected label. Since yt above is the
probability distribution over the label set, we can see the output of the network
as the probability P (i|It,Lt) ∀i ∈ [1,m], where It and Lt are the input of the
network (words and labels), i is the index of one of the labels defined in the
targeted task.

We can thus associate to the LD-RNN model the following decision function:

argmaxi∈[1,m]P (i|It,Lt) (18)

We note that this is still a local decision function, as the probability of each
label is normalized at each position of a sequence. Despite this, the use of
label-embeddings Lt as context allows the LD-RNN to effectively model label
dependencies. Since the other RNNs like Elman and LSTM don’t use the label
information in their context, their decision function can be defined as:

argmaxi∈[1,m]P (i|It) (19)

which can lead to incoherent predicted label sequences.
We use the traditional back-propagation algorithm with momentum to learn

our networks [31]. Given the recurrent nature of the networks, the Back-
Propagation Through Time (BPTT) is often used [32]. This algorithm consists
in unfolding the RNN for N previous steps, N being a parameter to choose,
and using thus the N previous inputs and hidden states to update the model’s
parameters. The traditional back-propagation algorithm is then applied. This is
equivalent to learn a feed-froward network of depth N . The BPTT algorithm is
supposed to allow the network to learn arbitrary long contexts. However [5] has
shown that RNNs for language modelling learn best with only N = 5 previous
steps. This can be due to the fact that, at least in NLP, a longer context does not
lead necessarily to better performances, as a longer context is also more noisy.

Since the BPTT algorithm is quite expensive, [9] chose to explicitely use
the contextual information provided by the recurrent connection, and to use the
traditional back-propagation algorithm, apparently without performance loss.

In this paper we use the same strategy. When the contextual information is
used explicitly in a Jordan RNN, the hidden layer state is computed as follows:

ht = Φ(R[yt−dl+1 yt−dl+2 ... yt−1] + H It) (20)

A similar modification can be applied also to Elman, LSTM and GRU RNNs
to keep into account explicitly the previous hidden states. To our knowledge
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however, these networks are effectively learnt using only one previous hidden
state [13–15].

From explanations above we can say that using explicit wide context of words
and labels like we do in LD-RNN, can be seen as an approximation of the BPTT
algorithm.

2.5 Toward More Sophisticated Networks: Character-Level
Convolution

Even if word embeddings provide a very fine encoding of word features, several
works such like [13–15,33] have shown that more effective models can be obtained
using a convolution layer over characters of words. Character-level information is
indeed very useful to allow a model generalizing over rare inflected surface forms
and even out-of-vocabulary words in the test phase. Word embeddings are in fact
much less effective in such cases. The convolution over word characters provide
also the advantage of being very general: it can be applied in the same way to
different languages, allowing to re-use the same system on different languages
and tasks.

In this paper we focus on a convolution layer similar to the one used in [7] for
words. For any word w of length |w|, we define Ech(w, i) the embedding of the
character i of the word w. We define Wch the matrix of parameters for the linear
transformation applied by the convolution (once again we omit the associated
bias). We compute a convolution of window size 2dc + 1 over characters of a
word w as follows:

– ∀i ∈ [1, |w|] Convi = Wch[Ech(w, i − dc); . . . Ech(w, i); . . . Ech(w, i + dc)]
– Convch = [Conv1 . . . Conv|w|]
– Charw = Max(Convch)

the Max function is the so-called max-pooling [7]. While it is not strictly neces-
sary mapping characters into embeddings, it would be probably less interesting
applying the convolution on discrete representations. The matrix Convch is made
of the concatenation of vectors returned from the application of the linear trans-
formation Wch. Its size is thus |C| × |w|, where |C| is the size of the convolution
layer. The max-pooling computes the maxima over the word-length direction,
thus the final output Charw has size |C|, which is independent from the word
length. Charw can be interpreted as a distributional representation of the word
w encoding the information at w’s character level. This is a complementary infor-
mation with respect to word embeddings, which encode inter-word information,
and provide the model with an information similar to what is provided by dis-
crete lexical features like word prefixes, suffixes, capitalization information etc.,
plus information about morphologically correct words of a given language.

2.6 RNN Complexities

The improved modelling of label dependencies in our LD-RNN variant is
achieved at the cost of more parameters with respect to the simple RNN models.
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However the number of parameters is still much less than sophisticated networks
like LSTM. In this section we provide a comparison of RNNs complexity in terms
of the number of parameters.

We introduce the following symbols: |H| and |O| are the size of the hidden
and output layers, respectively. The size of the output layer is the number of
labels; N is the embedding size, in LD-RNN we use the same size for word
and label embeddings; dw is the window size used for context words; and dl is
the number of label embeddings we use as context in LD-RNN. We analyze the
hidden layer of all netwroks, and the embedding layer for LD-RNN. The other
layers are exactly the same for all the networks described in this paper.

For Elman and Jordan RNNs, the hidden layer as the following number of
parameters, respectively:

{|H| ∗ |H|}R + {|H| ∗ (2dw + 1)N}HElman

{|O| ∗ |H|}R + {|H| ∗ (2dw + 1)N}HJordan

Subscrits indicate from which matrix the parameters come. The factor (2dw +
1)N comes from the (2dw + 1) words used as input context and then mapped
into embeddings. The factor |O| ∗ |H| in Jordan RNN is due to the fact that the
matrix R connects output and hidden layers.

In LD-RNN we have:

{|O| ∗ N}El
+ {((2dw + 1 + dl)N) ∗ |H|}HLD-RNN

The factor |O| ∗ N is due to the use of the matrix El containing |O| label
embeddings of size N . Since in this paper we chose N = |H| and |O| < |H|, and
since in LD-RNN we don’t use any matrix R on the recurrent connection, the
fact of using label embeddings doesn’t increase the number of parameters of the
LD-RNN variant.

The hidden layer of LD-RNN however is dimensioned to connect all the word
and label embeddings to all the hidden neurons. As consequence in the matrix
H we have dlN more parameters than in the matrix H of Elman and Jordan
RNNs.

In LSTM and GRU RNNs we have two extra matrices W and U for each gate
and for the cell state, used to connect the previous hidden layer and the current
input, respectively. These two matrices contain thus |H| ∗ |H| and (2wd + 1)N ∗
|H| parameters, respectively.

Using the same notation and the same settings as above, in the hidden layer
of LSTM and GRU we have the following number of parameters:

{4(|H| ∗ |H| + |U | ∗ (2dw + 1)N)}HLSTM

{3(|H| ∗ |H| + |U | ∗ (2dw + 1)N)}HGRU

The 3 for GRU reflects the fact that this network uses only 2 gates and a cell
state. It should be pointed out, however, that while we have been testing LSTM
and GRU with a word window for a matter of fair comparison5, these layers
5 Indeed we observed better performances when using a word window with respect to

when using a single word.
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are applied on the current word and the previous hidden layer only, without the
need of a word window. This is because this layer learns automatically how to
use previous word information. In such case the complexity of the LSTM layer
reduces to {4(|H|∗|H|+ |U |∗N)}HLSTM . If we choose |U | = |H|, such complexity
is comparable to that of LD-RNN in terms of number of parameters (slightly
less actually). The LSTM is still more complex however because the hidden
layer computation requires 4 gates and the cell state (ĉt) computations (each
involving 2 matrix multiplications), the update of the new cell state ct (involving
also 2 matrix multiplications), and only after the hidden state can be computed.
LD-RNN ’s hidden state, in contrast, requires only matrix rows selection and
concatenation to compute It and Lt, which are very efficient operations, and
then the hidden state can already be computed.

As consequence, while the variant of RNN we propose in this paper is more
complex than simple RNNs, LSTM and GRU RNNs are by far the most complex
networks.

2.7 Forward, Backward and Bidirectional Networks

The RNNs introduced in this paper are proposed as forward, backward and
bidirectional models [34]. The forward model is what has been described so far.
The architecture of the backward model is exactly the same, the only difference is
that the backward model processes data from the end to the begin of sequences.
Labels and hidden layers computed by the backward model can thus be used as
future context in a bidirectional model.

Bidirectional models are described in details in [34]. In this paper we utilize
the version using separate forward and backward models. The final output is
computed as the geometric mean of the output of the two individual models,
that is:

yt =
√

yf
t � yb

t

where yf
t and yb

t are the output of the forward and backward models,
respectively.

In the developpement phase of our systems, we noticed no difference in terms
of performance between the two types of bidirectional models described in [34].
We chose thus the version described above, since it allows to initialize all the
parameters with the forward and backward models previously trained. As con-
sequence the bidirectional model is very close to a very good optimum since
the first learning iteration, and very few iterations are needed to learn the final
model.

3 Evaluation

3.1 Corpora for Spoken Language Understanding

We evaluated our models on two tasks of Spoken Language Understanding (SLU)
[25]:
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The ATIS corpus (Air Travel Information System) [26] was collected for
building a spoken dialog system able to provide flight information in the United
States.

ATIS is a simple task dating from 1993. Training data are made of 4978
sentences chosen among dependency-free sentences in the ATIS-2 and ATIS-3
corpora. The test set is made of 893 sentences taken from the ATIS-3 NOV93 and
DEC94 data. Since there are not official developpement data, we taken a part of
the training set for this purpose. The word and label dictionaries contain 1117
and 85 items, respectively. We use the version of the corpus published in [35],
where some word classes are available, such as city names, airport names, time
expressions etc. These classes can be used as features to improve the generaliza-
tion of the model on rare or unseen words. More details about this corpus can
be found in [26].

An example of utterance transcription taken from this corpus is “I want
all the flights from Boston to Philadelphia today”. The words Boston, Philadel-
phia and today in the transcription are associated to the concepts DEPAR-
TURE.CITY, ARRIVAL.CITY and DEPARTURE.DATE, respectively. All the
other words don’t belong to any concept, they are associated to the void concept
named O (for Outside). This example show the simplicity of this task: the anno-
tation is sparse, only 3 words of the transcription are associated to a non-void
concept; there is no segmentation problem, as each concept is associate to one
word. Because of these two characteristics, the ATIS task is similar on the one
hand to a POS tagging task, where there is no segmentation of labels over mul-
tiple words; on the other hand it is similar to a linear Named Entity Recognition
task, where the annotation is sparse.

We are aware of the existence of two version of the ATIS corpus: the official
version published starting from [35], and the version associated to the tutorial
of deep learning made available by the authors of [9]6. This last version has been
modified, some proper nouns have been re-segmented (for example the token
New-York has been replaced by two tokens New York), and a preprocessing has
been applied to reduce the word dictionary (numbers have been converted into
the conventional token DIGIT, and singletons of the training data, as well as out-
of-vocabulary words of the developpement and test data, have been converted
into the token UNK ). Following the tutorial of [9] we have been able to download
the second version of the ATIS corpus. However in this version word classes that
are available in the first version are not given. We ran some experiments with
these data, using only words as input. The results we obtained are comparable
with those published in [36], in part from same authors of [9]. However without
word classes we cannot fairly compare with works that are using them. In this
paper we thus compare only with published works that used the official version
of ATIS.

The French corpus MEDIA [27] was collected to create and evaluate
spoken dialogue systems providing touristic information about hotels in France.
This corpus is made of 1250 dialogs collected with Wizard-of-OZ approach. The

6 Available at http://deeplearning.net/tutorial/rnnslu.html.

http://deeplearning.net/tutorial/rnnslu.html
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dialogs have been manually transcribed and annotated following a rich con-
cept ontology. Simple semantic components can be combined to create complex
semantic structures.7 The rich semantic annotation is a source of difficulties, but
also the annotation of coreference phenomena. Some words cannot be correctly
annotated without knowing a relatively long context, often going beyond a sin-
gle dialog turn. For example in the utterance transcription “Yes, the one which
price is less than 50 Euros per night”, the one is a mention of an hotel previously
introduced in the dialog. Statistics on the corpus MEDIA are shown in Table 2.

The task resulting from the corpus MEDIA can be modelled as a sequence
labelling task by chunking the concepts over several words using the traditional
BIO notation [37].

Thanks to the characteristics of these two corpora, together with their rel-
atively small size which allows training models in a reasonable time, these two
tasks provide ideal settings for the evaluation of models for sequence labelling.
A comparative example of annotation, showing also the word classes available
for the two tasks and mentioned above, is shown in the Table 1.

Table 1. An example of annotated utterance transcription taken from MEDIA (left)
and ATIS (right). The translation in French is “Yes, the one which price is less than
50 Euros per night”

MEDIA ATIS

Words Classes Labels Words Classes Labels

Oui - Answer-B i’d - O

l’ - BDObject-B like - O

hotel - BDObject-I to - O

le - Object-B fly - O

prix - Object-I Delta airline airline-name

à - Comp.-payment-B between - O

moins relative Comp.-payment-I Boston city fromloc.city-name

cinquante tens Paym.-amount-B and - O

cinq units Paym.-amount-I Chicago city toloc.city-name

euros currency Paym.-currency-B

7 For example the component localization can be combined with other components
like city, relative-distance, generic-relative-location, street etc.
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Table 2. Statistic of the corpus MEDIA

Training Dev. Test
# Sentences 12,908 1,259 3,005

words concepts words concepts words concepts
# mots 94,466 43,078 10,849 4,705 25,606 11,383
# vocab. 2,210 99 838 66 1,276 78
# OOV% – – 1.33 0.02 1.39 0.04

3.2 Settings

The RNN variant LD-RNN has been implemented in Octave8 using OpenBLAS
for low-level computations.9

LD-RNN models are trained with the following procedure:

– Neural Network Language Models (NNLM), like the one described in [38],
are trained for words and labels to generate the embeddings (separately).

– Forward and backward models are trained using the word and label embed-
dings trained at previous step.

– The bidirectional model is trained using as starting point the forward and
backward models trained at previous step.

We ran also some experiments using embeddings trained with word2vec [28].
The results obtained are not significantly different from those obtained following
the procedure described above. This outcome is similar to the one obtained
in [10]. Since the tasks addressed in this paper are made of small data, we
believe that any embedding is equally effective. In particular tools like word2vec
are designed to work on relatively big amount of data. Results obtained with
word2vec embeddings will not be described in the following sections.

We roughly tuned the number of learning epochs for each model on the
developpement data of the addressed tasks: 30 epochs are used to traine word
embeddings, 20 for label embeddings, 30 for the forward and backward models,
8 for the bidirectional model (the optimum of this model is often reached at the
first epoch on the ATIS task, between the 3rd and the 5th epoch on MEDIA).
At the end of the training phase, we keep the model giving the best prediction
accuracy on the developpement data. We stop training the model is the accuracy
is not improved for 5 consecutive epochs (also known as Early stopping strategy
[31]).

We initialize all the weights with the “so called” Xavier initialization [31],
theoretically motivated in [39] as keeping the standard deviation of the weights

8 https://www.gnu.org/software/octave/; Our code is described at http://www.
marcodinarelli.it/software.php and available upon request.

9 http://www.openblas.net; This library allows a speed-up of roughly 330× on a single
matrix-matrix multiplication using 16 cores. This is very attractive with respect to
the speed-up of 380× that can be reached with a GPU, keeping into account that
both Octave and OpenBLAS are available for free.

https://www.gnu.org/software/octave/
http://www.marcodinarelli.it/software.php
http://www.marcodinarelli.it/software.php
http://www.openblas.net
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during the training phase when using ReLU, which is the hidden layer we chose
for our variant of RNN.

We also tuned some of the hyper-parameters on the developpement data: we
found out that the best initial learning rate is 0.5, this is linearly decreased with
a value computed as the ratio between the initial learning rate and the number
of epochs (Learing Rate decay). We combine dropout and L2 regularization [31],
the best value for the dropout probability is 0.5 at the hidden layer, 0.2 at the
embedding layer on ATIS, 0.15 on MEDIA. The best coefficient (λ) for the L2

regularization is 0.01 for all the models, expcet for the bidirectional model where
the best is 3e−4.

We ran also some experiments for optimizing the size of the different layers.
In order to minimize the time and the number of experiments, this optimization
has been based on the result provided by the forward model on the two tasks,
and using only words and labels as input (without word classes and character
convolution, which were optimized separately). The best size for the embeddings
and the hidden layer is 200 for both tasks. The best size for the character con-
volution layer is 50 on ATIS, 80 on MEDIA. In both cases, the best size for the
convolution window is 1, meaning that characters are used individually as input
to the convolution. A window of size 3 (one character on the left, one on the
right, plus the current character) gives roughly the same results, we thus prefer
the simpler model. With a window of size 5, results starts to slightly deteriorate.

We also optimized the size of the word and label context used in the LD-RNN
variant. On ATIS the best word context size is 11 (5 on the lest, 5 on the right
plus the current word), the best label context size is 5. On MEDIA the best sizes
are 7 and 5 respectively. These values are the same found in [10] and comparable
to those of [36].

The best parameters found in this phase has been used to obtain baseline
models. The goal was to understand the behavior of the models with the differ-
ent level of information used: the word classes available for the tasks, and the
character level convolution. Some parameters needed to be re-tuned, as we will
describe later on.

Concerning training and testing time of our models, the overall time to train
and test forward, backward and bidirectionnel models, using only words and
classes as input, is roughly 1 h 10 min on MEDIA, 40 min on ATIS. These times
go to 2 h for MEDIA and 2 h 10 min for ATIS, using also word classes and
character convolution as input. All these times are measured on a Intel Xeon
E5-2620 at 2.1 GHz, using 16 cores.

3.3 Results

All the results shown in this section are averages over 6 runs. Embeddings were
learnt once for all experiments.

Incremental Results with Different Level of Information. In this section
we describe results obtained with incremental levels of information given as
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input to the models: (i) Only words (previous labels are always given as input),
indicated with Words in the tables; (ii) words and classes Words+Classes;
(iii) words and character convolution Words+CC ; (iv) All possible inputs
Words+Classes+CC.

The results obtained on the ATIS task are shown in the Table 3, results on
MEDIA are in Table 4.

Table 3. Results in terms of F1 measure on ATIS, using different level of information
as input.

Model F1 measure

Forward Backward Bidirectional

LD-RNN Words 94.23% 94.30% 94.45%

LD-RNN Words+CC 94.56% 94.69% 94.79%

LD-RNN Words+Classes 95.31% 95.42% 95.53%

LD-RNN Words+Classes+CC 95.55% 95.45% 95.65%

Table 4. Results in terms of F1 measure on MEDIA, using different level of information
as input.

Model F1 measure

Forward Backward Bidirectional

LD-RNN Words 85.39% 86.54% 87.05%

LD-RNN Words+CC 85.41% 86.48% 86.98%

LD-RNN Words+Classes 85.46% 86.59% 87.16%

LD-RNN Words+Classes+CC 85.38% 86.79% 87.22%

Results in these tables show that models have a similar behavior on the two
tasks. In particular on ATIS, adding the different level of information results
improve progressively and the best performance is obtained integrating words,
labels and character convolution, though some of the improvements do not seem
statistically significant, taking into account the small size of this corpus.

This observation is confirmed by results obtained on MEDIA, where adding
the character level convolution leads to a slight degradation of performances.
In order to understand the reason of this behavior we analysed the training
phase on the two tasks. We found out that the main problem was an hidden
layer saturation: with the number of hidden neurons chosen in the preliminar
optimization phase using only words (and labels), the hidden layer was not
able to model the whole information richness provided by all the inputs at the
same time. We ran thus some experiments using a larger hidden layer with size
256, which gave the results shown in the two table with the model LD-RNN
Words+Classes+CC. For lack of time we did not further optimized the size of
the hidden layer.
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Beyond all of that, results shown in the Table 3 and 4 are very competitive,
as we will discuss in the next section.

Comparison with the State-of-the-Art. In this section we compare our
results with the best results found in the literature. In order to be fair, the
comparison is made using the same input information: words and classes. In the
tables we use E-RNN for Elman RNN, J-RNN for Jordan RNN, I-RNN for the
improved RNN proposed by [40].10

In order to give an idea of how our RNN variant compares to LSTM+CRF
models like the one of [15], we ran an experiment on the Penn Treebank [41].
With a similar data pre-processing, exactly the same data split, using a sig-
moid activation function, and using only words as input, the LD-RNN variant
achieves an accuracy of 96.83. This is comaparable to the 96.9 achieved by the
LSTM+CRF model of [15] without pre-trained embeddings.11

Results on the ATIS task are shown in Table 5. On this task we compare to
results published in [40,42].

The results in the Table 5 show that all models obtain a good performance
on this task, always higher than 94.5 F1. This confirm what we anticipated in
the previous section concerning how easy is this task.

The GRU RNNs of [42] and our variant LD-RNN obtain equivalent results
(95.53), which is slightly better than all the other models, in particular with the
bidirectional models. This is a good outcome, as our variant of RNN obtains the
same result as GRU while using much less parameters (see Sect. 2.6 for RNNs
complexity). Indeed LSTM and GRU are considered very effective models for
learning very long contexts. The way they are used in [42] allows to learn long
contexts on the input side (words), they are not adapted however to learn also
long label contexts, which is what we do in this paper with our variant. The fact
that the best word context on this task is made of 11 words, show that this is
the most important information to obtain good results on this task. It is thus
not surprising that the GRU RNN achieves such good performance.

Comparing these our results on the ATIS task with those published in [40]
with a Jordan RNN, which uses the same label context as our models, we can
conclude that the advantage in the variant LD-RNN is given by the use of label
embeddings and their combination at the hidden layer.

This conclusion is more evident if we compare results obtained with RNNs
using label embeddings with the other RNNs on the MEDIA task. This com-
parison is shown in Table 6. As we mentioned in the Sect. 3.1, this task is very
challenging for several reason, but in the context of this paper we focus on the
label dependencies that we claim we can effectively model with our RNN variant.

In this context we note that a traditional Jordan RNN, the J-RNN of
[40], which is the only traditional model to explicitely use previous label

10 This is a publication in French, but results in the tables are easy to understand and
directly comparable to our results.

11 We did not run further experiments because without a GPU, experiments on the
Penn Treebank are still quite expensive.
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Table 5. Comparison of our results on the ATIS task with the literature, in terms of
F1 measure.

Model F1 measure

Forward Backward Bidirectional

[42] LSTM 95.12% – 95.23%

[42] GRU 95.43% – 95.53%

[40] E-RNN 94.73% 93.61% 94.71%

[40] J-RNN 94.94% 94.80% 94.89%

[40] I-RNN 95.21% 94.64% 94.75%

LD-RNN Words+Classes 95.31% 95.42% 95.53%

Table 6. Comparison of our results on the MEDIA task with the literature, in terms
of F1 measure.

Model F1 measure

Forward Backward Bidirectional

[10] CRF 86.00%

[10] E-RNN 81.94% – –

[10] J-RNN 83.25% – –

[42] LSTM 81.54% – 83.07%

[42] GRU 83.18% – 83.63%

[40] E-RNN 82.64% 82.61% 83.13%

[40] J-RNN 83.06% 83.74% 84.29%

[40] I-RNN 84.91% 86.28% 86.71%

LD-RNN Words+Classes 85.46% 86.59% 87.16%

information as context, is more effective than the other traditional models,
including LSTM and GRU (84.29 F1 with J-RNN, 83.63 with GRU, second
best model among traditional RNNs). We note also that on MEDIA, CRFs,
which are models specifically designed for sequence labelling, are by far more
effective than the traditional RNNs (86.00 F1 with the CRF of [10]).

The only models outperforming CRFs on the MEDIA task are the I-RNN
model of [40] and our LD-RNN variant, both using label embeddings.

Even if results on MEDIA discussed so far are very competitive, this task
has been designed for Spoken Language Understanding (SLU) [25]. In SLU the
goal is to extract a correct semantic representation of a sentence, allowing a
correct interpretation of the user will by the spoken dialog system. While the
F1 measure is strongly correlated with SLU evaluation metrics, the evaluation
measure used most often in the literature is the Concept Error Rate (CER).
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Table 7. Results on the MEDIA task in terms of Concept Error Rate (CER), compared
with the best results published so far on this task.

Model CER

[43] CRF 11.7%

[44] CRF 11.5%

[45] CRF 10.6%

LD-RNN Words 10.73% (10.63)

LD-RNN Words+Classes 10.52% (10.15)

LD-RNN Words+Classes+CC 10.41% (10.09)

CER is defined exactly in the same way as Word Error rate in automatic speech
recognition, where words are replaced by concepts.12

In order to place our results on an absolute ranking among models designed
for the MEDIA task, we propose a comparison in terms of CER to the best
models published in the literature, namely [43–45]. This comparison is shown in
Table 7.

The best individual models published by [45], [44] and [43] are CRFs, achiev-
ing a CER of 10.6, 11.5 and 11.7, respectively. These models use both word and
classes, and a rich set of lexical features such like word prefixes, suffixes, word
capitalisation information etc. We note that the large gap between these CRF
models is due to the fact that the CRF of [45] is trained with an improved
margin criterion, similar to the large margin principle of SVM [46,47]. We note
also that comparing significance tests published in [43], a difference of 0.1 in
CER is already statistically significant. Since results in this paper are higher, we
hypothesize than even smaller gains are significant.

Our best LD-RNN model achieve a CER of 10.41. To the best of our knowl-
edge this is the best CER obtained on the MEDIA task with an individual model.
Moreover, instead of taking the mean of CER of several experiments, following
a strategy similar to [8], one can run several experiments and keep the model
obtaining the best CER on the developpement data of the target task. Results
obtained using this strategy are shown in Table 7 between parenthesis. The best
result obtained by our LD-RNN is a CER of 10.09, the best absolute result on
this task so far, even better than the ROVER model [48] used in [45], which
combines 6 individual models, including the indivudual CRF model achieving
10.6 CER.

3.4 Results Discussion

In order to understand the high performances of the LD-RNN variant on the
MEDIA task, we made some simple analyses on the model output, comparing
12 The errors made by the system are classified as Insertions (I), Deletions (D) and

Substitutions (S). The sum of these errors is divided by the number of concepts in
the reference annotation (R): CER = I+D+S

R
.
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them to the output of a Jordan RNN trained with our own system in the same
conditions as LD-RNN models. The main difference between these two models
is the general tendency of the Jordan RNN to split a single concept into two or
more concepts, mainly for concepts instantiated by long surface forms, such like
command-tache. This concept is used to mean the general user will in a dialog
turn (e.g. Hotel reservation, Price information etc.). The Jordan RNN often
split this concept into several concepts by introducing a void label, associated
to a stopword. This is due to the limitation of this model to take relatively long
label context into account, even if it is the only traditional RNN using explicitely
previous labels as context information.

Surprisingly, LD-RNN never makes this mistake and in general never makes
segmentation errors (concerning the BIO formalism). This can be due to two
reasons. The first is that label embeddings learns similar representations for
semantically similar labels. This allows the model to correctly predict start-of-
concept (B) even if the target word has been seen in the training set only as
continutation-of-concept (I), or viceversa, as the two labels acquire very similar
representations. The second reason, which is not in mutual exclusion with the
first, is that the model factorizes information acquired on similar words seen
associated to start-of-concept labels. Thus if a word has not been seen associated
to start-of-concept labels, but similar words do, the model is still able to provide
the correct annotation. This second reason is what made neural networks popular
for learning word embeddings in earlier publications [38]. In any case, in our
experience, we never observed such precise behavior even with CRF models
tuned for the MEDIA task. For this reason we believe LD-RNN deserves the
name Label Dependencies aware RNN.

Still LD-RNN makes mistakes, which means that once a label annotation
starts for a target word, even if the label is not the correct one, the same label
is kept even if the following words provide evidence that the correct label is
another one. LD-RNN tends to be coherent with previous labeling decisions.
This behavior is due to the use of a local decision function which definitely relies
heavely on the label embedding context, but it doesn’t prevent the model from
being very effective. Interestingly, this behavior suggests that LD-RNN could
still benefit from a CRF neural layer like those used in [13–15]. We leave this as
future work.

4 Conclusion

In this paper we proposed a new variant of RNN for sequence labelling using a
wide context of label embeddings in addition to the word context to predict the
next label in a sequence. We motivated our variant as being more effective at
modelling label dependencies. Results on two Spoken Language Understanding
tasks show that (i) on a simple task like ATIS our variant achieves the same
performance as much more complex models such as LSTM and GRU, which are
claimed the most effective RNNs; (ii) on the MEDIA task, where modelling label
dependencies is crucial, our variant outperforms by a large margin all the other
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RNNs, including LSTM and GRU. When compared to the best models of the
literature in terms of Concept Error Rate (CER), our RNN variant results to be
more effective, achieving a state-of-the-art CER of 10.09.

Acknowledgements. This work has been partially funded by the French ANR
project Democrat ANR-15-CE38-0008.
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Abstract. The paper explores the issues of universal computational formalisms
and reusable developer environment as applied to rule-based NLP. It suggests a
portable grammar framework and modular NLP architecture that by combining
certain modules can be reused for different unilingual and multilingual appli-
cations through a universal developer environment. The developer environment
includes a lexicon shell with flexible settings to define, among others, tag
descriptions, entry structures, depth of knowledge, and a number of compilers
with universal rule-writing formalisms. The formalisms and compilers described
have been successfully used (in different combinations and with different depth
of analysis) in a number of unilingual and multilingual applications that
involved English, Danish, French and Russian.
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1 Introduction

After more than a decade of the dominance of the statistical paradigm in NLP, a new
wave of R&D has reverted to the primacy of rule-based approaches. This is particularly
true for processing tasks where highly inflecting languages are involved, for which,
though certain attempts are made to substitute costly rule-based procedures with purely
statistical methods, hidden costs are recognized associated with the use of pure
statistics [11]. However, high quality NLP demands rich knowledge resources (world
models, grammar rules and lexicons), which are often handcrafted from scratch for
every new application, language or language pair.

The idea to reduce development and maintenance costs, by sharing and reusing
processing methods and knowledge has been in focus of researchers’ attention for
many years. Certain attempts have been made to develop universal tagsets [2, 7],
portable cross-linguistic knowledge [6, 16], and reusable rule-based components [9].
A formalism for simultaneous rule-based morphosyntactic tagging and partial parsing
is suggested in [10]. Universal computational formalisms have been already explored in
early works on portability [3, 8], which outline the following major principles:
(a) universal computational formalisms are to be based on grammars that in a uniform
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way deal with atomic informational structures and then manipulate these structures by
means of a few well-defined operations, which build new more complex structures;
(b) within the frame of these formalisms both the atomic and complex structures, are to
be application oriented and motivated by processing considerations; (c) a computa-
tional formalism is to be well-defined, which means that its semantics (not the
semantics of the language described by the formalism) is also well defined.

To be used in practice, computational formalisms, apart from being natural lan-
guage frameworks, should be available for a developer through developer tools for
knowledge acquisition, code validation, navigation, test suite management, etc. Most of
such tools (see, e.g., [1]) require programming qualification and are primarily devel-
oped for programmers. However, the contribution of linguistic knowledge in devel-
oping rule-based applications cannot be cannot be but appreciated, though the needs of
linguists, not so experienced in programming, are often neglected.

In this work we attempt to cover this gap and suggest universal computational
formalisms and developer environment addressing both, programmers, and, primarily,
linguists without extensive programming training. In what follows, we first present the
overall framework of a line of rule-based applications, sharing linguistic and pro-
gramming resources and then describe the main modules of the developer environment.
The work in summarized in Conclusions.

2 Overall Framework

2.1 Grammar

In an attempt to introduce robustness into the grammar itself, rather than adjusting a
parser algorithm, we combine the formalisms of context free lexicalized Phrase
Structure Grammar (PSG) and Dependency Grammar (DG). The PSG component
consists of a subset of regular PSG rewriting rules. However, this subset includes
neither the basic PSG rule “S = NP + VP”, nor any rules for rewriting VP.

The PSG grammar component covers only those sentence constituents that are not
clause predicates (be it a main clause or a subordinate/relative clause). It is the basis for
a chunking procedure and does not give any description of syntactic dependencies.
The PSG component is specified over a space of supertags [14] augmented with local
information, such as lexical preference and some of rhetorical knowledge, - the
knowledge about text segments, anchored to tabulations, commas and periods.

The DG grammar component is a strongly lexicalized case-role grammar specified
over the space of phrases (NP, PP, etc.) and a residue of tagged “ungrammatical”
words, i.e., words that do not satisfy any of the rules of the PSG component. All
syntactic and semantic knowledge within this grammar is anchored to one type of
lexemes, namely predicates.

The grammar assigns a final parse (a universal content representation) to a sentence
as shown in Fig. 1, where label is a unique identifier of the elementary predicate-
argument structure (by convention, marked by the number of its predicate as it appears
in the sentence, predicate-class is a label of an ontological concept, predicate is a string
corresponding to a predicate from the lexicon, status is a semantic status of a case-role,
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such as place, instrument, etc., and value is a string which fills a case-role. Supertag is a
tag, which conveys morphological, syntactic and semantic features as specified in the
lexicon. Word and phrase are a word and phrase (NPs, PPs, etc.) in a standard
understanding. This representation is universal in that, in case of multilingual appli-
cations, e.g. machine translation, the format of predicate-argument structures stays
invariant after transfer to a TL.

2.2 Processing Steps and Applications Architecture

We here present a number of rule-based modules that in different configurations can be
used to solve different unilingual and multilingual NLP tasks. This architecture resulted
from our multi-year research, in the course of which formalisms and programs first
created for authoring of patent claims in English were further ported and updated to
develop a family of other multilingual scientific- and technical information-related
applications, see, e.g., [5, 14, 15], to name just a few.

The reuse of earlier developed modules was to a great extent possible due to the
universal grammar formalism (see Sect. 2.1) and elaborate developer environment for
rule and lexicon acquisition.

An umbrella configuration of our processing modules shown in Fig. 2 covers the
traditional top level procedures of RBMT (analysis, transfer and generation), while in
particular applications only selected modules can be used (e.g., in case of unilingual
authoring or summarization the Transfer module is skipped, and the Analyzer is
pipelined directly into the Generator). All modules are compatible and can provide
different depth of processing, the grammar formalism being the same. Every top level
procedure includes a number of application-specific sub procedures. In our computa-
tional formalism the basic analysis scenario consists of the following sequence of pro-
cedures: Tokenization, Tagging, Chunking and Shallow semantic analysis. Tokeniza-
tion can be tuned to detect generally used and more specific features and to flag them
with different types of “border” tags, thus significantly augmenting the feature space for
disambiguation rules. Tagging includes assigning tags by lexicon look up and tag
disambiguation according to disambiguation rules. The specificity of the tagging
procedure is that it does not require any lemmatization due to the amount of knowledge
stored in the lexicon, where for all lexemes their paradigms are explicitly listed [13].
Chucking is performed by a bottom-up heuristic parser with a recursive pattern
matching technique. It identifies and classifies text constituents as typed phrases.
Shallow semantic analysis determines semantic dependency relations between the
classified text chunks and predicates.

text::={ template){template}*
template::={label predicate-class predicate ((case-role)(case-role)*}
case-role::= (status value) 
value::= phrase{(phrase(word supertag)*)}*

Fig. 1. A universal format of content representation, invariant between languages.
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For every identified phrase-chunk its governing predicate is detected and, then, the
case-role status for every chunked phrase is determined. The final parse is a shallow
semantic representation in the form of predicate/argument structures filled with SL text
strings (see Fig. 1). Transfer is applied in case of multilingual applications and is a
combination of interlingual transfer, lexicalization and syntactic transfer. The inter-
lingual transfer substitutes a SL predicate-argument structure with a TL predicate-
argument structure and links the latter with the TL knowledge in the lexicon. Lexi-
calization, called Base transfer substitutes every SL word in a predicate-argument
structure with the base form of its cross-language equivalent by lexicon look-up. The
predicate-argument format is kept unchanged (invariant). The Syntactic transfer is
responsible for substituting lexicalized TL fillers resulting from the lexicon look up
with well formed TL chunks, which is in fact translation of SL chunks-case-role fillers
into a target language. Generation module linearizes predicate-argument structures
filled with case-role strings into well-formed sentences. In case of a multilingual
application a “real” translation procedure is thus reduced to the phrase level which,
though not without problems, is still much simpler than machine translation that
involves a full syntactic analysis and generation of possibly very complex sentences.

Every procedure relies on the system static knowledge and on the dynamic
knowledge collected by the previous processing procedures. The knowledge handling
and reuse is maintained by the universal developer environment.

Fig. 2. An umbrella configuration of the rule-based NLP architecture.
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3 Developer Environment

3.1 General Characteristic

The developer environment, we describe here, can be used to acquire and handle
knowledge for multiple languages, domains. It includes a lexicon shell with flexible
settings, several rule-acquisition compilers, where a linguist can write rules in a very
simple formal language, and rule-control interfaces. The compilers provide for a
computer environment, which can be used by a linguist not very experienced in pro-
gramming. The multilingual lexicon developer tool with flexible settings is described in
detail in [13]. The program shell of the lexicon allows defining entry structures, tagsets,
contains knowledge that is directly used for text generation.

The lexicon program permits porting entry structures, tags and knowledge between
languages and applications. The lexicon knowledge is directly pipelined to the rule
acquisition compilers. Any changes made in the lexicon, e.g., tagsets, instantaneously
propagate to the compilers and are displayed in the compiler interfaces. Developer
environment is multilingual and every compiler is linked to a lexicon in a corre-
sponding language.

Rules for different languages are accessed from a single program startup window.
It makes it possible for the developer to freely navigate between knowledge bases for
different applications and languages and to easily reuse appropriate amounts of lin-
guistic knowledge, which proves to be quite possible, especially, in highly restricted
domains, like, e.g., patent claims [14].

All compilers are equipped with front-end interfaces with a lot of effort saving
functionalities, - it is possible on a mouse click to automatically get rule templates,
transfer tag notations from the displayed list of tags to the curser position and check the
consistency of tags and rule syntax. The compilers thus provide for an easy way to
experiment with knowledge by simply copying the rules from one compiler to another
and then, using the « check » and « control » functionalities update the language-
specific rules. Figure 3 shows a startup window to access sets of language-dependent
rules for tokenization, tag disambiguation, preediting, chunking, defining shallow
semantic dependencies, predicate template tree builder, case-roles syntactic transfer,
linearization, postediting.

Fig. 3. Compilers’ startup window
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3.2 Generic Features of Rule Formalisms

All rules are completely or partially formulated over the strings of tag variables and/or
word variables. Though particular tagsets for different languages and applications can
differ, what only matters in the universal computational formalism is a special top level
classification of tags into single or multiple, fine or coarse tags. A single tag is a one tag
symbol as assigned to an unambiguous wordform.

A single tag can code any range of linguistic information specified by developers,
from simple POS classes [7] to what is included in “supertags” [4, 13–15] or mor-
phosyntactic descriptions MSD [12], etc. Besides, we use the so called border tags to
mark the start and end of a certain text segment.

A multi-tag is a string of several single tags assigned to one ambiguous wordform
after, say, lexicon look up.

A fine tag is a tag assigned to one wordform after lexicon look up. A fine tag can be
a single-tag or multi-tag.

A coarse tag is a tag that codes a group of single tags with the same morphosyntactic
behavior. For example, if a tagset includes separate tags for different verbforms depending
upon voice, person, tense, number etc., then a coarse tag can correspond, for example, to all
verb forms or to the groups of verb tags in passive or active voice, correspondingly.

The rules for a very particular application, evidently, instead of generic tags should
contain language-specific tags that should either be declared in a particular compiler or
pipelined from lexicons. But the rule formalism is still the same. Every compiler
program consists of two parts – a declaration part (optional) and a rule part. In the
declaration part a developer can set variables, like lists of specific words or new valid
tags to be used in the rules. The formalisms for writing rules are language independent,
quite simple, though well-defined semantically, and, as said above, are formulated in
terms of generic types of tags (see next section).

All compiler descriptions share the declaration part and rule format, - the IF-THEN-
ELSE-ENDIF structure, where the IF block (rule conditions) can contain simple or
complex conditions. Complex conditions can be formulated with the use of the binary
logic operators AND, OR, and the operator NOT. The difference between particular
rule formalisms used by every compiler program lies in the rule simple conditions and
actions that are specific for every particular processing procedure. Below, we illustrate
the developer environment and rule formalisms with the detailed descriptions of the tag
disambiguation compiler and syntactic transfer compiler.

3.3 Tag Disambiguation Compiler

The input to the disambiguation compiler is the output of the first tagging procedure
that is “welded in” the tagger. The input consists of border tags, as specified in the
tokenization compiler, and text strings tagged with single or multiple fine tags assigned
by the lexicon look up. The (condition) right-hand side of the tag disambiguating rules
uses context information in terms of tags with attributes or words within a 5-word
window with the tag/word in question in the middle. Figure 4 shows the compiler
interface for writing rules. The left panes display tagset and help to format rules.

Below, for our fellow linguists, we in detail comment the disambiguation rules
formalism, where the following notions are used.
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CW means a current word, LW is a word to the left of CW, RW is a word to the
right of CW, LLW is a word to the left of the left of CW, RRW means a word to the
right of the right of CW. Everyone of these variable names can be used either on their
own, or specified by some attributes, for example, as follows:

CW = {“means”}, LW = {“comprising”, “having”, “including”} or RRW =
ListA, where listA is declared as SETVAR ListA = {“comprising”, “having”,
“including”}.

ISLW, ISRW, ISLLW, ISRRW are conditions specifying that in the analyzed string
there are words to the left, right, left-of-left, right-of-right of the current word;

CT means a current tag, LT means a tag to the left of CT, RT is a tag to the right of
CT, LLT is a tag to the left of the left of CT, RRT is a tag to the right of the right of CT.
Similar to the word variables the tag variables can be used either on their own,
or specified by the tag attributes (parameters), for example, as follows: RT =
{*Brd, *Btb, *Conj, *DE, *Pg}, LT = {*Adv}, or CT < *Ns meaning that a
current tag CT (multiple or single) includes a single tag component that is listed in a set
of values of the coarse tag *Ns. This coarse tag should be declared in the compiler,
and in our example *Ns is declared with the tag values for nouns of different semantic
classes, see Fig. 4. The rule displayed in the screenshot in Fig. 4 disambiguates a
multiple tag that could be assigned, e.g., to such a word as “opening”: {open-
ing} *Adj*N*P*Ger, which means that this word can be an adjective, singular
noun, present participle active or gerund. ISLAST, ISFIRST denote conditions, spec-
ifying that CT is the last/first in the segment. A processing module (the tagger in this
case) can make several passes through he rules and the condition PASS <compare
operation> <number> specifies the ordinal number of the pass, during which a certain
part of the rules should be applied.

Fig. 4. A screenshot of the compiler interface for tag disambiguation rules (Here and in other
exemples language-dependent tags are those specified in the patent-related application lexicon for
English, see, e.g., (Sheremetyeva, 2004, 2007)).
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The compiler program description in the EBNF language
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3.4 Syntactic Transfer Rule Compliler

This compiler is used in our machine translation applications to acquire rules for
syntactic restructuring and agreement in the strings of words that fill the case-role slots
in the final parse structure (see Fig. 1) after TL lexicalization. In other words, the input
to this compiler is separate strings of words in TL in base forms; the output is the
correctly translated TL phrases filling particular case-roles in the TL predicate-
argument structures.

At this stage, the feature space to formulate rule conditions includes the knowledge
about SL and TL equivalents as specified in the bilingual lexicon and the knowledge
produced by the previous processing steps that, in turn, includes

(a) the base forms of TL words with their base form tags,
(b) semantic classes of the predicates (cross-linguistic invariants) governing case-

roles filled with the strings to be translated,
(c) case-role types (cross-linguistic invariants), to which the strings belong,
(d) phrase types (e.g., NP), to which the strings belong (in case processing included

the phrase chunking stage1), and
(e) tag histories. The tag history is the knowledge about the “old” SL disambiguated

tag of the SL word of its TL equivalent. The tags can only be single fine or coarse
tags as multiple tags are disambiguated by this time.

All coarse tags, both for TL and SL should be necessarily declared in the compiler
like, e.g., SETCOARSE *NounInstr = {*Nfi, *Ni, *Nni, *Detdi, *Npersi,
*Nai}. The TL fine tags are automatically taken from the lexicon, while the SL
tags that are to be used in tag history should be declared in the compiler as SET-
TAG *Nameg. It is also necessary to declare lists of TL words that can be used as
attributes (or parameters): SETVAR ListDifferent = {“different”, “various”, “similar”}.

The syntactic transfer rules are formulated in terms of tag templates composed of
the strings of fine and/or coarse tags. The condition part contains “raw” TL tag tem-
plates as produced by lexicalization; the action part contains a template corresponding
to a well-formed TL phrase. A “raw” tag template can be converted into a well-formed
template by reordering, deleting, changing or inserting new tags associated with certain
words. To make it possible the tags can be conditioned by the following attributes or
parameters (Fig. 5):

(a) the number of their possible repetitions in the tag template, for which the
Kleene + or * are used,

(b) their “parent” old SL tag: *Gerund{*oldNoun},
(c) inclusion of the words from a certain list: Adj{ListDifferent},
(d) exclusion of the words, from a certain list: *Adj(- ListDifferent} and (e) ordinal

numbers in the output template in case a “raw” template contains several coin-
ciding tags. This is done to apply appropriate changes to the relevant template
component, in case the raw template contains, e.g. several nouns.

1 It might not always be the case as there are applications that skip phrase chunking and work directly
on lexicon tags.
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In the EBNF description of the compliler the following notations are used:
T = *Tag*Tag2… is a “raw” template; *Tag can have parameters (a) – (e) listed
above;

PATTERN is an output pattern, indicating all changes.
PREDSC means semantic class of the predicate as specified in the lexicon.
CRTYPE is case-role type SUBJ, DOBJ, IOBJ, PLC, MANN,… PAR are case-role
notations as specified in the system lexicon, meaning, “subject”, “direct object”,
“indirect object”, “place”, “manner”, … “parameter”, correspondingly.

Fig. 5. A screenshot of the compiler interface with the rules for machine translation for patent
claims and scientific and technical papers from Russian into English.
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The compiler program description in the EBNF language

4 Conclusions

The paper presented a set of portable computational formalisms for rule-based tagging,
analysis, transfer and generation that allow migrating from one rule-based application
to another within one language or cross-linguistically. All formalisms are implemented
in processing modules and developer environment that includes a lexicon shell with
flexible settings and a number of compilers for writing rules in language independent
formalisms. The developer environment can be used by linguists without advanced
programming skills and allows acquiring or editing lexical resources, specifying tags,
writing processing rules, and control the correctness of processing. The formalisms and
compilers described have been successfully used (in different combinations and with
different depth of analysis) in a number of unilingual and multilingual applications in
English, Danish, French and Russian.
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Abstract. We will demonstrate several morphological analyzers of languages
for which morphological analysis is very difficult, and/or that are under-
resourced. It will cover at least French, German, Khmer, Lao, Lithuanian,
Portuguese, Quechua, Spanish and Russian. These morphological analyzers all
run on the collaborative platform lingwarium.org that supports the ARIANE-H
lingware development environment. Some will also be presented as stand-alone
Windows applications.

1 Introduction

The online platform lingwarium.org was opened in July 2016. It provides a means for
geographically scattered groups of language experts to develop new machine transla-
tion systems collaboratively, especially for under-resourced languages. The main lin-
guistic programming toolkit is ARIANE-H, the version of ARIANE-G5 recently produced
by Vincent Berment [1]. Lingwarium.org also offers other tools such as MOTOR, dedi-
cated to the word segmentation of texts in languages using an unsegmented writing
system, such as many Asian languages (Burmese, Khmer, Lao, Thai…). It also con-
tains some programs used to speed up the development process.

The present paper details the different approaches used under lingwarium.org to
develop rich morphological analyzers (as first steps of MT systems), using the ARIANE-H
toolkit and some other tools. The demonstration will include morphological analysers
for several languages, including the ones detailed in this paper: French, German, Khmer,
Lao, Lithuanian, Portuguese, Quechua, Spanish and Russian.
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2 Word Segmentation

The MOTOR word segmenter relies on the minimum matching algorithm that computes
the segmentation of a text which contains the smallest possible number of words. In
case it finds several solutions, it outputs the first one.

To run its algorithm, MOTOR only needs a list of words (word forms) for the language
to be treated. MOTOR is currently used operationally in analysers for Burmese (27,493
words), Khmer (85,655 words), Lao (50,078 words), Thai (20,574 words) and old
Tibetan (26,730 words). We also tested it with Japanese for a limited corpus (see
below, the “Little Prince” project).

3 Tokenization, Stemming and POS Tagging

Another important operation in morphological analysers is to compute a lemma for
each word of the texts to be analysed. In LINGWARIUM, this task is handled by writing
inflectional and compositional rules in ATEF. ATEF is the SLLP (specialized language
for linguistic programming) of the ARIANE framework used for writing morphological
analysers.

Though this language is quite easy to use, a number of tools have been developed
to simplify the task of the lexicographers. These tools can generate ATEF code from
simple tables, typically Excel sheets or database tables, or from other frameworks such
as NOOJ.

For Lithuanian, we took all the distinct words (word forms) from an extract of the
“Corpus of the Contemporary Lithuanian Language”, created at Vytautas Magnus
University [2]. The corpus extract we used contains about 1 million running words and
covers different domains: fiction texts, newspaper texts, legislative texts, parliamentary
transcripts, etc.

These word forms have been associated with their lemmas and grouped into 17
parts-of-speech: nouns (16,321 distinct lemmas); adjectives (4,937); adverbs (2,017);
numerals (78); several verb forms differing in their inflection as verbs (11,831), par-
ticiples (11,831), half participles (11,751), adverbial participles (lith. padalyviai)
(11,831), adverbial participles1 (lith. būdiniai) (11,751); pronouns (43); particles (117);
interjections (59); onomatopoeias (40); conjunctions (62); prepositions (73); abbrevi-
ations (109); and acronyms (156).

For each lemma, stable and unstable parts (changing due to inflection) are indi-
cated. Where possible, word forms have been annotated with values of several attri-
butes: polarity (positive, negative), degree of comparison (comparative, superlative),
reflexivity (non-pronominal, pronominal), gender (masculine, feminine, neuter),
number (singular, plural), and case (nominative, genitive, dative, accusative, instru-
mental, locative, vocative). The same morphological information has also been asso-
ciated with the appropriate list of affixes (suffixes and endings) that vary to produce
inflected forms.

The data have then been compiled automatically into a lexical database that can be
used directly to produce the “lingware files” that make up the Lithuanian analyser in
ARIANE-H. Basically, this database was obtained by transforming:
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• lemmas and morphological information into a dictionary table (see Table 1) con-
taining lemmas and associated morphological information (expressed using so-
called ATEF formats that are simple property lists, or decorations in ARIANE

terminology),
• endings and their associated morphological information into a paradigm table (see

Table 2).

Here are several examples of how this is made for several other analysers (ex-
amples given for the inflectional analysis).

For French, we transformed two tables of a database built by Sylviane Chappuy,
which contained (1) a list of words with their morphological paradigms, and (2) the

Table 1. Extract from the dictionary table

Id Lemma Morphological information Paradigm

1 abatinis FSAdjP ADJ001
2 abdominalinis FSAdjP ADJ001
3 abejingas FSAdjP ADJ002
4 abejotinas FSAdjP ADJ002
5 abiotinis FSAdjP ADJ001
6 abipusis FSAdjP ADJ001
7 abonentinis FSAdjP ADJ001
8 abraomiškas FSAdjP ADJ002
9 abrazinis FSAdjP ADJ001
10 absoliutus FSAdjP ADJ004
… … … …

Table 2. Extract from the paradigm table

Id Ending Morphological information Paradigm Nb Chara

1 is FAD1MSNN ADJ001 2
2 io FAD1MSNG ADJ001 2
3 iam FAD1MSND ADJ001 2
4 į FAD1MSNA ADJ001 2
5 iu FAD1MSNI ADJ001 2
6 iame FAD1MSNL ADJ001 2
7 iam FAD1MSNL ADJ001 2
8 i FAD1MSNV ADJ001 2
9 iai FAD1MPNN ADJ001 2
10 ių FAD1MPNG ADJ001 2
… … … … …
aThe “Nb Char” column contains the number of characters that
have to be removed from the end of the lemma to build the
radical that will be put in the ATEF dictionaries.
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paradigms themselves (the endings for each existing person, gender, number, tense…).
This morphological analyser has been developed in the Traouiéro ANR project [3].

For Russian, we started from the NOOJ lexical data built by Vincent Bénet [4],
which contains Zaliznyak’s dictionary.

The ATEF “variables” file DVM + DVS was derived from the
_properties.def file. For example:

NOOJ: “A_Forme = fc | fl | adv;” ! ATEF: “A_Forme: = (fc, fl, adv).”.
The ATEF radicals file was derived from the NooJ dictionary file. For example:
NOOJ: “бaгpeный,A + FLX = нoвый” ! ATEF: “бaгpeн ==P1 (A,бaгpeный).”,
where бaгpeн is the radical obtained by removing a number of characters corre-

sponding to the highest <BI> in the нoвый paradigm, P1 is the morphological format
(it triggers the analysis rules) corresponding to the нoвый paradigm, A is the syntactic
format (the combination of P1 and A contains the lexical information of the NooJ
entry) and бaгpeный is the lexical unit or LU. In many analysers for MT, the LU is a
derivational class, but in this analyser, it is simply the lemma1.

The grammar rules (GRAM component) and the endings dictionary are derived from
the NOOJ paradigms file _russe-morph.nof. The other ATEF files — the morpho-
logical formats file FTM (these formats trigger the rules) and the syntactical formats file
FTS (which contain the lexical information) — are also derived from the NooJ
dictionaries.

For Quechua, we started from the lexical data built by Maximiliano Duran. For
many years, Duran compiled a bilingual dictionary between the Ayacho dialect, an
agglutinative and under-resourced language, and French. We derived the radical file
from this data, and the other ATEF files were written manually from the information
detailed in his PhD thesis: parts of speech, suffixes… [5].

For German, Jean-Philippe Guilbaud directly writes in ATEF [6]. In June 2016, his
analyser contained 18,219 verbs, 142,321 nouns and 21,747 adjectives, totalising
182,725 different lemmas.

For Portuguese, Paltonio Daun Fraga has also written the system directly in
ATEF. From the Portuguese system, he derived a Spanish analyser in a very short
period of time (less than six months) that even outperforms the Portuguese one.

For several Southeast Asian languages, a group of language experts scattered in
many places around the world joined their efforts to develop a set of small but con-
sistent analysers for Khmer, Lao, Myanmar, Thai, Tibetan and Vietnamese. The lin-
guistic scope of this project is limited to the text of Saint Exupéry’s “Little Prince”.
Going beyond this reduced perimeter, Vincent Berment and Guillaume de Malézieux
are developing morphological analysers for Lao and Khmer with broader coverage.

1 The RUS-FRA MT system built in the 70’s by N. Nédobejkine in ARIANE-G5 contains a very good
MA for Russian, where the LUs are indeed derivational families. Its 13000 LUs correspond to about
40,000 lemmas, themselves corresponding to about 400,000 different accented word forms.
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4 Named Entity Extraction

It is easy, with the ATEF language, to describe exhaustively all closed classes. By cons,
if the affixes dictionaries may contain the full list of endings, prefixes and suffixes of
the concerned language (grammatical morph[eme]s), the lexemes of the language
constitute an unbound set, hence the lexical dictionaries can never be exhaustive. The
“unknown word problem” is a recurring unavoidable phenomenon.

To handle it, we use the possibility offered by ATEF to write a whole subgrammar
to handle unknown words. That subgrammar is triggered by the obligatory MODINC
morphological format, and must contain at least a special rule, MOTINC, that is
guaranteed to produce at least one result (it unconditionnally produces as LU value the
input form itself and stops). When the analysis of a form fails, ATEF restarts it in a
special configuration, as if the empty string had been segmented as a prefix, and would
be associated with the MODINC morphological format (and hence all rules callable by
it) in the dictionaries.

The MODINC subgrammar can be very simple (containing then only the MOTINC
rule), or it can implement an elaborate strategy, for example to handle some classes of
proper nouns, acronyms, neologisms, etc. For example, a verbal neologism such as
“lispified” (transformed into LISP) can be assessed to be the participle past of an
unknown verb “lispify”, thanks to a normal Markov rewriting method that produces the
hypothetical lemma with a few extra ATEF rules and a dictionary of special affixes
obtained by a systematic transformation of the subset of normal affixes which are
supposed to intervene in the inflectional morphology of unknown words [7].

5 Chunking, Parsing, and Coreference Resolution
for Disambiguation

In order to process separate particles (such as the particle “an” in the German verb
“ankommen”) and also to disambiguate to some extent the output of the lemmatizer, we
can use a sequence of two specialized modules after the ATEF phase: a first module
written in EXPANS and a second one written in ROBRA2.

The EXPANS module contains a dictionary whose entries are the base verbs
accepting separable particles (e.g. “kommen”). For each such base verb, the dictionary
provides a tree containing as many leaves as there are possible combinations of
“particle + base verb” (e.g. “an” + “kommen”). Each leaf is actually a decorated
structure containing the new value of lexical unit corresponding to the combination
(e.g. “ankommen”) together with a tactical variable used for coding the particle.

Then, the next (ROBRA) module executes a grammar that looks for the separable
particles in the sentence and compares them with the expected values of particles for
the processed verb tree. When the correct candidate is found, the others leaves are
removed from the tree. This disambiguation process, able to recognize compound

2 EXPANS and ROBRA are specialized languages of ARIANE, just as ATEF.
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words and verbs with separate particles, is implemented by Jean-Philippe Guilbaud in
his German morphological analyzer (AMALD).

6 Access Through an API

LEXTOH. Ying ZHANG has developed LEXTOH, a middleware to call morpholog-
ical analysis web services, and then normalize, merge and filter the results.

7 Conclusion

Reusing software and relying on a community help make the efforts for developing
new morphological analysers more efficient. Beyond the most advanced analysers
presented in this paper, several prototypes are currently being developed for Ngazidja
(the Comorian dialect of Gran Comoros), Swahili, Somali, and Breton. The “Little
Prince” project is another approach to help language experts developing new systems,
especially for the under-resourced languages on which we are focusing.
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Abstract. In this paper, we introduce a trie-structured Bayesian model
for unsupervised morphological segmentation. We adopt prior informa-
tion from different sources in the model. We use neural word embeddings
to discover words that are morphologically derived from each other and
thereby that are semantically similar. We use letter successor variety
counts obtained from tries that are built by neural word embeddings.
Our results show that using different information sources such as neu-
ral word embeddings and letter successor variety as prior information
improves morphological segmentation in a Bayesian model. Our model
outperforms other unsupervised morphological segmentation models on
Turkish and gives promising results on English and German for scarce
resources.

Keywords: Unsupervised learning · Morphology
Morphological segmentation · Bayesian learning

1 Introduction

Morphological segmentation is the task of segmenting words into their mean-
ingful units called morphemes. For example, the word transformations is split
into trans, form, ation, and s. This process serves mainly as a preprocessing task
in many natural language processing (NLP) applications such as information
retrieval, machine translation, question answering, etc. This process is essential
because sparsity becomes crucial in those NLP applications due to morphological
generation that produces various word forms from a single root. It is infeasible to
build a dictionary that involves all possible word forms in a language in order to
use in an NLP application. Hankamer [14] suggests that the number of possible
word forms in an agglutinative language such as Turkish is infinite. Therefore,
instead of building a model based on word forms, morphological segmentation
is applied to reduce the sparsity principally in any NLP application.
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Various features have been used for morphological segmentation. Many
approaches use orthographic features. However, morphology is tightly connected
with syntax and semantics. Syntactic and semantic features have also been used
for the segmentation task.

Features are normally used in Bayesian models in the form of a prior distri-
bution. For example, [7] utilize frequency and length information of morphemes
as prior information, which provide some orthographic features.

In this paper, we aggregate prior information from different sources in mor-
phological segmentation within a Bayesian framework. We use orthographic fea-
tures such as letter successor variety (LSV) counts obtained from tries, seman-
tic information obtained from the neural word embeddings [17] to measure the
semantic relatedness between substrings of a word, and we use the presence
information of a stem in a dataset after its suffixes are stripped off assuming
a concatenative morphology. Our results show that combining prior informa-
tion from different sources give promising results in unsupervised morphological
segmentation.

In this study, we learn tries based on semantic and orthographic features.
Therefore, the output of our model is not only segmentation, but also tries that
are composed of semantically and morphologically related words.

The paper is organized as follows: Sect. 2 presents the previous work on unsu-
pervised morphological segmentation, Sect. 3 defines the mathematical model,
Sect. 5 describes the inference algorithm to learn the mathematical model, Sect. 7
presents the experimental results, and finally Sect. 8 concludes the paper with a
discussion and potential future work.

2 Related Work

Morphological segmentation, as one of the oldest fields in NLP, has been exces-
sively studied. Deterministic methods are the oldest ones used in morphological
segmentation. Harris [15] defines the distributional characteristics of letters in
a word for the first time for unsupervised morphological segmentation. LSV
model is named after Harris, which defines the morpheme boundaries based on
letter successor counts. If words are inserted into a trie, branches correspond to
potential morpheme boundaries. An example is given in Fig. 1. In the example,
re- is a potential prefix, and -s, -ed and -ing are potential suffixes in the trie
due to branching that emerges before those morphemes. LSV model has been
applied in various works [1–3,11,13]. In our study, we also use a LSV-inspired
prior information, but this time in a Bayesian framework.

Stochastic methods have also been extensively used in unsupervised morpho-
logical segmentation. Morfessor is the name of the family of a group of unsu-
pervised morphological segmentation systems which are all stochastic [8–10].
Non-parametric Bayesian models have also been applied in morphological seg-
mentation [5,12,19].

Neural-inspired features are used in the recent studies. Narasimhan et al. [18]
use semantic similarity obtained from neural word embeddings by word2vec [17].
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Fig. 1. Potential morpheme boundaries on a trie used in LSV model [4]

Narasimhan et al. [18] adopt the semantic similarity as a feature in a log-linear
model. Soricut and Och [20] use word embeddings to learn morphological rules
in an unsupervised setting.

In this work, we are both inspired by the oldest works and the recent works
in terms of various features used. Thus our model has inspirations from the LSV
methods, stochastic methods, and neural-based models in a combined frame-
work.

3 Building Neural Word Embedding-Based Tries

Our model is based on neural word embedding-based tries that are built by using
two different methods:

3.1 Tries Structured from the Same Stem

These tries contain semantically related (morphologically derived or inflected
from each other) words having the same stem. In order to find the stem of a
given word in the training set, we used the algorithm which is introduced in [21].
In the algorithm, all potential prefixes of a word are extracted. For example, fe,
fea, fear, fearf, fearfu, fearful, fearfull, fearfully are the prefixes of fearfully. The
rightmost segmentation point where the cosine similarity between the word and
the first prefix (from the right of the word; i.e. fearful) is higher than a manually
set threshold1 gives the first valid prefix, which refers to the first segmentation
point.

Other segmentation points are found by repeating the process towards the
head of the word by checking the cosine similarity between the just detected
valid prefix and the subsequent prefix to the left of the word. The final detected

1 We assign 0.25 as the threshold following [21].
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prefix with the leftmost segmentation point in the word becomes the stem of the
word.

Among the nearest 50 neighbors of the stem which are obtained from
word2vec [17], the ones that begin with the same stem are inserted to the same
trie. This process is repeated for each word that is inserted on the trie recur-
sively until all the words that are semantically similar which share the same
stem (detected by using the same algorithm described above) are covered. An
example trie that is built with the words having the same stem is given in Fig. 2.

Fig. 2. Visualization of a trie portion that includes the word forms derived from the
same stem. yapıp, yapar, yaptık, yaptım, yapma are inflected forms of the stem yap
(means to do). The number of edges refers to the number of words in the corpus
flowing in that direction on the trie. $ denotes the end of the word.

3.2 Tries Based on Semantic Relatedness

Semantically related 50 words are retrieved for each word in the training set
by using word2vec [17]. For each word, a trie is built and 50 similar words are
inserted on the word’s trie. Eventually, a trie that consists of 51 words is created
for each word in the training set. A portion of a trie that involves semantically
related words is given in Fig. 3.
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Fig. 3. Visualization of a trie portion built by using semantic relatedness. The trie
consists of the stems sınıf, okul, lise (means high school, class, school) and affixed
forms of these stems. The number of edges refers to the number of words in the corpus
flowing in that direction on the trie. $ denotes the end of the word.

4 Bayesian Model Definition

We define a Bayesian model in order to find the morpheme boundaries on the
tries:

p(Model|Corpus) ∝ p(Corpus|Model)p(Model) (1)

where Corpus is a list of raw words and Model denotes the segmentation of
the corpus. The Model that maximizes the given posterior probability will be
searched for the segmentation task. We apply a unigram model for the likelihood:

p(Corpus|Model) =
|W |∏

i

p(wi = (mi1 + mi2 + · · · + miti |Model)

=
|W |∏

i

ti∏

j=1

p(mij |Model) (2)
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where wi is the ith word in Corpus = {w1, · · · , w|W |}, mij is the jth morpheme
in wi, ti is the number of morphemes in word wi, and |W | is the number of words
in the corpus. Here, morphemes are generated by a Dirichlet Process (DP) as
follows:

mij ∝ DP (α,H) (3)

with the concentration parameter α and the base distribution H that is formed
with a geometric distribution:

H(mij) = γ|mij |+1 (4)

Here, |mij | is the length of mij and γ is the parameter of the geometric distribu-
tion. We assume that each letter is uniformly distributed. Therefore, we assign
γ = 1/L where L denotes the size of the alphabet in the language. Shorter mor-
phemes will be favored with the usage of length-inspired base distribution in the
DP. From the Chinese Restaurant Process (CRP) perspective, each morpheme
is generated proportionally to the number of morphemes of the same type that
have already been generated (i.e. customers having the same dish):

p(mij = k|Model) =
nk + αH(k)

N + α
(5)

This computes the probability of mij being of type k where k refers to a distinct
morpheme (i.e. morpheme type). Here, nk is the number of morphemes of type
k and N is the total number of morpheme tokens in the model. We generate
each morpheme regardless of its type, such as stem, prefix, or suffix.

As for the prior information, we model the morpheme boundaries:

p(Model) =
|W |∏

i

ti∏

j=1

p(bij) (6)

Here, bij refers to the jth morpheme boundary in wi = mi1 + mi2 + · · · + miti

where wi = {bi1, bi2, · · · , biti}.
The probability of each bij is decomposed in terms of the number of branches

leaving that node (when inserted on the trie), semantic similarity that is intro-
duced between the two word forms that is split with bij , and the presence of the
word form once the suffix is stripped off from the word:

p(bij) = p(bijbranch).p(bijsemantics).p(bijpresence)

where p(bijbranch) denotes the probability of bij being a morpheme boundary
based on the branches leaving the trie node, p(bijsemantics) is based on the
semantic similarity of the two word forms where bij separates the two forms,
and p(bijpresence) is estimated based on the word form whether it exists in the
corpus once the suffix after bij is stripped off.
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Based on the LSV, the branching on the tries corresponds to the potential
morpheme boundaries. We model the branching with a Poisson distribution:

p(bijbranch) = p(zij = l|λ) (7)

=
λle−λ

l!
(8)

where zij = l denotes the number of branches leaving the node below bij and λ
is the parameter of the Poisson distribution2.

We use the cosine similarity (which is always between 0 and 1) between the
neural word embeddings of the two word forms that are separated by bij for the
semantic distribution:

p(bijsemantics) = cos(xmi1+···+mij
, xmi1+···+mij+1) (9)

Here, xmi1+···+mij
corresponds to the word vector of the word form mi1+· · ·+mij

obtained from word2vec. It is the full word vector and not the compositional
vector obtained from morpheme vectors.

As for the presence of the word form in the word list, we compute the likeli-
hood of the word form mi1 + · · · + mij :

p(bijpresence) =
f(mi1 + · · · + mij)∑|Corpus|

i=1 f(wi)
(10)

where f(mi1 + · · · + mij) denotes the frequency of the word form in the corpus.

5 Inference

We use Gibbs sampling [6] for the inference. In each iteration, a word is uniformly
selected from any trie and removed from the corpus. A binary segmentation of
the word is sampled from the given posterior distribution:

p(wi = mi1 + mi2|Corpus−wi ,Model−wi , α, λ, γ)
∝ p(mi1|Model−wi , α, γ)p(mi2|Model−wi , α, γ)p(bi1) (11)

Once a binary segmentation is sampled, another binary segmentation is sam-
pled for mi1. Therefore, a left-recursion is applied for the left part of the word.
This is because of the cosine similarity that is computed between neural word
embeddings of word forms and not suffixes by the original word2vec.

This process is repeated recursively until having at least 4 letters in the stem
or having sampled the word itself from the posterior distribution (i.e. when the
word is not segmented). An illustration is given in Fig. 4.

2 In the experiments, we assign λ = 4.
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Fig. 4. The binary segmentation of the word liselerde (means in the high schools)

6 Segmentation

Once the model is learned, any unseen word can be segmented by using the
learned model. Each word is split based on the maximum likelihood in the learned
model:

arg max
mi1,··· ,miti

p(wi = mi1 + · · · + miti |Model, α, γ) (12)

For the segmentation, we apply two different strategies. In both methods,
we select the segmentation with the maximum likelihood, however the set of
possible segmentations for the given word differs. In the first method, we only
consider the segmentations learned by the model. Since the same word can exist
in multiple tries, a word may have more than one different segmentation. In the
second method, we consider all possible segmentations of a word and choose the
one with the maximum likelihood.

7 Experiments and Results

We did experiments on Turkish, English and German. For each language, we
built two sets of tries based on the methods described in Sects. 3.1 and 3.2.
We aggregated the publicly available training and development sets provided
by Morpho Challenge 2010 [16] for English, Turkish and German for training.
Although gold segmentations are provided in the datasets, we only used the raw
words in training. Gold segmentations were only used for evaluation purposes.

We began with 1686 English words, 1760 Turkish words, and 1779 German
words obtained from the aggregated sets. Once the tries have been built by
recursively augmenting the tries by using word2vec [17], eventually we obtained
2560 English word types, 43884 Turkish word types, and 13747 German word
types in the tries structured from similar stems (see Sect. 3.1). Additionally,
we obtained 34594 English word types, 67292 Turkish word types, and 23875
German types in the tries that were built based on the semantic relatedness (see
Sect. 3.2).

We used 200-dimensional word embeddings that were obtained by training
word2vec [17] on 361 million word tokens and 725.000 word types in Turkish, 129
million word tokens and 218.000 word types in English, and 651 million word
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Table 1. Size of the datasets used in the experiments. m1 denotes the train set built
by the first method (Sect. 3.1) and m2 denotes the train set built by the second method
(Sect. 3.2)

Language Train-m1 Train-m2 Train word2vec Test

Turkish 43884 types 67292 types 725K types 1760 types

361M tokens

English 2560 types 34594 types 218K types 1686 types

129M tokens

German 13747 types 23875 types 608K types 1779 types

651M tokens

tokens and 608.000 word types in German. The size of all datasets used in the
experiments are given in Table 1.

We compared our model with Morfessor Baseline [8] (M-Baseline), Morfessor
CatMap [9] (M-CatMAP) and MorphoChain System [18]. For that purpose, we
trained these models on the same training sets. We obtained the frequency infor-
mation from the full word lists provided by Morpho Challenge which was need
by other systems. The evaluation was performed on the aggregated training and
development sets of Morpho Challenge 2010 using the Morpho Challenge evalu-
ation method [16]. All word pairs that have a common morpheme are extracted
from the results and checked whether they really share a common morpheme in
the gold standard data. One point is given for each correct pair. The Precision
is the proportion of the collected points to the total number of words. Recall
is computed analogously. This time all word pairs that share a common mor-
pheme are extracted from the gold standard data and checked whether they have
a common morpheme in the results. For each correct pair, one point is given.
Finally, the Recall is the proportion of the collected points is to the total number
of words.

The results are given in Tables 2 and 3 for tries that are composed of words
structured from the same stem (see Sect. 3.1) and for tries that are based on
semantic relatedness (see Sect. 3.2). According to the results, tries that contain
semantically similar words achieve a better performance on morphological seg-
mentation proving that semantically similar words also manifest similar syntactic
and thus similar morphological features.

Our trie-structured model (TST) performs better than Morfessor Base-
line [8], Morfessor CatMAP [9] and Morphological Chain [18] on Turkish with a
F-measure of %44.16 on the tries based on semantic relatednesss. We obtained a
F-measure of %39.89 for Turkish from the tries structured from the same stem,
which is poorer than the other method. This shows that for morphologically rich
languages, semantic relatedness plays a more important role in segmentation.
That is because of the sparseness of the word forms in morphologically rich lan-
guages. Here we overcome the sparsity problem with semantic information that
is used in semantically built tries.
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Table 2. Results obtained from the tries based on semantic relatedness (see Sect. 3.2).
TST denotes our trie-structured model.

Precision (%) Recall (%) F-measure (%)

Turkish

TST 58.27 35.55 44.16

M-CatMAP 77.78 22.91 35.40

M-Baseline 84.39 19.27 31.38

MorphoChain 69.45 18.29 28.95

English

M-Baseline 64.82 64.07 64.44

TST 56.40 47.90 51.81

MorphoChain 86.26 25.95 39.90

M-CatMAP 76.37 19.23 30.72

German

M-Baseline 64.74 30.10 41.09

TST 38.66 38.57 38.61

M-CatMAP 62.32 15.68 25.06

MorphoChain 56.39 13.72 22.07

Table 3. Results obtained from the tries structured from the same stem (see Sect. 3.1).
TST denotes our trie-structured model.

Precision (%) Recall (%) F-measure (%)

Turkish

M-CatMAP 59.44 33.41 42.78

TST 58.85 30.17 39.89

M-Baseline 74.09 20.52 32.14

Morpho-Chain 72.28 25.77 38.00

English

M-Baseline 75.28 61.05 67.42

TST 58.69 51.22 54.70

MorphoChain 91.74 30.39 45.66

M-CatMAP 90.20 5.86 11.00

German

M-Baseline 59.65 29.47 39.45

TST 39.62 35.28 37.33

MorphoChain 79.06 16.36 27.11

M-CatMAP 55.96 16.41 25.38
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Our TST model performs better on the tries structured from the same stem
on English with a F-measure of %54.70 compared to the tries based on semantic
relatedness, which has a F-measure of %51.81. Since English is not a morpho-
logically rich language, obtaining the correct stem plays an important role in
segmenting the word. Words usually do not have more than one suffix and there-
fore finding the stem is normally sufficient to do morphological segmentation in
morphologically poor languages such as English.

Our German results are close to each other obtained from two types of tries.
We obtain a F-measure of %38.61 from the tries based on semantic relatedness
and it performs better than Morfessor CatMAP and Morphological Chain. The
F-measure is %37.33 on German, which is obtained from the tries structured
from the same stem.

The results also show that Morfessor CatMAP suffers from sparsity in small
datasets (especially in English), whereas our trie-structured model learns also
well in small datasets.

8 Conclusion and Future Work

We propose a Bayesian model that utilizes semantically built trie structures that
are built by using neural word embeddings (i.e. obtained from word2vec [17])
for morphological segmentation in an unsupervised setting. The current study
constitutes the first part of the on-going project which in the end aims to learn
part-of-speech tags and morphological segmentation jointly. To this end, the fact
that the tries having semantically related words achieves the best performance
paves the way of using semantically similar words in learning syntactic features.

Moreover, considering the resource-scarce languages like Turkish, our trie-
structured model shows a good performance on comparably smaller datasets. In
comparison to other available systems, our model outperforms them in spite of
the limited training data. This shows that the small size of data can be compen-
sated to a certain extent with structured data, that is the main contribution of
this paper.
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21. Üstün, A., Can, B.: Unsupervised morphological segmentation using neural word
embeddings. In: Král, P., Mart́ın-Vide, C. (eds.) SLSP 2016. LNCS (LNAI),
vol. 9918, pp. 43–53. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-
45925-7 4

http://research.ics.tkk.fi/events/morphochallenge2010/
http://research.ics.tkk.fi/events/morphochallenge2010/
http://arxiv.org/abs/1301.3781
http://arxiv.org/abs/1301.3781
https://doi.org/10.1007/978-3-319-45925-7_4
https://doi.org/10.1007/978-3-319-45925-7_4


Building Morphological Chains
for Agglutinative Languages

Serkan Ozen1 and Burcu Can2(B)

1 Department of Computer Engineering, Middle East Technical University (ODTÜ),
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Abstract. In this paper, we build morphological chains for agglutina-
tive languages by using a log linear model for the morphological seg-
mentation task. The model is based on the unsupervised morphological
segmentation system called MorphoChains [1]. We extend MorphoChains
log linear model by expanding the candidate space recursively to cover
more split points for agglutinative languages such as Turkish, whereas in
the original model candidates are generated by considering only binary
segmentation of each word. The results show that we improve the state-
of-art Turkish scores by 12% having a F-measure of 72% and we improve
the English scores by 3% having a F-measure of 74%. Eventually, the
system outperforms both MorphoChains and other well-known unsuper-
vised morphological segmentation systems. The results indicate that can-
didate generation plays an important role in such an unsupervised log-
linear model that is learned using contrastive estimation with negative
samples.

Keywords: Unsupervised learning · Morphological segmentation
Morphology · Log-linear models · Contrastive estimation

1 Introduction

Unsupervised morphological segmentation has been one of the fundamental tasks
in natural language processing. Segmentation of words is required normally as
a pre-processing task in many natural language processing applications, such as
machine translation, question answering, sentiment analysis and so on. One of
the main reasons to perform morphological segmentation before applying any
natural language processing task is the out-of-vocabulary (OOV) problem. The
number of different word forms can be theoretically infinite in agglutinative
languages [2].

Morphological analysis is also required for some natural language processing
tasks. In a full morphological analysis, morphemes are tagged according to their
c© Springer Nature Switzerland AG 2018
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syntactic roles in addition to finding the morpheme boundaries. For example, in
order to distinguish the word that is inflected with the negation suffix ma (or
me depending in the vowel harmony) from another word that has a derivational
suffix ma (or me) in Turkish requires a full morphological analysis. Here, we
aim to perform morphological segmentation rather than a full morphological
analysis. Thus we only aim to find the morpheme segmentation points of each
word.

In this paper, we propose an improvement to the MorphoChains segmen-
tation system [1] by extending the candidate space used in contrastive estima-
tion, thereby covering also agglutinative languages for multiple split points. Nor-
mally, log-linear models are supervised. However, using contrastive estimation
by shifting the probability mass from the unobserved data (and possibly that are
impossible to observe in data) to observed data enables unsupervised learning.
Unobserved data is generated with negative sampling using the observed data
through some transformations on the observed data (such as transpose, deletion,
insertion etc.).

In this paper, rather than extending the probability mass assigned for unob-
served data, we target the probability mass assigned for the observed data. For
that purpose, we generate more segmentation points (i.e. candidates) for each
observed word to extend the observed space.

Unsupervised models seem to be a good alternative for discovering both
orthographic and semantic features of words. We also adopt both orthographic
features and semantic features in this paper as proposed in the original model.

We perform all experiments on publicly available Turkish, English and Ger-
man datasets provided by Morpho Challenge 2010 [3]. The evaluation method
will be the same with the one used in MorphoChains segmentation system [1].

The paper is organized as follows: Sect. 2 addresses the related work on unsu-
pervised morphological segmentation, Sect. 3 describes the extended log-linear
model, Sect. 4 explains the improvements performed on the original log-linear
model, Sect. 5 presents the experiments and scores for English, Turkish and
German along with a discussion over the scores, and finally Sect. 6 concludes the
paper with the potential future work.

2 Related Work

Morphological segmentation is one of the oldest natural language processing
tasks that has been excessively studied.

The oldest works have been usually based on deterministic methods. One of
the earliest works is Linguistica that is proposed by Goldsmith [4]. The model is
based on Minimum Description Length (MDL) principle, which is deterministic.
Linguistica employs morphological structures called signatures in order to rep-
resent words. Signatures reflect the internal structure of words. Words with sim-
ilar morphological structure reside in the same signature. For example, {order,
walk}-{ing, s} make a signature that covers words such as walking, ordering,
walks, orders, and {paper, pen}-{s} make another signature that covers papers,
pens.



Building Morphological Chains for Agglutinative Languages 101

Probabilistic methods have also been used in unsupervised morphological
segmentation. Creutz and Lagus [5] introduce another well-known unsupervised
morphological segmentation Morfessor Baseline, the first member of the Morfes-
sor family. One of the versions is based on MDL principle and the other one is
based on Maximum Likelihood (ML) estimate. In another member of the same
family, Creutz and Lagus [6], suggest using priors by converting the model into
a Maximum a Posteriori model, thereby introducing another member of the
same family, called Morfessor Categories MAP (Maximum A-posterior). Morfes-
sor has been one of the main reference segmentation systems to compare with
most of the unsupervised segmentation systems. In this paper, we also compare
our extended model with Morfessor Baseline and Morfessor CatMAP.

Non-parametric Bayesian methods have also been used in segmentation task.
Goldwater et al. [7] present a framework that generates power-laws by using word
frequencies. Pitman-Yor Process [8] (the two parameter extension of a Dirichlet
Process) is used as a stochastic process in their framework. Snyder and Barzilay
[9] use Dirichlet Process, the simplified version of the Pitman-Yor Process, to
induce morpheme boundaries on a bilingual aligned corpus simultaneously by
finding the cross-lingual morpheme relations. Lee et al. [10] address the connec-
tion between syntax and morphology in a statistical model. Syntactic knowledge
is incorporated in their morphological segmentation system. Their results show
that using syntactic information helps in morphological segmentation.

Some of the systems not only attempt to perform morphological segmenta-
tion, but also aim to learn hidden structures behind words. Chan [11] applies
Latent Dirichlet Allocation (LDA) to learn morphological paradigms as latent
classes. The model assumes that correct segmentations of words are known but
morphological paradigms are to be learned. Chan discovers that the final mor-
phological paradigms can be matched with syntactic tags (such as noun, verb
etc.). Can and Manandhar [12] obtain syntactic categories from a context dis-
tributional clustering algorithm [13] and learn paradigms by using the pairs of
syntactic categories that have common stems.

Similar to MorphoChains system, log-linear models have also been utilized in
morphological segmentation. Poon et al. [14] suggest using bi-gram morpheme
contexts in a log linear model similar to the current study in this paper. In
addition to morpheme contexts, Minimum Description Length-inspired (MDL)
prior information is also used in their model to keep the lexicon and corpus size
small.

In the recent years, deep neural networks are used for learning morphology.
Cao and Rei [15] propose a model where word embeddings and segmentation are
learned simultaneously. Soricut and Och [16] learn the morphological transforma-
tions between words using a high dimensional vector space (i.e. word-embedding
space).

In this paper, 200-dimensional neural word embeddings obtained from
word2vec [17] are also used to capture semantic similarities between words that
are derived from each other.
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3 Model

3.1 Model Definition

In this paper, we extend the MorphoChains [1] segmentation system where each
word and its morphological roots are represented as a chain structure. For exam-
ple, {walking, walk} and {undoable, doable, do} make morphological chains. In
the morphological chain, each word appears in a parent-child relation. Here, walk
is the parent of walking ; doable is the parent of undoable, and do is the parent
of doable.

In the MorphoChains system, a log-linear model is used to extract the chain
structure in an unannotated corpus. The model has a feature vector φ: W × Z
→ Rd and a corresponding weight vector θ ∈ Rd, where W denotes words and Z
denotes candidates. A candidate is a potential parent set of a word. For example,
the word doors has the following candidates: (door, suffix ), (doo, suffix), (do,
suffix), (rs, prefix), (ors,prefix), (oors, prefix). Every word and candidate pair
has a feature vector associated with it.

Probability of a word-candidate pair (w, z) is modeled as:

P (w, z) = eθ·φ(w,z) (1)

where w is a word and z is a candidate of w. Thus, the conditional probability
of a candidate given its word is computed by:

P (z|w) =
eθ·φ(w,z)

∑
z′∈C(w) eθ·φ(w,z)

(2)

where C(w) corresponds to the candidates of w.
The log-linear model proposed in the original paper uses features and their

weights in order to learn the underlying segmentation of words. These features
are described in the following section.

3.2 Features

Features play a key role in a log-linear model as they represent both orthographic
and semantic properties of word-candidate pairs. The features in the model are
as follows:

Semantic Similarity is applied by the cosine similarity of a word-parent
pair. The cosine similarity is computed by using the word embeddings obtained
from word2vec [17]. The paper indicates that morphologically related word-
parent pairs tend to have high cosine similarity. For example, (fly, flying) pair
will have higher cosine similarity when compared to (flyi, flying) and this will
favor fly to be the parent of flying rather than having flyi as the parent.

Affixes are automatically generated as a list of most frequent affixes in the
corpus. In order to build the affix list, each word having a higher frequency than
a manually set threshold is analyzed through its potential suffixes and prefixes.
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All potential suffixes are added into the affix list. If another word in the corpus
having the same suffix is met, then the frequency of the suffix is incremented.

Affix correlation shows how related two affixes are in terms of the rate of
their common stems. For example (ing, ed) suffix pair is expected to have a
high correlation since many verbs in English can take both of the suffixes. If two
affixes share common stems, then they are called neighbor suffixes. Again the
same pair (ing, ed) are called neighbors since they share many common stems.
For example, regarding the word (laughing) and the suffix (-ing), since another
word (laughed) exists in the corpus, the parent-candidate pair (laugh, laughing)
gets a feature stating that (-ing) is most probably a suffix which in turn favors
(laugh) to be a strong candidate for (laughing).

Presence in the wordlist represents whether the parent is seen in the
corpus or not. This provides a bias on the likelihood of a parent to be a valid
word. This feature assumes that the language is concatenative.

Transformation features are used for stem changes during affixation.
There are three types of transformation features, namely repeat, delete, mod-
ify. For example, (running, run) word-candidate pair has a repeat feature set to
1 due to the repetition of n at the end of the word, and (deleting, delete) pair
has a delete feature set to 1 due to the deletion of the letter e at the end of the
word.

Stop features help to identify whether a parent is the root or not. One of
the key features to handle this is the highest cosine similarity between a word
and its parents. For example, for the word flying, fly is more likely to be the
base word than fl because cosine similarity between flying and fly is higher than
the cosine similarity between fl and flying.

4 Improvements to the Model

The model is learned in an unsupervised setting my maximizing the likelihood
of observed words in a given corpus. The likelihood of the model for a given
unannotated word list D is given as follows in the original paper:

L(θ,D) =
∏

w∗∈D

P (w∗) (3)

=
∏

w∗∈D

∑

z∈C(w∗)
P (w∗, z) (4)

=
∏

w∗∈D

[
∑

z∈C(w∗) eθ·φ(w∗,z)

∑
w∈Σ∗

∑
z∈C(w) eθ·φ(w,z)

]
(5)

where Σ∗ denotes the alphabet, which is problematic to calculate for all possible
unobserved data for a given language. Contrastive estimation is used to apply
negative sampling and replace the normalization term with the neighbors of
each word. This process creates a large space of unobserved data from which the
probability mass will be shifted to observed space and therefore the likelihood
will be normalized through the unobserved data.
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Function RCG (word, candidateList)
Data: word
Result: candidateList
for i=word.length-1;i ≥word.length-4 and i ≥0; i=i-1 do

parent←word.substring(0, i);
if 2 * parent.length ≥word.length and word.length >2 then

candidateList ← parent;
AddSuffixFeature(parent);
RCG(parent, candidateList);

end
parent←word.substring(i,word.length);
if 2 * parent.length ≥word.length then

candidateList ← parent;
AddPrefixFeature(parent);

end

end

Algorithm 1. RCG (Recursive candidate generation) algorithm

Here, we have noticed that although candidates play an important role in
the model, they are generated by only binary segmentation of each word. For
example, the Turkish word kitap+lar+dan (from the books) will never have the
suffix lar in any of its candidates. This holds true for any word with more than
one suffix. With this intuition, we aim to increase the candidate space generated
from each word by including all possible segmentations of each word, therefore
introducing the suffixes in the middle of words as candidates as well.

In our approach, in order to generate all possible candidates of a word, each
binary segmentation of the word is proposed as a candidate. For each candidate
stem obtained from the binary segmentation, candidate segmentations are gen-
erated again with a binary segmentation. Therefore, a left-recursion is applied
for each word in all levels of the binary segmentation in order to generate can-
didates. In other words, the process is repeated recursively for each candidate
stem in each iteration.

We restrict some candidate generations with some heuristics. Each candidate
has a maximum suffix length of 4. The recursion continues as long as the base
word’s length is greater than 2. Another heuristic in the original model is that
twice of parent’s length must be greater than or equal to the twice of the child
word’s length. For example, candidates of the word cars will be car, ca, rs, ars.
Words (c, s) are detained from being candidates since they do not meet any of
the heuristics.

An example is given in Fig. 1. The candidates of the word kitapçılar (means
bookshops) is generated recursively. As can be seen in the figure, base word has
at most 4 child nodes that corresponds to the first level candidates1 (i.e. having
a suffix with maximum 4 letters).

1 We chose 4 because of the fact that the longest suffix in Turkish language is 4, e.g.
-iyor.
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Fig. 1. Recursive candidate generation of a Turkish word kitapçılar (means bookshops).
For the simplicity, only the stems (left part of the binary segmentation) are shown in
the segmentation tree.

This recursive generation creates a large candidate space that also enlarges
the observed space. The recursive procedure is given in Algorithm 1.

The model is learned by optimizing the feature weights according to the
model likelihood given in Eq. 3. Gradient-descent algorithm is used for the opti-
mization similar to the original model. Once the model is learned, the prediction
is performed for a novel word through the optimized weights for each feature,
where again a recursive segmentation is applied.

5 Results

We use the publicly available datasets provided by Morpho Challenge [3] for both
training and testing. The training sets contain 878K words, 617K words, and 2M
for English, Turkish, and German respectively. The test sets contain 2200 words,
2500 words, and 785 words for English, Turkish, and German respectively that
are also obtained from Morpho Challenge gold standard datasets by aggregating
the gold sets in Morpho Challenge 2005–2010.

We also use large datasets for training the neural word embedding model,
word2vec [17] in order to build the neural word embeddings for the semantic
similarity feature. All neural word embeddings are 200-dimensional. The corpora
size is given in Table 1.
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Table 1. Corpora size. MC: Morpho-challange. MC-05:10 Aggregated test data from
Morpho Challange 2005–2010

Language Train Test WordVectors

Turkish MC-2010 (617K) MC-05:10 (2534) Vectors-Gencor (361M)

English MC-2010 (878K) MC-05:10 (2218) Wikipedia-Normalized (129M)

German MC-2010 (2M) MC-2010 (785) Manually collected (651M)

Experiments and evaluation are held as in the original paper. Segmentation
points in the results are compared to those given in gold segmentation data, and
Precision, Recall and F-1 measure values are calculated accordingly.

Table 2. Comparison of MorphoChains-R (with recursive candidate generation) with
MorphoChains-O (the original MorphoChains system), Lee Segmenter, and other Mor-
fessor members for Turkish, English and German

Language Method Precision Recall F-1

Turkish MorphoChains-R 0.70 0.74 0.72

MorphoChains-O 0.49 0.76 0.60

Morfessor-CatMAP 0.52 0.60 0.56

Morfessor-Baseline 0.82 0.36 0.50

Lee Segmenter 0.78 0.35 0.48

English MorphoChains-R 0.88 0.64 0.74

MorphoChains-O 0.67 0.79 0.71

Morfessor-Baseline 0.74 0.62 0.67

Lee Segmenter 0.82 0.52 0.64

Morfessor-CatMAP 0.67 0.58 0.62

German Morfessor-Baseline 0.55 0.54 0.54

MorphoChains-O 0.33 0.49 0.38

MorphoChains-R 0.21 0.33 0.25

We compare our Turkish and English results with MorphoChains-O [1] (orig-
inal MorphoChains system), Morfessor Baseline [5], Morfessor CatMAP [6] and
Lee Segmenter [10]. All models are trained on the same train and test sets.
Recursive candidate generation notably improves the scores with 12% on Turkish
with a final F-measure of 72%, whereas the original MorphoChains system has
a F-measure of 60%. The same improvement also applies in English, having a F-
measure of 74% with 3% improvement compared to the original MorphoChains
system which has a F-measure of 71%.

We compare the recursive MorphoChains system with the original Mor-
phoChains system and Morfessor Baseline on also German. Morfessor Baseline
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outperforms two other models with a F-measure of 54%. The German results
are better in the original model with a F-measure of 38%, whereas the recur-
sive model gives 25%. This is possibly because of the morphological structure
of the German language. German is not an agglutinative language and the left-
recursion applied in the candidate generation will generate more erroneous can-
didate suffixes. This is also because of the common compounds in German lan-
guage. All results for English, Turkish and German are given in Table 2.

Results suggest that enlarging the candidate space will also enlarge the neigh-
borhood size. Since contrastive estimation performs better on larger datasets,
enlarging the size of the candidate space improves the precision scores because of
the improved sub-word counts. For example, for the word kitapçılar, the recur-
sive candidate space will contain many valid candidates which in turn will help
learning correct weights for correct candidates.

Table 3. Example to correct and incorrect segmentations in the original
(MorphoChains-O) and the recursive (MorphoChains-R) MorphoChains system

Language MorphoChains-O (Incorrect) MorphoChains-R (Correct)

Turkish s-ön-d-ü-rme-ye sön-dür-me-ye

cerrah-lara cerrah-lar-a

b-a-ğ-lan-ma-mIz bağ-lan-ma-mIz

öğr-en-me-si-dir öğren-me-si-dir

kı-ş-k-ı-r-t-ma-lar-In kışkırt-ma-lar-ın

English sid-e-s-wipes sides-wipe-s

mediterranea-n mediterranean

lef-t-’s left-’s

to-t-ed tot-ed

pelle-t pellet

piz-za pizza

Some examples to correct and incorrect segmentations are given in Table 3.
In the original MorphoChains system, words are prone to be oversegmented,
especially in Turkish. In the recursive MorphoChains system, more words are
segmented correctly by overcoming the oversegmentation problem in the original
model.

All this information can let us claim that increasing the candidate space in
log-linear models improves the segmentation results especially in agglutinative
languages such as Turkish. Enlarging the unobserved word space has been stud-
ied before via negative sampling. However, enlarging the obsverved space has
not been studied before to our knowledge. In this paper, we show how it affects
to enlarge the observed space in such a log-linear model. The results show that
its affect is noticeably high.
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6 Conclusion and Future Work

In this paper, we extend the unsupervised morphological segmentation system
called MorphoChains [1]. We adopt the original log-linear model that uses con-
trastive estimation with negative sampling and aim to enlarge the observed space
from which probability mass will be shifted.

We enlarge the observed candidate space by generating candidates recur-
sively, whereas in the original model candidates are generated through binary
segmentations of each word. Therefore, for each word the number of candidates
is equal to the number of letters in each word. The recursion provides generating
candidates that extract the suffixes in the middle of the word and this increases
the probability assigned to these suffixes. However, in the original model only the
probability of suffixes at the end of the words are increased with their occurrence
counts in the corpus.

We aim to try different optimization algorithms in the original log-linear
model as a future goal. We believe that using a better optimization technique
will also improve the results further.
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Abstract. The number of word forms in agglutinative languages is the-
oretically infinite and this variety in word forms introduces sparsity in
many natural language processing tasks. Part-of-speech tagging (PoS
tagging) is one of these tasks that often suffers from sparsity. In this
paper, we present an unsupervised Bayesian model using Hidden Markov
Models (HMMs) for joint PoS tagging and stemming for agglutinative
languages. We use stemming to reduce sparsity in PoS tagging. Two
tasks are jointly performed to provide a mutual benefit in both tasks.
Our results show that joint POS tagging and stemming improves PoS
tagging scores. We present results for Turkish and Finnish as agglutina-
tive languages and English as a morphologically poor language.

Keywords: Unsupervised learning
Part-of-Speech tagging (PoS tagging) · Stemming
Bayesian learning · Hidden Markov Models (HMMs)

1 Introduction

Part-of-speech (PoS) tagging is one of the essential tasks in many natural lan-
guage processing (NLP) applications, such as machine translation, sentiment
analysis, question answering etc. The task is especially crucial for the disam-
biguation of a word. For example, the word saw can correspond to either a noun
or a verb. The meaning is ambiguous unless its syntactic category is known.
Once its syntactic category is assigned a noun, it becomes clear that the word
corresponds to the tool, saw.

Agglutinative languages introduce the sparsity problem in NLP tasks due to
their rich morphology. Hankamer [12] claims that the number of various word
forms in an agglutinative language like Turkish is theoretically infinite. The spar-
sity emerges with out-of-vocabulary (OOV) problem and is often a bottleneck
in PoS tagging. Therefore, PoS tagging in agglutinative languages becomes even
more challenging compared to other languages with a poorer morphology.

In this paper, we tackle the sparsity problem by combining PoS tagging with
stemming in the same framework by reducing the number of distinct word forms
to distinct stem types. Stemming is the process of finding the stem of the word by
c© Springer Nature Switzerland AG 2018
A. Gelbukh (Ed.): CICLing 2017, LNCS 10761, pp. 110–122, 2018.
https://doi.org/10.1007/978-3-319-77113-7_9
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removing its suffixes. In stemming, normally inflectional suffixes are stripped off,
whereas the derivational suffixes are kept because the stem refers to a different
word type (i.e. lemma). For example, the stem of bookings is booking since -s
is an inflectional suffix, whereas -ing is a derivational suffix. Moreover, booking
exists in dictionary as a word itself.

Many PoS tagging models ignore the morphological structure of the agglu-
tinative languages. In this paper, we present an unsupervised model for PoS
tagging that jointly finds stems and PoS tags. We propose different approaches
to the same model, where all of them learn the tags and stems from a given
raw text in a fully unsupervised setting. Different approaches show that using
stems rather than words in learning PoS tagging improves PoS tagging perfor-
mance, which also helps in learning stems cooperatively. Our model is based on
a Bayesian hidden Markov Model (HMM) with a second order Markov chain for
the tag transitions. We test with different emission types and the results show
that emitting stems rather than words improves PoS tagging accuracy.

The paper is organized as follows: Sect. 2 addresses the related work on unsu-
pervised POS tagging and stemming, Sect. 3 describes our Bayesian HMM model
and the different settings of the same Bayesian model applied for joint learning of
PoS tags and stems, Sect. 4 explains the inference algorithm to learn the model,
Sect. 5 presents the experimental results obtained from different datasets for
English, Turkish and Finnish languages along with a discussion on the results,
and finally Sect. 6 concludes the paper with the future goals.

2 Related Work

2.1 PoS Tagging

Various methods have been applied for PoS tagging. Some of them have seen
PoS tagging as a clustering/classification problem. Brown et al. [4] introduce
a class-based n-gram model that learns either syntactic or semantic classes of
words depending on the adopted language model; Schütze [28] classifies the vec-
tor representation of words using neural networks to learn syntactic categories;
Clark [6] proposes a probabilistic context distributional clustering to cluster
words occurring in similar contexts, thereby having similar syntactic features.
Bienmann [2] introduces a graph clustering algorithm as a PoS tagger. The graph
based tagger involves two stages: In the first stage, words are clustered based on
their contextual statistics; in the second stage, less frequent words are clustered
using their similarity scores.

Some other approaches have tackled PoS tagging as a sequential learning
problem. For that purpose, hidden Markov models (HMMs) are commonly used
for PoS tagging. HMM-based PoS tagging models go back to Merialdo [18].
Merialdo uses a trigram HMM model with maximum likelihood (ML) estimation.
Trigrams’n’Tags (TnT) [3] is another statistical PoS tagger that uses a second
order Markov Model with also maximum likelihood estimation.
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Johnson [13] compares the estimators used in HMM PoS taggers. He discov-
ers that Expectation-Maximization (EM) is not good at estimation in HMM-
based PoS taggers. Gao et al. [7] also compare different Bayesian estimators for
HMM PoS taggers. Gao et al. state that Gibbs sampler performs better on small
datasets with few tags, but variational Bayes performs better on larger datasets.

Bayesian methods have also been used in PoS tagging. Goldwater and Grif-
fiths [10] adopt Bayesian learning in HMMs. HMM parameters are modeled as
a Multinomial-Dirichlet distribution. In this paper, we also use their model as a
baseline to our joint model.

Van Gael et al. [30] and Synder et al. [29] introduce infinite HMMs that are
non-parametric Bayesian where the number of states is not set and the states
can grow with data.

2.2 Stemming

Stemmers are mainly based on three approaches: rule-based, statistical, and
hybrid.

Rule based stemmers, as the name implies, extract the base forms by using
manually defined rules. The oldest stemmers are rule-based [14,25,26].

One of the earliest statistical stemmers is developed by Xu and Croft [31].
Their method makes use of co-occurences of words to deal with words grouped
in equivalence classes that are built by aggressive stemming. Mayfield and
McNamee [16] propose a language independent n-gram stemmer. In their app-
roach, stems are induced using n-gram letter statistics obtained from a corpus.
Melucci et al. [17] implement a HMM-based stemmer using ML estimate to select
the most likely stem and suffix based on the substring frequencies obtained from
a corpus.

Linguistica [9], although being an unsupervised morphological segmentation
system, is also used as a stemmer. The method is based on Minimum Description
Length (MDL) model that aims to minimize the size of the lexicon by segmenting
words into its segments.

GRAph-based Stemmer (GRAS) is introduced by Paik et al. [21] that groups
words to find suffix pairs. These suffix pairs are used to build an undirected
graph. Another unsupervised stemmer of the same authors [22] use co-occurence
statistics of words to find the common prefixes.

HPS [5] is one of the recent unsupervised stemmers that exploits lexical and
semantic information to prepare large-scale training data in the first state, and
use a maximum entropy classifier in the second stage by using the training data
obtained from the first stage.

Hybrid stemmers involve different methods in a single model. Popat et al.
[24] propose a hybrid stemmer for Gujarati that combines statistical and rule-
based models. MAULIK [19] introduce another hybrid stemmer that combines
the rule-based stemmers. A word is searched in the lexicon. If not found, suffix
stripping rules are used to detect the stem. Adam et al. [1] apply PoS tagging
and then use a rule-based stemmer to strip off the suffix from the word based
on its tag in a pipelineframework.
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3 Model and Algorithm

We define a joint PoS tagger and stemmer that extends the fully Bayesian PoS
tagger by Goldwater and Griffiths [10]. By joining PoS tagging and stemming,
we aim to reduce the sparsity in PoS tagging for agglutinative languages while
also improving the stemming accuracy using the tag information.

3.1 Word-Based Bayesian HMM Model

The word-based Bayesian HMM model (Goldwater and Griffiths [10]) for PoS
tagging is defined as follows (see Fig. 1):

ti|ti−1 = t, τ (t,t
′
) ∝ Mult(τ (t,t

′
)) (1)

wi|ti = t, ω(t) ∝ Mult(ω(t)) (2)

τ (t,t
′
)|α ∝ Dirichlet(α) (3)

ω(t)|β ∝ Dirichlet(β) (4)

where wi denotes the ith word in the corpus and ti is its tag. Mult(ωt) is the
emission distribution in the form of a Multinomial distribution with parameters
ω(t) that are generated by Dirichlet(β) with hyperparameters β. Analogously,
Mult(τ (t,t

′
)) is the transition distribution with parameters τ (t,t

′
) that are gen-

erated by Dirichlet(α) with hyperpameters α.

Fig. 1. Word-based HMM Model for PoS tagging

The conditional distribution of ti under this model is:

P (ti|t−i, w, α, β) = n(ti,wi)+β

nti
+Wti

β · n(ti−1,ti)+α

nti−1+Tα (5)

·n(ti,ti+1)+I(ti−1=ti=ti+1)+α

nti
+I(ti−1=ti)+Tα

where Wti is the number of word types in the corpus, T is the size of the tag
set, nti is the number of words tagged with ti, n(ti−1,ti) is the frequency of tag
bigram <ti−1, ti>. I(.) is a function that gives 1 if its argument is true, and
otherwise 0.
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3.2 Stem-Based Bayesian HMM Model

We extend the basic HMM model for PoS tagging introduced by Goldwater and
Griffiths [10] by replacing the word emissions with stem emissions in order to
reduce the emission sparsity, thereby mitigating the size of the out-of-vocabulary
words. Therefore, we obtain a joint PoS tagger and stemmer with this model.

The stem-based model is defined as follows (see Fig. 2):

ti|ti−1 = t, τ (t,t
′
) ∝ Mult(τ (t,t

′
)) (6)

si|ti = t, ω(t) ∝ Mult(ω(t)) (7)

τ (t,t
′
)|α ∝ Dirichlet(α) (8)

ω(t)|β ∝ Dirichlet(β) (9)

Here, ti and si are the ith tag and stem, where wi = si +mi, mi being the suffix
of wi.

Fig. 2. Stem-based HMM Model for PoS Tagging

Under this model, the conditional distribution of ti becomes as follows:

P (ti|t−i, si, α, β) = n(ti,si)+β

nti
+Stβ

· n(ti−1,ti)+α

nti−1+Tα (10)

·n(ti,ti+1)+I(ti−1=ti=ti+1)+α

nti
+I(ti−1=ti)+Tα

where St is the number of stem types in the corpus. When compared to the
word-based model, the number of word types reduces to stem types. Therefore,
sparsity also decreases.

3.3 Stem/Suffix-Based Bayesian HMM Model

Words belonging to the same syntactic category take also similar suffixes. For
example, words ending with ly are usually adverbs, whereas words ending with
ness are usually nouns. We include suffixes in the emissions in addition to the
stems (see Fig. 3):

ti|ti−1 = t, τ (t,t
′
) ∝ Mult(τ (t,t

′
)) (11)

si|ti = t, ω(t) ∝ Mult(ω(t)) (12)
mi|ti = t, ψ(t) ∝ Mult(ψ(t)) (13)

τ (t,t
′
)|α ∝ Dirichlet(α) (14)

ωt|β ∝ Dirichlet(β) (15)
ψ(t)|γ ∝ Dirichlet(γ) (16)
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Fig. 3. Stem/suffix-based HMM Model for PoS tagging

where mi is the suffix of wi = si + mi which is generated by Mult(ψ(t)) with
parameters drawn from Dirichlet(γ) with hyperparameters γ.

The new conditional distribution of ti becomes:

P (ti|t−i, si,mi, α, β, γ) =
n(ti,si) + β

nti + Stβ
· n(ti,mi) + γ

nti + Mtγ
· n(ti−1,ti) + α

nti−1 + Tα

·n(ti,ti+1)+I(ti−1=ti=ti+1) + α

nti + I(ti−1 = ti) + Tα
(17)

where Mt is the number of suffix types in the corpus.

4 Inference

We use Gibbs sampling [8] for the inference of the model. t are drawn from
the posterior distribution P (t|w, α, β) ∝ P (w|t, β)P (t|α) in the word-based
Bayesian HMM model, P (t|s, α, β) ∝ P (s|t, β)P (t|α) in the stem-based model,
and P (t|s,m, α, β, γ) ∝ P (s|t, β)P (m|t, γ)P (t|α) in the stem/suffix-based
model.

In the word-based Bayesian HMM model, all tags are randomly initialized at
the beginning of the inference. Then each word’s tag is sampled from the model’s
posterior distribution given in Eq. 5. This process is repeated until the system
converges.

In the stem-based and stem/suffix-based model, all tags are randomly ini-
tialized and all words are split into two segments randomly. In each iteration of
the algorithm, a tag and a stem are sampled for each word from the posterior
distribution given in Eqs. 10 and 17 respectively.

5 Experiments and Results

Data: We used three datasets for the experiments and evaluation:

– Turkish: METU-Sabancı Turkish Treebank [20] that consists of 53751 word
tokens.

– English: The first 12K and 24K words from the WSJ Penn Treebank [15].
– Finnish: The first 12k and 24k words from FinnTreeBank corpus that is a

revised version of the original FTB11.
1 Available at http://www.ling.helsinki.fi/kieliteknologia/tutkimus/treebank/

sources/.

http://www.ling.helsinki.fi/kieliteknologia/tutkimus/treebank/sources/
http://www.ling.helsinki.fi/kieliteknologia/tutkimus/treebank/sources/


116 N. Bölücü and B. Can

There are 41 tags in both Penn Treebank and METU-Sabancı Turkish Tree-
bank, and 12 tags in FinnTreeBank. We mapped the three tagsets to the Univer-
sal tagset [23] that involves 12 categories. The new tagsets for Turkish, English
and Finnish are given in Tables 1 and 2. Therefore, the size of the tagset is 12
in all experiments for three languages.

Table 1. The mapping of the Universal tagset to the Penn Treebank tagset and the
FinnTreeBank tagset

Universal tagset Penn TreeBank tagset FinnTreeBank tagset

VERB VBP, VBD, VBG, VBN, VB, VBZ, MD V

PRON WP, PRP, PRP,WP Pron

PUNCT (“), (,), -LRB-, -NONE-, -RRB-, (.), (:), (”), $ Punct

PRT RP, TO Pcle

DET WDT, EX, PDT, DT Det

NOUN NN, NNP, NNPS, NNS N

ADV RB, RBR, WRB, RBS Adv

ADJ JJ, JJS A

UNKNOWN FW, UH Symb, Foreign, Interj

ADP IN Adp

NUM CD Num

CONJ CC C

We ran each model with four settings of parameters. In the first setting, we
assigned α = 0.001, β = 0.1, and γ = 0.001 (indicated as setting 1 in the tables);
in the second setting, α = 0.003, β = 1, and γ = 0.003 (indicated as setting 2 in
the tables); in the third setting, α = 0.001, β = 0.1, and γ = 0.001 (indicated as
setting 3 in the tables); and in the fourth setting we assigned α = 0.003, β = 1,
and γ=0.003 (indicated as setting 4 in the tables).

The stemming results are evaluated based on the accuracy measure. We
compare our stemming results obtained from the stem-based Bayesian HMM
(Bayesian S-HMM) and stem/suffix-based HMM (Bayesian SM-HMM) with
HPS [5] and FlatCat [11]. The results for Turkish and Finnish obtained from
the Metu-Sabancı Turkish Treebank and FinnTreeBank respectively are given
in Table 3. Although our stemming results are far behind the results of the HPS
algorithm for Turkish, our Finnish results are on a par with HPS and Morfessor
FlatCat. The results show that using suffixes does not help in stemming. Using
stem emissions alone gives the best accuracy for stemming in the joint task.

Since the English stems are not covered in Penn TreeBank, we were not able
to evaluate the English stemming results.

Examples to correct and incorrect stems in all languages are given in Table 4.
The results show that our joint model can find the common endings, such as s,
ed, ted, er, d, e, ing in English. However, since we do not exploit any semantic
features in the model, words such as filter can be stemmed as filt+er. This is also
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Table 2. The mapping of the Universal tagset to the Metu-Sabancı Turkish Treebank
tagset

Universal tagset Metu-Sabancı Turkish Treebank tagset

Noun Noun Pron, Noun Ins, Noun Nom, Noun Verb,
Noun Loc, Noun Acc, Noun Abl, Noun Gen,
Noun Dat, Noun Adj, Noun Num, Noun Pnon,
Noun Postp, Noun Equ

Adj Adj Noun, Adj Verb, Adj, Adj Pron, Adj Postp,
Adj Num

Adv Adv Verb, Adv Adj, Adv Noun, Adv

Conj Conj

Det Det

Interj Interj

Ques Ques

Verb Verb, Negp, Verb Noun, Verb Postp, Verb Adj,
Verb Adv, Verb Verb

Postp Postp

Num Num

Pron Pron, Pron Noun

Punc Punc

Table 3. Stemming results for Turkish and Finnish based on four parameter settings

Accuracy (%)

Model Metu Finn 12K Finn 24K

HPSa [5] 53.79 28.19 27.04

Morfessor FlatCatb [11] 52.06 24.47 25.93

1 Bayesian S-HMM 46.21 23.24 22.32

Bayesian SM-HMM 34.97 26.69 26.40

2 Bayesian S-HMM 46.39 23.49 22.14

Bayesian SM-HMM 34.82 27.95 27.38

3 Bayesian S-HMM 46.57 23.28 22.03

Bayesian SM-HMM 34.97 27.45 26.74

4 Bayesian S-HMM 46.46 18.62 22.57

Bayesian SM-HMM 32.13 24.78 24.40
aHPS: http://liks.fav.zcu.cz/HPS/
bMorfessor FlatCat: https://github.com/aalto-speech/
flatcat

http://liks.fav.zcu.cz/HPS/
https://github.com/aalto-speech/flatcat
https://github.com/aalto-speech/flatcat
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Table 4. Examples to correct and incorrect stems

Turkish English Finnish

Correct Incorrect Correct Incorrect Correct Incorrect

siz-lere öğre-ncilere year+s chairma+n niska+an sai+si

dur-du jandar+malığına york-bas+ed repor+ted suomenmaa+# tänn+e

gör-düğünüz rastla+dığı talk+ing filt+er pappila+ssa tul+ee

göz-leri iznin+e the+# sai+d piste+ttä kotii+n

abone+# geti+riliyor inform+ation institut+e valinta+nsa oll+a

Table 5. POS tagging evaluation results for Turkish

Model Metu

Many-to-1 VI

1 Bayesian HMM 57.58 10.58

Bayesian S-HMM 55.34 10.57

Bayesian SM-HMM 56.17 10.47

2 Bayesian HMM 56.56 11.01

Bayesian S-HMM 57.70 10.48

Bayesian SM-HMM 55.30 10.60

3 Bayesian HMM 55.89 10.70

Bayesian S-HMM 54.99 10.59

Bayesian SM-HMM 57.08 10.47

4 Bayesian HMM 56.64 10.94

Bayesian S-HMM 57.01 10.48

Bayesian SM-HMM 55.99 10.58

Brown Clusteringa [4] 54.91 10.83
aBrown Clustering: http://www.cs.berkeley.
edu/∼pliang/software/brown-cluster-1.2.
zip(Percy Liang)

one of the main problems in morphological segmentation models that rely only
on the orthographic features. Our stemming results are promising, but it shows
that it is not sufficient to reduce the sparsity based on the common segments
and it requires more features.

We evaluate PoS tagging results with many-to-one accuracy and variation of
information (VI) measure [27]. Turkish, English and Finnish results are given in
Tables 5, 6, and 7 respectively. The overall results show that using stems rather
than words leads to better results in three languages. Therefore, the Bayesian
S-HMM model outperforms other two models in three languages in general.
Although English has got a poor morphology when compared to Turkish and
Finnish, the Bayesian S-HMM model still outperforms other two models. Using
suffixes also does not help in PoS tagging and its scores are generally behind the

http://www.cs.berkeley.edu/~pliang/software/brown-cluster-1.2.zip
http://www.cs.berkeley.edu/~pliang/software/brown-cluster-1.2.zip
http://www.cs.berkeley.edu/~pliang/software/brown-cluster-1.2.zip
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Table 6. PoS tagging evaluation results for English

Model Penn 12k Penn 24k

Many-to-1 VI Many-to-1 VI

1 Bayesian HMM 49.10 7.80 52.34 7.94

Bayesian S-HMM 50.84 7.54 49.76 7.92

Bayesian SM-HMM 51.04 7.86 51.65 8.12

2 Bayesian HMM 41.88 8.46 47.13 8.52

Bayesian S-HMM 54.92 7.58 54.52 7.86

Bayesian SM-HMM 48.76 7.92 51.93 8.13

3 Bayesian HMM 50.70 7.75 46.74 8.15

Bayesian S-HMM 50.57 7.71 52.05 7.97

Bayesian SM-HMM 53.06 7.64 51.39 7.95

4 Bayesian HMM 45.15 8.33 45.65 8.55

Bayesian S-HMM 52.67 7.69 55.32 7.67

Bayesian SM-HMM 53.15 7.67 51.41 8.17

Brown Clusteringa [4] 53.78 7.58 54.11 7.78
aBrownClustering: http://www.cs.berkeley.edu/∼pliang/
software/brown-cluster-1.2.zip(Percy Liang)

Table 7. PoS tagging evaluation results for Finnish

Model FinnTreeBank 12k FinnTreeBank 24k

Many-to-1 VI Many-to-1 VI

1 Bayesian HMM 42.43 10.65 44.96 11.43

Bayesian S-HMM 47.29 10.39 46.83 11.16

Bayesian SM-HMM 48.84 10.27 48.45 11.09

2 Bayesian HMM 42.94 10.74 44.50 11.56

Bayesian S-HMM 51.15 10.34 51.27 11.10

Bayesian SM-HMM 48.66 10.32 49.04 11.12

3 Bayesian HMM 42.57 10.61 46.47 11.28

Bayesian S-HMM 45.91 10.36 51.58 11.07

Bayesian SM-HMM 49.40 10.25 48.43 11.08

4 Bayesian HMM 42.96 10.75 44.27 11.58

Bayesian S-HMM 50.47 10.38 51.52 11.02

Bayesian SM-HMM 49.02 10.31 48.43 11.14

Brown Clusteringa [4] 44.33 10.64 47.95 11.33
aBrownClustering: http://www.cs.berkeley.edu/∼pliang/
software/brown-cluster-1.2.zip(Percy Liang)

http://www.cs.berkeley.edu/~pliang/software/brown-cluster-1.2.zip
http://www.cs.berkeley.edu/~pliang/software/brown-cluster-1.2.zip
http://www.cs.berkeley.edu/~pliang/software/brown-cluster-1.2.zip
http://www.cs.berkeley.edu/~pliang/software/brown-cluster-1.2.zip
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Bayesian S-HMM model. However, in some parameter settings Bayesian SM-
HMM model outperforms other two Bayesian models.

The overall PoS tagging results show that our stem-based and stem/suffix-
based Bayesian models outperform both Brown Clustering [4] and word-based
Bayesian HMM model [10] for three languages according to both many-to-one
measure and VI measure.

6 Conclusion and Future Work

In this paper, we extend the Bayesian HMM model [10] for joint learning of
PoS tags and stems in a fully unsupervised framework. Our model reduces the
sparsity by using stems and suffixes instead of words in a HMM model. The
results show that using stems and suffixes rather than words outperforms a
simple word-based Bayesian HMM model for especially agglutinative languages
such as Turkish and Finnish. Although English has got a poor morphology, the
English PoS tagging results are also better when the stems are used instead of
words.

Although our Turkish stemming results are far behind the other compared
models, our Finnish stemming results are on par with other models.

We aim to use other features (such as semantic features) in our model to
capture the semantic similarity between the stems and their derived forms, which
is left as a future work.

Our model does not deal with irregular word forms. We also leave this as a
future work.
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Abstract. The meaning and the argument structure of particle verbs
are determined by the combination of a verb and a particle. In Hungarian,
verbal particles (preverbs) can occupy various positions in the sentence:
they can be preverbal (detached from the verb), immediately preverbal
or postverbal. The syntax of these particles is discussed in a wide range of
theoretical literature. This paper presents a performance-based analysis,
using corpus-driven method to reveal the distribution patterns of verbal
particles in more than 21.5 million sentences. In order to obtain these
data, it was needed to improve the POS-tagging of verbal particles and
to develop a semi-automatic method to decide which verb the detached
particle belongs to. The distribution patterns give better insight into the
phonological and pragmatic factors that may determine the position of
verbal particles.

Keywords: Particle verbs · Verbal particles · Hungarian syntax
Distribution patterns · Corpus-driven approach

1 Introduction

Hungarian particle verbs have a property which raises difficulties in compu-
tational linguistics: the verbal particle (in other terms: preverb, verbal prefix)
can occupy various places in the sentence. Its canonical position is immediately
before the verb, in this case it is written together with the verb as a single token.
In some syntactic structures, however, the particle can precede or follow the verb
with one or more words inserted between them.

On the one hand, Hungarian verbal particles have a common feature with
Slavic prefixes: they usually – but not exclusively – express an aspectual change
by rendering the predicate telic. On the other hand, they are similar to Germanic
particles: they can be separated from the verb [15].

In the case of Hungarian, there aren’t any strict syntactic constraints to the
extent of the maximal distance. This might lead to problems, especially in the
automatic parsing process of a sentence containing a verb and a detached verbal
particle. A promising framework is VFrame which can parse the Hungarian
verbal complex by using a relatively small look-ahead window, see [9].
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A. Gelbukh (Ed.): CICLing 2017, LNCS 10761, pp. 123–133, 2018.
https://doi.org/10.1007/978-3-319-77113-7_10

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-77113-7_10&domain=pdf
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The following examples shed light on the possible positions of the particle
and its verb (marked with boldface):

(1) a. Kimegyünk
out go+Pl1

a
the

kertbe.
garden+ILL

‘We are going out to the garden.’ immediately preverbal
b. Ki

out
is
also

megyünk
go+Pl1

a
the

kertbe.
garden+ILL

‘We are going out to the garden as well.’ detached preverbal
c. Nem

not
megyünk
go+Pl1

ma
today

ki
out

a
the

kertbe.
garden+ILL

‘We are not going out to the garden today.’ (detached) postverbal

The aim of this paper is to answer the following questions: How far can a par-
ticle be placed from its verb in Hungarian? Which factors determine whether a
particle should stay close to its verb or can be moved into a remote position?

The syntax of Hungarian particle verbs is a frequently discussed problem
in the theoretical literature. This paper presents a performance-based analysis,
focusing on the distribution patterns of verbal particles, which is a whole new
approach in this topic.

The paper is structured as follows: Sect. 2 describes the methodology of the
research, including some technical and theoretical problems. Sections 3 and 4
present the obtained results of preverbal and postverbal particles, respectively.
Finally, I conclude my results in Sect. 5.

2 Methodology

A corpus-driven method (see [16] for details of the concept) was used to study
particle verbs. My statements reflect the evidence provided by the Hungarian
Gigaword Corpus, version 2.0.3 (hereafter called HGC) [13]. This corpus con-
tains 785 million tokens – 987 million with punctuation marks – from various
domains having the following registers: journalism, literature, science, personal,
official and – transcribed – spoken.

The distribution of verbal particles is measured by defining the finite verb as
0 position and counting the other positions compared to this. For example, both
megy ‘goes’ and be+megy ‘goes in’, lit. ‘in+goes’ are in 0 position, while Menj
be! ‘Go in!’ has a particle in +1 position, Be se menj! ‘Don’t even go in!’ has
a particle in −2 position (with one intervening word between the particle and
its verb). To sum up, immediately preverbal particles get zero position, while
detached preverbal ones are found in an interval less than zero and detached
postverbal ones in an interval greater than zero.

Verbal particles get often erroneous annotation in HGC, as a lot of them
have homographs, e.g. ki can be a verbal particle (‘out’) and an interrogative or
relative pronoun (‘who’) as well. It was needed to improve the POS-tagging of
such particles in order to minimalize the errors in the final results. Furthermore,
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an automatic method was required to decide whether a detached particle belongs
to the finite verb or to an infinitive or a participle – the latter ones are not
included in this research. The following subsections describe the solutions.

2.1 Improving the POS-Tagging of Verbal Particles

Hungarian particle verbs get erroneous annotation if (a) they have homographs
in Hungarian, (b) they have homographs in another language which is repre-
sented in HGC, (c) there is an abbreviation or acronym written exactly like the
particle. It is also possible that a verbal particle can be affected by two or three
error types, as shown on Fig. 1.

Fig. 1. Five verbal particles which often get wrong POS-tags, ordered in three sets
corresponding to possible error types. See [10] for more examples.

The correction of the POS-tags is executed by a script written in Python. It
creates a dictionary of potential verbal particles. These words are the keys, and
their values are their possible error types, represented as a list of numbers from
1 to 3. While the script is processing a sentence, it looks for the potential verbal
particle and checks if it is erroneously annotated as a particle. This is done by
regular expressions which are sensitive to the context of the given word. Thus,
the disambiguation method is rule-based. In the current state of research, the
script works with 98 rules. 7 of them are based on the ideas of Makrai [11] and
used here with slight modifications. Table 1 presents the detailed description of
an effective rule concerning the word meg.
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The current functionality of the script is limited to one direction: it can filter
words which are wrongly annotated as a verbal particle, but it can not find
verbal particles which have wrong POS-tags. In this direction, it was possible to
improve POS-tagging of verbal particles by 69.6% (f-score).

The script was tested on a 5000 sentence-long minicorpus extracted from
HGC. In every sentence, there was a word annotated as a verbal particle, and
the amount of these words reflected their actual frequency in the whole HGC.
For example, el ‘away’ gives 19.1% of the verbal particles in HGC, therefore 956
of 5000 sentences contained the word el.

The rule-based method achieved 88.2% precision and 57.5% recall, resulting
in an f-score of 69.6%. The two main causes of the relatively low recall are the
following: (1) the context of the problematic word can not be used if it contains
other wrongly annotated elements too, (2) there are a lot of misspelled words or
complete sentences where accents are missing. My method is currently not able
to cope with this kind of errors.

Table 1. A rule which matches the phrase containing meg if meg is annotated as a
verbal particle, although it is a conjunction: meg is mostly a conjunction if it is placed
between two nominals bearing the same case (the indices in the pseudocode show that
the cases are identical).

2.2 Using a List of Combinations as Lexical Resource

I extracted every particle+verb combination from HGC and created a list of
more than 27.000 words.1 Only combinations occurring at least 5 times were
added to the list. This list is used to make an automatic decision whether a
finite verb and a detached particle could belong together in a sentence or not.
My research is based on sentences that contain a particle+verb combination
validated by this list. The disadvantage of the method is that rare combinations
and some neologisms are excluded.

1 Verbs having a modal or a causative suffix are counted as separate types because they
have different lemmata in HGC, e.g. csinál ‘to do st’, csinálhat ‘to be able/allowed
to do st’ and csináltat ‘to make sy do st’.
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3 Results of Preverbal Particles

3.1 The Distribution of Preverbal Particles

The data extracted from the HGC corpus show that the dominant position
among preverbal particles is the zero position (when the particle and the verb
are written together). This covers 99.26% of the preverbal cases.

The left periphery of the finite verb has a strict syntax, the verbal particle
can not move far away. The maximal left-position turned out to be −4, meaning
that there were no more than three intervening words between the particle and
the verb. This can be considered a rather rare phenomenon (with a 6 out of
13.817.958 ratio).

Table 2. Distribution of preverbal particles.

FIN −4 −3 −2 0

SUM 6 91 102768 13715093

% - - 0.74 99.26

–1 position is left out of Table 2, as it contains verbal particles only if the
particle belongs to an other verbal class (e.g. an infinitive) or the finite particle
verb is misspelled. There is only one case when the verbal particle is in –1 position
and does in fact belong to the finite verb: when two particles of opposite meaning
are concatenated, e.g. fel-alá járkál ‘to pace up and down’, lit. ‘to up-down pace’.
This type of verbal particles was not covered in this research.

3.2 Sentence Types Having Particle-Verb Order

In neutral sentences, verbal particles are mostly in 0 position.2 These sentences
are characterized by neutral intonation and the additional meaning arising from
the structure is minimal [1]. There are also some non-neutral sentence types
having particle-verb order, e.g. yes-no questions (these cover approx. 6.4% of 0
position) and focussed sentences where the verb is in focus.

A stylistically marked type of imperative sentences – which are non-neutral
– has also particle-verb order. These imperative structures often have strong
emotional excess (see examples 2a–b). This type has altogether 4547 examples,
thus it covers approx. 0.03% of sentences in 0 position.

(2) a. Elhallgass
away keep silent+Imp+Sg2

végre!
at last

‘Shup up at last!’
2 There are, however, neutral sentences with verb-particle order, e.g. presenting sen-

tences [14] in Csángó dialects and some rare examples from old Hungarian [8]. These
are not represented in HGC.
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b. Eltakarodjatok
away pack off+Imp+Pl2

a
the

szemem
eye+Ps+Sg1

elől!
before

‘Get out of my sight!’

In the case of −2 position, only five words can be inserted between the detached
verbal particle and the verbs, these are: is ‘also’ (49.4%), sem (10.12%) or se
(5.46%) ‘neither/either’, nem (10.85%) or ne (24.17%) ‘not’. Nem is typical for
negative, ne for prohibitive sentences.

In the case of −3 and −4 positions, the verbal particle functions as contrastive
topic [5], which is a rare phenomenon in Hungarian. It is questionable if these
are verbal particles or rather adverbs (example 3 allows both interpretations).

(3) De
but

haza
to home

is
also

csak
only

látogatni
visit+Inf

megyek
go+Sg1

ezentúl.
from now on

‘But from now on, I will go home only to visit.’

4 Results of Postverbal Particles

4.1 The Distribution of Postverbal Particles

In Hungarian, the order of the sentence’s constituents after the finite verb is
not fixed [6]. Thus, it should be expected that the verbal particle can be in any
position behind the verb. My measurements showed that the postverbal particles
can indeed be located in a wider scope than the preverbal ones, but they are in
+1 or +2 positions in 99.9% of the cases (see Table 3).

Table 3. Distribution of postverbal particles.

FIN +1 +2 +3 +4 +5 +6 +7 +8 +9 +10 +11

SUM 7527308 163993 5126 1193 267 101 27 5 3 2 1

% 97.78 2.13 0.07 0.02 - - - - - - -

There are only 11 examples (out of 7.698.015) where the verbal particle
is more than six words away. The most extreme sentence was the following,
containing a verbal particle in the +11 position:

(4) 27
27

gyereket
children+ACC

vitt
take+Past+Sg3

egy
a

feltehetően
presumably

részeg
drunk

buszsofőr
bus driver

Szentesen
Szentes+SUP

még
still

csütörtökön
Thursday+SUP

egy
a

sportrendezvény
sports event

után
after

vissza
back

az
the

iskolába.
school+ILL

‘On Thursday a presumably drunk bus driver brought 27 children back
to school after a sports event in Szentes.’
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There is an interesting tendency of how the different particles are distributed
in the postverbal positions. There is a group of longer particles which have not
completely grammaticalized and can still function as adverbs. This group can be
placed further away from the verb, while short, grammaticalized particles prefer
to follow the verb immediately.

4.2 Sentence Types Having Verb-Particle Order

Sentences with verb-particle order are – except of some rare structures mentioned
in Footnote 2 – non-neutral. Alberti’s detailed description of non-neutral sen-
tences [1] was used to create eight categories which are more or less recognizable
using automatic method. These are:

1. Sentences containing a focussed constituent. These are difficult to identify
automatically, since almost any kind of word can be focussed, regardless to
its wordclass. In this case, the focussed word gets the privileged preverbal
position of the verbal particle, moving it away into a postverbal position.
The focus could not be detected with help of pattern matching. So it was
checked if regular expressions could match the other seven sentence types
first, than the rest of the sentences was ordered into this category. In the case
of focus, manual check would be inevitable.

2. Sentential negations (including also embedded negatives). These can be cov-
ered well with regular expressions.

3. Imperative sentences (including also embedded imperatives). These are easy
to detect, since the imperative is morphologically marked in Hungarian.

4. Optative sentences (mostly expressing irreal wishes). These can be found if a
verb in conditional – which is marked morphologically – and the word csak
(‘only’) co-exist in the sentence and they are relatively close to each other.

5. Prohibitions. These are in the intersection of imperative and negative sen-
tences, but listed here as a different category, since they can be covered per-
fectly with regular expressions.

6. Wh-questions and exclamatives. These are linguistically two distinct cate-
gories – having characteristic intonation patterns –, but look alike in written
corpora. Punctuation marks (question and exclamation mark, respectively)
may help distinguishing them, but only in case they are not embedded in
another sentence. Example 5a–b illustrates the problem:

(5) a. Milyen
how

későn
late

kelt fel?
woke+Sg3 up

‘How late did he/she wake up?’
b. Milyen

how
későn
late

kelt fel!
woke+Sg3 up

‘How late he/she woke up!’
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7. Sentences with progressive aspect. These sentences – where the only reason of
moving the verbal particle behind the verb is that it has a progressive reading,
expressing that something happens right now, at the moment – occur sparsely
in HGC.

8. Existential sentences. In these sentences, the fact that something occurred at
least once is being emphasized [4].

Table 4. Sentence types having verb-particle order. The table presents their distribu-
tion in HGC, according to the positions taken by the verbal particle. Columns % and
SUM show the frequency of the given types, taking the whole postverbal corpus as
100%. We can see which positions are preferred by the different sentence types, given
in percent.

Sentence type +1 +2 +3 +4 +5 +6 +7 % SUM

Focussed sentence 99.87 0.11 0.02 0.01 0 0 0 72.0648 5547562

Negative 99.85 0.11 0.03 0.01 0 0 0 14.2314 1095539

Imperative 99.82 0.13 0.03 0.01 0 0 0 10.3561 797209

Optative 99.79 0.15 0.04 0.01 0 0 0 1.6316 125605

Prohibitive 99.75 0.18 0.04 0.01 0 0 0 1.0885 83794

Wh-question/exclamative 99.43 0.22 0.26 0.05 0.02 0.02 0.01 0.6253 48136

Progressive 98.45 1.55 0 0 0 0 0 0.0021 154

Existential 68.75 25 0 6.25 0 0 0 0.0002 16

An interesting tendency can be discovered by wh-questions and exclama-
tives (see Table 4). They have detached verbal particles also in distant positions.
This is caused by discourse particles and interjections, frequently used in these
sentences. By existential sentences, the relatively high percents in +2 and +4
position are due to the almost irrelevant, low frequency of this type (only 16
examples were found in HGC).

4.3 Determining Factors of the Verb-Particle Distance

99.9% of postverbal particles follow the finite verb immediately or with one
preceding word (see Table 3). The main reason for this high percent is that the
argument structure of the verb can vary depending on the verbal particle. If the
postverbal particle is far behind the finite verb, calculating the meaning of the
whole sentence becomes more complicated for the listener/reader.

However, there are still 0.1% of postverbal particles that need an explanation.
It can be assumed that two factors determine the possible distance of postverbal
particles: (a) the opposition of written and spoken – edited and unedited – text,
(b) phonological constraints.
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Opposition of Written and Spoken Text. Basically, spoken texts are spon-
taneous and unplanned, compared to written ones. Thus, they are less precise
syntactically [7]. It can be expected that a lot of sentences having postverbal par-
ticle in remote positions are coming from live speech. Using the metadata found
in HGC, it was quite simple to detect whether a given sentence was originally
said or written.

I put the metadata of text types into two categories. Written: press, per-
sonal (mostly blogs and forum comments), science, literature (prose and poetry,
separately), official (mostly law). Spoken: radio broadcasts and parliamentary
speeches. Figure 2 presents the percentage of written and spoken texts in seven
positions of the postverbal particles.

Fig. 2. Proportion of written and spoken text in seven positions, given in percents.

In order to understand the results, we have to see that the proportion of
spoken texts is very low in HGC. Radio broadcasts form 5.4% of the corpus.
Assuming that half of the official texts is spoken, the final amount of spoken
data is no more than 9.4%.

The distribution of text types in +1 position does not differ substantially
from the entire HGC: there are significantly more written texts here (83.55%)
than spoken (16.45%). The proportion of spoken data, however, keeps growing
as we look to more distant positions. In the case of +7 position, two thirds of
the sentences come from spoken text.

Phonological Constraints. As mentioned in Sect. 4.1, verbal particles which
are relatively long – consisting of two or more syllables – can be found in marginal
positions as well, while short ones are never placed too far from the verb. In
this case, the most extreme position is +5. Therefore, it can be assumed that
phonology plays an important role in the distribution of postverbal particles.

In the fourth volume of Deutsche Syntax (‘German Syntax’), Otto Behaghel
presented five cross-language principles related to the position of constituents in
a sentence, these are known as Behaghel’s Laws [2]. The fourth of them is called
the Gesetz der wachsenden Glieder (‘Law of Increasing Terms’). According to
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this principle, the shorter constituent prefers to precede the longer one, if there
is no syntactic rule that could prevent it.3

According to É. Kiss [6], this principle holds in the case of the right periphery
– phrases placed behind the finite verb – in Hungarian. This tendency can indeed
be quantified.

I measured the length of the first three words behind the finite verb in the
sub-corpora of +1, +2 and +3 positions, and counted the average of length-
values in these three positions, separately. The obtained results are summarized
in Table 5.

Table 5. Average length of the first three word after the finite verb in the sub-corpora
if +1, +2 and +3 positions of the postverbal particles.

Sub-corpus Average length of words Frequency

+1 2.8 4.1 4.9 97.78

+2 3.0 3.2 4.5 2.13

+3 3.3 5.2 4.1 0.07

As shown in Table 5, the Law of Increasing Terms holds in the case of sen-
tences having a postverbal particle in +1 or +2 position. It fails, however, by
+3 positioned postverbal particles, where the particle (with an average length of
4.1 characters) is preceded by a longer word (5.2 characters). It must be noted
that only 0.07% of the sentences are affected by this.

To sum up, the order of constituents on the right periphery is mostly influ-
enced by their phonological weight. The averaged data of +1 and +2 positions
show the tendency predicted by the Law of Increasing Terms. In case of positions
greater than +2, this tendency does not hold.

5 Conclusion

The corpus-driven research of Hungarian particle verbs has proven to be useful
for theoretical and computational linguistics as well. The theoretical novelty
comes from the data of postverbal particles. We saw that verbal particles move
away in spontaneous speech more often than in edited texts. By examining the
phonological effects, the Law of Increasing Terms became quantifiable.

Context-based rules were applied to decide whether a homograph word is a
verbal particle or not. By following this method, it was possible to improve the
POS-tagging of verbal particles by 69.6%.

3 This tendency was recognised also by Pān. ini, a Sanskrit grammarian living in the
4th century. Therefore, it is sometimes referred to as Pān. ini’s Law (see [3,12]). He
observed that in Sanskrit compound words, typically the shorter component is placed
before the longer.
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For further research, the distribution of detached verbal particles could be
measured in other Hungarian verbal structures (e.g. infinitives and participles).
A challenging problem is to decide which verb the verbal particle belongs to,
especially if it can form a valid combination with more than one verbs in the
sentence.
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Abstract. A service-oriented architecture called as HANS is proposed to
facilitate Chinese natural language processing. This unified framework seam-
lessly integrates fundamental NLP tasks including word segmentation, part-of-
speech tagging, named entity recognition, chunking, paring, and semantic role
labeling to enhance Chinese language processing functionality. A basic Chinese
word segmentation task is used to illustrate the function of the proposed
architecture. to demonstrate the effects. Evaluated benchmarks are taken from
the SIGHAN 2005 bakeoff and the NLPCC 2016 shared task. We implement
publicly released toolkits including Stanford CoreNLP, FudanNLP and CKIP as
services in our HANS framework for performance comparison. Experimental
results confirm the feasibility of the proposed architecture. Findings are also
discussed to point to potential future developments.

Keywords: Service-oriented architecture � Chinese word segmentation
Chinese natural language processing

1 Introduction

Chinese natural language processing has been extensively studied, including word
segmentation, part-of-speech tagging, named entity recognition, chunking,
syntactic/dependency parsing and other tasks [1]. The most fundamental task for
Chinese language processing is to segment a Chinese sentence into words, as written
Chinese does not feature word delimiters, such as blank spaces, and a Chinese word
can consist of single or multiple characters. The key challenges for Chinese word
segmentation include segmentation ambiguity and unknown word identification in
Chinese text. Many approaches have been proposed to deal with these problems. For
examples, a corpus-based learning method was used to derive sets of syntactic rules,
which were then applied to distinguish monosyllabic words from monosyllabic mor-
phemes [2]. In addition to statistical information, morphological, syntactic, semantic,
word type-specific knowledge is used to identify unknown words [3]. A study proposes
a pragmatic mathematical framework to segment known words and detect unknown
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words [4]. Conditional random fields are used to detect new words [5]. Discriminative
pruning rules for language models are designed for Chinese word segmentation [6].
Punctuation is considered as implicit clues for word segmentation [7]. A unified
character-based tagging framework is used to segment Chinese texts into words [8].
Romanized pinyin is used with search engines to deal with problems stemming from
segmentation ambiguity, unknown word detection, and stop words [9]. Large scale
unlabeled data is used to represent Chinese characters and enhance word segmentation
through deep learning techniques [10]. A dual-decomposition algorithm is proposed to
combine the strength of word-based and character-based segmentation schemes for
joint inference [11]. The max-margin tensor neural network is used to model com-
plicated interactions between tags and contextual characters for Chinese word seg-
mentation [12].

Benchmark data exist for evaluating Chinese Word Segmentation (CWS) perfor-
mance. The key landmarks are bake-offs, competition-based evaluations organizing by
Special Interest Group for Chinese Language Processing (SIGHAN) of the Association
for Computational Linguistics (ACL). The first CWS bakeoff was held in 2003 [13],
with subsequent events in 2005 [14], 2006 [15], and 2008 [16]. Another series of CWS
evaluations are shared tasks organized by the conference on Natural Language Pro-
cessing and Chinese Computing (NLPCC). Recently, NLPCC 2015 [17] and 2016 [18]
organized CWS shared tasks for micro-blog texts.

Although different methods and several toolkits for Chinese language processing
have been proposed and released publicly, their advantages remain unclear regarding
relative suitability for various text genres, such as news stories, novels, and social
media texts, even in terms of linguistic similarities/differences using different character
systems in traditional or simplified Chinese. One possible reason is a lack of large-scale
comparisons based on the same benchmarks. Another is the difficulty of implemen-
tation due to different usage interfaces in different programming languages. These
observations motivate us to develop a unified framework for processing Chinese text,
using a word segmentation task to demonstrate the feasibility of our architecture and to
compare system performance based on selected benchmark data and toolkits.

The rest of this paper is organized as follows. Section 2 provides a detailed
description of the HANS framework for Chinese language processing. Section 3 pre-
sents the experimental results for performance evaluation. Section 4 discusses related
findings. Conclusions along with future research directions are finally presented in
Sect. 5.

2 HANS Framework for Chinese Language Processing

We adopt a Service-Oriented Architecture (SOA) to develop our proposed framework
for Chinese language processing, HANS (pronounced like ‘han si’, which can be
translated as “Mandarin thinking”). Figure 1 shows the overview of the designed
architecture. Users can submit Chinese texts to the broker server according to the
predefined message formats. The broker server plays a message exchange role for
communication. Submitted messages are parsed to extract Chinese texts and send them
to specific services for further processing. All results returned by involved services will
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be aggregated together to generate a response to the user. The flexibility of SOA allows
developers to incrementally use any later-developed approaches to enhance system
effectiveness without affecting running services.

The submission message, denoted as an envelope with rightwards arrow in Fig. 1,
should contain the following items.

– Content: this item contains Chinese texts that are targets for processing. The default
encoding is UTF-8.

– Target Service: the service name to be used to process submitted texts, such as
CKIP, Stanford CoreNLP, FudanNLP, and so on.

– Task Code: the NLP task to be applied; to name a few, “cws” denotes Chinese word
segmentation; “post” represents part-of-speech tagging; “ner” expresses named
entity recognition.

– Query Queue: the queue name in the broker server used to receive users’ submitted
messages, after which the broker server will parse received messages for further
processing.

– Reply to: this is web socket (IP address and port number) of the broker server. The
services will return results to this address.

– User ID: the unique identifier of a user who submits the messages.
– Timestamp: the timestamp used to record submission time. This is an optional item

according to the submitting user’s preferences.

Fig. 1. System architecture of the proposed HANS framework.
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We also define the response message, indicated as an envelope with a leftwards
arrow in Fig. 1, which should include items as follows.

– Service Name: the service name used for the processed submissions and replied
messages.

– Task Code: the task code should be identical to that of a specific task.
– Return: the results from a specific service successfully processing the submitted

text. The format is the result and the service name, separated by a tab. If the service
failed to process the submission, this item will contain associated error information.

– Answer Queue: the queue name in the broker server, which is stored to await
services’ response messages. If the submitting user does not acquire his/her results
in time, the messages will be abandoned automatically.

– Timestamp: the timestamp used to note the time of message receipt. This is also an
optional item.

The user submits an example sentence “
” (“Donald Trump sworn in as the 45th President of the United States of

America”) to the broker server. Services A, B, C, and D are designated to process this
sentence. The returned results may be as follows:

– <tab> Service A
– <tab> Service B
– <tab> Service C
– Service D: out of service.

Services A, B, and C returned different segmented results, while Service D is
suspended at submission time.

The proposed framework is implemented using Apache ActiveMQ [19], a mes-
saging server with full Java Message Service (JMS). JMS aims to provide a public API
for Message-Oriented Middleware (MOM), which is a category of software for com-
munication in an asynchronous, loosely-coupled, reliable, scalable, and secure manner
among distributed applications.

3 Experiments on Chinese Word Segmentation

Experimental benchmark data are taken from the SIGHAN bakeoff 2005 and the
NLPCC 2016 shared task. Table 1 presents statistical results of test sets, where #Sents,
#Words, and #Types respectively denote the number of sentences, the number of
words, and the number of word types. We briefly describe the corpora as follows.

– SIGHAN 2005 Bakeoff [14]: This is the most complete and representative
benchmark. The training, testing, and gold-standard data sets, as well as the scoring
script, are available for research use. Four corpora and accompanying segmentation
guidelines are adopted from the following organizations: Academia Sinica (AS),
City University of Hong Kong (CityU), Beijing University (PKU), and Microsoft
Research (MSR). All texts are selected and extracted from formal news. Among
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these data, AS and CityU use Traditional Chinese, while PKU and MSR use
simplified Chinese.

– NLPCC 2016 Shared Task [18]: This corpus consists of informal texts taken from
Sina Weibo instant message chats. The character system is simplified Chinese.

The performance of three publicly released toolkits is compared. Each toolkit
corresponds to a service in Fig. 1.

– CKIP [20]: this segmentation system uses a hybrid method of mixed heuristic and
statistical rules to solve segmentation ambiguities. One implementation is available
online at http://ckipsvr.iis.sinica.edu.tw/.

– FudanNLP [21]: this open source toolkit uses statistics-based and rule-based
methods to deal with Chinese NLP tasks, such as word segmentation, part-of-
speech tagging, named entity recognition, dependency parsing, and so on.
FudanNLP is distributed under license LGPL 3.0, and is available online at https://
github.com/FudanNLP/fnlp

– Stanford CoreNLP [22]: a suite of core NLP tools, including part-of-speech tagger,
named entity recognizer, parser, co-reference resolution system, sentiment analysis,
bootstrapped pattern learning, and open information extraction tools. In addition to
English, it also provides packaged models for Chinese. Stanford CoreNLP is
licensed under the GNU General Public License version 3 or later. It can be
obtained from http://stanfordnlp.github.io/CoreNLP/. We used version 3.6 for
experiments.

For performance evaluation, we use three traditional metrics: precision, recall and
F1 score. The scoring script released by the SIGHAN 2005 bakeoff was used to
measure performance.

Tables 2 and 3 respectively show the SIGHAN 2005 bakeoff results for two tra-
ditional Chinese datasets. Stanford slightly performed better than Fudan on AS data,
while the latter was clearly preferable for CityU data. CKIP achieved the best results
for both data sets for all metrics.

Tables 4 and 5 respectively show the effects on two simplified Chinese corpora
from the SIGHAN 2005 bakeoff. The performance differences among these three
toolkits were not obvious. However, Stanford performed best for all three metrics.

Table 6 shows the results on Weibo data from the NLPCC 2016 shared task. CKIP
and Stanford performed similarly, but not as well as Fudan.

Table 1. Statistics of the test sets

Source Data #Sents #Words #Types

SIGHAN 2005 Bakeoff AS 14,429 122,564 18,871
CityU 1,492 40,959 9,007
PKU 1,944 210,687 13,159
MSR 3,985 210,550 12,933

NLPCC 2016 Weibo 8,592 187,877 27,804
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These experimental results indicate the CKIP segmentation system is a good choice
to process formal text in traditional Chinese, while Stanford’s CoreNLP toolkit pro-
vides advantages for simplified Chinese, and FudanNLP performs better for informal
texts such as those from micro-blogs.

Table 2. SIGHAN 2005 bakeoff results for AS data.

AS data Precision Recall F1 score

CKIP 0.932 0.945 0.938
Fudan 0.875 0.856 0.865
Stanford 0.869 0.871 0.870

Table 3. SIGHAN 2005 bakeoff results for CityU data.

CityU data Precision Recall F1 score

CKIP 0.863 0.886 0.875
Fudan 0.867 0.854 0.861
Stanford 0.824 0.831 0.827

Table 4. SIGHAN 2005 bakeoff results for MSR data.

MSR data Precision Recall F1 score

CKIP 0.795 0.851 0.822
Fudan 0.816 0.844 0.830
Stanford 0.817 0.853 0.835

Table 5. SIGHAN 2005 bakeoff results for PKU data.

PKU data Precision Recall F1 score

CKIP 0.870 0.884 0.877
Fudan 0.891 0.877 0.884
Stanford 0.900 0.894 0.897

Table 6. NLPCC 2016 results for Weibo data

Weibo data Precision Recall F1 score

CKIP 0.856 0.895 0.875
Fudan 0.899 0.900 0.900
Stanford 0.864 0.879 0.872
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4 Discussion

A word is a minimal unit used to represent a semantic meaning in a sentence. Word
segmentation systems are trained using discrete data sets and different word segmen-
tation standards may result in performance differences, even when using similar
machine learning methods. Performance comparisons in this study only used publicly
released toolkits with pre-trained models. Without retraining using the corresponding
data source, performance may be worse than the competition entries. While incorpo-
rating suitable training data may improve performance, it is often impractical because
available annotated data is insufficient to optimize system performance. The perfor-
mance shown above represent an estimate of the effectiveness of the systems incor-
porated in our HANS framework.

In fact, flexibility is the most representative characteristic of our HANS framework.
HANS can easily integrate multiple methods by service implementation for practical
use or performance evaluation. In terms of system management, a logging service can
be added to record operation details. An authentication service can be used to manage
users and permissions. All services can also be integrated with the broker sever at the
same site to reduce network latency. Moreover, an interface provided by a web sever
can reside between the client side and the broker site to provide relatively convenient
Chinese manipulation.

Distribution reliability is also an advantage of this framework. The same method
can be implemented as more than one stored service for fault tolerance. If a service fails
at submission, the back-up service can run automatically to process the submission. In
addition, a distributed method can be easily adopted to enhance processing efficiency.

5 Conclusions and Future Work

This study proposes the HANS framework based on a service-oriented architecture for
Chinese language processing. Experimental results on Chinese word segmentation
tasks are used to compare various toolkits. The major contributions of this work are
twofold: (1) demonstrating the feasibility of a unified framework to facilitate Chinese
language processing; and (2) using the proposed framework to evaluate existing
toolkits based on benchmark data. Our HANS framework is scalable to incorporate
reliable services and, most importantly, allows for easy implementation when dealing
with Chinese NLP tasks by way of a simple message transmission protocol.

In addition to comparing Chinese word segmentation methods to understand their
effects and suitability, future work will focus on new solutions for enhancing word
segmentation and other NLP tasks.
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Abstract. Coordinations refer to phrases such as “A and/but/or/... B”.
The detection of coordinations remains a major problem due to the com-
plexity of their components. Existing work normally classified the train-
ing data into two categories: correct and incorrect. This often caused the
problem of data imbalance which inevitably damaged performances of
the models they used. We propose to fully exploit the differences between
training data by formulating the detection of coordinations as a ranking
problem to remedy this problem. We develop a novel model based on the
long short-term memory network. Experiments on Penn Treebank and
Genia verified the effectiveness of the proposed model.

1 Introduction

Coordinations widely exist in languages for their great expressive capacity. Below
we show a simple example Sentence 1 in which two words “dogs” and “cats” are
coordinated as one phrase to serve as the object. But more often is the case that
long and complex phrases are coordinated to express sophisticated intentions
of speakers as shown in Sentence 2. Researchers have found that almost no
components in a sentence cannot be coordinated and this often results in complex
structures with complicated coordinations, as is demonstrated by Sentence 2.
The underlined part in Sentence 2 is a coordination which contains not only a
very long conjunct but also other coordinations in one of its conjuncts (nestified
coordinations).

Sentence 1 : I like (dogs) and (cats).
Sentence 2 : The hurricane left hundreds of thousands without access to
their homes or jobs, has (separated people from relatives,) and (inflicted
both physical and mental distress on those who suffered through
the storm and its aftermath).

Parsing sentences with coordinations is a challenging task. We tested on
Sentence 2 using a state-of-the-art syntactic parser, Enju [20]. Figure 1 shows
the result. As can be seen, though it detects the existence of coordinations and
c© Springer Nature Switzerland AG 2018
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https://doi.org/10.1007/978-3-319-77113-7_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-77113-7_12&domain=pdf


146 X. Wang et al.

Fig. 1. Outcome of the Enju Parser

correctly determines the scopes of two simple coordinations, Enju fails when
comes to the long and complex one.

This is not just an isolated example. When tested on the Wall Street Journal
(WSJ) part of Penn Treebank, Enju, as one of the best parsers available, reports
recalls of about 60% for sentences containing coordinations [27], which is much
lower compared with about 90% for ordinary sentences. On the other hand, sen-
tences containing coordinations occupy a large proportion in corpora. In the WSJ
part of Penn Treebank, about 70% sentences contain at least one coordination.
For corpora of some peculiar domains, such as Genia [10] for bio-text mining,
the proportion is even higher [27]. The great importance of coordinations and
the relative poor performance of existing parsers in this aspect lead to intensive
study on the task of coordination detection.

Coordination detection involves identifying the components of coordinations:
the coordinator(s) and the conjuncts. Coordinators are relatively easy to detect
for they are limited in number and we can enumerate every one. The difficulty lies
in deciding the scopes of conjuncts. [27] propose a classification-based method
for detecting conjunct scopes. They define a simple grammar to generate all
the possible structures for coordinations and then train a perceptron model
for selecting the correct one based on various features. Other work follows this
guideline and obtains sustaining improvements by introducing new models and
features [6,7].

These works without exception classify the training data into two categories.
Take Sentence 1 for example, there are three possible conjunct pairs: {“I like
dogs”, “cats”}, {“like dogs”, “cats”}, and {“dogs”, “cats”}. They are classified
into two classes, the wrong and the correct. Apparently the correct class contains
only one sample which is {“dogs”, “cats”}, and the wrong class contains the other
two. For this example, the size of the wrong class is twice that of the correct
class. For some coordinations, there may exist dozens of candidates and still
only one of them is correct. The imbalanced training data inevitably damages
the performances of classification models.
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To remedy this problem, we propose to exploit the difference among examples
inside the wrong class: {“like dogs”, “cats”} and {“I like dogs”, “cat”}. We notice
that although both of them are wrong, the latter is more wrong than the former
because the former is closer to the correct one when measured by edit distance.
Previous classification-based works generally fail to fully explore the training
data regarding this point.

In this work, we rank all the candidates according to their edit distances
with correct answers and then train a ranker rather than a classifier from the
ranked lists. Hence we avoid the drawbacks of classification models and fully take
advantage of the training data. Moreover, the recent booming neural network
models enable us to use semantics and syntax more efficiently than traditional
models and features. We use a long short-term memory (LSTM) network to cal-
culate representations for candidates and then employ a bilinear transformation
for ranking.1 Experiments on Penn Treebank and Genia prove the effectiveness
of the proposed method and report satisfactory results on two tasks, general
coordination scope detection and NP coordination detection.

The main contributions of this paper include not only improvements in the
task of coordination detection but also the idea of using ranking methods to take
advantages of imbalanced data towards better performances for classification
tasks.

The remaining of the paper is organized as follows: Sect. 2 introduces the
related work. Section 3 presents the proposed model. Section 4 describes the
experimental results and our analysis. Section 5 concludes this paper.

2 Related Work

2.1 Coordination Detection

Coordination has been intensively studied by theoretical and computational lin-
guists for a long time.

Some early work includes grammatical analysis [25] and rule based meth-
ods [11,23]. Machine learning methods are later developed for they require less
human labour and usually produce better results. Some work regards coordi-
nation detection as a generative problem. [8] presented a generative lexicalized
parser which considered the symmetry of part-of-speech tags and phrase cate-
gories of conjuncts. [9] further developed it by considering parallelism and selec-
tional preferences. Another research guideline is to formulate coordination detec-
tion as a discriminative problem. Influential work includes that of [2,3,7,27]. [2,3]
used a linear-chain CRF model to select the correct answer from many candi-
dates. [7,27] employed the perceptron learning. [6] further developed a model
based on dual composition and utilized rich semantic features to find the best
candidate.

1 Other neural network models can also be employed to learn representations. Here
we choose this one for its effectiveness and simplicity.
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The development of coordination detection benefits other tasks, such as syn-
tactic parsing, a lot. [8] improved the performance of Bikel-Collins Parser [1]
by considering coordination structures. [32] also mentioned the improvement for
dependency parsing via coordination structure analysis.

Some other related work includes that of [4,21,22] which we do not elaborate
due to the space limitation. As we have stated, none of them considers exploring
the training data using ranking methods. Therefore we introduce our model to
remedy previous ones towards a better coordination detection method.

The proposed model uses neural network models to learn representa-
tions for candidate conjuncts. Learning representations for long text (sen-
tence/paragraph/document) is an important problem which draws much atten-
tion. In this work, we adopt the long short-term memory network (LSTM) which
is regarded as an improvement of the traditional Recurrent neural networks
(RNN).

3 Coordination Detection by Ranking

As stated, a coordination includes coordinators and conjuncts. Coordinators are
easy to resolve as we can enumerate all of them. In this paper, as is the same
with previous work [6,7,27], we focus on the detection of conjuncts: to identify
the scopes of the left and right conjunct for each coordinator in sentences.

3.1 Problem Formulation

Available corpora usually annotate coordinations in syntactic trees. We need to
extract the correct coordinations and produce all possible candidates from the
annotated data set for the training and testing.

There are several special kinds of coordinations to which we need pay peculiar
attention. As we know, a coordination contains n coordinators (n is a positive
integer and n ≥ 1), and n + 1 conjuncts. Most coordination contains only one
coordinator and two conjuncts. These coordinations, however, contain two or
even more coordinators, such as “A, B and C” (here the comma is also considered
as a coordinator) or “(A and B) and C”. Such coordinations are dealt with using
different strategies.

Nestification. Structures like “((A and B) and C)” contains two related coordi-
nations, “A and B”, and “(A and B) and C”. “(A and B)” is a conjunct of “(A
and B) and C”. Thus their left conjuncts should share the same left boundary
and the right boundary of the right conjunct of “A and B” should be the right
boundary of the left conjunct of “(A and B) and C”. But here we consider them
as different and independent coordinations for simplicity.

Multiple Conjuncts. For the “A, B and C” style coordinations, we regard “A,
B” as one conjunct, and treat them as “(A, B) and C” for simplification.
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To construct data for training and testing, we start from generat-
ing all the candidates. For each coordinator co in

{
wln , wl(n−1), ...wl1 , wl0 ,

co, wr0 , wr1 , ..., wrn

}
, we collect its left neighbours {wln , wl(n−1), ...wl1 , wl0} and

right neighbours {wr0 , wr1 , ..., wrn}. The right part {wr0 , wr1 , ..., wrn} ends
where it has to end, e.g., a period, a comma, a semi-comma or other punc-
tuations. The left part {wln , wl(n−1), ...wl1 , wl0} ends at wl0 and starts where a
sentence or clause starts. Note the right part cannot start after a comma, because
we need to deal with the “(A, B) and C” style coordinations which contains a
comma inside the conjunct.

The candidate set C which contains all the possible conjunct pairs is as
follows:
(Li, Rj) ∈ C {

Li = {wli , wli−1 , ..., wl0}; i ≤ ln
Rj = {wr0 , wr1 , ..., wrj}; j ≤ rn

C is a Cartesian product of all the left candidate conjuncts and all the right
candidate conjuncts.

In the work of [6,7,27], a simple grammar is proposed for generating all the
possible trees and then a model is learnt to find the tree containing the correct
coordination(s). The problem is that the simple grammars they used produce
hundreds of trees which makes the following step of identification inefficient. In
this work it is not a serious problem for most examples have small candidate
sets. But still we remove some extremely long coordinations in the following
experiments for efficiency.

We then rank all the items in C for the training. The top one is the correct
one and the remaining are ranked according to their edit distances with the
correct one. We employ the following function to map candidate pairs to R,
f : C → R: {

t = max(0, 1 − edit distance({Lc,Rc},{Li,Rj})
‖{Lc,Rc}‖ )

f((Li, Rj)) = exp(2t)

{Lc, Rc} is the correct conjunct pair. ‖{Lc, Rc}‖ is the number of words in the
correct conjunct pair. f is a function which takes t as input. It is also plausible to
use other functions. But we have the following benefits from this exponentiation
function. Since df

dt = 2exp(2t), it can be known that when t becomes large, f is
more sensitive to the change of t, which means the penalty will increase more
rapidly when candidates are more similar to the correct one.

3.2 Learning to Rank

Using the data generated above, {Li, Rj} and their scores, we are able to train
a ranker. In the testing, for each coordinator, we calculate scores for all the
candidates using the learnt ranker and then choose the one with the highest
score as the output.
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Figure 2 shows the structure of the proposed model. As stated, each internal
node represents a LSTM memory cell except the one on the top, which represents
a bilinear transformation. Take {“I like dogs”, “cats”} as an example. We obtain
the representations of candidate conjuncts, “I like dogs” and “cats” using LSTM
separately. Their representations are then fed to the bilinear transformation node
which outputs the final score.

The LSTM node conducts the following operations:
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

it = σ(Wixt + Uiht−1 + bi)
C̃t = tanh(Wcxt + Ucht−1 + bc)
ft = σ(Wfxt + Ufht−1 + bf )
Ct = itC̃t + ftCt−1

outt = σ(Woxt + Uoht−1 + VoCt + bo)
ht = outt ∗ tanh(Ct)

(1)

Here W∗, U∗, V∗ are weight matrices. b∗ are bias vectors. xt is the input and
outputt is the output at time t. f∗, h∗, C∗ are some internal states.

The bilinear function takes as input outLi
and outRj

and outputs the score:

Score(outLi
, outRj

) =
f(outLi

W0 + outRj
W1 + outLi

W2outRj
+ b) (2)

Fig. 2. An Example for Coordination Detection

We minimize the loss over parameters: Loss =
∑

Li,Rj
max(0, γ − (f((Li,

Rj)) − Score(outLi
, outRj

))). γ is the margin. It is also plausible to use other
loss functions to optimize the top N of the ranked list [31].
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4 Experiments

We held experiments on two tasks to investigate the performance of the pro-
posed model. One is the general coordination detection and the other is the NP
coordination detection.

4.1 Datasets

In this work, we have the WSJ part of Penn Treebank [17] which consists of news
articles on finance and economy. We extract all the sentences with coordinations
and keep those which contain the three most frequent coordinators: “and2”,
“but”, and “or”. They occupy about 90% of all the coordinations. And among
them, coordinations with “and” occupies the largest proportion which is about
80% as is shown in Table 1.

Table 1. Distribution of coordinators in WSJ

Coordinator No Proportion

Total 18612 100

and 15088 81.0

or 2543 13.7

but 981 5.3

Also we have the Genia data set which is a semantically annotated corpus for
bio-textmining [10]. Genia is composed of abstracts of medical research papers
and is also widely used in previous research. As is the case with WSJ, “and”
occupies the largest proportion.

4.2 Settings

Word representations come from GloVe [24]. The dimension of word vectors, the
learning rate and the margin are to be decided using the development data set
of WSJ in the following section. We use chainer3, a flexible framework of neural
networks, for the implementation of the proposed model and use the stochastic
gradient descent for the optimization.

4.3 Task I: General Coordination Detection

Following the settings of previous work, we split the WSJ data into 3 parts:
WSJ2-21 as the training data, WSJ22 as the development data and WSJ 23 as
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Table 2. Distribution of Coordinations in WSJ

Total NP VP ADJP S SBAR PP UCP ADVP QP Others

Total 18528 11497 3382 934 1245 194 380 480 153 202 61

WSJ 2 21 16896 10482 3083 841 1142 178 356 433 143 184 54

WSJ 22 704 429 142 42 44 5 13 19 4 5 1

WSJ 23 928 586 157 51 59 11 11 28 6 13 6

Table 3. Distribution of coordinations in Genia

Total NP VP ADJP S SBAR PP UCP ADVP QP Others

Total 17093 11914 1842 988 530 146 787 219 96 14 557

Genia 1 1600 14264 9956 1520 810 448 124 658 192 74 8 474

Genia 1601 1800 1483 1098 160 33 45 8 77 4 14 0 44

Genia 1801 1999 1346 860 162 145 37 14 52 23 8 6 39

the test data. The coordinations are classified into different subtypes as is shown
in Table 2.

Using the WSJ data, we firstly tune some parameters. When we are tuning
one parameter, we keep the others fixed. According to overall recall reported
on the development set, we decide the learning rate is 0.0005, the margin is
0.001 and the dimension of the word vector is 50. This setting is used for all
the experiments conducted in this work. The development data sets in each
experiment are used to decide the number of iterations (Table 3). We conduct
two experiments using different data for this task.

Experiment on WSJ. This first experiment is conducted on WSJ. The number
of iteration is set to be 7. We report our results on the top 1/2/5 candidates for
each category on the test set in Table 4.

Table 4. Recall (top 1/2/5) on WSJ for general coordination detection (test data)

Total NP VP ADJP S SBAR PP UCP ADVP QP Others

re@1 71.2 81.1 41.0 92.2 45.8 63.6 36.4 89.3 100 0 100

re@2 72.1 82.0 42.7 92.2 45.8 63.6 36.4 89.3 100 0 100

re@5 74.4 84.0 47.1 94.1 45.8 63.6 36.4 89.3 100 0 100

We compare our model with several previous state-of-the-art models in
Table 5. T is a model using a dual composition method with alignment-based
2 “&” which is usually regarded as a special form of “and” is excluded for it only

appears in proper nouns and constitutes simple coordinations that are easy to iden-
tify.

3 http://chainer.org/.

http://chainer.org/.
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features extracted from HPSG parsing. Enju is a HPSG parser and the coordi-
nation detection results are extracted from the parse trees. Both T and Enju
come from [6]. Recalls reported by T and Enju on the test data set are 70.6 and
69.0 respectively. And the proposed model obtains a recall of 71.2 as is shown
in Table 4.

Table 5 shows the performances on each model on subtypes. Note that all the
figures in Table 5 are based on the development data set, as previous works did
not report their performances for each category on the test data set. Also the
methods for data split and preprocessing are slightly different.

Table 5. Performance comparison on WSJ for general coordination detection (devel-
opment data)

Proposed T Enju
Percentage(%) Recall Percentage(%) Recall Recall

Overall 100 73.4 100 71.6 68.1
NP 61.0 84.4 56.3 67.5 61.4
VP 20.2 41.5 18.4 79.8 78.8

ADJP 6.0 90.5 7.2 58.5 59.1
S 7.0 61.2 13.9 51.4 52.3
PP 1.8 38.5 1.9 64.5 59.1

Others 4.0 69.0 2.3 78.3 73.9

Experiment on Genia. Genia is another popular corpus for coordination detec-
tion, and is also used in many previous work. We also test our system on Genia
and report the results in Table 6. We use the WSJ(2-21) and Genia(1-1600) for
the training, Genia(1601-1800) for parameter tuning and Genia(1801-1900) for
test. This is consistent with previous work [6]. Note that the annotation stan-
dards of WSJ and Genia are slightly different from each other. Here we select
several major types which are not only shared by both corpora but also cover
the majority of both corpora.

Table 6. Recall (top 1/2/5) on Genia for general coordination detection (test data)

Total NP VP ADJP S SBAR PP UCP ADVP QP Others

re@1 69.2 79.1 35.2 78.0 43.2 42.9 34.6 65.2 87.5 66.7 41.0

re@2 70.7 79.5 37.0 82.1 48.6 50 36.5 73.9 87.5 66.7 41.0

re@5 73.8 80.4 40.1 91.0 59.4 50 44.2 95.6 1 100 41.0

Table 6 presents our results on the Genia test data set. With an overall recall
of 69.2%, we outperform the previous work of T (67.8%) and Enju (65.5%) on
the same data set.
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Table 7. Performance comparison on Genia for general coordination detection (devel-
opment data).

Proposed T Enju S
Percentage(%) Recall Percentage(%) Recall Recall Percentage(%) Recall

Test 100 69.8 100 67.7 63.3 100 61.5
NP 74.0 79.8 65.6 67.5 61.4 65.8 64.2
VP 10.8 34.3 11.2 79.8 78.8 12.7 54.2

ADJP 2.2 78.8 10.4 58.5 59.1 8.7 80.4
S 3.6 55.6 6.0 51.4 52.3 5.2 22.9
PP 5.2 25.6 6.0 64.5 59.1 4.6 59.9

Others 4.2 42.0 0.7 78.3 73.9 3.9 49.3

S is a chart-parsing method leveraging alignment-based features proposed
by [7]. Note that S is also based on Genia, but uses a 5-fold cross validation.
Table 7 compares their performances for subtypes on the Genia data set (on the
development data set except S).

Table 8. Performance comparison on Genia for NP coordination detection

Sys P R F

Proposed 75.3 80.1 77.6

S 61.7 57.9 59.7

As can be seen from the two experiments, the proposed model achieves the
best overall recall for both WSJ and Genia, and achieves the best results on
subtypes of NP, ADJP and S. Meanwhile, T is good at detecting VP. Enju is
good at detecting NP and VP, while S is good at detecting NP, VP and ADJP.
These subtypes are not equally important. In corpora, NPs occupy more than
60%4 and the proposed model shows a huge improvement on NP. This leads to
an improvement in the overall performance.

4.4 Task II: NP Coordination Detection

NP coordinations occupy the largest proportion and we test the proposed model
on the task of NP coordination detection as previous work did. This task is to
detect NP coordinations and their scopes. We use Genia and divide coordinations
into two categories, NP and Non-NP. We report the precision, recall and F1 using
five-fold cross validation. S also [7] reported the micro-averaged results of five-
fold cross validation on Genia. Table 8 shows the results. Though the settings
and preprocessing are slightly different, we obtain improvements when tested on

4 In Genia, the proportion is even higher.
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the same data set. T [6] did not conduct this experiment. But from the result
they reported in the general coordination detection task, which is 67.5 on NPs,
we are able to conclude that the proposed model is among the best if not the
best in detecting NP coordinations.

4.5 Analysis

Neural networks are more powerful at representing and calculating meaning than
traditional models. It also becomes easy to encode features that are derived from
parse trees [29]. Here we did not explore such features but will consider them in
further work. We use LSTM to process information over extended time interval
when using recurrent neural networks and is better at handling long distance
relations than previous models. This is vital for coordination detection as this
task heavily relies on long distance relations. In fact, LSTM has been proved
useful in many other tasks for such a characteristic [26,28].

We analyse the performances of the proposed model on the test data. Also
we compare the proposed model with previous work on the development data
because the previous work failed to provide details on performances on the test
data.

In the analysis, we found that among all the coordinations, the proposed
method achieves the best performance for NP.

One reason is that for NP coordinations, their conjuncts are not too long,
thus allowing the recurrent LSTM model to learn relatively good representations
for them. While conjuncts of coordinations of VP/S/PP are relatively too long
for neural networks to deal with. For them, performances of the proposed model
drop. We analyze the relation between performances and average lengths of
coordinations of different categories. We found that generally for shorter coor-
dinations, we obtain higher recalls. It is the same case with ADJP and UCP
which are shorter than VP/S/PP. As we all know, neural networks learn very
good distributed representations for words [18,24,30]. But for long text such as
sentences or phrases, we are still faced with many difficulties [5,12].

Long coordinations are hard to deal with. This is also consistent with the
intuition that length has a positive correlation with the difficulty level of sentence
analysis. For the remaining, such as ADVP, QP, SBAR, and Others, the data
sets are too small to support any meaningful conclusions.

Besides, it also seems that distributed representations are better at capturing
semantics for nouns than for other word classes. [19] show that for the word
similarity task the performance on nouns is the best. [16] also presents a result
which supports this conclusion. And in our work, we obtain better results for
Nouns than others.

With the rapid development of neural network methods, more sophisticated
models can be employed to obtain better sentence representations hence better
results for the targeted task. The recursive neural network which uses pars-
ing trees to generate text representations proves useful [13] provides a possible
improvement. Besides, since coordination deals with relations between two pieces
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of text, it is possible to use conversation model to evaluate the quality of can-
didates [14,15]. Our future work will explore this point. This work verified the
meaning of using ranking to explore imbalanced data to improve performances
for classification tasks and is of help to future research.

5 Conclusion

We regard coordination detection as a ranking problem and use a neural network
model leveraging recurrent LSTM to resolve it. Satisfactory results are obtained
when experimented on Penn Treebank for both the coordination scope detection
task and the NP coordination detection task. We also find that the proposed
model which uses neural networks produces better results on short text and
nouns.

Besides, our model does not require pre-defined grammars to generate candi-
date parse trees nor employ other complex features, hence it is easy to be applied
to languages other than English. This is important as not all the languages enjoy
plenty of ready-to-use tools as English does. In the future, we will further explore
how to integrate our method with parsing to improve the performance of parsers.
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28. Sundermeyer, M., Schlüter, R., Ney, H.: LSTM neural networks for language mod-

eling. In: INTERSPEECH, pp. 194–197 (2012)
29. Wang, X., Sudoh, K., Nagata, M.: Empty category detection with joint context-

label embeddings. In: HLT-NAACL, pp. 263–271 (2015)
30. Wang, X., Sudoh, K., Nagata, M.: Enhanced word embeddings from a hierarchical

neural language model. In: CIKM, pp. 1927–1930. ACM (2015)
31. Weston, J., Bengio, S., Usunier, N.: WSABIE: scaling up to large vocabulary image

annotation. IJCAI 11, 2764–2770 (2011)
32. Yoshimoto, A., Hara, K., Shimbo, M., Matsumoto, Y.: Coordination-aware depen-

dency parsing (preliminary report). IWPT 2015, 66 (2015)

http://arxiv.org/abs/1405.4053
http://arxiv.org/abs/1503.00185
http://arxiv.org/abs/1611.08562
http://arxiv.org/abs/1701.06547


Classifier Ensemble Approach
to Dependency Parsing

Silpa Kanneganti(B), Vandan Mujadia(B), and Dipti M. Sharma(B)

LTRC, International Institute of Information Technology, Hyderabad,
Hyderabad, India

{silpa.kanneganti,vandan.mujadia,dipti}@research.iiit.ac

Abstract. In this paper we propose a neural network based classifier
voting approach to dependency parsing using multiple classifiers as com-
ponent systems in an ensemble and a neural network algorithm as an
oracle. We show significant improvements over the best component sys-
tems for both transition-based and graph-based dependency parsing. We
also investigate different weighting schemes for voting among individual
classifiers in the ensemble. All our experiments were conducted on Hindi
and Telugu language data but the approach is language-independent.

1 Introduction

Transition-based and graph-based parsing models are two of the most dominant
approaches in dependency parsing. Transition-based parsers learn a model con-
ditioned on parse history to score transitions from one parser state to the next.
It employs a greedy algorithm, by taking the highest-scoring transition out of
every parser state until a complete dependency graph is achieved. Graph-based
parsers, learn a model to score dependency graphs for a given sentence by fac-
toring them into their component arcs and perform parsing by searching for the
highest-scoring graph.

Both models have been used to achieve state-of-the-art accuracy on depen-
dency parsing for a wide range of languages (Buchholz and Marsi 2006; Nivre
et al. 2007). Nivre and McDonald 2008 proposes a method to integrate both
the aforementioned models by letting the output of one guide the features
for the other resulting in two stacked approaches, graph-based models guided
by transition-based models and transition-based models guided by graph-based
models. This approach is known to produce better accuracies than the isolated
individual models.

While their approaches couldn’t be more different from each other, both
transition and graph-based models use single classifier based linear models to
predict arcs or decisions for a given instance.

Recent studies suggest a classifier ensemble works better than a single classi-
fier approach Dietterich 2000. If a learning algorithm can be viewed as searching
a space H of hypotheses to identify the best suited one in them, below are few
issues faced by a single classifier approaches.
c© Springer Nature Switzerland AG 2018
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1. Statistical problems arise when the amount of training data available is too
small compared to the size of the hypothesis space. Without enough data,
the learning algorithm may find many different hypotheses in H that all give
the same accuracy on the training data.

2. Computationally many learning algorithms work by performing some form of
local search that may get stuck in local optima. Even in cases where there
is enough training data it may still be very difficult computationally for the
learning algorithm to find the best hypothesis.

3. Representationally speaking in most applications of machine learning, the
true function f(classifier or regression function) cannot be represented by any
of the hypotheses in H.

Hence the space H needs to be an effective space of hypotheses searched by
the learning algorithm for a given training data set. Ensemble methods have
the promise of reducing these three key shortcomings of standard learning algo-
rithms.

In this paper as an alternative to the aforementioned single classifier
approaches, we propose an ensemble method with several learners (multiple lin-
ear models) whose individual predictions are combined into a voting mechanism.
Instead of using a majority based voting approach, to choose the best prediction,
we train a neural network algorithm to predict the best classifier model given a
feature vector. All the classifier models in the ensemble learn on the same set
of train instance to produce predictions which are then validated against the
gold standards values. These validations are then used as to train a neural net-
work algorithm to learn the best possible performing classifier model for a given
instance.

The key idea is to combine a number of classifiers such that the resulting
system achieves higher classification accuracy and efficiency than the original
single classifier models. Diversified multiple classifiers trained by different clas-
sifier parameters over the same train data prove to be more efficient (Kittler
et al. 1998). Hence, for each model we pick varied classifier models to get the
best of each of them which helps reduce classifier related errors while confining
to practical time constraints. Through experiments we show that our proposed
ensemble model reports higher performances than the current state of the art
single classifier models. All our experiments are performed on Hindi and Telugu
language data.

2 Background and Related Work

Hindi is an Indo-Aryan language with richer morphology as compared to English.
It exerts a relatively free word order with SOV being the default configuration.
Due to the flexible word order, dependency representations are preferred over
constituency for its syntactic analysis (Bharati and Sangal 1993).

Telugu, a morphologically,syntactically complex language, is highly inflec-
tional and agglutinative. It is a nominative-accusative language, with SOV as
its default word order where the verbs exhibit a rich inflectional morphology.
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Hence it encodes various grammatical categories like tense, case, gender, number,
person, negatives, imperatives etc. The dependency grammar formalism, used for
both the languages is Computational Paninian Framework (CPG) (Begum et al.
2008; Bharati et al. 2009). The data set we use for both the languages is from
the ICON10 parsing contest (Husain et al. 2010). For the purpose of this work
we only deal with inter-chunk dependency trees.

Previous work on parser ensembling was based on models where, integration
takes place at parsing time as well as at learning time, and requires at least three
different base parsers. Hall et al. 2007 combines six transition-based parsers and
is so far the best performing system. Nivre and McDonald 2008 integrates the
two parser models by allowing the output of one define features for the other.
Feature-based integration performed by McDonald et al. 2006 to substantial
improvements in accuracy, lets a subset of the features for one model be derived
from the output of a different model. In addition, feature-based integration has
been used by Taskar et al. 2005, who train a discriminative word alignment
model using features derived from the IBM models, and by Florian et al. 2004,
who trained classifiers on auxiliary data to guide named entity classifiers. Collins
2000 perform perser re-ranking, where one parser produces a set of candidate
parses and a second stage classifier chooses the most likely one. However, feature-
based integration since is not explicitly constrained to any parse decisions that
the guide model might make, is more efficient than parser re-ranking. Nakagawa
2007 and Hall 2007 try to add global features to overcome the limited feature
scope of graph-based models. Titov and Henderson 2007a,b try to reduce error
propagation, by performing beam search with globally normalized models for
scoring transition sequences.

3 Proposed Model

In this section we describe in detail the proposed a neural network based classifier
voting approach to dependency parsing.

3.1 Feature Representation

As explained in Sect. 3, all the models essentially learn a scoring function s :
X → R, where the domain X is different for the two models. While for the
transition-based model, X is the set of possible configuration-transition pairs (c,
t), for the graph-based model, X is the set of possible dependency arcs (i, j, l);
But in both cases, the input is represented by a k-dimensional feature vector f :
X → R k. For transition based approach, we use the feature models described in
Nivre et al. 2007; For the graph-based models, we use the feature vectors defined
in Husain et al. 2010 and for integrated models we use the feature vectors from
Nivre and McDonald 2008.



Classifier Ensemble approach to Dependency Parsing 161

3.2 Ensemble Selection

Different kind of classifiers (i.e. independent, informed, diverse, etc) pick up dif-
ferent patterns in the data. Diversity, accuracy and run time are the three signifi-
cant factors taken into account while picking the classifier ensemble. A necessary
and sufficient condition for an ensemble of classifiers to be more accurate than
any of its individual members is if the classifiers are accurate and diverse (Hansen
and Salamon 1990. Two classifiers are diverse if they make different errors on
new data points. In addition to this the selection and the number of classifiers
used in the model are also confined by the total run time of the parser.

While the efficiency of the model keeps improving with the number of classi-
fiers in the ensemble, keeping the aforementioned parameters in mind and various
experiments, we picked 4 diverse classifiers each for both transition and graph
based models without compromising on accuracy or run time of the parsers.
While, Stochastic gradient descent and Linear ridge regression are common for
both models, we use support vector machines (SVM) and Random Forest Tree
classifier for transition-based models and Maximum Entropy and Decision Tree
classifiers for graph-based models. We chose SVM for transition-based parsing
for its proven high accuracy (Nivre et al. 2007), its theoretical guarantees to
over-fitting, for higher dimension and non-linear data. We choose Maximum
Entropy classifier for graph based parsing because of its efficiency with condi-
tionally dependent data. We choose Decision Tree Classifier because they easily
handle feature interactions. They are non-parametric, so one doesn’t have to
worry about outliers or whether the data is linearly separable. We picked ran-
dom forest tree for its is non-parametric and easily handle feature interactions
with less concern for outliers.

We picked linear ridge regression because features co-relation is not necessary,
the coefficients of linear transformation are normal distributed and the model
is easily interpretable to analyze outputs, stochastic gradient descent because it
is very efficient in discriminative learning of linear classifiers under convex loss
functions. It is successful in sparse and large-scale learning because it is easier to
scale sparse data. It has proven to be very successful in NLP tasks where large
number of unique features are possible. We picked Multi-layer perceptron as the
neural network classifier because of its ability to give more well structure blocks
of layers to derive useful patterns from input data and its remarkable capability
at deriving meanings (complex patterns) from imprecise data which may be too
complex for other learning techniques.

3.3 Voting/Ensemble Function

Given a feature vector, the output of each classifier is evaluated against the gold
annotated output and corresponding binary values of 1 if the output is accurate
and 0 if not is assigned to each vector. The resulting binary values are the mapped
against their corresponding input feature vectors to create the training data for
the Neural network. In order to handle redundancy and confusion, while creating
the training data for the neural network, we ignore the instances where all the
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classifier predict the same value (0,1). This we believe creates a better learning
model. We also added the corresponding accuracies of each of the classifiers as
prior weights into the training instances for neural network. The neural nets are
then trained on this data to produce the classifier method that works best for
a given feature vector in the test data. Based on these predictions, we use the
output of the respective model to predict the output.

Table 1 shows the example validation(nn train data) data used to train the
neural network model.

Table 1. Accuracies

Classifier 1 Classifier 2 Classifier 3 Classifier 4 nn prediction

Feat 1 1 0 1 0 1

Feat 2 1 0 1 1 3

Feat 3 0 1 1 1 4

Feat 4 1 0 1 1 1

Given a set of training examples, S = (f(x1), y1), (f(x2), y2)...., (f(xn), yn)
where f(xi) is the feature vector and yi their corresponding predictions, the
proposed combined model Cn where n is the number of classifiers, produces a
set of predictions Pi = yi1, yi2, ....yin for a given feature vector f(xi) and are
used to train the neural network (MLP-Multi layer perception) which learns
to assigns scores to each of the classifiers based on their performance on the
validation data. Given an test instance f(xj), the resulting learning algorithm
picks one of the classifiers in the ensemble cn, as the possible model that works
best for f(xj). The data is divided into 3 parts:

– Train data: Used to train the feature vectors of the classifier models.
– NN train data: Used to train the neural network (MLP) model.
– Test data: Used to test the model

Fig. 1. Working of ensemble function C = Classifier, MLP = Multi Layer Perception

Figure 1 details the working of the proposed model, where the upper part
shows the training of each of the classifiers in the ensemble on training instances
and the predictions being passed to a Neural Network Model (MLP) as training
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data to help learn to decide the classifier model that works best for a given
instance. The below part of the figure, shows the use of MLP to predict the best
classifier (cp) for a given test instance which in turn makes the final prediction.

We have used tensorflow software library (Abadi et al. 2015) for neural net-
work implementation with 6 layered MLP with 4 hidden layers and they are
consist of m,m/3,m/9,m/27 neurons respectively We have used RMSPropopti-
mizer1 from tensorflow to minimize our objective function.

4 Experiments and Results

In this section, we present an experimental evaluation of the all the four afore-
mentioned models. We conduct our experiments on Hindi and Telugu language
data provided by Husain et al. 2010 respectively. Due to data sparsity, 2 fold
cross validation is done on the integrated models while 5 fold cross validation
is done on transition and graph-based models. For transition-based and graph-
based models,

– The 1452 annotated sentences in Telugu treebank data, are divided into 870
sentences of train data, 292 sentences of NN train data and 290 of test data.

– Of the 19254 sentences, available in Hindi treebank data, 15404 sentences
are used as train data, 3850 sentences are used as nn train data and 3850
sentences as test data.

– For the integrated models, 400 sentences are used to train each of the graph-
based and transition based models, 200 sentences each to train the respective
neural network models and 252 sentences are used as test data.

– Of the 19254 sentences in HDTB data, 5000 sentences each are used to train
the transition and graph based models, 3000 sentences each are used to train
the neural network models and 3254 sentences are used as test data.

4.1 Transition Based Model

Transition based parsing systems use a model parameterized over transitions,
such that every transition sequence from the designated initial configuration to
some terminal configuration derives a valid dependency graph. The set of training
instances for the learning problem are pairs (c, t) such that t is the correct
transition out of c in the transition sequence that derives the correct dependency
graph for some sentence x in the training set T. Each training instance (c, t)
is represented by a feature vector f(c, t), where features are defined in terms of
arbitrary properties of the configuration c, including the state of the stack, the
input buffer and the partially built dependency graph.

Many features involve properties of the two target tokens that could be con-
nected by an edge, the token on top of the stack and the first token in the input
buffer. The full set of features used by the base model for Hindi is described in
Husain et al. 2010. We use an implemented version of arc eager algorithm by
1 http://www.cs.toronto.edu/∼tijmen/csc321/slides/lecture slides lec6.pdf.

http://www.cs.toronto.edu/~tijmen/csc321/slides/lecture_slides_lec6.pdf
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Bhat et al. 2016 and support vector machines as the base linear model to learn
transition scores. In the proposed model, we use multiple discriminative methods
to predict transitions over the same set of configurations. The validity vectors of
resulting transitions are then fed to the neural network algorithm which inturn
predicts the transitions of the test feature configurations. The data is divided
into 3 parts, data to train the classifier models, data to train the neural network
model, test data.

Table 2. Accuracies

Classifier Model Hindi Telugu

LAS UAS LS LAS UAS LS

Support Vector Machines
(Base model)

78.29% 85.36% 80.02% 62.17% 70.35% 64.55%

Random Forest Tree 77.58% 85.03% 79.71% 61.50% 69.71% 63.74%

Stochastic Gradient
Descent

76.64% 84.56% 78.5% 61.71% 69.97% 63.23%

Linear Regression
(RidgeCV)

76.14% 84.22% 78.63% 62.10% 70.25% 64.58%

Ensemble model 79.04% 86.16% 81.63% 62.66% 71.03% 64.98%

Table 2 shows the accuracies2 of best accuracies for each of the classifiers and
the ensemble model.

4.2 Graph Based Model

Graph-based dependency parsers parameterize a model over smaller substruc-
tures in order to search the space of valid dependency graphs and produce the
most likely one. The simplest parameterization is the arc-factored model that
defines a real-valued score function for arcs s(i, j, l) and further defines the score
of a dependency graph as the sum of the score of all the arcs it contains. The
specific graph-based model studied in this work is that presented by McDonald
et al. 2005, which factors scores over pairs of arcs (instead of just single arcs)
and uses near exhaustive search for unlabeled parsing coupled with a separate
classifier to label each arc. We use Maxent as the base line classifier with the
settings suggested in Husain et al. 2010. Since the ensemble model is used only
to predict the labels of predicted trees, there is no change the Unlabeled Attach-
ment score (UAS) and hence the Labeled Attachment score (LAS) and Labeled
Accuracy (LA) are the same.

Table 3 shows the best accuracies for each of the classifiers as well as the
ensemble model. The UAS on graph based models is same for all the models.
This can be attributed to the fact that these classifier models are used only to
2 LAS: Labeled Accuracy Score; UAS: Unlabled Accuracy Score; LS: Labeled Accuracy

score.
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Table 3. Accuracies

Classifier model Hindi Telugu

LAS UAS LS LAS UAS LS

Maxent (Base model) 78.63% 85.94% 78.63% 62.34% 70.93% 62.34%

Decision Tree 77.34% 85.94% 77.34% 61.90% 70.93% 61.90%

Stochastic Gradient Descent 77.05% 85.94% 77.05% 61.21% 70.93% 61.21%

Linear Regression (RidgeCV) 78.64% 85.94% 78.64% 62.82% 70.93% 62.82%

Ensemble Model 79.42% 85.94% 79.42% 62.92% 70.93% 62.92%

predict the labels while the trees predicted my the parser remain constant for
all of them.

4.3 Guided Transition Based Model

Guided transition-based models follow the same perspective as transition-based
models but for modified feature configurations. The basic training instances of
a transition-based model are extended to add the features predicted by the
graph-based parser for a given sentence. We therefore use the same classifier
settings and approach we used for the transition-based parsing model discussed
in Sect. 4.1. The data is divided into 5 parts. Data used to train the base model,
the guide model, neural network models of the base and guide models as well as
the test data run by the base model. The full set of features used by the guided
transition-based model are described in Nivre and McDonald 2008.

Table 4. Accuracies

Classifier model Hindi Telugu

LAS UAS LS LAS UAS LS

Support Vector
Machines (Base model)

71.09% 79.15% 73.3% 55.59% 63.81% 57.24%

Random Forest Tree 70.46% 78.92% 72.71% 54.02% 62.71% 56.19%

Stochastic Gradient Descent 70.53% 78.02% 72.18% 54.71% 62.97% 56.23%

Linear Regression (RidgeCV) 71.21% 79.43% 73.65% 55.10% 63.25% 57.58%

Ensemble model 72.14% 80.21% 74.13% 56.16% 64.03% 58.98%

Table 4 shows the best accuracies for each of the classifiers as well as the
ensemble model.

4.4 Guided Graph Based Model

Guided graph-based models follow the same perspective as graph-based models
but for modified feature vectors. The basic training instances of a graph-based
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model are extended to add the features predicted by the transition-based parser
for a given sentence. We therefore use the same classifier settings and approach
we used for the graph-based parsing model discussed in Sect. 4.2. The data is
used as discussed in Sect. 4.3. The full set of features used by the guided graph-
based model are discussed in (Nivre and McDonald 2008). Since the ensemble
model is used only to predict the labels of predicted trees, there is no change the
Unlabeled Attachment score (UAS). Similar to the graph-based models, since
the ensemble model is used only to predict the labels of already parsed trees,
there is no change the Unlabeled Attachment score (UAS) and hence the Labeled
Attachment score (LAS) and Labeled Accuracy (LA) are the same.

Table 5. Accuracies

Classifier model Hindi Telugu

LAS UAS LS LAS UAS LS

Maxent(Base model) 71.56% 79.86% 71.56% 55.83% 64.25% 55.83%

Decision Tree 70.44% 79.86% 70.44% 54.71% 64.25% 54.71%

Stochastic Gradient Descent 70.26% 79.86% 70.26% 54.38% 64.25% 54.38%

Linear Regression (RidgeCV) 71.94% 79.86% 71.94% 56.13% 64.25% 56.13%

Ensemble model 72.44% 79.86% 72.44% 56.48% 64.25% 56.48%

Table 5 shows the best accuracies for each of the classifiers and the ensemble
model. Similar to the graph based models in Sect. 4.2, given that the models are
only predicting dependency labels, the tree structures between them remain the
same. Hence UAS is common among all of them.

5 Observations

One of the main assumptions in using diverse classifiers while choosing the
ensemble is to learn to handle the cases where output generated by those mod-
els may differ. The notion that agreement between the models, an indication of
correctness might create confusion for the neural network to learn in this sce-
nario worked in our favor. Experiments with training the neural network with
only the instances where atleast 2 classifiers disagree proved to be more helpful
than all the samples in case of Hindi data for all the models. Telugu data on the
other hand shows improvements only for transition and graph based model. For
integrated models, due to scarcity of already split data in Telugu, no training
instance could be ignored.

In all the models, assigning prior weights to classifiers based on their individ-
ual performances has proven to get the best results for both the languages. We
also observed that a random initial weight settings to classifier voting for neu-
ral networks performed surprisingly well, although not better than performance
based weight assignment. It is interesting to note that although the baseline
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Fig. 2. accuracy graph, TBM = Transition based model; GTBM = Guided Transition
based model, LAS = Label attachment score; UAS = Unlabeled attachment score;
LS = Label accuracy score

Fig. 3. accuracy graph, GBM = Graph based model; GGBM = Guided Graph based
model, LAS = Label attachment score; UAS = Unlabeled attachment score; LS =
Label accuracy score
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classifier SVM is giving the best results compared to the rest in transition-based
models, Liner regression model is performing better than the baseline model
Maxent for graph-based models. Analysis on the results suggest that the perfor-
mance of ensemble models are heavily dependent on the size of the data sets.
In the integrated models a huge chunk of the data goes into training the guide
model as well as the corresponding neural network models. Hence the drop in
baseline as well as ensemble accuracies compared to the simple parsers. Also the
improvement accuracies for Hindi data is higher than Telugu on all the models.
We also noticed that performance enhancement for an ensemble comes with the
first few classifiers combined peaking at a threshold even with increase in ensem-
ble sizes. In conclusion, as a general technique with the right pick of classifier
models and the weight assignment, ensemble models may produce larger gains
in accuracy. Figures 2 and 3 show the plotted statistics of transition and graph
based models respectively.

6 Conclusion

The idea of ensemble modeling in parsing is not new. While work on parser
ensembling usually makes use of a voting strategy of some kind in order to
derive a single prediction for an output, we deal with classifier ensembles within
a parser. Our work differs from that of the parser ensembles in that integration
is done during learning of the parse models. In addition to the simple parse
models we also show our technique improves the integrated models described in
Nivre and McDonald 2008. We also show how choosing diverse classifiers help in
expanding to cover more hypotheses space resulting in reduced classifier based
errors.
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Abstract. So far, the Stanford Arabic statistic parser is considered as the best
parsing tool in terms of performance compared to other parsers. This perfor-
mance is not stable and may vary depending on the given corpus. A more
detailed method to evaluate this parser may help the users to address the causes
of a performance loss. We propose, for this reason, to evaluate the Stanford
Parser using the verification of the satisfaction of the syntactic constraints
(called, properties) based on the analysis results of the corpus. We may obtain
these properties from a reference Arabic property grammar. By the way, we
enriched the simple representation of the parsing result with syntactic properties.
This allows to explicit several implicit information that are the relations between
syntactic units. Therefore, we had both a detailed method for the evaluation of
parsers and a more syntactically informative representation for the analysis. We
obtained widely detailed and encouraging results.

Keywords: Statistic parser � Property grammar � Evaluation � Enrichment
Arabic language

1 Introduction

The Stanford Arabic statistic parser [15] is considered as the best parsing tool in terms
of performance compared with the other parsers. This performance is not stable and
may vary depending on the given corpus. A more detailed method to evaluate this
parser may help the users to addresses the causes of a performance loss. Verifying on
the Parsed Corpus (PC) the satisfaction of the Property Grammar (GP) [6] constraints
could be a powerful alternative. However, its development may face many difficulties.
The technical ones concern the choice of computer platforms and the appropriate
format of the PC. The linguistic difficulties consist of the unconformity between the GP
and the PC tagsets and the choice of the evaluation scores.

According to this alternative, we propose, in the present paper, to evaluate the
Stanford Parser using the verification of the satisfaction of the syntactic constraints
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(called, properties) based on the parsing result (the PC). We may obtain these prop-
erties from a reference Arabic GP [4]. By the way, we enriched the simple represen-
tation of the parsing result with syntactic properties. This allows to explicit several
implicit information that are the relations between syntactic units. Therefore, we had
both a detailed method for the evaluation of parsers and a more syntactically infor-
mative representation for the analysis.

This paper is organized as follows: Sect. 2 is devoted to explain our work keywords
and to present some related works. Section 3 describes our evaluation and enrichment
approach. Section 4 presents the experimental results and discussions. Section 5 gives
a conclusion and some perspectives.

2 Related Work

The Stanford parser, the Property Grammar (GP) and the parser evaluation are the main
concepts that we use in our contribution. Let us define and give brief overviews about
them separately:

2.1 The Stanford Parser

The Stanford parser is a statistical syntactic analyzer [15], which is adapted to work
with many languages (e.g. English, Arabic, Chinese, German). For Arabic, it had
trained its lexicalized PCFG model from the Penn Arabic treebank (ATB) [11]. In its
new versions, the Stanford parser model adds a representation of lexical dependencies,
whose preferences are combined with efficient exact inference, using an A* algorithm.
This representation is a simple, uniform and quite accessible to non-linguists. It is a
description of the grammatical relationships in the given sentence (e.g. the adjectival
complement, the adverb modifier, the direct object).

The Stanford Parser is exploited in several NLP search domains. For head recog-
nition, the work of [8] uses the Chinese Stanford parser, to train on the data of Tsinghua
Chinese Treebank (TCT) into three models: the parsing model, the POS model, and the
head recognition model. The sequences are labeled with a CRF tagging. They obtained
an accuracy of 77% for head recognition and 94.82% for Pos-tagging. Seraji et al.
developed the Persian corpus UPEC, an improved version of the Bijankhan corpus
[14]. They also derived a treebank of 215 annotated sentences from UPEC with an
annotation scheme based on Stanford typed dependencies and with an accuracy of
97.8%.

For Arabic, the language that interests us the most, we may find different appli-
cation areas of the Stanford parser. Indeed, for the Author attribution problem, a
classification issue, [2] generates in its training phase an extended PCFG Language
Model (XPCFG) from training Arabic texts. First, the Stanford parser is run to obtain
annotated texts, from which production rules are induced. The extended model is based
on probabilities and scores calculated in terms of the production rules and the
terminals/non-terminals. In the Arabic to English Machine Translation System of [1],
the Stanford Parser is used to detect the constituent structures of the language source
(Arabic). The Stanford dependencies are exploited to resolve some syntactic
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ambiguities, which reduces the ambiguity of choosing the word meanings. Even in the
question-answering domain, the Stanford parser is used to analyze morphologically and
syntactically each question [18]. This allows the extraction of the question portion that
is a referring to the answer (the focus), the focus head, and the modifiers of the focus
head. In the modeling, the Stanford Parser is used in the generation process of the use
case models from Arabic user requirements. The Stanford parser analyzes the latter to
obtain the categories and the phrasal structures that aid in finding the potential actors
and the use cases [3].

2.2 The Property Grammar (GP)

The GP formalism [6] represents the linguistic information as local and decentralized
constraints, so-called properties. These properties express the relations that may exist
between the categories of the described syntactic structure. The syntactic properties in
particular have six types: the linearity �ð Þ, the requirement ð)Þ, the exclusion ð�Þ, the
dependency (↝), the uniqueness (Unic) and the obligation (Oblig).

Several works benefited from this formalism grammar such as the contribution [7]
which gives a syntactic representation that enriches the French treebank FTB after
inducing a property grammar. This representation is used then in a hybridization
approach of a symbolic control and a probabilistic parsing. This approach is based on
heuristics (weights) that are calculated on the occurrences of the satisfied properties.
Bensalem et al. [4] developed also the same induction technique to generate an Ara-
bic GP from the Arabic treebank ATB and then to enrich the ATB with syntactic
properties thanks to a formal modeling method [5]. Before that, Duchier et al. presents
a formal semantic definition of the GP [9]. They apply this definition to model GP
parsing as a constraint satisfaction problem. In 2012, [10] proposes an extension from
this model to process new property types. This extension transforms the syntactic
relations on feature structures. By contrast, [13] built a GP based parser that produces
the best constituent structure out of a given grammatical or ungrammatical sentence.
However, Vanrullen et al. [17] formulates mathematically the GP formalism to control
the parsing granularity.

2.3 The Parser Evaluation Tools

The choice of the appropriate parsing system depends on its accuracy, which is cal-
culated by the evaluation tools. We present in this sub-section some freely available
ones:

– Evalb1 provides the precision, the recall, and the number of crossing brackets. It
also reports the accuracy of the POS tagging. It calculates these scores separately on
each sentence by comparing the gold standard analysis to the parses in the parser
output.

1 http://nlp.cs.nyu.edu/evalb/ (of Sekine, S. and Collins, M. in 2006)
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– The metric GramRelEval2 is based on the annotation scheme of the grammatical
relations. It calculates also the precision, the recall and the F-measure for each
grammatical relation and gives a confusion matrix of these relations.

– The package incr_tsdb [12] produces metrics the parameter settings such as the time
and the memory consumption and the number of the successfully parsed sentences.

The evaluation method that we propose is original because it is not used to train
new parsed texts but to evaluate the parsing result by verifying the satisfaction of the
GP constraints different. The use of GP to evaluate parser is also an original idea.

3 Approach of the Enrichment and the Evaluation
of the Stanford Parser

Our approach is based on a three-step method: the syntactic analysis of a plain Arabic
corpus using the Stanford Parser, the enrichment of the parsing result with syntactic
properties using an Arabic reference GP and the evaluation of the enriched parsing
(Fig. 1).

3.1 Stanford Parsing

Before running the Stanford parser. The input corpus needs to be splitted and lexically
annotated. In the following, three sub-steps should be applied:

1. Splitting: to segment the plain Arabic corpus into a sentence list.
2. Morphological analysis: to separate the agglutinated words to tokens and then to

tag (to assign) the tokens the appropriate lexical categories (Part-Of-Speech tags).
3. Syntactic analysis: to generate the parse trees of the lexically annotated corpus.

3.2 Enrichment

This step is based on the enrichment method of the French treebank FTB [7]. It consists
of four sub-steps shown in Fig. 2. Indeed, after converting the PC to an XML format,

Plain 
Corpus Stanford 

parsing 

ArabicGP 

Property  
enrichment

Parsed 
Corpus

(PC)

Graphical 
StatisticsParser 

evaluation

Enriched 
PC

Fig. 1. Enrichment and evaluation of the Stanford Parser

2 http://www.informatics.susx.ac.uk/re-search/nlp/carroll/greval.html (of Carroll, J. in 2006).
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we run a loop task of the following sub-steps: matching each PC syntactic category to
the GP one, verifying the GP properties and their integration in the PC to obtain the
enriched one. They are more precisely explained below.

XML Conversion. The PC needs to be converted to an xml format, as the data
structure should be able to host the syntactic properties that will enrich the PC. The xml
format allows the insertion of new tags unlike the actual parentheses format. For that,
we made a conversion recursive process of encountered open and close parentheses to
xml tags.

Matching PC/GP Categories. The matching is to look for each PC syntactic category
and the property list that describes it in the GP. However, the PC and the GP tagsets are
different; one is based on the PTB [16] and the other on the ATB [4]. We should use a
PTB/ATB mapping table to search the ATB tag of the PC syntactic category in the GP.

Verification of the Satisfaction of the Properties. This is the most important
step. For each PC syntactic category found in the GP, the GP properties that describe
this category are verified on its phrasal structure. We used for that a set of methods to
check the property satisfaction. Each method, so-called “constraint solver”, verifies if a
given PC phrasal structure tagged with a syntactic category respects a given GP
property that describes this syntactic category. The solution produced by a solver is the
result of this verification (satisfied or not). As these constraint solvers are the heart of
the enrichment step, we have chosen to devote the next sub-section to introduce their
descriptions.

Integration of the Verified Properties. This task adds to each phrasal structure in the
PC the verification result of the properties that describe its syntactic category (either
satisfied or not). New tags in the xml block of this phrasal structure will enrich the
XML format of the PC. Therefore, the Stanford parser result and the GP are combined.

3.3 Descriptions of the Constraint Solvers

We ran these solvers in the step of the verification of the GP property satisfaction. We
used for that the Arabic GP of [4]. In the following, we present the descriptions of these
solvers in terms of set operations and we give some significant Arabic examples.

Parsed 
Corpus 

(PC)

XML     
conversion 

Arabic 
GP

Matching 
PC/GP 

categories

PC.xml Verification of 
the property 
satisfaction

Enriched 
PC

Integration 
of the 

properties

For each PC
syntactic
category

Mapping 
PTB/ATB 

tSolversConstraint 
Solvers

Fig. 2. Sub-steps of the parsed corpus enrichment with syntactic properties
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We note, first, L the ordered list of the constituents (grammatical categories of the PTB
tagset) realized in the current phrasal structure of the PC. atb_tag(L) is the syntactic
category XP that specifies L according to the ATB tagset. XP is described in the GP
with different types of syntactic properties; ci is a constituent of L at the position i; Li..j

the sublist of L between the positions i and j; |S| is the cardinality of the set S. The GP
syntactic properties can be unary or binary. The unary ones consists of constituent sets
(constituency, obligation and uniqueness). Indeed the set C(XP) (resp. O(XP) and U
(XP)) gathers the constituency (resp. obligation and uniqueness) properties of XP in the
GP. The binary properties specify relations sets (linearity, requirement and exclusion).
Each relation consists of two constituents x and y (x is in its left-hand side (lhs) and y is
in its right-hand side (rhs)). We give the following Arabic sentence, parsed with
Stanford to explain the application of our constraint solvers (Fig. 3):

The Solver of Constituency Properties
This solver verifies that all the categories realized in a given phrasal structure from the
PC belongs to the constituent set of its GP syntactic category. In terms of set opera-
tions, the constituency solver can be seen as follows:

if ð8ci 2 L& atb tag Lð Þ ¼ XPÞ then atb tagðciÞ 2 C XPð Þ

For each category ci in the category structure L which is tagged with the ATB
category XP, the ATB tag of ci should belong to the XP constituent set C(XP). For
example:

L ¼ DTNNSDTJJ; atb tag Lð Þ ¼ NP; atb tagðc1Þ ¼ DETþNOUN; atb tag c2ð Þ ¼ DETþADJ;

C NPð Þ ¼ fNOUN;DETþADJ; ADJ COMP;DETþNOUN; SBAR; . . .g;
atb tag c1ð Þ 2 C NPð Þ and atb tag c2ð Þ 2 C NPð Þ

Fig. 3. Stanford parsing result of the sentence “ ةيروسلاتاضوافملانملولأامويلاىهتنا ” (AnthY
Alywm Al > wl mn AlmfAwDAt Alswryp/The first day of the Syrian negotiations is over)
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Thus, the ATB tags DET+NOUN and DET+ADJ of the constituents DTNNS and
DTJJ of L are constituents in NP. The constituency properties of NP are satisfied.

The Solver of the Obligation Properties
This solver checks the presence in a given phrasal structure from the PC of one of the
obligatory constituent set of its GP syntactic category. In terms of set operations, the
obligation solver can be seen as follows:

if L atb ¼ fatb tagðciÞj8ci 2 Lg then jO XPð Þ \L atbj [ 0

Indeed, the cardinality of the intersection between the set of obligatory constituents
O(XP) and the set of the ATB tags of the categories in the structure L (L_atb) should be
greater than zero. For example:

L ¼ DTNNSDTJJ; atb tag Lð Þ ¼ NP; atb tagðc1Þ ¼ DETþNOUN; atb tag c2ð Þ ¼ DETþADJ;

L atb ¼ DETþNOUN; DETþADJf g
O NPð Þ ¼ fNOUN;DETþADJ; ADJ COMP;DETþNOUN; PRON; CV. . .g;
jL atb\ O NPð Þ j ¼ jfDETþNOUN; DETþADJgj ¼ 2

Thus, two constituents (DTNNS and DTJJ) of L are marked as obligatory con-
stituents in the syntactic category NP, so the obligatory properties of NP are satisfied.

The Solver of the Uniqueness Properties
The satisfaction of this solver is reached when a given unique constituent of the
specified syntactic category XP, is not repeated in the current PC phrasal structure L.
This means that: 8ci 2 L; jatb tagðciÞ \U XPð Þ j � 1

Indeed, the cardinality of the intersection of a unique constituent and the constituent
list of this PC structure should not be greater than one. For example:

L ¼ VBDNP; atb tag Lð Þ ¼ VP; atb tagðc1Þ ¼ PV; atb tag c2ð Þ ¼ NP;L atb ¼ PV; NPf g;
U VPð Þ ¼ NOUN:VN; ADJ:VN; CV; FRAG; PV PASS; . . .f g;
jatb tag c1ð Þ \ U VPð Þ j ¼ 0; jatb tag c2ð Þ \ U VPð Þ j ¼ 0

Thus, no unique category in U(VP) is found in L_atb, so no uniqueness property
can be verified as satisfied or not in L. This uniqueness property is not integrated in the
PC.

The Solver of the Linearity Properties
This solver checks when a constituent of the lhs of a given linearity property appears in
the current PC structure, then no constituent of its rhs can precede it in this structure:
For p : x � y; if x ¼ atb tagðciÞ& y ¼ atb tagðcjÞ; then ci 2 L1::k & cj 2 Lkþ 1::jLj

Indeed, the linearity property x � y is satisfied in the structure L if x is found in L
in a position i ði 2 1; k½ �Þ lower than the position j of y in L ðj 2 kþ 1; jLj½ �. For
example,
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L ¼ VBDNP; atb tag Lð Þ ¼ VP; atb tagðc1Þ ¼ PV; atb tag c2ð Þ ¼ NP;L atb ¼ PV; NPf g;
p : PV � NP; PV 2 L1::1 andNP 2 L2::2

Thus, the position of x = PV in L is equal to 1 and the position of y = NP is equal
to 2, so PV appears before NP in L. Then, p is satisfied in L and will be inserted in the
PC.

The Solver of the Requirement Properties
This solver checks when a constituent of the lhs of a given GP requirement property
appears in the current PC phrasal structure, then the constituent of its rhs should too:

For p : x ) y; if x ¼ atb tagðciÞthen y 2 L atb

Indeed, the requirement property x ) y is satisfied in the structure L if when x
appears in L, then y belongs also to L. For example:

L ¼ DTNN ADJ NUM; atb tag Lð Þ ¼ NP; atb tagðc1Þ ¼ DETþNOUN; atb tag c2ð Þ ¼
ADJ NUM;L atb ¼ DETþNOUN; ADJ NUMf g; p : FRAG ) NP;

8ci 2 L; x 6¼ atb tag cið Þ : FRAG 6¼ atb tagðDTNNÞ and FRAG 6¼ atb tagðADJ NUMÞ

Thus, no category in L is equal to x = FRAG. The property p can not be verified as
satisfied or violated in L, so this requirement property is not integrated in the PC.

The Solver of the Exclusion Properties
This solver checks when a constituent of the lhs of a given GP exclusion property
appears in the current PC phrasal structure, then the constituent of its rhs should not and
vice versa: For p : x� y; if x ¼ atb tagðciÞ then y 62 L atb

Indeed, the exclusion property x� y is satisfied in the structure L if x appears in L,
then y not belong to L. For example:

L ¼ DTNN ADJ NUM; atb tag Lð Þ ¼ NP; atb tagðc1Þ ¼ DETþNOUN; atb tag c2ð Þ ¼
ADJ NUM;L atb ¼ DETþNOUN; ADJ NUMf g; p : DETþNOUN� ADJ NUM;

x ¼ atb tag c1ð Þ ¼ DETþNOUN; y ¼ atb tag c2ð Þ ¼ ADJ NUM

Thus, the category x is found in L but y is also found in L. The exclusion property
DETþNOUN� ADJ NUM is then not satisfied. This property is integrated in the
PC.

3.4 Evaluation

This step presents an evaluation tool of the Stanford parsing result. The scores of this
evaluation are based on the results of the constraint solvers, presented in the previous
sub-section. The enriched PC, which is normally the input of this evaluation, contains
for each phrasal structure, the verified properties as satisfied or violated. The percentage
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of the satisfied/violated properties may give a more detailed evaluation level of a
specific Stanford parsing result. We propose to calculate these in terms of the occur-
rence number of each satisfied property and the occurrence number of the described
syntactic category. We may give this percentage per syntactic category, per property
type or per property. We note sn ptc

� �
the occurrence number when the property p 2 P

(p of the type t 2 T describes the syntactic category c 2 C, P is the GP property set of t,
C is the GP syntactic category set and T is the GP property type list), was satisfied.
vn ptc
� �

is the occurrence number when p is violated. en ptc
� �

is the total occurrence
number when p is verified sn ptc

� �þ vn ptc
� �� �

. Now, we present the scores of our
evaluation tool:

Stc (resp. V
t
c): the property satisfaction (resp. violation) percentage per property type

Stc ¼
P

p2P sn ptc
� �

P
p2P en ptc

� � Vt
c ¼

P
p2P vn ptc

� �

P
p2P en ptc

� � ð1Þ

Sc (resp. Vc): the property satisfaction (resp. violation) percentage per c:

Sc ¼
P

t2T
P

p2P sn ptc
� �

P
t2T

P
p2P en ptc

� � Vc ¼
P

t2T
P

p2P vn ptc
� �

P
t2T

P
p2P en ptc

� � ð2Þ

St (resp. Vt): the property satisfaction (resp. violation) percentage per type t:

St ¼
P

c2C
P

p2P sn ptc
� �

P
c2C

P
p2P en ptc

� � Vt ¼
P

c2C
P

p2P vn ptc
� �

P
c2C

P
p2P en ptc

� � ð3Þ

sptc pð Þ (resp. vptc pð Þ): the satisfaction (resp. violation) distribution of the property p
of the type t, that describes c:

sptc pð Þ ¼ sn ptc
� �

P
p2P sn ptc

� � vptc pð Þ ¼ vn ptc
� �

P
p2P vn ptc

� � ð4Þ

4 Experimentation and Evaluation

We evaluated the Stanford Parser (v3.6) on 100 Arabic sentences that are obtained
from Arabic children stories3. The sentences contain in average 9 words. The parsing
result gave us the syntactic trees of these sentences. We obtained 877 syntactic cate-
gories for 1047 lexical ones. The distribution of these categories is shown in Fig. 4:

As shown in Fig. 4, the Noun Phrases (NP) dominates all the syntactic categories
with 384 occurrences. It is more frequent than the Verbal Phrases (VP) and the

3 From the Arabic book “ ةروفصعللجنبابةرهز ” (chamomile flower to the bird) of Talal Hassan: http://
www.awu-dam.org/book/02/child02/105-t-h/105-t-h.zip.
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sentences (S) because this corpus contains simple sentences for children. A simple
sentence is tagged with one S that encapsulates a VP. This VP contains a verb and
many NP. We justify this by the sum of the frequencies of the imperfect and perfective
verbs (VBP and VBD) that is near to the frequency of the VP (162). The subordinate
clause frequency (SBAR) is also low. The Children Stories (CS) are based also on
punctuations. For this reason, the most frequent syntactic category is the punctuation
(PUNC).

The Arabic GP is induced from the ATB (ATB2v1.3) that includes Ummah Arabic
News. We varied the granularity of the GP categories to have a better PTB/ATB
mapping. For example, the PTB tag “DT” describes the demonstrative pronouns.
However, the PTB tag “PRP$” describes the possessive pronouns. The mapping of
these tags with the ATB tagset assigns to the first ones the tag “PRON_DEM” and to
the other ones the tag “PRON_POSS”. For that, we should specify the feature “pronoun
type” in the categories of the GP. We obtained finally the Arabic GP with the char-
acteristics below (Table 1):

We verified the satisfaction of the properties of the Arabic GP to evaluate the
parsing result of the corpus of CS. By the way, we integrated these properties in the
parsed corpus to obtain an enriched corpus. Figure 5 shows an extract of it:

In Fig. 5, the tag “characterization” encapsulates the properties of the GP that can
be verified on the constituents “DTNN” and “DTJJ” of the category “NP”. All these

ADJPNP

PP

VP

S

SBAR

Syntactic categories

PUNC
JJDTJJ

CC

IN

DTNN

NN

NNP PRP
PRP$

PRT

RP

VBD

VBP

Lexical categories

Fig. 4. Distribution of the syntactic and lexical categories in the corpus of Children Stories (CS)

Table 1. Arabic GP characteristics (varied granularity version)

Frequency Occurrence number

Syntactic categories 21 189711
Lexical categories 39 184251
Properties 3081 6792698
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properties are verified as satisfied in this NP. The parameter “sat” is then marked as
“+”. We present, in Table 2, the frequencies of all verified properties by property type
and syntactic category. We abbreviated the property types in the table headers.

According to Table 2, the half of the verified properties describes the most frequent
category, which is the NP (2035/5484). However, we cannot observe this dominance
for all types of properties. Most of the linearity properties describe the VPs (65%) and
most of the requirement properties describe the SBARs (42%). The 14 linearity
properties that are verified in the NP, corresponds to only 7 from 56 property forms and
the 3 requirement properties corresponds to only 1 from 15 property forms. This is due
to the simple and redundant constructions of the NP in the corpus of CS intended for
children. The exclusion properties are the most verified in this corpus with the half of
the total because the GP have an over generation for this property type. The obligation
properties are also frequent (1572) and exceed the constituent occurrence number
(877). Therefore, there are many constituents marked as obligatory. This proves the
variety of the constructions of the ATB from which the GP is induced.

The properties are verified as satisfied or violated. For many categories and
property types, all verified properties are satisfied in this corpus. For that, in Table 3 we
propose to show the violated ones with their occurrence numbers (V) and the verified
ones (E).

As shown in Table 3, most of the violated properties describes the VPs. The latter
contain categories that require the presence of the interjection “UH”. The presence of
“UH” is required even for the UCP (Unlike Coordinated Phrase) and the SQ (Sentence
Question) when there is a SBAR and respectively a PP (Prepositional Phrase).

Fig. 5. Extract of the parsed corpus of the CS, enriched with the GP properties

Table 2. Occurrence number of the verified properties on the parsed corpus of CS

Type ADJP ADVP INTJ NAC NP PP VP S SBAR UCP SQ SBARQ WHADVP WHNP Σ
Const 25 7 1 5 384 74 162 184 26 1 1 1 3 3 877 
Uniq 2 7 1 6 87 2 19 6 19 2 1 2 3 3 160 
Oblig 39 7 1 5 538 148 390 410 21 3 1 3 3 3 1572 
Lin 6 0 0 1 14 3 166 38 19 1 1 3 0 0 252 
Req 0 0 0 1 3 2 8 1 14 1 2 1 0 0 33 
Excl 51 7 0 6 1009 149 871 411 71 3 2 4 0 6 2590 
Σ 123 28 3 24 2035 378 1616 1050 170 11 8 14 9 15 5484 
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Using the results of Tables 2 and 3, we can calculate the evaluation scores (1; 2; 3;
4) that we have proposed in the previous section. For example:

The percentages of satisfaction/violation of the requirement properties that describe

VP are: SreqVP ¼
P

p2P sn preqVPð ÞP
p2P en preqVPð Þ ¼

2
8 ¼ 25% and Vreq

VP ¼
P

p2P vn preqVPð ÞP
p2P en preqVPð Þ ¼

6
8 ¼ 75% (score 1)

The percentages of the satisfaction/violation of all properties that describe VP are:

SVP ¼
P

t2T
P

p2P sn ptVPð ÞP
t2T
P

p2P en ptVPð Þ ¼
155
161 ¼ 99:6% and VVP ¼

P
t2T
P

p2P vn ptVPð ÞP
t2T
P

p2P en ptVPð Þ ¼
6

161 ¼ 0:4%

The percentage of satisfaction/violation of requirement properties of all categories:

Sreq ¼
P

c2C
P

p2P sn preqcð ÞP
c2C

P
p2P en preqcð Þ ¼ 25

33 ¼ 75:76% and Vreq ¼
P

c2C
P

p2P vn preqcð ÞP
c2C

P
p2P en preqcð Þ ¼ 8

33 ¼ 24:27%

The distribution of the satisfaction/violation of the property NAC ) NP that

describes VP are: spreqVP NAC ) NPð Þ ¼ sn NAC)NPð ÞP
p2P sn preqVPð Þ ¼

1
2 ¼ 50% ¼ vpreqVP NAC ) NPð Þ

(score 4).
These scores do not replace the evaluation tools that calculate the recall and the

precision like Evalb and GramRelEval. They assume that the corpus is correctly parsed
and give when the relations between the syntactic units are correct.

5 Conclusion et Perspectives

We have described in the present paper an evaluation method of the Stanford Arabic
parser. This method is based on the verification of the satisfaction of syntactic con-
straints on the parsing result. We used the properties of the Arabic GP, an ATB-based
grammar that describes different type constraints for each syntactic category. To verify
the satisfaction of these properties, we developed for each property type a constraint
solver. By the way, we enriched the simple representation of the parsing result with the
verified properties to have relations between the syntactic units. As result, we had both
a detailed method for the evaluation of Stanford parser and a more syntactically
informative representation for the analysis. We had encouraging experimentation
results.

Table 3. Occurrence numbers of the violated properties in the parsed corpus of CS

ADJP VP SBAR UCP SQ 
ΣV ΣE 

Property V E Property V E Property V E Property V E Property V E 
Uniq - 0 2 - 0 19 IN  Unic(SBAR) 1 19 - 0 2 - 0 1 1 160 

Lin - 0 6 - 0 166 - 0 19 ADJP SBAR 1 1 - 0 1 1 252 

Req - 0 0 

NAC UH 
UCP UH 
VBN UH 
VN UH 

1
1
2
2

8 - 0 14 SBAR  UH 1 1 PP  UH 1 2 8 33 

Excl JJ ADJ_NUM 2 51 0 871 - 0 71 - 0 3 - 0 2 2 2590 

Σ 2 123 6 1616 1 170 2 11 1 8 12 5484 
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As perspectives, we can enrich and evaluate other Arabic syntactic parsers. This
needs to prepare a mapping table of the GP and the chosen parser tagsets. We can also
compare any enriched parsed corpus with syntactic properties to the analysis of GP-
based parsers. This comparison can be in terms of the number of described syntactic
properties. We can go further by adding morphological and semantic properties to the
GP. We can include these properties to ease the parsing process.
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Abstract. Word Sense Disambiguation (WSD) is the field that seeks
to determine the correct sense of a word in a given context. In this
paper, we present a WSD method based on random walks over a depen-
dency tree, whose nodes are word-senses from the WordNet. Besides,
our method incorporates prior knowledge about the frequency of use of
the word-senses. We observed that our results outperform several graph-
based WSD methods in All-Word task of SensEval-2 and SensEval-3,
including the baseline, where the nouns and verbs part-of-speech show
the better improvement in their F-measure scores.

Keywords: Word Sense Disambiguation · Dependency tree
Random walks

1 Introduction

Ambiguity is one of the most relevant and difficult problems to outperform in the
natural language processing field [11], and it must be faced at different linguistic
levels. Specifically, Lexical Ambiguity (LA) is one of the most difficult problems
to be solved in Semantics. This kind of ambiguity occurs when a word may
express two or more senses in a dictionary but just one of these may be used in
a given context.

Thereby, Word Sense Disambiguation (WSD) is the task that aims at deter-
mining the most appropriate sense of a word in its context using a specific
sense-repository, trying to deal the ambiguity issues described before [1]. This
represents a great challenge for the researchers, due to the relevance and use-
fulness of WSD in many other Natural Language Processing tasks, like machine
translation, information extraction and question answering [14].

There are different approaches in order to achieve a proper working model
for automatic WSD, and according to [4,9], the unsupervised WSD methods
(knowledge-based) have become popular recently. A reason to explain this trend
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could be related to the difficulty required in the creation of a high quality and
large size sense-annotated corpus to train and test supervised algorithms.

Among unsupervised methods, graph-based methods have been widely used
because they can take advantages of the WordNet (which contains relations
between synsets, and a knowledge graph could be created). Most of them build a
knowledge graph linking each word to all the words in the sentence, disregarding
whether a specific word contributes to disambiguate another word, and then
algorithms are applied over the graph to determine the correct sense of each
word [2,13,16]. Only recently methods that create knowledge graphs based on
dependency parsing have become popular [4,9].

In this study, we proposed a new graph-based method that builds a knowledge
graph for a sentence, using the dependency relations obtained from a Dependency
Tree, and a modified version of the PageRank algorithm, considering weights and
prior probabilities, to rank the senses over the knowledge graph and obtain the
best sense for each content word in a sentence.

The paper is organized as follows. First, we describe some related works to
Graph-based Word Sense Disambiguation. Then, Sect. 3 introduces the proposed
methodology, detailing the building of the knowledge graph and the modified
PageRank. After that, the main results and discussion are shown in Sect. 4.
Finally, we draw some conclusions and future works in Sect. 5.

2 Related Works

In first place, the work proposed in [13] tested the WSD problem extracting
label annotation dependency patterns for the encode of a graph-based algorithm
with random walks performing. In this way, the word senses and definitions (as
labels) were obtained from the WordNet, while the word sense relations were
derived using machine readable dictionaries in an unsupervised way. Also, for
the relation extraction, a similarity metric was calculated using the common
tokens between the definitions of the different senses. The achieved accuracy
surpassed the best results from that time, in comparison with other methods
using the same data sources in the SensEval-2 all-words dataset.

The paper presented in [16] proposed a generalization of their previous unsu-
pervised graph-based method for word sense disambiguation. This study focused
on two main elements: (1) the metric of word semantic similarity and (2) the
use of graph centrality algorithm for encoding the sense relations. Regarding the
first one, six metrics were evaluated (Leacock & Chodorow, Lesk, Wu & Palmer,
Resnik, Lin, and Jiang & Conrath) using their WordNet-based implementations
[15]. On the other side, several algorithms for graph centrality were developed
in order to analyze the importance of the node regarding its relations with other
nodes in the graph, and the algorithms used were: indegree, closeness, between-
ness, and PageRank [3]. The results in the SensEval-2 dataset represented a
significant improvement in the WSD task, indicating that the right combination
of those two key elements could lead to promising results.

The work proposed in [2] focused on a large Lexical Knowledge Bases (LKB)
using a random walks algorithm. Therefore, the main contribution in this work
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was the WSD algorithm based on the features described before. In that way,
the LKB was built from WordNet and other resources related to the same, rep-
resented as graphs (the concepts of the words as the nodes and the relations
between them as the edges, disregarding the type of relation). Besides, for the
random walks process, the authors adapted the PageRank algorithm [3], con-
sidering the rank of a node as the random walk probability over the graph
ending on that point. The complete method competed positively to other sim-
ilar approaches in the state-of-the-art, in both English and Spanish datasets.
In the case of the SensEval-2 all-words dataset, they surpass the results for
Nouns, Verbs and Adverbs disambiguation, while using the SensEval-3 dataset
the improvement was achieved in the Adjective category.

Finally, to the best of our knowledge, the most recent study is presented in
[4], where the authors proposed a complete unsupervised WSD system setting
based on two distinguishing elements. The first one is the sense dependency,
which means that the sense of the words will only depend on the other word
senses in the context (usually the sentence). Then, the second idea is the selec-
tive dependency, where the sense dependency will be filtered to a few selected
words in the context. However, they also argued about considering the con-
text as the complete sentence where the word belongs, so they decided to use a
dependency parser in order to determine a context based on syntactic structure.
For the model developed, they considered the join probability of senses of the
words in the sentence using a Markov Random Field, modeling the WSD task
as a Maximum A Posteriori (MAP) Inference Query. The linguistic resources
used were the Princeton WordNet and the syntactic analyzer of the Stanford
Parser and Link Parser. In their experimentation on SensEval-2 and SensEval-3
datasets, they outmatched all the previous works in the Noun and Verb individ-
ual categories, and in the general accuracy score for WSD.

3 Methodology

3.1 Initial Considerations

Unlike most graph-based methods, which explore algorithms over graphs created
by relations between all word-senses or all WordNet graph, the proposed method
tries to explore the PageRank algorithm over a graph generated by a dependency
parser, relying on the idea that dependency relations give better support to word
sense disambiguation. Also, this method incorporates a prior probability in the
PageRank, in order to give priority to the first senses, considering that humans
usually tends to use the first senses in their talks.

The pipeline for this Word Sense Disambiguation Method is shown in Fig. 1.
As we may see, this method is divided into two steps: (1) the creation of knowl-
edge graph and (2) the execution of the Pagerank over the built knowledge
graph.

In the next subsections, there are more details about the developing of these
steps.
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Fig. 1. Pipeline of the Word Sense Disambiguation Method

3.2 Building the Knowledge Graph

The first step in this method is the building of the Knowledge Graph of the
target sentence. To achieve this goal, firstly, we used the Stanford Parser [5,12]
to get the all dependencies between words in the sentence (via its Dependency
Tree). For example, the output of the sentence “The landlord had died.” was as
follows:

det(landlord-2, The-1)
nsubj (died-4, landlord-2)
aux (died-4, had-3)
root(ROOT-0, died-4)

In this example, we may see the relation between “died” and “landlord” is
nsubj (which means “nominal subject”) and the relation between “landlord” and
“the” is det (which means “determiner”).

Secondly, we built the Knowledge Graph using all dependencies generated
by the Dependency Parser. At this point, we perceived that all dependencies
do not contribute to the disambiguation process, thus, we had to filter some
dependency relations using some criteria. The filter criteria are described below:

– Parts-Of-Speech (POSs) of words linked by a Dependency Relation: To be
considered, a dependency relation had to include words with content Part-of-
Speech (POS) (i.e., Noun, Verb, Adjective and Adverb). These POS’s contain
a high semantic weight and they are useful to disambiguate the words. Rela-
tions that contained words with other POS-Tagging were excluded from the
Knowledge Graph.

– Auxiliary Dependency: This kind of relation (aux) was excluded from the
Knowledge Graph because Auxiliary Verbs it does not provide enough seman-
tic weight in the disambiguation process.

An example of the filter process of dependency relations is presented in Fig. 2.
In this Figure, we used the same example described at the begin of this subsection
(this example will be used in all paper). As it may be seen, the dependency
relations aux (died-4, had-3) and det (landlord-2, The-1) were excluded because
“The” was identified as Determinant. In the case of the relation aux (died-4,
had-3), this was excluded due to the auxiliary relation.
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Fig. 2. Filter Process of Dependency Relations in the Dependency Tree

At this point, we have to note that explored relations were associated to
senses instead words. Therefore, to finish the Knowledge Graph building, we got
all senses of an element in a dependency relation and associated them to all
senses of the second element. The senses used were represented by the synsets
(synonym sets) of the WordNet 3.0 [7].

An example of how the synsets relations were represented will next be shown
in Fig. 3. In this example, the relation nsubj (died-4, landlord-2) is presented,
and, as it may be seen, each synset of the word “die” is related to all synsets of
the word “landlord”.

Fig. 3. Relation between the synsets in a dependency relation

Finally, we got the weights of all dependency relations in the knowledge
graph. The weights were calculated using the Eq. 1, where S1 and S2 repre-
sent the synsets to be related, and length is the distance between S1 and S2

in WordNet-Pr. To calculate the distances between all synsets, we executed
the Dijkstra algorithm for each synset in the WordNet graph. The WordNet
graph used was composed by the WNet30 and gloss, which contains WordNet
3.0 synsets and relations, including manually disambiguated glosses. This graph
has 117, 522 vertices and 525, 356 relations. We highlight that the built of the
knowledge graph was undirected, therefore, the weight of an edge between a
synset “a” and a synset “b” in a dependency relation was the same as the edge
between the synset “b” and synset “a”.

weight(S1, S2) =
1

length(S1, S2)
(1)
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3.3 Modified PageRank Algorithm

The final step in the method was the execution of the PageRank algorithm [3]
over the graph built in the previous sub-step. Before explaining how we used
this method, the Pagerank algorithm will be detailed:

Let “G” be a graph with “N” vertices v1, . . . , vN and di be the outdegree of
node “i”; let “M” be a N ×N transition probability matrix, where Mji = 1/di
if a link from i to j exists, and zero otherwise. Then, the computation of the
PageRank vector “Pr” over G equates to solve Eq. 2.

Pr = cMPr + (1 − c)v (2)

In the equation, the first term of the sum models the voting scheme. The
second term represents the probability of a surfer randomly jumping to any
node, i.e., without following any paths on the graph. In this term, v is a N × 1
vector whose elements are usually 1/N and “c” is called damping factor.

As mentioned in the previous paragraph, in the traditional PageRank, each
element of the vector v has value of 1/N , thus assigning equal probabilities to
all nodes in the graph in case of random jumps.

A modification of this vector is proposed in [10]. In this work, the author
mentioned that “v” can be non-uniform, and stronger probabilities to certain
nodes were assigned, biasing the resulting PageRank vector to prefer these nodes.
Also, in the case of a node received a higher prior probability, this would affect
its neighbor nodes, receiving a higher rank too.

For our PageRank implementation, we modified the way to build the transi-
tion matrix to consider the weights in the knowledge graph. Specifically, we used
the formula shown in the Eq. 3 instead of the formula Mji = 1/di.

Mji =
wij∑

z
wiz

(3)

In this formula, wij represents the edge weight between the nodes “i” an “j”
and the denominator calculates the sum of all edge weights whose source is the
node “i”.

Besides that modification, we used a non-uniform vector “v”, in which each
element contained the frequency shown by WordNet expressed in probabilities.
This vector modification allowed to incorporate a bias into the algorithm to
prefer the most frequent synsets, because this is the way like humans usually
talk.

Finally, the damping factor considered in the experiments was 0.85 and the
number of iterations was 30.

4 Experiments and Results

In order to evaluate our method, we conducted three evaluations. All evaluations
were performed over the SensEval-2 [6] and SensEval-3 [17] English All-words
WSD datasets.
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The first evaluation was focused on determining the performance of our
method. A point worth of note was that our method used the WordNet 3.0
and the data in SenSeval-2 and SensEval-3 was annotated using previous ver-
sions. Therefore, some of the words which need to be tagged have been removed
from WordNet 3.0 (for example, “something” or “might”). For this reason, we
executed twice the algorithm over the datasets: (1) considering only the words
included in WordNet 3.0 and (2) considering all words, including words that
have no corresponding sense in WordNet 3.0.

The F-measure of the two executions is presented in Table 1. The results
of SensEval-2* and SensEval-3* represent the first execution, when only words
included in WordNet 3.0 are considered, and the others results consider all words.
As it may be seen, the results decreased when the words that have no correspond-
ing sense in WordNet 3.0 were considered.

Table 1. SenseDependency-Rank in Senseval-2 and Senseval-3 considering modifica-
tions of WordNet

Method All N V Adj. Adv.

Senseval-2* 65.32 71.95 45.99 63.92 79.47

Senseval-2 62.84 71.24 44.98 58.14 77.55

SensEval-3* 63.68 70.25 56.33 60.14 100

SensEval-3 62.54 69.86 55.48 56.58 92.31

The second evaluation was the performance comparison of our method with
other graph-based WSD methods. In our case, the methods compared were the
proposed in [13] (called Mih05), [16] (called Sinha07), [2] (called Agirre14) and
[4] (called MRF-LP). Also, our method was compared with the baseline used in
both SensEval datasets, which is the Most Frequent Sense method (MFS).

The results of all methods are presented in Tables 2 and 3 (expressed in terms
of F-measure). As it may be seen, our method obtained the best performance,
overcoming even the MFS method, that is usually hard to be outperformed.

One point to be highlighted is the fact that, in both datasets, the results
for nouns and verbs were the best. This reinforces ideas such as that (1) depen-
dency relations and their similarity measures provided a better contextual infor-
mation to disambiguate Nouns and Verbs and (2) Noun and Verbs are useful
to disambiguate among themselves and, principally, Nouns are good hints to
disambiguate Verbs, like mentioned in [8].

In the case of adverbs and adjectives, the same cannot be said because the
results were almost the worst. A hypothesis is that exploring other kind of sim-
ilarity measures (more suitable) in the generated dependency trees could con-
tributes to the improvement of performance.

Finally, the third evaluation was focused on comparing our method with
other method that combines the MFS method in its execution. In the work pre-
sented in [2], the authors evaluated a combination between their original method
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Table 2. Results in SensEval-2 all-words dataset

Method All N V Adj. Adv.

MFS 60.1 71.2 39.0 61.1 75.4

Mih05 54.2 57.5 36.5 56.7 70.9

Sinha07 56.4 65.6 32.3 61.4 60.2

Agirre14 59.7 70.3 40.3 59.8 72.9

MRF-LP 60.5 66.9 42.7 63.2 82.9

SD-Rank 62.84 71.24 44.98 58.14 77.55

Table 3. Results in SensEval-3 all-words dataset

Method All N V Adj. Adv.

MFS 62.3 69.3 53.6 63.7 92.9

Mih05 54.2 57.5 36.5 56.7 100

Sinha07 52.4 60.5 40.6 54.1 -

Agirre14 57.9 65.3 47.2 63.6 96.3

MRF-LP 58.6 65.8 50.1 59.9 87

SD-Rank 62.54 69.86 55.48 56.58 92.31

(Agirre14) and the MFS method in order to measure the possible improvement of
their method. As it may be seen in Table 4, our method outperformed the results
of Agirre14+MFS in SensEval-2 All-words datasets, but was outperformed by
the same method in SensEval-3. Highlights of these results was the best perfor-
mance obtained for Verbs in both datasets. This shows us that, as mentioned in
the second evaluation, the dependency relations and similarity measures between
Nouns and Verbs positively contribute to the disambiguation of Verbs.

Table 4. SenseDependency-Rank vs. Method proposed in [2]

Dataset Method All N V Adj. Adv.

SensEval-2 Agirre14+MFS 62.6 73.3 41.8 64.2 76.3

SD-Rank 62.84 71.24 44.98 58.14 77.55

SensEval-3 Agirre14 + MFS 63.0 70.7 54.3 65.5 96.3

SD-Rank 62.54 69.86 55.48 56.58 92.31
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5 Conclusions and Future Works

In this paper, we proposed a new graph-based method that builds a knowledge
graph for a sentence using the dependency relations obtained from a Dependency
Tree and a modified version of PageRank algorithm (considering weights) to rank
the senses over the knowledge graph and obtain the best sense for every content
word in a sentence.

The results showed that our method outperformed previous approaches in
English all-words datasets, including the MFS method. The content Part-of-
Speech (POS) most benefited were Nouns and Verbs, but the Adjectives and
Adverbs presented a decrease in the performance. A comparison with other
method that incorporates MFS method was performed obtaining comparable
results. In this evaluation, Verbs were the most benefited, showing that depen-
dency relations and similarity measures with Nouns are useful in its disambigua-
tion process.

As a future work, we are planning to explore other kind of similarity mea-
sures between synsets in different POS. In this work, we used the inverse of the
length-path and this showed improvements on nouns and verbs disambiguation,
however, this improvement was not obtained on adjectives and adverbs.

Finally, our algorithm can be ported to other languages, with two require-
ments: (1) having a WordNet and (2) having a Dependency Parser. The attempt
is to research and apply this kind of method in less-resourced languages (with
WordNet-like resources under development), and that would be a great chal-
lenge, because of the need to identify an enough and minimum size resource to
work with.
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Abstract. In this paper, we propose domain adaptation in word sense
disambiguation (WSD) using word embeddings. The validity of the word
embeddings from a huge corpus, e.g., Wikipedia, for WSD had already
been shown, but their validity in a domain adaptation framework has
not been discussed before. In addition, if they are valid, the difference in
effects according to the domain of the corpora is still unknown. Therefore,
we investigate the performances of domain adaptation in WSD using the
word embeddings from the source, target, and general corpora and exam-
ine (1) whether the word embeddings are valid for domain adaptation
of WSD and (2) if they are, the effects in accordance with the domain
of the corpora. The experiments using Japanese corpora revealed that
the accuracy of WSD was highest when we used the word embeddings
obtained from the target corpus.

1 Introduction

Word embeddings [21–23] are the vector representations of the word meanings,
which have compositionality. They are effective for word sense disambiguation
(WSD) tasks [31] since they are low dimensional vectors and the sparseness of
the meaning representations has been greatly alleviated through them.

On the other hand, domain adaptation involves adapting the classifier that
has been trained from data in one domain (source domain) to data in another
domain (target domain). This has been studied intensively including domain
adaptation in WSD (see Sect. 2). In this paper, first, we propose using the word
embeddings for domain adaptation of WSD (see Sect. 3). Since the domain adap-
tation suffers from data sparseness caused by a domain shift, we suppose that
the word embeddings can also improve the performance of WSD in a domain
adaptation framework.

However, one problem with the domain adaptation is the shift of the priors
of the word senses in the texts [30], which means that the word meanings in one
domain could be different from those in another domain.
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A. Gelbukh (Ed.): CICLing 2017, LNCS 10761, pp. 195–206, 2018.
https://doi.org/10.1007/978-3-319-77113-7_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-77113-7_16&domain=pdf


196 K. Komiya et al.

Therefore, second, we investigate the performances of domain adaptation in
WSD using the word embeddings obtained from the source, target, and general
corpora and examine the effects in accordance with their domains. We investi-
gated Japanese WSD. The experiments (see Sects. 4, 5, and 6) revealed that the
accuracy of WSD was highest when we used the word embeddings obtained from
the corpus in the target domain, which indicated that the domain of the corpus
to generate the word embeddings affected the results more than the vocabulary
size of the word embeddings. We lastly discuss the results (Sect. 7) and conclude
this paper (Sect. 8).

2 Related Work

Much work using the word embeddings has recently been done. Sugawara et al.
[31] investigated the context representation using word enbeddings for WSD.
Taghipour and Ng [33] proposed semi-supervised WSD using the word embed-
dings and showed that the word embeddings of a general or specific domain
improved the performance of WSD. Much work has improved distributed rep-
resentation of word senses or concepts and used them for WSD ([7,28,35]) or
other tasks ([34]).

On the other hand, many researchers have investigated domain adaptation
within or outside the area of natural language processing. The domain adaptation
problem can be categorized into three types depending on the information for
learning, i.e., that in supervised, semi-supervised, and unsupervised approaches.
According to Daumé [10], a classifier in a supervised approach is developed from
a large amount of labeled source data and a small amount of labeled target data.
A classifier in a semi-supervised approach is developed from a large amount of
labeled source data, a small amount of labeled target data, and a large amount
of unlabeled target data. Finally, a classifier is developed from a large amount
of labeled source data and unlabeled target data in an unsupervised approach.
We focused on the unsupervised domain adaptation in Japanese WSD in the
research reported in this paper.

Escudero et al. demonstrated domain dependence of supervised WSD system
[11]. Chan and Ng carried out the domain adaptations of WSD by estimating
class priors using an EM algorithm, which were unsupervised domain adaptation
and supervised domain adaptation using active learning [4,5]. Daumé augmented
an input space and made triple length features that were general, source-specific,
and target-specific for supervised domain adaptation [9]. Daumé et al. extended
the earlier work to semi-supervised domain adaptation [10]. Agirre and de Lacalle
applied singular value decomposition (SVD) to a matrix of unlabeled target data
and a large amount of unlabeled source data, and trained a classifier with them
[1,2]. Kunii and Shinnou proposed combined use of topic models on unsupervised
domain adaptation in WSD [19]. Jiang and Zhai demonstrated that performance
increased as examples were weighted when domain adaptation was applied [15].
Shinnou et al. reported active learning to remove source instances for domain
adaptation in WSD [30]. Shinnou et al. also proposed learning under a covariate
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shift for domain adaptation in WSD [29]. Kouno et al. performed unsupervised
domain adaptation in WSD using a stacked denoising autoencoder [18]. Izquierdo
et al. [14] investigated Class-based WSD and it is useful for unsupervised domain
adaptation.

The research by Blitzer et al. involved work on semi-supervised domain adap-
tation, where they calculated the weight of words around the pivot features
(words that frequently appeared both in source and target data and behaved
similarly in both) to model some words in one domain that behaved similarly
in another [3]. They applied SVD to the matrix of the weights, generated a new
feature space, and used the new features with the original features.

Komiya and Okumura determined an optimal method of domain adaptation
using decision tree learning given a triple of the target word type of WSD, source
data, and target data [16]. They discussed what features affected how the best
method was determined. They also proposed determining the optimal method,
i.e., the optimal training data set, for each instance using the degree of confidence
for supervised domain adaptation in WSD [17]. There are researches of domain
adaptation using deep learning [8,12]. Sun et al. [32] proposed CORAL, which
minimizes domain shift easily.

The closest work to ours is the work by Sugawara et al. [31], which investi-
gated the context representation using word enbeddings for WSD. We propose
using the context representation using word enbeddings for domain adaptation of
WSD and show that they can also improve the performance of WSD in a domain
adaptation framework. In addition, we investigate the performances of domain
adaptation in WSD using the word embeddings obtained from the source, target,
and general corpora and examine the effects in accordance with their domains.

3 Domain Adaptation in WSD Using Word Embeddings

We carry out domain adaptation in WSD by concatenating the features of the
word embeddings for surrounding words of the target word of WSD in addi-
tion to the baseline features in both the source and target data. We followed
the work by Sugawara et al. [31] and used Context-Word-Embeddings, which
was a concatenated vector of the real-valued vectors of the words in the context
window 1. As Sugawara et al. [31] described, if the window size is N and words
appearing in the context window are w−N , ..., w−1, w+1, ..., w+N , this feature
vector is a vector concatenating vw−N

, ..., vw−1 , vw+1 , ..., vw+N
, where vw repre-

sents an embedding of word w. If the dimension of each word embedding is
d, the size of this feature vector is 2 × N × d. Table 1 and Fig. 1show a sim-
ple example of Context-Word-Embeddings. Figure 1 shows the Context-Word-
Embeddings of instance vector for the word in the context of the
phrase as shown in Table 1. In
this example, N is two and d is three.
1 Sugawara et al. [31] reported that Context-Word-Embeddings improved the result

of WSD more than Average-Word-Embeddings, which was the average of vector
representations of words in the context window.
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Table 1. Simple example of Context-Word-Embeddings

0.1 0.2 0.3 0.4 0.1 0.7 -0.2 0.3 0.1 -0.7 0.8 0.3

Fig. 1. Example of the concept text

We investigated the following five cases depending on the domains of corpora
to generate the word embeddings.

Add Target The case where the word embeddings obtained from the target
data are used.

Add Source The case where the word embeddings obtained from the source
data are used.

Add Wiki The case where the word embeddings obtained from a general huge
corpus, i.e., Wikipedia, are used.

Add Target & Source The case where the word embeddings obtained from
the source and those obtained from the target data are used together by
concatenating them.

Add Target & Wiki The case where the word embeddings obtained from
the target data and those obtained from the general huge corpus are used
together by concatenating them.

Add Target Large The case where the word embeddings obtained from the
large target data are used.

4 Experiment

We used word2vec2 [21–23] to generate the word embeddings. The vector size,
which is d in Sect. 3, and the window size to generate the word embeddings were
set to 200 and five respectively. We used a skip-gram algorithm. The window
size of each target word, which is N in Sect. 3, was set to two. We used default
settings for other parameters.

Libsvm [6], which supports multi-class classification, was used as the classifier
for WSD3. A linear kernel was used in accordance with the results obtained from
preliminary experiments. Twenty features, which were the same as [16,17], were
introduced as the baseline features to train the classifier.
2 https://code.google.com/archive/p/word2vec/.
3 We used the -b option of libsvm.

https://code.google.com/archive/p/word2vec/
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– Morphological features
• Bag-of-words
• Part-of-speech (POS)
• Finer subcategory of POS

– Syntactic features
• If the POS of a target word is a noun, the verb that the target word

modifies is used.
• If the POS of a target word is a verb, the case element of (wo, objec-

tive) for the verb is used.
– Semantic feature

• Abstracted semantic class

Morphological features and a semantic feature were extracted from the sur-
rounding words (two words to the right and left) of the target word and the
target word itself. POS and the finer subcategory of POS could be obtained by
using a morphological analyzer. We used Mecab4 as a morphological analyzer,
the Word List by Semantic Principles [24] for the abstracted semantic class of
each word, and CaboCha5 as a syntactic parser.

5 Data

Three labeled data were used for the experiments: (1) the sub-corpus of white
papers in the Balanced Corpus of Contemporary Japanese (BCCWJ) [20] 6, (2)
the sub-corpus of documents from a Q&A site on the WWW in BCCWJ, and (3)
Real World Computing (RWC) text databases (newspaper articles) [13]. Domain
adaptation was conducted in six directions in accordance with different source
and target data. Word senses were annotated in these corpora in accordance
with a Japanese dictionary, i.e., the Iwanami Kokugo Jiten [25]. It has three
levels for sense IDs, and we used the middle-level sense in the experiments.
Multi-sense words that appeared equal to or more than 50 times in all the data
were selected as the target words in the experiment; 36 word types were used
in the experiments. Table 2 lists the minimum, maximum, and average number
of instances of each word type for each corpus. Table 3 summarizes the list of
target word types. “No. of senses” in the first column is the number of the senses
of each word type in the dictionary. For example, the word type
has two senses in the dictionary. Please note that there is no guarantee that all
the senses in the dictionary will appear in the corpora.

In addition, we used seven types of unlabeled data to generate the word
embeddings: (1) the sub-corpus of white papers in the BCCWJ, (2) the sub-
corpus of documents from a Q&A site on the WWW in the BCCWJ, (3) RWC
text databases, (4) large collections of white papers in BCCWJ, (5) large col-
lections of documents from a Q&A site on the WWW in the BCCWJ, (6) large

4 https://github.com/jordwest/mecab-docs-en.
5 http://sourceforge.net/projects/cabocha/.
6 SemEval-2010 Task: Japanese WSD [26] is included in this corpus.

https://github.com/jordwest/mecab-docs-en
http://sourceforge.net/projects/cabocha/
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Table 2. Minimum, maximum, and average number of instances of each word type for
each corpus

Genre Min Max Sum Avg

White papers 60 8,691 76,889 2,136

Q & A site 158 1,7387 112,320 3,120

Newspaper 92 1,046 9,959 277

Table 3. List of target words types

collections of the newspaper articles of the Mainichi Shimbun from 1991 to
2005 including RWC text databases, and (7) dumped Japanese Wikipedia data
(2015/10/02)7. (1) and (2) were obtained from original BCCWJ and (3) was
created from the labeled data, by deleting the labels. The second three, i.e., (4),
(5), and (6), are the larger corpora including the first three. Table 4 shows the
number of word types of the word embeddings and its ratio to that of Wikipedia
in accordance with each genre. The numbers in the table are different from the
number of the word types of each corpus because word2vec generated the mean-
ing representation vector if and only if a word appeared in the corpus equal to
or more than five times 8.

7 https://dumps.wikimedia.org/jawiki/.
8 The ratios of the numbers of tokens for corpora (1)–(5) are less than two percent to

that of Wikipedia respectively and the ratio of corpus (6) is about 46%.

https://dumps.wikimedia.org/jawiki/
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Table 4. Number of word types each genre and its ratio to that of Wikipedia

No Corpus No. of Word Types Ratio

(1) White papers 13,336 1.24%

(2) Q & A site 22,709 2.10%

(3) Newspaper 11,685 1.08%

(4) White papers Large 14,303 1.33%

(5) Q & A site Large 37,893 3.51%

(6) Newspaper Large 20,1421 18.67%

(7) Wikipedia 1,078,930 100.00%

Table 5 shows the corpora for word embeddings according to the source and
target corpora and the domains of corpus from which word embeddings were
generated. For example, (5) large collections of documents from a Q&A site on
the WWW in the BCCWJ was used for the domain adaptation from (1) the
sub-corpus of white papers in the BCCWJ to (2) the sub-corpus of documents
from a Q&A site on the WWW in the BCCWJ by Add Target Large. The
average accuracies over six directions (Table 6) and the average accuracies over
two directions according to the target corpora (Table 7) were evaluated in Sect. 6.

Table 5. Corpora for word embeddings according to source and target corpora and
domains of corpus from which word embeddings were generated

Source → Target (1) → (2) (1) → (3) (2) → (1) (2) → (3) (3) → (1) (3) → (2)

Add Target (2) (3) (1) (3) (1) (2)

Add Source (1) (1) (2) (2) (3) (3)

Add Wiki (7) (7) (7) (7) (7) (7)

Add Target and Source (1)+ (2) (1)+ (3) (1)+ (2) (2)+ (3) (1)+ (3) (2)+ (3)

Add Target and Wiki (2)+ (7) (3)+ (7) (1)+ (7) (3)+ (7) (1)+ (7) (2)+ (7)

Add Target Large (5) (6) (4) (6) (4) (5)

6 Results

Table 6 lists the micro- and macro-averaged accuracies of WSD for the whole data
set in accordance with the domains of corpus from which the word embeddings
were generated, and Table 7 summarizes the micro- and macro-averaged accura-
cies of WSD in accordance with the genre of the test corpora and the domains
of corpus from which the word embeddings were generated. Micro-average is
the average over word tokens, and macro-average is that over word types. We
tested Self, which is standard supervised learning with the whole target data
by five-fold cross validation, assuming that fully annotated data were obtained
and could be used for learning with word embedding features, MFS, which is
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the most frequent sense of the target corpus9, and Baseline features, which is
standard supervised learning without word embedding features, as references.

Self was an upper bound, and Baseline features were a baseline. The highest
accuracies except for Self and MFS have been written in bold for each corpus
in Tables 6 and 7. Plus and minus represent that the accuracy of the case is
higher or lower than that of Baseline features. The asterisk means the difference
between accuracies of each case and Baseline features is statistically significant
according to a chi-square test. The level of significance in the test was 0.05.

Table 6. Summary of accuracies

Method Macro Avg. Micro Avg.

Baseline features 77.90% 79.79%

Add Target 78.35%+ 79.92%+*

Add Source 73.48%− 75.98%−*

Add Wiki 78.60%+ 79.73%−
Add Target & Source 78.13%+ 79.77%−*

Add Target & Wiki 76.99%− 78.45%−*

Add Target Large 78.64%+ 80.02%+*

MFS 77.54% 82.05%

Self 89.88% 92.67%

Table 7. Average accuracies of WSD according to test corpora and domains of corpus
from which word embeddings were genarated

Target data Newspaper Q & A site White papers

Method Macro Micro Macro Micro Macro Micro

Baseline features 78.84% 78.15% 74.01% 76.59% 80.86% 84.70%

Add Target 78.79%− 78.17%+ 74.39%+ 77.18%+* 81.87%+ 84.16%−*

Add Source 73.13%− 78.21%+ 73.93%− 75.94%−* 73.38%− 72.86%−*

Add Wiki 79.19%+ 78.52%+ 74.45%+ 77.10%+* 82.15%+ 83.73%−*

Add Target & Source 78.49%− 77.86%− 73.97%− 77.07%+* 81.93%+ 83.96%−*

Add Target & Wiki 77.36%− 76.47%−* 73.66%− 76.28%−* 79.94%− 81.88%−*

Add Target Large 79.18%+ 78.69%+ 74.59%+ 77.30%+* 82.15%+ 84.17%−*

MFS 73.20% 72.64% 77.71% 78.47% 81.72% 88.51%

Self 84.31% 85.23% 90.58% 89.84% 94.74% 97.76%

7 Discussion

First, Table 6 demonstrates that macro-averaged accuracy increased but the
micro-averaged accuracy decreased when we used Add Wiki. Table 7 shows that
9 Note that we cannot know the most frequent sense in the target corpus without the

labeled target data and it is hard to beat [27].
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the reason for the decline is the micro-averaged accuracy of white papers. We
think this is because the senses in the corpus of white papers are very biased
as shown in Table 7 and for these cases the word embedding features cannot
improve the accuracy. Table 7 also shows that the best micro-averaged accuracy
in white papers is Baseline features, and none of our proposed method, i.e.,
domain adaptation, could beat it. We think the reason is the same here.

Next, Table 6 shows that the best case is Add Target Large in both micro-
and macro-averaged accuracies and the difference between the case and Baseline
features in micro-averaged accuracies is statistically significant. The same table
indicates that the second best case is Add Target in micro-averaged accuracy
and the difference between the case and Baseline features in micro-averaged
accuracies is also statistically significant. These results indicate that the word
embedding features are effective in the domain adaptation framework and we
should use the word embeddings obtained from the target corpus. In particular,
the ratios of the vocabulary size of the word embeddings in the target corpora
to that of Wikipedia are from one to three percent and those of the larger target
corpora are from one to 19 percent according to Table 4. This indicates that Add
Target or Add Target Large could improve the accuracies of WSD even though
the number of word types of word enbeddings are much smaller than that of
Wikipedia.

Table 6 shows the cases other than Add Target and Add Target Large could
not improve both micro- and macro-averaged accuracies; one of them decreased
in Add Wiki and Add Target & Source and both of them decreased in Add Source
and Add Target & Wiki. We think that the accuracies decreased when Add Source
is used because the sparseness of the meaning representations was not alleviated
much in the target data. As we used the semantic classification codes as the
meaning representations for the baseline features in our experiments unlike [31],
the sparseness might not be alleviated as much as in their experiments. We
think the second reason is that the meanings of the words in the source data
were different from those in the target data. In addition, according to Table 7,
all the accuracies of Add Target & Wiki are lower than those of Baseline features
although those of Add Target and Add Wiki were higher, except for the micro-
averaged accuracies in white papers, which indicates that the concatenation of
the two good feature sets cannot always provide good results.

Finally, we will discuss why the word embedding features obtained from
the target corpora are effective for domain adaptation. We think that the word
embedding features are effective for WSD tasks since the sparseness of the mean-
ing representations has been greatly alleviated through them. Our experiments
show that the results of Add Target Large are always better than those of Add
Target, which indicate that the word embeddings obtained from the larger cor-
pora did improve the performance of WSD when their domains were the same.
However, we cannot explain all the improvements of the results in a domain
adaptation framework only through the alleviation of the sparseness. Table 8
shows the ratios of the unknown words of each case. It shows the ratio of the
unknown words of Add Target (24.49%) and Add Target Large (7.88%) are greater
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than that of Add Wiki (2.31%) in the target data. This demonstrates that the
improvement in the results comes from not only the alleviation of the sparseness,
but also the domain of corpus from which the word embeddings were generated.
In particular, the experimental results show that the domain of the corpus to
generate the word embeddings affected the results more than the vocabulary size
of the word embeddings when we compared Add Target Large with Add Wiki.

Table 8. Ratio of unknown words

Method Ratio

Add Target 24.49%

Add Source 44.82%

Add Wiki 2.31%

Add Target & Source 19.45%

Add Target & Wiki 2.22%

Add Target Large 7.88%

8 Conclusion

We proposed using the word embedding features generated through word2vec
and showed their validity for domain adaptation in Japanese WSD tasks. We
investigated the performances of domain adaptation in WSD using various cases,
i.e., Add Target, Add Source, Add Wiki, Add Target & Source, Add Target &
Wiki, and Add Target, and examined the effects of the domains of the corpora
to generate the word embeddings. Our experiments demonstrated that the word
embeddings obtained from the target corpus improved the accuracies of WSD the
most. They also revealed that improvement in the results of domain adaptation
came from not only the alleviation of the sparseness, and showed that the domain
of the corpus to generate the word embeddings affected the results more than
the vocabulary size of the word embeddings.
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Abstract. One of the most basic functions of language is to refer to
objects in a shared scene. Modeling reference with continuous represen-
tations is challenging because it requires individuation, i.e., tracking and
distinguishing an arbitrary number of referents. We introduce a neural
network model that, given a definite description and a set of objects repre-
sented by natural images, points to the intended object if the expression
has a unique referent, or indicates a failure, if it does not. The model,
directly trained on reference acts, is competitive with a pipeline manu-
ally engineered to perform the same task, both when referents are purely
visual, and when they are characterized by a combination of visual and
linguistic properties.

1 Introduction

Humans use language to talk about the world, and one of its most basic functions
is to refer to objects [1]. This makes reference one of the fundamental devices to
ground linguistic symbols in extralinguistic reality [2].1 For successful reference,
the speaker must choose an expression allowing the hearer to pick the right
referent. For instance, assume that Adam and Barbara are in the context of
Fig. 1, and consider the dialogues in (1).

(1) Adam: Can you please give me. . .
a. . . . the mug?

Barbara: Sure.
b. . . . the pencil?

Barbara (searching): Ahem, I can’t see any pencil here. . .
c. . . . the book?

Barbara: Sorry, which one?

In dialogue (1-a), reference is successful. It fails in (1-b) and (1-c), but for dif-
ferent reasons: in (1-b), the word “pencil” does not apply to any object in the
1 We ignore the thorny philosophical issues of reference, such as its relationship to

reality. For an overview and references (no pun intended), see [3].
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Fig. 1. Example scene.

scene; in (1-c), the use of singular “the” implies that Adam refers to a unique
object, while the scene contains three matching objects. These examples show
how reference involves both characterization mechanisms that capture object
properties, mainly through the use of content words (e.g. “mug” vs. “pencil”),
and individuation mechanisms, prominently encoded in function words and mor-
phology (e.g., “the” vs. “some”, singular vs. plural), which allow us to track and
distinguish referents.

Existing computational approaches to meaning account for one of these
aspects at the expense of the other: Data-driven approaches, including distri-
butional semantic and neural network models, typically model the conceptual
level [4], accounting well for characterization, but not for individuation. The
converse holds for logics-based approaches [5].

In this paper, we propose a neural network model aimed at both aspects
of reference, and that can be trained directly on reference acts. Just like in
the typical reference scenario, the model works across modalities, looking for
the referent of a verbal expression in the visual world, or in a setting in which
entities are characterized by joint visual and linguistic information. The model,
Point-or-Protest (PoP), behaves like Barbara: It identifies (points to) the image
that corresponds to a given linguistic expression, or protests in case of reference
failure. While the model is generic and could be extended to other reference
types, our starting point in this paper is reference to (concrete) entities using
single-entity denoting noun phrases (as in (1)). This case clearly illustrates the
joint workings of characterization (reference requires recognizing the right sort
of entity in the scene) and individuation (reference succeeds only if there is
exactly one entity of the right kind: in (1), Barbara cannot simply recognize
the presence of some “pencil mass”, but she must check that there is only one
pencil to unambiguously refer to). We show, in two experiments, that PoP is
competitive with a state-of-the-art pipeline requiring specific heuristics.

2 Models

Point-or-Protest Point-or-Protest (PoP) is a feed-forward neural network learn-
ing from examples how to react to successful and failed reference acts.2 Given
2 For neural network design and training see, e.g., [6].
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Fig. 2. The point-or-protest (PoP) model. Network inputs are marked with
salmon-pink frames. Uppercase Latin letters represent linear transformations and low-
ercase Greek letters nonlinearities. ‖ stands for vector concatenation, the period rep-
resents dot products, Σ stands for summation across the values of a vector. Vectors
containing ellipses may have different dimensionality than the one depicted; among
such vectors, those with the same color belong to the same space (have the same num-
ber of dimensions). The intensity of a cell’s fill is informally meant to express the size
of the value it contains. (Color figure online)

a variable-length sequence of objects depicted in images (possibly coupled with
other information characterizing them, e.g., verbal attributes) and a natural lan-
guage query, PoP must either point to the object denoted by the query, returning
its index in the sequence, or protest if the query phrase is not an appropri-
ate referring expression. The PoP architecture builds an “entity array” whose
entries are vectors storing information about the objects in the scene, and uses
similarity-based reasoning about the vectors in the array and the query to decide
its response. We currently focus on singular definite article semantics, as in (1),
with failure if there is no possible referent (missing-referent anomaly) or if there
is more than one (multiple-referent anomaly). We discussed above the linguistic
appeal of this case. From a machine-learning perspective, one-entity individua-
tion requires a non-linear separation of the anomalous reference acts (0 or more
than 1) from the felicitous ones.

We use the diagram in Fig. 2 to introduce PoP. In this example, the input set
contains a harrier and two cups, with the corresponding linguistic query being
cup.3 PoP should thus raise the anomaly flag.

The linguistic query is first mapped to a dense space by using pre-compiled
cbow embeddings, whereas images are mapped to vector representations by pass-
ing them through a pre-trained convolutional neural network (cnn), and extract-
ing the activation patterns in one of the top layers of the network (see Sect. 4

3 We do not enter the determiner in the query, since it does not vary across data
points: our setup is equivalent to always having “the” in the input. The network
learns the intended semantics through training.
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for further details). If the input consists of objects with linguistic attributes, we
simply concatenate the corresponding cnn and cbow vectors to get their input
representation, and analogously we concatenate cbow vectors to represent multi-
word linguistic phrases. Conceptually, using cbow embeddings means that the
listener we model already possesses large amounts of unembodied knowledge
about word meaning, as gathered from linguistic co-occurrence patterns inde-
pendently of reference. This assumption is unrealistic, and we abandon it with
the TRPoP model described below.

PoP maps the input object representations in the sequence to an array of
entity vectors by applying a linear transformation. The corresponding mapping
matrix V is shared across objects, as the position of objects in the input sequence
is arbitrary, and PoP should not learn associations between objects and specific
sequence slots (e.g., from the Fig. 2 example, it should not learn to associate cups
with positions 2 and 3 in general). Each vector in the entity array corresponds
to one input object. In parallel, PoP maps the linguistic expression to a “query”
vector through a separate linear transformation L. The query vector lives in the
same space as the entity vectors to enable pairwise similarity computations. We
can thus interpret the matrices V and L as mapping input vectors into a shared
multimodal space, in which it is possible to probe visual (or mixed) entities with
linguistic queries. Next, the network takes the dot product of the query with each
entry in the entity array. The resulting vector (containing as many dimensions
as dot products, and thus objects) encodes the similarity profile of the query
with the entity vectors: the larger the value in dimension n, the more likely it is
that the n-th object in the input sequence is a good referent for the query.

PoP also needs to assess whether the reference act was felicitous. The cumu-
lative “similarity mass” across entity vectors should provide the network with
good evidence to reason about anomaly. For the specific aim of modeling sin-
gular reference, the network should discover that, when cumulative similarity is
too low or too high, the reference is not appropriate for the current sequence:
in the first case, because no object matches the query; in the second, because
there is more than one object that matches the query. More precisely, along the
“anomaly pathway” shown in grey in Fig. 2, we first pass the similarity vector
through a nonlinearity ψ to sharpen the contrasts, particularly zeroing out low
similarities. For example, a relu transformation might set all low similarities to
0, making it easier to detect anomalies: in Fig. 2, the whitening of the harrier
similarity cell is meant to suggest this process. We then sum across all values in
the resulting vector, obtaining a cumulative similarity score. We concatenate it
with the cardinality of the input sequence and feed them, via a linear transfor-
mation Ai, to a vector of “anomaly sensor” cells. Cardinality enables the model
to take the number of inputs into account when assessing the cumulative simi-
larity score: the same score that looks suspiciously high for two objects is bound
to be low for ten objects. More specifically, through cardinality the model can
compare the average similarity to arbitrary thresholds, and subsets of anomaly
sensor cells can learn different thresholds to pick up anomalies (the presence of
multiple anomaly sensor cells allows the model to pick up “non-linear” patterns,
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Fig. 3. Example sequences from the Object-Only dataset: Multi-referent anomaly (top)
and successful reference (bottom, correct image marked with blue dashed frame). (Color
figure online)

such as the one for single-entity reference we are addressing here). Their out-
put is linearly combined via matrix Ao into a single value. The latter is passed
through nonlinearity φ, that is bounding the anomaly score to approximate a
discrete yes/no response.

We finally concatenate the similarity profile with the cell containing the
anomaly score, and pass the resulting vector through a softmax nonlinearity (π).
The model output for an input sequence of n objects will thus contain a proba-
bility distribution over n+1 indices. We take the index with the maximum value
for this distribution as PoP’s response: if it is one of the first n indices, then PoP
“pointed” at the corresponding object, whereas if PoP assigned maximum prob-
ability to the n+1th cell, that means that it “protested”. In the figure diagram,
PoP has correctly raised the anomaly flag. We train PoP by backpropagating
the error of the log-likelihood cost function when comparing its output (either
the index of the correct object, or the anomaly flag) with the ground truth for
the training reference acts.

Pipeline. As a strong competitor, we implemented a method that performs our
task by manual pipelining of a set of separately trained/tuned components. The
Pipeline first induces a set of multimodal embeddings by optimizing similarities
between matched pairs of queries and objects, compared to random confounders.
It uses a max-margin cost function forcing query representations to be (much)
more similar to the objects they denote than to irrelevant ones. This has been
shown to produce excellent multimodal embeddings [7–9]. Once these embed-
dings have been separately trained, the model computes similarities between the
query and each of the objects in each referential act in our test sets, picking
the object with largest similarity as candidate object to point at. Then, two
separately-tuned heuristics are used to catch anomalous acts: Missing reference
is predicted if no query-object similarity is above an (optimized) threshold. Mul-
tiple reference is guessed if the difference between the two largest similarities is
below another optimized threshold.

Convolutional Neural Network. Since PoP uses input image embeddings based on
a pre-trained convolutional neural network (CNN), we also test a model matching
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the categorical labels produced by the same CNN for the input images against
the query. For the example of Fig. 2, it would pass each of the images through
the full CNN, obtaining 3 labels. We take a lax approach to label matching, in
which the model scores a hit even when, e.g., the gold label is a substring of
the model-predicted one. Anomaly detection is straightforward (although again
implemented ad hoc): CNN deems a reference act anomalous if no produced
label matches the query, or if more than one does. Thus, the CNN would be
successful if it predicted a synonym of cup for both image 2 and 3.

Tabula Rasa PoP. Through the cbow vectors, PoP can rely on pre-acquired text-
induced word similarity knowledge. The assumption that word meanings are first
learned separately, purely from language statistics, and then fine-tuned in the
referential setup, is unrealistic. Ideally, we would want a model that learns word
representations in parallel from reference acts and language statistics. For the
time being, we consider instead the other extreme, where word representations
are entirely induced from the reference acts during training. The “Tabula Rasa”
PoP model (TRPoP) is identical to the one in Figure 2, except that input query
representations (and attributes in the Object+Attribute setup explained below)
are one-hot vectors. This model will thus induce distributed representations from
scratch when estimating the weights of matrices L and V. Such representations
will then depend entirely on the role of words as queries or attributes in the
referential acts we model.

3 Data

We test our model in two experiments, for each of which we have automatically
created a large-scale dataset. Both datasets contain 40,000 sequences for training,
5,000 for validation and 10,000 for testing, each with 15% missing-referent and
15% multi-referent anomalies. The sequences are of varying length, from 2 to 5
candidate referents. Appendices A and B contain the algorithms used to generate
the dataset. Appendix C reports detailed statistics.

Object-Only Experiment. Our first experiment represents a base case of refer-
ence, namely matching noun phrases consisting of single nouns with visually
represented entities. Figure 3 shows two examples. The objects and images are
sampled uniformly at random from a set of 2,000 objects and 50 ImageNet4

images per object, itself sampled from a larger dataset used in [10]. As the
examples show, we use natural objects and images, which makes the task very
challenging (even humans might wonder which image in the second row depicts
a darling). We generate data with an algorithm sampling sets of sequences with
uniform distributions over sequence lengths (2 to 5) and indices of the queried
object within a sequence.

Object+Attribute Experiment. Our second experiment, illustrated in Fig. 4, goes
one step further in testing the model’s individuation capabilities. In the scene

4 http://imagenet.stanford.edu/.

http://imagenet.stanford.edu/
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Fig. 4. Short Object+Attribute example sequences: successful reference (top) and
missing-referent anomaly (bottom).

from Sect. 1, imagine that Adam points to the book on top and says “I rec-
ommend this book”. This linguistically conveyed information will be associated
to Barbara’s representation of the entity, together with its visual features. Cru-
cially, it can be used to identify the first book if later on Adam asks her “Can
you bring the book I recommended?”. We test this situation in a simplified form.
Each referent is associated with both an image and a linguistically-expressed
attribute, more specifically a verb (the only word class from which we could
sample a sufficient number of attributes with the characteristics outlined below).
The query and the sequence items are all pairs like spend:bill, where we interpret
the attribute analogously to an object relative clause, that is, a bill that is being
spent (we ignore tense for simplicity).

We restrict the attributes under consideration for each object to the 500
highest-associated syntactic neighbors of the object according to the DM
resource [11], such that the attributes be compatible with the objects (to exclude
nonsensical combinations such as repair:dog). Of these, we retain only verbs
taking the target item as direct object, in line with the “relative clause” inter-
pretation sketched above. Moreover, we focus on (relatively) abstract verbs, for
two reasons. First, a concrete verb is more likely than an abstract one to have
strong visual correlates that do not match what is actually depicted in an image
(cf. groom:dog vs. like:dog). Second, successful reference routinely mixes concrete
and abstract cues (e.g., a noun referring to a concrete object combined with a
modifier recording an event associated to it: the book I lent you), and we are
interested in simulating this scenario. We thus filter verbs through the concrete-
ness norms of [12], retaining only those with a concreteness score of at most 2.5
(on a 1–5 scale).



216 M. Baroni et al.

The object-attribute structure of the stimuli in this experiment also enables
us to introduce challenging confounders into the sequences – namely, pairs that
share either the attribute or the object with the query. For each sequence, we
start by picking an attribute-object query. Given the query, we generate two more
compatible attributes for the query object, and alternative objects compatible
to these attributes as well as the initial attribute. Starting from all attribute-
object combinations, we randomly drop as many as necessary to obtain the final
sequences of 2 to 5 items. A consequence of this design is that the objects within
sequences tend to be somewhat related since they share compatible attributes,
and vice versa. The first sequence in Fig. 4 illustrates the effect: For the query
object bartender, we generate the confounder object soldier, connected through
the attributes instruct and inform. The full sequence also includes the confounder
object emperor, not shown in the figure.

4 Experiments

Method. PoP and Pipeline’s input word representations are 400-dimensional cbow
embeddings from [13], trained on about 2.8 billion tokens of unannotated text.
These models, as well as TRPoP, use 4096-dimensional vectors as input visual
representations, which are produced by passing images through the pre-trained
VGG 19-layer CNN of [14] (trained on the ILSVRC-2012 data), and extract-
ing the corresponding activations on the topmost fully connected layer.5 The
same pre-trained network was used to generate the labels of our CNN com-
petitor model. The parameters of PoP/TRPoP and of the Pipeline max-margin
embeddings are estimated by online stochastic gradient descent on the train-
ing portions of the two datasets. For Pipeline, we extract all possible pairs of

Table 1. Results. Figure of merit is percentage accuracy. See text for details.

Exp 1: Object Only Exp 2: Object+Attribute

Total Pointing MissRef MultRef Total Pointing MissRef MultRef

PoP 66 71 57 51 69 77 57 46

TRPoP 65 70 58 44 62 70 38 48

Pipeline 67 75 51 45 65 74 37 55

CNN 35 9 100 94 - - - -

Random 17 17 17 17 17 17 17 17

Majority 30 0 100 100 30 0 100 100

Probability 22 18 30 30 22 18 30 30

AttrRandom - - - - 47 64 16 0

ImgShuffle - - - - 50 58 31 32

5 We use the MatConvNet toolkit, http://www.vlfeat.org/matconvnet/.

http://www.vlfeat.org/matconvnet/
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positive and negative query-object tuples from each reference act in the rele-
vant training data. Details on model hyperparameter tuning are in appendix D.
We consider three baselines for both experiments. Random assigns all labels
randomly. Majority assigns the most frequent output label, namely anomaly,
accounting for 30% of the sequences (the non-anomalous labels are distributed
among predicted indices). Probability randomly assigns labels based on their
relative frequency in the training data.

Experiment 1: Object-Only Results are reported on the left-hand side of Table 1.
Besides overall accuracy (Total), we show accuracy itemized by successful refer-
ence acts (Pointing), missing-referent (MissRef ) and multiple-referent anomalies
(MultRef ).

(TR)PoP and Pipeline are clearly above the baselines (Majority and Probabil-
ity reach deceptively high anomaly-detection scores by over-raising the anomaly
flag, at the cost of pointing performance). PoP’s absolute performance is close
to that of the manually-crafted Pipeline. By jointly learning to point and han-
dling anomalies in reference acts, PoP loses some performance in pointing, but
in exchange it does better on anomaly detection. As could be expected, MissRef
is more difficult than MultRef for all three models. Interestingly, TRPoP, which
does not rely on pre-trained word embeddings, performs comparably to PoP
(but it requires more than twice as many epochs to converge, see supplementary
materials). This suggests that useful representations of word meaning can be
learned solely from examples of successful and failed reference acts.

CNN performance is barely above baseline, and, like Majority and Probabil-
ity, it trivially reaches high performance on anomaly cases because it raises the
anomaly flag whenever it fails to produce the name of the target object (and it
rarely produces the right label). For instance, in the first example in Fig. 3, CNN
can get a hit as long as it doesn’t produce “cup”. As for its extremely low point-
ing performance, note that CNN, unlike PoP, cannot make reasonable pointing
guesses for objects it did not see during training. The large performance asym-
metry between these two models sharing the same visual processing network
shows that PoP generalizes well beyond the knowledge it inherited from this
pre-trained network. Importantly, PoP reasons about similarity in multimodal
space, rather than assigning hard labels. For example, the CNN, when presented
with an image associated to the out-of-training query academician, tags it as
academic gown – not unreasonably but incorrectly. PoP points to the correct
slot because its multimodal academician query vector is most similar to the cor-
rect entity vector than to the other candidates, with no need to perform explicit
label matching. Intriguingly, even when considering the subset of test data that
CNN is trained on, we still observe an asymmetry: CNN reaches 58% accuracy,
while PoP’s performance is at 67%. This suggests that reference-based training
has fine-tuned better representations also for the objects the CNN was explicitly
trained for.

Experiment 2: Object+Attribute Results are shown on the right side of Table 1.
CNN is not tested here, as it does not handle attributes. PoP’s results are slightly
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higher than in the previous experiment, while those of TRPoP and Pipeline are
slightly lower, such that now PoP is clearly above them. The three models are
exploiting both visual and verbal information, as shown by their comparison
to two additional baselines, shown at the bottom of the table. AttrRandom
randomly picks one of the objects that shares the attribute with the query, if
any, and raises the anomaly flag otherwise. This baseline has, by construction, 0%
accuracy on MultRef anomalies, and it performs at random in MissRef detection.
However, even in the pointing case, its performance is still well below that of the
models. ImgShuffle is a variant of PoP trained after shuffling image vectors, so
that each image ID is (consistently) associated with the CNN representation of
another image (mostly depicting objects that do not match the image label). The
only reliable signal that this baseline can then exploit is attribute information.
Again, its performance is clearly below that of the models.

As for anomaly handling, while PoP still finds MissRef easier than MultRef,
this time TRPoP and Pipeline actually perform worse on MissRef. Compar-
ing the MissRef cases in which the models failed to raise the anomaly flag, we
observe that Pipeline and TRPoP wrongly pointed to an entity sharing the query
attribute much more often than PoP (943 and 883 vs. 629). They are thus over-
relying on matching attributes, assigning too high a similarity to pairs that are
simply sharing the verbal attribute. This also explains their higher performance
on MultRef: Attribute sharing makes both repeated referents very similar to the
query, triggering the relevant heuristic. Thus, PoP seems better at integrating
verbal and visual cues than them. Compared to TRPoP, PoP has an important
prior in the semantics encoded in its pre-trained word embeddings, which helps
it discover systematic relations between words and objects while keeping the
attribute information apart from that of the head noun. Compared to Pipeline,
by jointly learning to point and to spot anomalies, it might be able to attain a
better balance between visual and verbal information.

To conclude, our model PoP and its variant TRPoP can learn to refer directly
from examples. While PoP is not clearly superior to Pipeline, it has a funda-
mental advantage: It learns to refer in one integrated architecture. Pipeline (as
well as CNN) learns to characterize objects (e.g., to recognize cups as referents
for “cup”), but uses an ad hoc strategy, needing a manually coded heuristic,
to simulate individuating capabilities (distinguishing cases where there are sev-
eral or no cups). As soon as the referential setup gets more complex, as in the
Object+Attribute experiment in which visual and verbal information need to be
combined, the heuristics break down.

5 Related Work

Modeling. The PoP model “reasons” about the similarity between a query and a
set of candidates in vector space, akin to soft attention mechanisms in recent neu-
ral network architectures [15,16]. While attention is standardly used to retrieve
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auxiliary information when producing an output, we directly expose the simi-
larity vector as (part of the) output, in order to obtain a model that learns to
point robustly across input sequence orders and lengths. The idea of exposing an
attention mechanism functioning as a pointer over the input has recently been
employed by [17] in the context of sequence-to-sequence RNNs. PoP’s entity
array emulates traditional memory locations within a fully differentiable archi-
tecture. This is akin to the memory vectors of the recently proposed Memory
Networks framework [18,19]. However, the Memory Networks array has fixed
size, whereas our entity array adapts to input object cardinality.

Multimodal Reference Resolution. Our task is a special case of reference resolu-
tion. Various studies in this area have proposed multimodal approaches jointly
handling vision and language, e.g., [20–23]. These papers focus on aspects of the
resolution process we are not currently addressing, such as full compositionality
or gesture, but they work with very limited perceptual input, such as simple
shapes and colours. Probably the most relevant study in this area is the one by
[24]. They consider visual scenes with more objects than our sequences, but more
limited in nature (tables with 36 puzzle pieces). They handle spatial relations and
flexible compositionality. However, they must train a separate classifier for each
word in their set, which means that their method can’t process unseen words, and
would probably perform badly for words that are not observed frequently enough
during training. Moreover, they do not present an integrated architecture for the
whole resolution process, as we do, but separate components that are manually
combined. Crucially, they assume referring expressions are always felicitous. We
are not aware of prior work that, like our Object+Attribute setup, considers ref-
erents disambiguated by a mixture of perceptual and verbally-expressed abstract
properties.

Referring Expression Generation and Other related Work. The task of referring
expression generation [25] has recently received new impulses from the study of
multimodal language/vision scenarios. The task is converse to ours: given a scene,
generate the optimal linguistic expression to pick out a given referent. The focus
is generally on considerably more complex (but artificial or heavily controlled)
scenes than our sequences, and correspondingly on linguistically more complex
referring expressions. Some recent efforts collect and analyze large corpora of
referring expressions for multimodal tasks [26,27]. A method to generate unam-
biguous referring expressions for objects in natural images has been recently
proposed by [28]. Our task is more distantly related to visual question answer-
ing [29–31], in the sense that we model one specific type of question that could
easily be asked about an image. Even more generally, our approach fits into the
multimodal distributional semantics paradigm. See [32] for a discussion of how
the problem of reference is addressed in that line of work. There is of course a
large body of work on modeling reference with symbolic/logical methods [33],
that provides the framework for our problem, but is not directly relevant to our
empirical aims. Our task can finally also be seen as a special case of the much
broader problem of content-based image retrieval [34].
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A Data Creation for the Object-Only Dataset
(Experiment 1)

The process to generate a object sequence is shown in Algorithm 1. We start
with an empty sequence and sample the length of the sequence uniformly at
random from the permitted sequence lengths (l. 2). We fill the sequence with
objects and images sampled uniformly at random (l. 4/5). We assume, without
loss of generality, that the the object that we will query for, q, is the first one
(l. 6). Then we sample whether the current sequence should be an anomaly (l. 7).
If it should be a missing-anomaly (i.e., no matches for the query), we overwrite
the target object and image with a new random draw from the pool (l. 9/10).
If we decide to turn it into a multiple-anomaly (i.e., with multiple matches for
the query), we randomly select another position in the sequence and overwrite
it with the query object and a new image (l. 12/13). Finally, we shuffle the
sequence so that the query is assigned a random position (l. 14).

Algorithm 1. Creation of Object-Only dataset
Input: Sequence length interval [i ≥ 2, j]; Set of objects O = {o1, . . . , on} and sets

of associated images I(o) for each object o; probability of missing-anomalies P0;
probability of multiple-anomalies Pm.

Output: 〈 object query q, object-image sequence S〉
1: S ← []
2: l ∼ U (i, j)
3: for k = 1 to l do
4: o ∼ O, i ∼ I(o)
5: S[k] = 〈o, i〉
6: q ← S[1]
7: r0 ∼ Bern(p0), rm ∼ Bern(p0 + pm)
8: if r0 then
9: o′ ∼ O, i′ ∼ I(o) so that o′ �= q

10: S[0] ← 〈o, i〉
11: else if rm then
12: i ∼ U (1, l)
13: S[i] ← 〈o, i′〉 where S[1] = 〈o, i〉, i′ ∼ I(o)

14: shuffle(S)
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B Data Creation for the Object+Attribute Dataset
(Experiment 2)

Figure 5 shows the intuition for sampling the Object+Attribute dataset. Arrows
indicate compatibility constraints in sampling. We start from the query pair
(object 1 – attribute 1). Then we sample two more attributes that are both com-
patible with object 1. Finally, we sample two more objects that are compatible
both with the original attribute 1 and one of the two attributes.

Algorithm 2 defines the sampling procedure formally. We sample the first
triple randomly (l. 2). Then we sample two two compatible attributes for this
object (l. 3), and one more object for each attribute (l. 4). This yields a set of
six confounders (l. 5–10). After sampling the length of the final sequence l (l.
11), we build the sequence from the first triple and l − 1 confounders (l. 12–13),
with the first triple as query (l. 14). The treatment of the anomalies is exactly
as before.

Fig. 5. Sampling intuition for Object+Attribute

Table 2. Statistics on Object-Only and Object+Attribute datasets. O: object, A:
attribute, I: image.

Train set avg. frequency Test set avg. frequency Unseen in test set (%)

O O+I O+A O+A+I O O+I O+A O+A+I O O+I O+A O+A+I

Object-Only 90.0 2.0 – – 22.5 1.2 – – 0.0 23.1 – –

Object+Attribute 90.9 2.2 8.2 1.1 23.1 1.3 2.7 1.0 0.0 20.2 0.9 82.9

C Statistics on the Datasets

Table 2 shows statistics on the dataset. The first line covers the Object-Only
dataset. Objects occur on average 90 times in the train portion of Object-Only,
specific images only twice; the numbers for the test set are commensurately lower.
While all objects in the test set are seen during training, 23% of the images are
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Algorithm 2. Creation of Object+Attribute dataset
Input: Sequence length interval [i ≥ 2, j]; Set of objects O = {o1, . . . , on}, sets of

associated images I(o) and associated abstract attributes A(o) for each object o;
probability of missing-anomalies P0; probability of

multiple-anomalies Pm.
Output: 〈object-attribute query q, object-image-attribute sequence S〉
1: S ← [], Sc ← []
2: o1 ∼ O, a1 ∼ A(o1), i1 ∼ I(o1)
3: a2, a3 ∼ A(o1) so that a1 �= a2 �= a3

4: o2 ∼ A−1(m2), o3 ∼ A−1(m3)
5: Sc[1] ← 〈a2, o1, i ∼ I(o1)〉
6: Sc[2] ← 〈a1, o2, i ∼ I(o2)〉
7: Sc[3] ← 〈a2, o2, i ∼ I(o2)〉
8: Sc[4] ← 〈a3, o1, i ∼ I(o1)〉
9: Sc[5] ← 〈a1, o3, i ∼ I(o3)〉

10: Sc[6] ← 〈a3, o3, i ∼ I(o3)〉
11: l ∼ U (i, j)
12: S[1] ← 〈o1, a2, i1〉
13: S[2..l] ← sample candidates from Sc w.o. replacement
14: q ← S[1]
15: r0 ∼ Bern(p0), rm ∼ Bern(p0 + pm)
16: if r0 then
17: o′ ∼ O, a′ ∼ A(o), i′ ∼ I(o) so that 〈o′, a′〉 �= q
18: S[0] ← 〈a′, o′, i〉
19: else if rm then
20: i ∼ U (1, l)
21: S[i] ← 〈a, o, i′〉 where S[1] = 〈a, o, i〉, i′ ∼ I(o)

22: shuffle(S)

not. Due to the creation by random sampling, a minimal number of sequences is
repeated (5 sequences occur twice in the training set, 1 four times) and shared
between training and validation set (1 sequence). All other sequences occur just
once.

The second line covers the Object+Attribute dataset. The average frequen-
cies for objects and object images mirror those in Object-Only quite closely. The
new columns on object-attribute (O+A) and object-attribute-image (O+A+I)
combinations show that object-attribute combinations occur relatively infre-
quently (each object is paired with many attributes) but that the combination is
considerably restricted (almost no combinations are new in the test set). The full
entity representations (object-attribute-image triples), however, are very infre-
quent (average frequency just above 1), and more than 80% of these are unseen
in the test set. A single sequence occurs twice in the test set, all others once; one
sequence is shared between train and test.
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D Hyperparameter Tuning

We tuned the following hyperparameters on the Object-Only validation set
and re-used them for Object+Attribute without further tuning (except for the
Pipeline heuristics’ thresholds). Chosen values are given in parentheses.

– PoP: multimodal embedding size (300), anomaly sensor size (100), nonlinear-
ities ψ (relu) and φ (sigmoid), learning rate (0.09), epoch count (14).

– TRPoP: same settings, except epoch count (36).
– Pipeline: multimodal embedding size (300), margin size (0.5), learning

rate (0.09), maximum similarity threshold (0.1 for Object-Only, 0.4 for
Object+Attribute), top-two similarity difference threshold (0.05 and 0.07).

Momentum was set to 0.09, learning rate decay to 1E-4 for all models, based on
informal preliminary experimentation.
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Abstract. Clustering step in the mention-pair paradigm for corefer-
ence resolution, forms the chain of coreferent mentions from the men-
tion pairs classified as coreferent. Clustering methods including best-
first clustering considers each antecedent candidate individually, while
selecting the antecedent for an anaphoric mention. Here we introduce
an easy-to-implement modification to best-first clustering to improve
coreference resolution on Indian classical music forums. This method
considers the relation between the candidate antecedents along with the
relation between the anaphoric mention and the candidate antecedent.
We observe a modest but statistically significant improvement over the
best-first clustering for this dataset.

Keywords: Coreference resolution · Information extraction
Indian classical music

1 Introduction

Coreference resolution is the task of finding mentions in a discourse referring to
the same entity and grouping them into a set [1]. The motivation behind improv-
ing coreference resolution on Indian classical music forums is to be improve
relation extraction from these forums, thus contributing to meta information
in knowledge base for Indian classical music. Many of the forums and blogs
on Indian classical music are rich source of information. Rasikas.org [2] forum
considered for this study, has discussions in English on different topics in Car-
natic music (sub-genre of Indian classical music). Considering the relevance of
extractable information from this forum to the knowledge base for Indian clas-
sical music, coreference resolution is vital in improving extraction of relations.

The coreference resolution approach described in this paper is based on
mention-pair model [3,4], where the classification of mention pairs is followed
by clustering to form chain of coreferent mentions. The classification approach
is hybrid with a rule-based sieve and machine learning based classifier. Pair wise
classification decisions are utilized for partitioning coreferent mentions in cluster-
ing [5]. There are a few existing approaches for clustering. To find the antecedent
c© Springer Nature Switzerland AG 2018
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of an anaphoric mention, best-first clustering considers all the mention pairs clas-
sified as coreferent with the anaphoric mention. The best mention pair is picked
to find the right antecedent, based on the classification confidence associated
with the mention pair [4,6]. The closest-first approach selects the closest preced-
ing coreferent mention in the discourse as the antecedent [7]. Aggressive-merge
approach selects all coreferent mentions to the anaphoric mention and make it
part of the same coreferent chain [3]. Our method introduces an improvement
over best-first clustering.

In the mention-pair model, mention pairs are formed between an anaphoric
mention (mana) and candidate antecedent mentions which precede the anaphoric
mention in the discourse. Mention pair classification classifies these mention pairs
as coreferent or not. From the coreferent mention pairs involving the anaphoric
mention, best-first clustering selects the antecedent (mant) from the mention
pair having the highest classification confidence score associated with it. The
probability estimate of mention-pair classification serves for the confidence score.

mant = argmax
mc∈candidate antecedents

P ((mc,mana)) (1)

where P ((mc,mana)) denotes the classification probability estimate associated
with the mention pair (mc,mana). The modification to best-first clustering pro-
posed in this paper, modifies the confidence score associated with a mention pair
(mc,mana), based on the cues obtained from other candidate antecedents in sup-
port to this coreferent decision. Other candidate antecedents which support the
coreferent relation of this mention pair are called support mentions.

2 Improved Best-First Clustering

This method is motivated by the fact that when an anaphoric mention is found
coreferent with multiple candidate antecedents, the candidate mentions which
are coreferent to each other are more likely to be the antecedent, compared to
another mention which has no coreferent relation with other candidates. Consider
this sample forum post with mentions in bold.

Snehapriya is the topic of this thread. Has this forum discussed rAga snE-
hapriya. There is one composition in this raga AFAIK, kamalabhava san-
nuta by citraveeNa ravikiraN. Is this raga known by another name vaiSh-
Navi?

Figure 1 shows the anaphoric mention this raga in this text (last sentence)
and the candidate antecedents classified as coreferent with it during mention
pair classification step (dotted line→coreference relation, bold line→strong coref-
erence relation). The strong coreference relation between the candidates Sne-
hapriya and raga snehapriya makes them better candidates over others. Here
for the candidate Snehapriya, mention raga snehapriya is a support mention,
making it a highly probable antecedent to this raga. While clustering, a candi-
date antecedent having a coreferent relation with other candidate antecedents of
an anaphoric mention makes it a better candidate. This is the basement of the
proposed modification to best-first clustering.
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While best-first clustering depends solely on probability estimate associated
with mention pair classification to determine confidence score, we propose to
look for a method which finds the support for a candidate antecedent from other
candidate antecedents and utilize this for computing confidence score along with
probability estimate. Candidate antecedent having support from other candidate
antecedents has better chances of getting accepted as the antecedent of the
anaphoric mention (like Snehapriya in the example). The mention pair involving
the candidate antecedent and support mention (another candidate antecedent)
is termed as support mention pair. A mention is considered for support only if
the classification confidence between the mention and the candidate antecedent
is greater than the defined threshold (conf thresh). For raga snehapriya to
be a support to Snehapriya while resolving the antecedent for this raga, the
classification confidence of the pair (Snehapriya, raga snehapriya) has to be
greater than conf thresh.

As mentioned our mention pair classification follows a hybrid approach com-
bining a rule-based approach with a machine learning based approach. The rule-
based sieve classifies mention pairs which can be easily classified with a set of
defined rules like coreference due to lexical similarity. Rest of the mention-pairs
depends on machine learning based classification. Rule-based classifications are
done with a higher confidence and a high confidence value (1) is attached to
these classifications as probability estimate value. Such mention pairs play a
crucial role in this approach, as support decision is dependent on the classifica-
tion confidence between the candidate antecedent and the support mention. In
the example, the mention pair (Snehapriya, raga snehapriya) is classified by the
rule-based sieve with a probability estimate value 1, making it a strong support
mention pair for this case.

Fig. 1. An example scenario of antecedent selection taken from a forum post

This clustering method identifies all such support mentions for a candidate
antecedent and computes the support score (refer Algorithm 1). The new con-
fidence score (non-probabilistic value) associated with a mention pair, combines
the classification confidence (probability estimate) and the support score. This
is computed as the linear combination of classification probability estimate and
the support score associated with this mention-pair (refer Eq. 2). This confidence



228 J. C. Ross and P. Bhattacharyya

score replaces the probability estimate in Eq. 1 to find the best antecedent for
an anaphoric mention.

Algorithm 1. Compute coreferent support score
Require: mention pair for which support score has to be computed((mant,mana)),

coreferent mention pairs from the document(all mpairs), confident mention pair
threshold(conf thresh)

Ensure: Support score(supp)
1: supp ← 0
2: confident mpairs ← mention pairs in all mpairs classified coreferent with prob.

est. > conf thresh
3: for all (mi,mj) in all mpairs do
4: if (mj == mana) AND (((mi,mant) ∈ confident mpairs OR (mant,mi) ∈

confident mpairs ) then
5: supp ← supp + P ((mi,mant))

2.1 Algorithm

Algorithm 1 describes the method to compute the support score for a candidate
antecedent given an anaphoric mention (mana). The support score (supp) is
computed for all candidate antecedents of this anaphoric mention. The method
takes the mention pair involving a candidate antecedent (ex. (Snehapriya, this
raga)) and all the coreferent mention pairs in the document as input. Mention
pairs with a probability estimate greater than pre-defined threshold are con-
sidered for identifying the support (step 2). Step 4 defines the condition to be
satisfied for a coreferent mention pair to be considered as a support mention
pair for the candidate antecedent (ex. Snehapriya). The condition says that, the
second mention of the pair must be mana. The latter part of the condition (after
first AND) makes sure that mi is coreferent with mant with classification prob-
ability estimate greater than the defined threshold (conf thresh), by checking
if this pair belongs to confident mpairs. Support score (supp) is the sum of
the classification probability estimate associated with all such support mention
pairs (P ((mi,mant)) or P ((mant,mi))). In the example, taking the candidate
antecedent as Snehapriya, the former part of the condition assures the identified
support mention is coreferent with this raga. raga snehapriya is one candidate
that satisfies this. All the other 3 mentions shown in Fig. 1 also satisfy this. Latter
part checks whether raga snehapriya has a coreferent relation (> conf thresh)
with the candidate antecedent Snehapriya. This is satisfied for this instance;
hence raga snehapriya is a support mention to candidate antecedent Snehapriya
for the anaphoric mention this raga.

The confidence score is now computed using

confidence score = λPe + (1 − λ)supp, λ ∈ (0, 1) (2)
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where Pe is the probability estimate associated with the mention pair classifica-
tion and supp is the support score associated with the mention-pair. λ decides
the weightage of Pe in the confidence score.

2.2 Dynamic λ

The confidence score computation is modified to have different λ values depend-
ing on the mention pair instance. This is based on the assumption, λ is directly
proportional to the classification confidence associated with the mention pair.
The method in Eq. 3 takes the probability estimate value associated with the
mention pair classification as its classification confidence.

λ = kPe, k ∈ (0, 1) (3)

where k is a constant. An alternate method is devised to decide classification
confidence. Here classification confidence is computed using n different classifiers
on the test data. Training data is partitioned to train these n classifiers. Testing
is done on the actual test data and the variance of the classification result on a
test mention pair instance is considered as its confidence of classification. Intu-
itively, higher variance should adversely affect classification confidence, hence λ
is computed as

λ =
1

1 + clsf var
(4)

where clsf var is the variance of classification results from n classifiers. To main-
tain λ between 0 and 1, 1 is added to clsf var in the denominator.

3 Dataset: Rasikas.org

The coreference annotated dataset contains forum posts from Rasikas.org. This
is a prominent discussion forum for Carnatic music, which is the classical music
of south India. The main topics of discussion in the forum includes raga [8], tala
(rhythm), vidwans & vidushis (musicians), vaggeyakaras (composers), kutcheri
(concert) reviews & recordings, album reviews, etc. Table 1 shows the details of
this dataset. This forum is a rich source of information and listeners’ opinions
in the mentioned topics.

Table 1. Details of annotated posts.

Forum #Posts #Sent. #Mentions

Raga & Alapana 300 2093 3630

Vidwans & Vidushis 587 3045 10884

Vaggeyakaras 325 2339 4421



230 J. C. Ross and P. Bhattacharyya

Each forum post is a short discourse text comprising 4–5 sentences on an
average. The content comprises mixture of written and spoken discourse reflect-
ing the orality of online communication styles. This is attributed also with a few
grammatical errors, less structuring and spelling discrepancies especially with
the named entities.

Table 2. Results with different classifiers (P, R, F)→ (Precision, R:Recall, F:F-
measure), CoNLL:CoNLL Score. CoNLL score of significant improvements are in bold.

Experiments MUC B3 CEAFe CoNLL

P R F P R F P R F

Neural Net BF 55.45 62.35 58.38 54.84 65.36 59.44 50.62 60.75 54.88 57.56

supp-BF 55.67 62.81 58.70 54.92 65.91 59.70 50.75 60.76 54.96 57.79

supp-BF-1 55.78 62.71 58.72 55.00 65.86 59.74 50.74 60.90 55.02 57.83

supp-BF-2 55.54 62.71 58.57 54.89 65.71 59.61 50.71 60.71 54.93 57.70

SVM (RBF) BF 48.42 64.96 55.28 49.66 66.02 56.56 54.83 57.09 55.45 55.76

supp-BF 48.93 65.57 55.84 49.77 67.01 57.00 55.01 57.29 55.64 56.16

supp-BF-1 48.92 65.56 55.83 49.76 67.00 57.00 55.01 57.29 55.64 56.16

supp-BF-2 48.77 65.35 55.65 49.73 66.73 56.88 54.99 57.25 55.61 56.05

4 Experiments and Results

Our system follows the mention-pair model with a machine learning approach.
Conventional features and the features which are found to be more important
for this domain are employed [9]. We employ k-fold (5 folds) cross-validation to
make the maximum utilization of available annotated dataset. The consistency
of the methods is validated across 2 different classifiers, viz., Multi-layered Feed-
Forward Neural Network (Neural Net) and Support Vector Machine (SVM).
Effectively, validation of the system is done with predicted mentions. Results
are reported with MUC [10], B3 [11] and CEAFe [12] metrics. The average of
F-measures from all these metrics is taken as CoNLL Score.

Table 2 compares the accuracy between the modifications to best-first cluster-
ing method on predicted mentions. ‘BF’ shows the result with best-first cluster-
ing with no modification, ‘supp-BF ’ with the proposed modification, ‘supp-BF-1 ’
and ‘supp-BF-2 ’ with the dynamic λ variations of our method. The results are
reported with the best performing values for the parameters; supp-BF: λ = 0.5
conf thresh = 0.9 supp-BF-1: k: 0.5 conf thresh: 0.8 supp-BF-2: n classifiers
= 9 conf thresh: 0.8. Parameter tuning is done taking neural network as the
mention-pair classifier with the development set.

With the two classifiers, experiment supp-BF produces a noticeable improve-
ment in accuracy compared to best-first clustering. Figure 2 shows the reduction
in recall errors for nominal and pronoun anaphora types in supp-BF compared
to BF. As mention-pairs involving proper noun (NAM) anaphoric mentions are
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handled by the rule-based sieve with higher classification confidence, there is no
improvement with supp-BF on this anaphora type. The improvement in accuracy
of supp-BF-1 over supp-BF is very small. supp-BF-2 produces no improvement
in accuracy compared to supp-BF and supp-BF-1, but better compared to the
baseline best-first.

Fig. 2. Anaphora type wise comparison of errors between BF and supp-BF (Produced
by Cort error analyzer [13])

The significance of the accuracy improvement is tested with a paired-t test
on CoNLL scores [14]. For this, the test set is divided into 20 sub-samples and
CoNLL score is computed for each sub-sample. There is a significant improve-
ment in CoNLL score for all the variants of our method over the baseline
(p < 0.05) with SVM and neural network. Evaluation is also done with gold
mentions of the same dataset. Here also, there is a significant improvement in
accuracy with supp-BF.

5 Conclusion and Future Work

This paper discussed an approach that refines best-first clustering, utilizing the
candidate antecedent’s relation with the other candidate mentions. In a way, this
approach utilizes cues from the context in discourse, rather than just depend-
ing on the candidate mentions for coreference decision. This proposed method
gives better accuracy on the rasikas.org dataset which is statistically significant,
whereas the variations give improvement over baseline but not significant over
the basic variant.

In this method, the mentions considered for finding a support for a candi-
date antecedent confines to other candidate antecedents. For future, we plan to
explore how other mentions and words in the context can be utilized better for
improved clustering.
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Abstract. We present on extraction of Co-reference chains from a document.
Co-reference chains show cohesiveness of the document. The cohesiveness in
the document is marked by cohesive markers such as Reference, Substitution,
Ellipsis, Conjunction, and Lexical cohesion. In this work we will take up
Pronominal, Reflexives, R-expressions and form Co-reference chains for each of
the above markers. The Co-reference chains are very essential in building
sophisticated natural language processing applications such as information
extraction, profile generator, entity specific text summarization etc. It is also
needed in machine translation and information retrieval task. Though pronom-
inal resolution is dealt in few Indian languages such as Tamil, Hindi, Bengali,
Malayalam, extraction of co-reference chains in Indian languages is not
attempted. We extract co-reference chains from Tamil language text. We have
evaluated the system with real time data and results are encouraging.

Keywords: Co-reference chains � Tamil � Pronominal resolution
Noun-noun anaphora

1 Introduction

Natural language text is cohesive whole. Cohesion is defined as a semantic relationship
between an element in the text and some other element that is crucial to the inter-
pretation. In this work we extract co-reference chains from a Tamil text. The co-
reference chains show cohesiveness of the document. Cohesion in text is brought by
various phenomena namely reference, substitution, ellipsis, conjunction and lexical
cohesion [5]. Reference is use of words, which do not having meaning and its meaning
can be inferred by referring to other constituent in the text such as pronouns, definite
descriptions. Bloor and Bloor [2] defines substitution as follows, ‘A speaker or a writer
wishes to avoid the repetition of a lexical item and is able to draw on one of the
grammatical resources of the language to replace the item’. Examples for substitution
are one anaphors and verb phrase (VP) anaphors. Ellipsis is very similar to substitution;
however in ellipsis the substitution is by zero (null). Conjunction markers specify
relation between clauses and sentences. These conjunctions are classified as additive,
adversative, causal and temporal. Lexical cohesion refers to cohesiveness obtained by
selection of vocabulary. It is achieved by reiteration of words and collocation. Reit-
eration includes repetition of lexical items or their synonyms or its related words. In the
present work, we mention reiteration of words as noun-noun anaphora. On analysing
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the various Tamil texts, we found noun-noun anaphors, pronominal anaphors, zero
pronouns, reflexives and definite descriptions are the commonly occurring phenomena.
In this work, we take up all the commonly occurring phenomena namely, pronominal,
zero pronouns, reflexives, definite descriptions and noun-noun anaphors and form the
co-reference chains. Co-reference chains are very essential in building sophisticated
natural language processing applications such as information extraction, profile gen-
erator, entity specific text summarization etc. Though pronominal resolution is dealt in
few of Indian languages such as Tamil, Hindi, Bengali, Malayalam etc., there is oddly
any published work in extraction of co-reference chains in Indian languages. We
present a robust methodology to extract co-reference chains from real-time Tamil text
such as News dailies and web logs. Our evaluation of the system shows encouraging
results.

The early works in anaphora resolution were focussed on pronominal resolution.
One of the earliest promising works was by Hobbs, which relies on the semantic
information [6]. The early works in pronominal resolution can be classified into
knowledge rich and knowledge poor approach [11]. Salience measure weights based
approach by Lappin and Leass [8] and Kennedy and Boguraev [7], indicators based
scoring by Mitkov [10] are few of the notable works. With the use of machine learning
techniques, researches started to attempt noun-noun anaphora along with pronominal
resolution to come up with co-reference chains. Few of the notable works are Soon
et al. [26] using decision tree, Ng and Cardia [12] has worked using clustering
approach, Van de Bosh using TiMBL etc. A detailed survey on coreference resolution
task is presented by Ng [13].

In Indian languages most of the works in anaphora resolution were on pronominal
resolution. One of the earliest published works in Indian languages is Vasisth, a
multilingual anaphora resolution platform. The authors have exploited the morpho-
logical richness of Indian languages. It was initially developed for Malayalam and
tested for Hindi [21]. There are published works on anaphora resolution in few Indian
languages namely, Tamil, Hindi, Bengali, Malayalam and Punjabi. The shared task on
anaphora resolution in ICON 2011 accelerated the work in Indian languages [24].
Table 1 presents an overview of anaphora resolution in Indian languages.

Table 1. An overview of anaphora resolution in indian languages

S.
no

Languages Methodology used

1 Tamil Salience weight based approach [23], CRFs [1] TreeCRFs [19]
2 Bengali GuiTAR tool for Bengali [20], BART for Bengali [21]
3 Hindi Hobb’s algorithm [4], Hybrid approach [3], Centering theory [15],

Salience weight based approach [22]
4 Malayalam Salience weight based approach [22]
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2 Tamil Characteristics

Tamil belongs to the South Dravidian family of languages. It is a verb final language
and allows scrambling. It has post-positions, the genitive precedes the head noun in the
genitive phrase and the complementizer follows the embedded clause. Adjective,
participial adjectives and free relatives precede the head noun. It is a nominative-
accusative language like the other Dravidian languages. The subject of a Tamil sen-
tence is mostly nominative, although there are constructions with certain verbs that
require dative subjects. Tamil has Person, Number and Gender (PNG) agreement.
Tamil is a relatively free word order language. Clausal constructions are introduced by
non-finite verbs. Subject drop occurs in Tamil. Tamil also has copula drop, accusative
drop, and genitive drop. Copula Drop is phenomenon where the copula verb in the
sentences can be dropped. In certain constructions, accusative case marker with the
noun phrase can be dropped. Similarly genitive case markers are dropped din certain
constructions. Consider the example, “ramanvittu” (Raman house), here the genitive
case marker ‘utaiya’ is dropped.

We have described co-reference chain in Tamil text with example 1.

Ex 1.  
a,   pirathamar              narenthara moodi     maaNavarkaLin kalvi paRRi  
      Prime_minister(N) Narandra_Modi(N) student(N)+gen education(N) adv   
      pecinaar. 
      speak(V)+past+3sh 
      (Prime Minister Narandra Modi spoke about education.) 
b,   avarkaL     aRivu               athikarikka          kalvi            uthava           veNtum  
      They(PN)  knowledge(N)  improve(V)+inf   education     help(V)+nf want( V)_AUX    
      ena    moodi      kuuRinaar. 
      that   Modi(N)  say(V)+past+3sh 
      (Modi said that education should improve their knowledge.) 

In the above example 1, there are two sentences and it has two co-reference chains
namely,

1, “pirathamar”, “narenthara moodi”, “moodi” (‘Prime Minister’, ‘Narandhra Modi’,
‘Modi’)

2, “maaNavarkaLin”, “avarkaL” (‘Students’, ‘they’)

In the 1st co-reference chain, “pirathamar” has Definite Description relation with
“narenthara moodi” and “narenthara moodi” and “moodi” has noun-noun anaphoric
relation, where portion of the noun phrase ‘moodi’ is reiterated. These two pairs
together form the first co-reference chain. In the 2nd co-reference chain, the pronoun
‘avarkaL’ (they/their) is refers to ‘maaNavarkaLin’ (students) and it forms the second
co-reference chain.

Further section of the paper is presented as follows. In second section, we have
presented details about Tamil language and examples on anaphoric expression in Tamil
text. Third section describes the detail implementation of the various anaphora reso-
lution engines. In section four we discussed on the corpus annotated for this task.
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We present the experiment, result and analysis in fifth section. The paper concludes
with the conclusion section.

3 Implementation of the Coreference Resolution Engine

Unlike many of the published works where one technique is used to resolve various
types of anaphoric expressions, we have come-up with specific approach for each type
of anaphoric expression. Resolution of pronominals, and reflexives relies on the syn-
tactic features of the possible candidate antecedents. Noun phrase anaphora and
Definite-Description relies on semantic features. We have built the system in five
different stages.

Following are the processes done in each stage.

Stage1: Processing with Sentence Splitter and Tokenizer
Stage 2: Processing with Syntactic Processing Modules and Named Entity
Recognizer
Stage 3: Classification of Anaphoric and Non-anaphoric Pronouns and Identifica-
tion of Zero Pronouns
Stage 4: Resolution of various Anaphoric Expressions
Stage 5: Co-reference Chain Building

In the following section we have explained in detail each module in each stage.

3.1 Stage1: Sentence Splitter and Tokenizer

Sentence splitter splits the raw text into sentences based on cues such as period (.) or a
question mark (?), exclamation mark (!) etc. These sentences are further split into
tokens with white space as the delimiter. Once the tokens are split, they are placed one
token per line. Each line has a token number and token which are tab-separated.

3.2 Stage 2: Syntactic Processing and Named Entity Recognition
Modules

The tokenised and sentence splitted text is processed with the following syntactic
processing modules namely, morphological analyser, part-of-speech tagger, chunker,
pruner, clause boundary identifier. Morphological analysis of a word is the process of
segmenting the word into component morphemes and assigning the correct mor-
phosyntactic information. We have used a finite state automaton and paradigm rule
based morphological analyser [16]. Part of Speech (POS) tagger is context sensitive
and gives appropriate part-of-speech tag to each word based on its contextual words.
We have used POS tagging engine develop using standardized BIS tagset [25].
Chunking is the task of grouping grammatically related words into chunks such as
noun phrase, verb phrase, adjectival phrase etc. We have used a Chunker developed
using CRFs technique [17]. Pruner is required to resolve the multiple analysis produced
by the morphological analyser using POS tags. A clause is defined as a words sequence
which contains a subject and a predicate. This subject can be explicit or implied. Clause
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boundary identifies and markers the boundaries of these clauses in the sentence
automatically. We have a clause boundary identification engine built using machine
learning technique [18]. The text enriched with syntactic information is fed to Named
Entity recognition (NER) engine, where the Named Entities (NE) in the text are
identified and classified. We have used NE engine based on CRFs techniques with
linguistic features [9].

3.3 Stage3: Pre-processing to Enrich Anaphora Resolution

After processing the text with syntactic and NER, we try to identify anaphoric entities
by filtering out the Non-anaphoric pronouns and identifying the zero pronouns. Pro-
nouns can be anaphoric or non-anaphoric. Pronouns also occur as subject slot filler and
they do not refer to the entities mentioned in the text. These are non-anaphoric pro-
nouns. Subject drop(PRO drop) is one of the phenomenon in Tamil. This introduces
zero pronouns. We need to identify these dropped pronouns and bring them back to the
sentence.

In the following sections we describe the Anaphoric-Non Anaphoric Pronoun
identification and identification of zero pronouns.

3.3.1 Anaphoric-Non Anaphoric Pronouns
All pronouns are not anaphoric. Consider the following example 2, where the pronouns
occur as non-anaphoric.

Ex 2: athu   oru  kuLir   kaalam. 
It    one winter season 

(It was a winter season.) 

Here ‘athu’ is a non-anaphoric pronoun, similar to a pleonastic ‘it’. In the following
paragraphs we have described about the anaphoric, non-anaphoric pronoun identifi-
cation engine.

3.3.1.1 Anaphoric and Non-anaphoric Pronoun Identification Engine
Anaphoric and Non-anaphoric Pronoun Identification engine is built using Conditional
Random Fields, a machine learning (ML) approach. Here we consider the following
features from a window of five words with pronoun as the centre. We have used
syntactic processed text. In the training phase these features are extracted from each
pronoun which is annotated with Anaphoric and Non-anaphoric information and is fed
to the machine learning engine to generate the language models.

In the testing phase with pronoun as centre, the features are collected from a
window of five words and fed to the ML engine. Those pronouns which are identified
as anaphoric are considered for further processing with the pronominal resolution
engine.

Features Used in Anaphoric and Non-Anaphoric Pronouns
The pre-processed output data is given as input to the anaphoric and non-anaphoric
classifier. The sentence boundaries in the document are identified and each sentence is
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given as input. The pronouns can be identified as anaphoric or non-anaphoric based on
the sentence structure, finite verb of the sentence, presence of weather related nouns.
For the machine learning engine to classify it properly, we need to present the distinct
features. The features are explained as follows.

a. Positional Feature: The position of the pronoun places an important clue. If the
pronoun occurs in the starting or middle of the sentence.

b. Case marker of the pronoun: The case marker affixed with the pronoun. The case
marker suggests the role of the noun in that sentence.

c. Finite Verb: The type of finite verb is a clue. The verb can be an existential verb.
d. Type of Nouns: The root forms of the noun are presented as features along with their

case markers. This feature will be combined with the verb feature and presented as a
combinational feature.

e. Number of verbs: The number of verbs in the sentence gives the information as the
number of clauses in the sentences.

Using the above mentioned features and annotated data with anaphoric and non-
anaphoric information, CRFs engine is trained. In the testing phase, using the model
generated and features extracted from the pre-processed input file, the non-anaphoric
pronouns are identified.

3.3.2 Identification of Zero Pronouns
When a set of sentences have same focus, the subject (the focus) is introduced in the
initial sentence and it may be dropped in the subsequent sentences. This introduces a
zero pronoun. Consider example 3, which has two sentences describing about the same
entity.

Ex 3: a. thalaivar          kuRiththa neraththil       vizaviRku            vanthaar.  
             The leader(N)  exact         time(N)+loc   function(N)+dat  come(V)+past+3sh 
             (The leader came to the function at exact time.) 

   b.PRO     thaane                    kaarai        ootti       vanthaar.  
             He(Pn)  himself(reflexive)  car(N)+acc  drive(V) come(V)+past+3sh 
            (He himself drove the car and came.) 

In the above example, the second sentence has a reflexive and the reflexive will
always refer to the Subject noun of the sentence. Here in this sentence the Subject is
dropped.

Zero pronouns are common in complimentizer clause sentences and it is explained
with example 4.
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Example 4 has three sentences and 4.b.1 and 4.b.2 are the same sentences written in
different styles. In example 4.b.1, the main clause is only the verb phrase ‘kuRinaar’
and the subject is dropped, giving rise to a zero pronoun. In example 4.b.2, the
complimentizer is frozen with the verb phrase ‘enraar’. Here ‘enraar’ has occurred in
the place of ‘enru avar kuRinaar’. Here the pronoun is not explicit and it occurs as a
zero pronoun.

We have attempted to identify zero pronouns in the sentences with reflexives and in
complimentizer clause sentences. We have used a rule based engine to identify zero
pronouns in these two sentence structures. The algorithms are described below.

Algorithm to identify zero pronouns in sentences with reflexives is as follows.

Step 1: Check for reflexive pronoun in the sentence. If YES, go to step 2.
Step 2: Check for nominative noun phrase in the sentence, if NO, go to step 3.
Step 3: Extract PNG information of the finite verb.
Step 4: Introduce a nominative pronoun based the PNG information.

Algorithm to identify zero pronouns in complimentizer clause sentence is as
follows.

Step 1: Check for sentence with complimentizer clause.
Step 2: If the sentence do not have complimentizer clause embedded in the main
clause, go to step 3.
Step 3: If the main clause has enraar/enraaL/enrathu, replace it with ‘enru avar
kuRinaar’/‘enru avaL kuRinaaL’/‘enru athu kuRiyathu’ Else Check for nominative
noun phrase in the main clause. If does not exists then go to step 4.
Step 4: Extract PNG information of the finite verb in the main clause.
Step 5: Introduce a nominative pronoun based the PNG information in the main
clause.

3.4 Stage 4: Resolution of Various Anaphoric Expressions

In this stage we feed the text enriched with syntactic and Named Entity information to
various anaphora resolution engines. We have described the various resolution engines
in the following sub sections.

Ex4:a,  sithaavin       thanthaiyai       kaNteen. 
            Sita(N)+gen father(N)+acc   see(V)+past+1s 
             (I met Sita’s father.) 
       b1. ‘sithaa   naalai              varuvaaL                  enru            PRO   
             Sita(N) tomorrow(N)  come(V)+past+3sf   that(complimentizer)  he      
             kuRinaar.’ 
             say(V)+past+3sh 
             (He said tomorrow Sita will come.) 
       b2. ‘sithaa     naalai               varuvaaL                  enRaar.’ 
              Sita(N)   tomorrow(N)   come(V)+past+3sf   that(complimetizer) +(he said) 
              (He said tomorrow Sita will come.) 
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3.4.1 Pronominal Resolution Engine
Pronominal resolution Engine does the task of identifying the antecedents of the
anaphoric pronouns. We have come up with different engines to resolve 1st, 2nd, 3rd

person singular pronouns, 1st, 2nd, 3rd person plural pronouns, and reflexives.

3.4.1.1 Singular Pronoun Resolution Engine
Singular Pronoun resolution engine is developed using Conditional Random Fields
(CRFs), a machine learning technique [27]. In both training and testing phase Noun
phrases with match in PNG of the pronoun are considered. The features are extracted
from these NPs. In the training phase the positive and negative pairs are marked and fed
to the ML engine for generating a language model. In the testing phase these NPs with
its features are presented to the ML engine along with the language model to identify
the antecedent of a pronoun.

Features Selection
The features required for machine learning are identified from shallow parsed input
sentences. The features for all possible candidate antecedent and pronoun pairs are
obtained the input sentences processed with in-depth morphological analyser, POS
tagger, and chunker, clause boundary identifier and semantic parsing module namely
Named Entity recognizer. The features identified can be classified as positional fea-
tures, syntactic features and constraint features.

1. Positional Features: The occurrence of the candidate antecedent is noted in the
same sentence where the pronoun occurs or in the prior sentences or in prior four
sentences from the current sentence.

2. Syntactic Features: Syntactic Role: The syntactic role of the candidate noun
phrases in the sentence is a key feature. The syntactic role of the noun phrases
such as subject, object, indirect object, are obtained from the case suffix affixed
with the noun phrase. We use morphological marking for the above.

(i) Linguistic Characteristics: POS tag and chunk information of Candidate NP,
suffixes affixed with the noun.

(ii) Verb Suffixes: The suffixes which show the gender which gets attached to the
verb.

(iii) Nature of NP: Whether the candidate NP (probable antecedent) is Possessive or
Existential.

3. Constraint Features: The constraint features are obtained from clause boundary
and named entities recognized. The position of the candidate NP with respect to
clause boundary such as whether the candidate NP occurs in current clause or
immediate clause or non-immediate clause. The Named Entity tags associated
with the candidate NPs help the learning algorithm to learn the constraints that the
particular type of NEs can be its possible antecedents.

3.4.1.2 Plural Pronoun Resolution Engine
Plural pronoun resolution engine is developed using a rule-based approach. The
antecedent for a plural pronoun can be a plural Noun phrase, and co-ordinated NPs.

We have developed the plural pronoun resolution engine using salience factor
weights measurement, as we required to weigh each of the Noun phrase matching in
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gender with the plural pronoun. The features for the salience factors are obtained from
the syntactic parsing output. We have mentioned the salience factors and its weights
were as per Sobha (2007). Following is the algorithm used in resolving plural
pronouns.

Step 1: If a plural pronoun occurs then Step 2.
Step 2: Collect all Noun phrases in the current sentence and previous four sentences
which match with the gender of the plural pronoun.
Step 3: Each Noun phrase (NP) in the collection of possible antecedent set is scored
with salience factor weights.
Step 4: The NPs re-sorted in descending order with their weights.
Step 5: If the highest scored NP is a plural NP, then it is selected as the Antecedent.
Else step 6.
Step 6: If the highest scored NP is singular, check if this NP is part of co-ordinated
NP or split antecedent, then choose the co-ordinated NP or the split antecedent as
the antecedent.

Check for Co-ordinated NP: Co-ordinated NPs are those NPs which have the same
scores as the highest score NP.

3.4.2 Definite Description Relation Identification Engine
Definite Description (DD) is a denoting phrase of an entity. Consider the example,
Indian Prime Minister Narendra Modi. Here the phrase “Indian Prime Minister”
describes about an Entity ‘Narendra Modi’. In Philosophy of language, Definite
Descriptions were dealt in-depth by Russell (1919). In text, Definite Descriptions can
be used to refer the Entity, so DD relation needs to be identified. Here we used a CRFs
technique to identify the DD relations.

We have used the POS, NE features of the two NPs (possible definite description
NP and Entity NP) and two preceding and following words.

3.4.3 Noun-Noun Anaphora Resolution
Noun-Noun Anaphora resolution is the task of identifying the referent of the noun
which has occurred earlier in the document. Proper name referring to proper name,
partial name referring to proper name, acronyms referring to proper names, definite
description referring to proper name is included in Noun-Noun anaphora resolution.
The engine to resolve the noun anaphora is built using Conditional Random Fields
technique. Features used in Noun-Noun Anaphora Resolution are discussed below.

We consider the noun anaphor as NPi and the possible antecedent as NPj. Unlike
pronominal resolution, Noun-Noun anaphora resolution requires such as commonality
between NPi and NPj. We consider the word, head of the noun phrase, Named entity
tag and Definite Description tag, gender, sentence position of the NPs and the distance
between the sentences with NPi and NPj as features. The features used in the CRFs
techniques are presented below. The features are divided into two types.
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Individual Features

1. Single Word: is NPi is a single word; is NPj is a single word
2. Multiple Words: Number of Words in NPi; Number of Words in NPj
3. POS Tags: POS tags of both NPi and NPj.
4. Case Marker: Case marker of both NPi and NPj.
5. Presence of Demonstrative Pronoun: check for presence of Demonstrative pronoun

in NPi and NPj.

Comparison Features

1. Full String Match: Check is both the noun phrase NPi and NPj are same.
2. Partial String Match: Calculate the percentage of commonality between NPi and

NPj.
3. First Word Match: Check is the first word of both the NPi and NPj are same.
4. Last Word Match: Check is the last word of both the NPi and NPj are same.
5. Last Word Match with first Word is a demonstrator: If the last word is same and is

there a demonstrative pronoun as the first word.
6. Acronym of Other: Check is NPi is an acronym of NPj and vice-versa.

3.5 Stage 5: Co-reference Chain Building

If both the antecedent and anaphor are used as referring expressions and has the same
referent in the real world, then they are termed as co-referential. Co-reference chain is
formed by connecting entities referring to same entity. To identify the coreference
chain, the anaphoric entities discussed above have to be identified. Hence this system
has dependency with all the anaphora resolving modules. Using these anaphor-
antecedent pairs, we try to build the co-reference chains by combining the pairs having
common NPs. This is performed using heuristic rules.

4 Corpus Description

We have collected 210 News articles from Tamil News dailies online versions. After
scrapping the text from the web pages, we feed the text into sentence splitter, followed
by a tokerniser. The sentence splitted and tokenised text is pre-processed with syntactic
processing tools namely morphanalyser, POS tagger, chunker, pruner clause boundary
identifier. The text enriched with shallow parsed information is fed to Named entity
recogniser and the Named entities are identified. Detailed explanation on syntactic
processing modules and Named Entity Recogniser is presented in the next chapter. The
News articles are from Sports, Disaster and General News.

The anaphoric expressions are annotated along with its antecedents using graphical
tool, PAlinkA, a highly customisable tool for Discourse Annotation [14]. We have used
two tags MARKABLEs and COREF. Details on the distribution of the anaphoric
expressions are presented in the following Table 2.

A detailed statistics of the pronouns is given Table 3. Here we have presented the
statistics of singular and plural pronouns and the number of anaphoric and
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non-anaphoric pronouns in both the types of pronouns. We have also presented the
statistics of Wh-pronouns such as ‘ethu’ (which), ‘etho’ (where) etc. Event pronouns
are those anaphoric pronouns which refer to events such as ‘aththutan’ (following that),
‘athanpati’ (based on that) etc. We have not handle event anaphora resolution in this
work.

Table 3 has the statistics of anaphoric and non-anaphoric pronouns in singular
pronouns. The masculine and feminine pronouns such as ‘avan’ (he), ‘avaL’ (she),
‘avar’ (he), ‘than’ (his) occur mostly as anaphoric. While 3rd person, neuter pronouns
such as ‘athu’ (it), ‘athan’ (genitive form of it) occurs more as non-anaphoric. We have
also considered pronouns referring to events as non-anaphoric.

5 Experiments and Result

Evaluation of anaphora resolution engines and coreference chain builder was per-
formed using 40 documents from Tamil News dailies. The corpus is first pre-processed
with sentence splitter, tokeniser followed by shallow parsing modules and then fed to
Named Entity Recogniser. The text enriched with shallow parsing and Named Entity
information is fed to various anaphora resolution engines. The anaphors and their
antecedents identified using these engines were given to the coreference chain builder.
The performance measures of each module are presented in Table 4.

On evaluating the output of Anaphoric-Non Anaphoric identification module, there
were more errors in identification of 3rd person neuter pronoun ‘atu’. These pronouns
are the maximum number of non-anaphoric pronouns. In Zero pronoun identification,

Table 2. Distribution of anaphoric expressions in the corpus

S. no Type Number of occurrence

1 Noun-noun anaphora 2,387
2 Anaphoric pronominal 870
3 Definite-description 378
4 Zero pronoun 87
5 Reflexives 4
6 One-anaphora 3
7 Distributives 1

Table 3. Statistics of anaphora, non-anaphoric pronouns

S. no Pronoun type Total no of occurrence Anaphoric Non-ananphoric

1 Singular 1018 575 443
2 Plural 482 308 212
3 Question 26 0 26
4 Event pronoun 78 0 78

Total 1604 870 734
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zero pronouns occurring in complimentizer sentence construction are identified prop-
erly. One of the major challenges zero pronoun identification is genitive drop phe-
nomenon in Tamil. When genitive marker is dropped, the noun phrase is nominative
and it brings an ambiguity to identifying the subject noun, which is nominative noun
phrase. In singular pronoun resolution, the resolution ‘atu’ has less accuracy. In plural
pronoun, identifying the type of ‘avarkal’ is challenging as it can also occur as
honorific anaphor referring to singular noun phrase. Definite Description engines relies
more on Named Entity identification and the errors in NER affect this module. In
Noun-Noun anaphora, the recall is less as due to the errors in identification of proper
noun and NER.

We have evaluated the Coreference chains with standard metrics namely MUC, B3,
CEAFm, CEAFe and BLANC. The results are presented in Table 5.

6 Conclusion

We have presented a robust methodology to extract co-reference chains in Tamil
documents. Co-reference chains show cohesiveness of the document. Co-reference
chains are required essentially in Natural language understanding systems. We have
used different approaches for various anaphoric expressions. We have identified ana-
phoric and non-anaphoric pronoun and zero pronouns to improve the performance of
the pronominal resolution engines. The system is evaluated with real time data such as
online News dailies and the results are comparable with start-of-art systems in other
languages.

Table 4. Performance of individual modules

S. no Task Precision (%) Recall (%) F-Measure (%)

1 Anaphoric-non anaphoric 91.45 91.45 91.45
2 Zero-pronouns 89.34 79.34 84.05
2 Singular pronoun resolution 79.04 62.87 70.03
3 Plural pronoun 81.41 64.70 72.09
4 Definite-description 92.98 70.00 79.87
5 Noun-noun anaphora resolution 86.14 66.67 75.16

Table 5. Performance measures of coreference engine

S. no Metric Precision (%) Recall (%) F-Measure (%)

1 MUC 51.21 35.5 41.94
2 B-CUB 74.8 52.71 61.84
3 CEAFm 46.31 46.31 46.31
4 CEAFe 30.2 44.73 36.06
5 BLANC 64.35 56.74 57.80

Average 53.37 47.19 48.79

244 R. Vijay Sundar Ram and S. Lalitha Devi



References

1. Akilandeswari, A., Devi, S.L.: Conditional random fields based pronominal resolution in
Tamil. Int. J. Comput. Sci. Eng. 5(6), 601–610 (2013)

2. Bloor, T., Bloor, M.: The Functional Analysis of English: A Hallidayan Approach. Arnold,
London (1995)

3. Dakwale, P., Mujadia, V., Sharma, D.M.: A hybrid approach for anaphora resolution in
Hindi. In: Proceedings of International Joint Conference on Natural Language Processing,
Nagoya, Japan, pp. 977–981 (2013)

4. Dutta, K., Prakash, N., Kaushik, S.: Resolving pronominal anaphora in Hindi using Hobbs
“algorithm”. Web J. Formal Comput. Cogn. Linguist. 1(10), 5607 (2008)

5. Halliday, M.A.K., Hasan, R.: Cohesion in English. Longman, London (1976)
6. Hobbs, J.: Resolving pronoun references. Lingua 44, 339–352 (1978)
7. Kennedy, C., Boguraev, B.: Anaphora for everyone: pronominal anaphora resolution

without a parser. In: 16th International Conference on Computational Linguistics COLING
1996, Copenhagen, Denmark, pp. 113–118 (1996)

8. Lappin, S., Leass, H.J.: An algorithm for pronominal anaphora resolution. Comput. Linguist.
20(4), 535–561 (1994)

9. Malarkodi, C.S., Devi, S.L.: Automatic identification of named entities in Tamil using CRF.
In: Proceedings of International Seminar on Current Trends in Dravidian Linguistics, 27–29
May 2013 (2013)

10. Mitkov, R.: Robust pronoun resolution with limited knowledge. In: 17th International
Conference on Computational Linguistics (COLING 1998/ACL 1998), Montreal, Canada,
pp. 869–875 (1998)

11. Mitkov, R.: Anaphora resolution: the state of the art. Working paper (Based on the COLING
1998/ACL 1998 tutorial on anaphora resolution) (1999)

12. Ng, V., Cardie, C.: Improving machine learning approaches to coreference resolution. In:
40th Annual Meeting of the Association for Computational Linguistics, pp. 104–111 (2002)

13. Ng, V.: Supervised noun phrase coreference research: the first fifteen years. In: ACL 2010,
pp. 1396–1411, July 2010

14. Orasan, C.: PALinkA: a highly customisable tool for discourse annotation. In: Proceedings
of the 4th SIGdial Workshop on Discourse and Dialogue, ACL 2003, pp. 39–43 (2003)

15. Prasad, R., Strube, M.: Discourse salience and pronoun resolution in Hindi. In: Penn
Working Papers in Linguistics, vol. 6.3, pp. 189–208 (2000)

16. Ram, R.V.S., Menaka, S., Devi, S.L.: Tamil morphological analyser. In: Parakh, M. (ed.)
Morphological Analysers and Generators, pp. 1–18. LDC-IL, Mysore (2010)

17. Ram, R.V.S., Devi, S.L.: Noun phrase chunker using finite state automata for an
agglutinative language. In: Proceedings of the Tamil Internet - 2010 at Coimbatore, India,
23–27 June 2010, pp. 218–224 (2010)

18. Ram, R.V.S., Bakiyavathi, T., Sindhujagopalan, R., Amudha, K., Devi, S.L.: Tamil clause
boundary identification: annotation and evaluation. In: Proceedings of LREC 2012, Istanbul
(2012)

19. Ram, R.V.S., Devi, S.L.: Pronominal resolution in Tamil using tree CRFs. In: Proceedings
of 6th Language and Technology Conference, Human Language Technologies as a
challenge for Computer Science and Linguistics - 2013, Poznan, Poland (2013)

20. Senapati, A., Garain, U.: GuiTAR-based pronominal anaphora resolution in Bengal. In:
Proceedings of 51st Annual Meeting of the Association for Computational Linguistics,
Sofia, Bulgaria, pp. 126–130 (2013)

A Robust Coreference Chain Builder for Tamil 245



21. Sikdar, U.K., Ekbal, A., Saha, S., Uryupina, O., Poesio, M.: Adapting a state-of-the-art
anaphora resolution system for resource-poor language. In: Proceedings of International
Joint Conference on Natural Language Processing, Nagoya, Japan, pp. 815–821 (2013)

22. Sobha, L., Patnaik, B.N.: Vasisth: an anaphora resolution system for indian languages. In:
Proceedings of International Conference on Artificial and Computational Intelligence for
Decision, Control and Automation in Engineering and Industrial Applications, Monastir,
Tunisia (2000)

23. Sobha, L.: Resolution of pronominals in Tamil. In: Computing Theory and Application,
pp. 475–479. The IEEE Computer Society Press, Los Alamitos (2007)

24. Sobha, L., Bandyopadhyay, S., Ram, V.S.R., Akilandeswari, A.: NLP tool contest
@ICON2011 on anaphora resolution in indian languages. In: Proceedings of ICON 2011
(2011)

25. Devi, S.L., Pattabhi, R.K., Rao, T.: Hybrid approach for POS tagging for relatively free word
order languages. In: The Proceedings of Knowledge Sharing Event on Part-of-Speech
Tagging, 25–26th March 2010, LDC-IL, CIIL, Mysore (2010)

26. Soon, W., Ng, H., Lim, D.: A machine learning approach to coreference resolution of noun
phrases. Comput. Linguist. 27(4), 521–544 (2001)

27. Kudo, T.: CRF++, an open source toolkit for CRF (2005). http://crfpp.sourceforge.net

246 R. Vijay Sundar Ram and S. Lalitha Devi

http://crfpp.sourceforge.net


Named Entity Recognition



Structured Named Entity Recognition
by Cascading CRFs

Yoann Dupont1,2(B), Marco Dinarelli1, Isabelle Tellier1, and Christian Lautier2

1 Laboratoire Lattice, UMR 8094 CNRS,
1 rue Maurice Arnoux, 92120 Montrouge, France

yoa.dupont@gmail.com
2 Expert System France, 207 rue de Bercy, 75012 Paris, France

Abstract. NER is an important task in NLP, often used as a basis
for further treatments. A new challenge has emerged in the last few
years: structured named entity recognition, where not only named entities
must be identified but also their hierarchical components. In this article,
we describe a cascading CRFs approach to address this challenge. It
reaches the state of the art while remaining very simple on a structured
NER challenge. We then offer an error analysis of our system based on
a detailed, yet simple, error classification.

Keywords: Machine learning · Structured named entity recognition
CRF · Quaero

1 Introduction

In this paper, we present a linear CRF cascade approach for structured named
entity recognition (SNER) on Quaero v1 and v2 corpora, used in the ETAPE
evaluation campaigns [10]. Named Entity Recognition (NER) is a fundamen-
tal NLP task, its structured variant being increasingly popular. We can overall
distinguish two main approaches used to address this task, the first one being
cascading multiple annotations with either the same or different methods. In this
respect, we can cite [19], which cascaded rules in order to gradually build the
structure. We can also cite [5], where a CRF and a PCFG were used, the former
giving the leaves while the latter built the rest of the tree. And finally [22], the
winner of ETAPE, used one CRF per entity type, for a total of 68 CRFs, and
then aligned their annotations. The second approach to annotate tree-structured
named entities is to directly retrieve the structure, as was done by [20], who used
partial annotation rules for predicting beginnings and ends of entities and then
built the tree in one pass. Finally, we can cite [8], who used a tree-CRF to learn
nested biomedical entities on the GENIA corpus [14].

Cascading linear CRFs have also been applied for syntactic parsing, as did
[25]. At each step, they retrieved chunks and then only kept their respective
heads for the next iteration until only one chunk covering the whole sentence
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was found (with the class “sentence”). The tree was then reconstructed by simply
unfolding chunks at each step. In this paper, we design a new, more general and
effective cascade of CRFs adapted to the ETAPE evaluation campaign (Sects. 2
and 3), evaluate its efficiency and analyse its errors (Sect. 4) and finally conclude
(Sect. 5).

2 Structured Named Entity Recognition

2.1 Named Entity Recognition

NER is a very important NLP task, often used as the starting point of many
others, such as relation extraction [2], entity linking and coreference resolution
[4,7,12].

Since their definition in the MUC-6 [11], named entities have been integrated
into more and more refined classifications, covering more elements of different
nature and/or refining the grain of already defined typologies [6,24]. The need
for structuration in named entities appeared early. The first available corpora
where this need was taken into account came out with an imbrication structure
where the same entity set was used along different annotation layers, applied
to longer and longer sequences. It is for instance the case for the SemEval’2007
[18] task 9 corpora. To our knowledge, one of the first corpus providing real
structured named entities is Quaero [23], which we will use for our experiments.

2.2 Quaero Corpus

The Quaero corpus is made of French transcribed oral broadcast news. Two
annotation variants (v1 and v2) have been applied to the same data. Their main
characteristics are given in the Table 1, from which we can see that there are 60%
more annotations in Quaero v2 compared to Quaero v1 (v1 annotations thus
probably keep silent on many entities). The specificity of the Quaero typology
is that it integrates two kinds of annotations: types (that we will call entities
for sake of clarity) and components. Entities follow the common named entity
definition: they can be a location, a person, an organisation, an amount, etc.
The different Quaero entities are shown in Fig. 1. Components, as their name
suggests, are parts of an entity. For example, a person has a first and/or last
name, an absolute date may have a year and/or a day and/or a month. This
means that a component cannot be at the top level of the hierarchy. There are
27 of them, 10 of which are transversal, meaning that they can be components
of different entity types.

The main Quaero difficulties lie in its wide coverage named entity definition,
Quaero considering a lot of common nouns as named entities, its tree structure
named entity and the fact that it is oral transcription.

Some differences between the typologies of Quaero v1 and v2 are shown in
Fig. 2. Amongst the most notable differences between the two versions, there
is the disappearance of organisation sub-types, namely org.ent (companies),
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Table 1. Statistics on the Quaero train and test sets

Training Test

Documents 188 18

Tokens 1,291,225 108,010

Components v1 146,405 8,902

v2 255,498 13,612

Entities v1 113,885 5,523

v2 161,984 8,399

Fig. 1. Quaero v1 Entities

org.adm (organisations) and org.other (other organisations), replaced by org.ind
(individual organisation) and org.coll (a collection of organisations). Many kind
components were refined: functions, for example, are components on their own
in v2. Some changes go along those previously cited: in v1, function and person
were two different entities, in v2 they are one. This echoes the change of some
kind components to function, a function being a component of a person in v2,
whose spans were enlarged accordingly.

Quaero offers a very large number of annotations of very different natures,
many entities being noun phrases without a proper name. It is for example the
case for amounts, like in deux incendies1 or des historiens2, but not in sport

1 French for two wildfires.
2 French for some historians.
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Fig. 2. Some differences between Quaero v1 et v2 (The President of Burkina Faso
Blaise Compaore)

results or administrative language (e.g. affirmation 22 3 in Quaero guidelines).
The generic nature of some entities make them sometimes hard to grasp.

While most Quaero entities have a depth of 2, there is no limit in Quaero’s
definitions of how deep an entity can be: we found that the deepest Quaero
entity was of depth 9 (we cannot show it here for space issues). We also checked
for overlapping entities having the same type, which is an argument for using
cascading annotations. We found about 300 examples in the training set, a little
more than 1 per thousand annotations. The system used by the winner of the
challenge [22], who used binarized CRFs (one per type), is unable to model this
kind of structures. Given that most components are entity-specific and given the
two phenomena previously mentioned, cascaded annotation approaches are an
effective way to deal with Quaero specificities, while allowing to recognize such
embedded structures. In this work we obtain such an effective modeling using a
cascade of linear-chain CRFs.

3 Linear-Chain CRF Cascade

Linear-chain CRFs [15] are discriminative probabilistic graphical models model-
ing sequential dependencies. One of the most effective implementations of linear-
chain CRFs is Wapiti [16], which was used for our experiments.

The principle of a linear-chain CRF (or of any other linear-chain model)
cascade for structured annotation is very simple, yet has proven to be effective
for syntactic parsing [21,25]. A basic overview is that one or multiple chunking
models are used repeatedly until no more additional information is found. Taking
syntactic parsing as an example, it means that, at each step, one chunk if found
(NP, VP, etc.), until there is only one chunk called “S” (for sentence) left, that
spans over the entire sequence. Our contribution is an adaptation of this CRF
parsing technique for structured named entities to better fit the particularities of
the task at hand. The main problem a classic parsing algorithm has to deal with
when applied to named entities is the overabundance of “out” labels (words that
are not part of an entity). Using previous algorithms as they are, a lot of passes
would consist in parsing “out” labels, which would be suboptimal. We adapted
the algorithm as follows: since we do not want to fully parse the sentence, we
will stop as soon as no new entities are found at a given step. For the Quaero

3 French for assertion 22, Quaero annotation guidelines being written in French.
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corpus, the simplest instance of cascade would consist in training two CRFs,
one for components and the other one for types, used alternatively to annotate
entities layer by layer. An example of a layered annotation is illustrated in Fig. 2.
This approach can be generalized to any number of CRFs. This approach was
not proposed by any ETAPE constestant. The closest systems would be: 1. one
constestant used fixed-depth CRF for entities and retrieved components using a
rule-based approach and 2. the system of ETAPE’s winner, who used binarized
CRFs (one per type). Neither system use any kind of recursion, making ours
more general and closer to Quaero’s entity structure.

Our method is “cumulative”, being in this respect somewhat comparable to
the ones described in [21,25]. At each step, when an entity of length two or more
is found, it is merged into a single token. Previous methods, typically used for
syntactic parsing, substitute the sequence of tokens by the head of the chunk, so
they only keep the most relevant token. For named entity chunking, the concept
of head word does not seem so natural and useful information could easily be
lost. For an overview of heuristics used for cumulating tokens, see Sect. 4.1.

Quaero entities may be very deep, we then need some recursion in our anno-
tation scheme. The simplest way to achieve this is to have one model that would
annotate components and one that would annotate entities. However, entities
may be components of other entities. To model full annotations, we use two
main passes: the first one being a “no context” annotation, where a first annota-
tion has to be made with no additional information. The second one is a“context
aware” annotation, where a context can be seen by the current CRF. Quaero
entities also have the property that a component will always have a type as an
ancestor in a parse tree. To model this property, we divide each pass into two
annotations, each one being done with a specific CRF. This gives us a total of
four CRFs that will be launched, following the Algorithm 1 (for sake of sim-
plicity, we left out the entity aggregation to one token and rebuilding of base
text). The first two CRFs (leaf) are called once to give a starting context to the
other two (upper), which will be successively called until there is no more addi-
tional annotation. For specific features used in our models, see Sect. 4.1. We have
observed in our experiments that using this approach we were able to manage
annotations up to a depth of 6. Our approach is thus able to model recursion,
improving the more naive fixed-depth CRF used during the ETAPE evaluation
campaign.

To illustrate with the example of Fig. 2, CRF1 and CRF2 would annotate the
first two levels as illustrated. CRF3 and CRF4 would not find any component
or entity above, and would then stop.

4 Results

In this section, we present the results reached with our method. We will first
compare the results we obtained on Quaero v1 with those of the contestants of
the ETAPE evaluation campaign, as a first evaluation of our method. We will
then analyse the errors it made on Quaero v2, for which no other result has been
published yet.
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Algorithm 1. The base algorithm for CRF cascade
function CRFCascade(Corpus, leafC, leafE, upperC, upperE)

� *C are models for components. *E are models for entities.
annotations ← ∅;
currentAnnotations ← ∅;
annotations ← annotations ∪ annotate(Corpus, leafC);
annotations ← annotations ∪ annotate(Corpus, leafE) ;
newAnnotations ← (annotations �= ∅);
while newAnnotations do

annotations ← annotations ∪ currentAnnotations;
currentAnnotations ← ∅;
currentAnnotations ← currentAnnotations ∪ annotate(Corpus, upperC);
currentAnnotations ← currentAnnotations ∪ annotate(Corpus, upperE);
newAnnotations ← (currentAnnotations ∩ annotations �= ∅);

end while;
return annotations;

end function;

4.1 Features and Performances

Every feature detailed here is applied on a window of two words before to two
words after. We considered different sets of features to evaluate the importance
that some have compared to others.

For our baseline, we only used word-specific features: not a single lexicon
is used, no tagging or lemmatisation is performed. The features used are the
shapes of the words, their prefixes and suffixes up to a length 5 and a variety
of boolean features such as “does the word start with an uppercase?” or“is the
word a number?”. This baseline will then be enriched with other (more or less
specific) features, to measure their impact.

We first added the outputs of basic syntactic analyses, namely lemmatisation,
PoS and chunking. This model is called “+syntax”. As can be seen, adding this
information leads to an important quality loss. This is probably due to the fact
that they do not provide any new information (lemmas) or are not precise enough
(PoS, chunking).

It is commonly known that the verb is the most important syntactic unit of
a sentence. Verbs could be used to disambiguate between various entities and
help improving recall on unknown entities, as the same verbs could be used for
entities of the same type. We added, for each word, the previous and next verb
found in the sentence. French uses auxiliaries in some tenses, which precede the
verb: in this case, we took the first non-auxiliary verb. This provides the “+verb”
model.

We then used a full set of features, containing all the previous features
described above. We also added “word classes”: these classes are obtained by
substituting uppercase letters by “A”, lowercase letters by“a”, numbers by “0”
and everything else by“x”. The “brief” alternative version of this feature con-
sists in applying the same substitutions, but on contiguous sequences of charac-
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ters of the same class. For example, the first name“Jean-Pierre” would become
“AaaaxAaaaaa” as a word classe and“AaxAa” as brief word class. This allows
to represent words in a condensed fashion that is far more general than lem-
mas. We also have some basic chunk-based patterns (sequences of prepositional
phrases following some keyword) which simulate “rules-based” entity recogniz-
ers. We used some gazetteers extracted either from Wikipedia or from internal
tools, mainly first names, last names, locations and companies. Quaero being an
oral corpus, we also removed discourse markers using the list defined by [3], but
only the non ambiguous ones such as“euh”4 or“enfin bref”5. We did not remove,
for example,“ben”6 as it could also be a part of an Arab name. We removed
repeated words with the exception of “nous nous”7 or consecutive numbers. We
considered those markers as part of an entity if they were in the middle of it,
but not otherwise.

When doing accumulation, a lot of interesting information may be lost. To
limit this loss, we defined some heuristic rules based on which information the
feature is supposed to extract. Examples of such rules are given in Table 2

We also tried a top-down approach: finding entities first, then components.
While it is relatively easy to retrieve entities when their components have been
identified, components themselves may be difficult to identify: some components,
such as kind, name, extractor, range-mark, object, tend to be ambiguous as they
can either cover entities of very different natures, or be very contextual and
appear in conjunction with others (an extractor is never isolated, for example).
Their identification could be eased by first retrieving the entities that cover them,
giving more useful context to the CRF.

Table 2. Examples of heuristic rules of accumulation

Feature Example

Word 12 January → 12 January

Character classes 00 Aaaaaaa → 00 Aaaaaaa

First is upper? 12 January → false

Has number? 12 January → true

Is number? 12 January → false

The metric used to measure performances in ETAPE evaluation campaign is
a modified version of the Slot Error Rate (SER) [17], which is the ratio between
errors made by the system and the number of slots in the reference (N). The
errors in the original SER are divided into three categories: substitutions (S),
deletions (D) and insertions (I). Deletions measure the silence of a system (slots

4 French for “err”.
5 French for “anyway”.
6 which can stand for “well” in French oral discourses.
7 which can be a correct sequence in French.
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in the reference which cannot be aligned to suggestions of the system), while
insertions measure its noise (slots in the system’s suggestions which cannot be
aligned to a reference slot), substitutions are the rest of precision errors. ETAPE
used a weighted SER: pure type errors (St) and pure boundary errors (Sb) were
counted as half an error, while type and boundary errors (St+b) were counted as
a full error, which gives the Eq. 1. It is the measure we used.

SER =
D + I + St+b + 0.5 ∗ (St + Sb)

N
(1)

The results reached with our cascade of CRFs with different sets of features
are compared with those of the top 5 contestants of the ETAPE campaign in
the Table 3 (SER being an error rate, the lower the best). Had we participated
in ETAPE campaign, our model would have reached second position with our
baseline CRF cascade, which does not include any kind of morphosyntactic anal-
ysis, dictionary or any other external resource. Top competitors in the ETAPE
campaign used some external tools. [5] used WMatch [1,9], ETAPE’s winner [22]
used dictionaries along mined trigger words (words that have high mutual infor-
mation with output classes) and a number discretiser. Our approach is competi-
tive, as our baseline would have ranked second without using any such resource.
We also have a significant quality improvement using our cascade compared to
using only a naive two levels CRF cascade. We did not manage to improve our
baseline on Quaero v1, going from slightly worse to significantly worse, the worst
being when the full set of features was used. That last experiment had roughly
twice the noise of the baseline. As seen in Sect. 2.2, this noise may actually be
corrections of the silence due to incomplete annotations.

Table 3. On the left, results of ETAPE contestants. On the right, our results.

As can be seen in Table 4, we obtain better results on Quaero v2 than on
Quaero v1, due to improved typology and a more thorough human annotation.
We also see that adding neighboring verbs has a detrimental effect on the quality
of the annotation, no matter the experiment. Dictionaries, surprisingly, also had
a detrimental effect on our results, but far smaller on Quaero v2 than on Quaero
v1, which shows that a lot of the noise induced by dictionaries in Quaero v1
were actually entities missed by the annotators (SER penalizes more systems
that are noisy). Looking at macro F1-scores in Table 4, we can see that the full
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Table 4. Our best results on Quaero v2.

Experience SER micro F1 macro F1

Our baseline 33.2 73.1 54.2

+verb 33.7 72.9 51.4

Full set 34.8 72.3 53.2

set of features yields better results, and that the lower micro F1-score is due to
the imbalance in data set, as told in Sect. 2.2. Table 5 shows some examples of
difference in terms of F1-scores between the baseline and the other experiments,
displaying why using the full set leads to worse results: the quality on amount,
which is disproportionately represented, decreased significantly.

Table 5. Some entity-specific F1-score differences compared to the baseline

+verbs Full set

Town −0.6 +7.1

org.ind −1.4 +1

Amount +0.8 −2.2

Despite these results, it is obvious that our system can still be improved. Since
SER as a unique measure is not very informative, we make a more detailed anal-
ysis in the next section, trying to find some hints on where we can get improve-
ments. Since there are some papers on Quaero v1, but none to our knowledge
on Quaero v2, we will focus our error analysis on the latter.

4.2 Error Analysis

SER, as well as micro F1-score, is a measure that tends to favor most frequent
entities as they carry more weight on the global metric than less frequent ones.
Displaying scores by entity may allow to know on which ones the system performs
better, but does not give an accurate view on where best gains can be made.
To make up for this, we suggest a quantification of the shortfalls of our system
in Table 6. These shortfalls are the number of F1-score points the system would
gain if it were 100% accurate on a specific entity.

We see in the tables that shortfalls gather on leaves or on major types
(amount, org, pers). If we perfectly annotated the entities of these tables, we
would obtain about 90 in absolute F1-score. We can see that gains are hard
to make by focusing on a single entity: if we wanted to gain a single F1-score
point that way, this would equate to gaining 10 points on name components, 20
on org.ind or 24 or kind. However, just as errors propagate, corrections would
also propagate: name being a component of multiple entities, corrections on
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that component would also spread on the entities above it and would improve
scores on multiple entities (for example org, loc and pers where most ambiguities
happen at the component level).

Table 6. Entities with the highest shortfalls on global F1-scores

Entity F1-score F1 gain if perfect

Name 81.48 2.28

org.ind 65.12 2.25

Amount 75.48 2.17

Kind 51.20 1.97

Qualifier 49.51 1.73

Object 76.03 1.7

pers.coll 59.91 1.68

pers.ind 78.05 1.4

To ease error analysis, we capitalized on the Quaero refinements on SER,
giving us 5 kinds of errors: type errors, boundary errors, type+boundary errors,
noise and silence.

Table 7. Raw percentage of the various errors

Error kind Proportion (%)

Type 8.0

Boundary 11.7

Type+boundary 6.2

Noise 21.6

Silence 52.5

As illustrated on the table of Table 7, the main problem of our system is its
silence, amounting to more than 50% of the system’s errors, 19% of reference
annotations not having a suggestion made by the CRF.

Now, we detail the most common errors made by our system. First, examples
of such errors are given in the Table 8 for components. Errors on entities being
mainly propagated, we will focus on component errors.

As illustrated on the chart of Fig. 3, most type errors involve either func,
kind or name. Going from Quaero v1 to Quaero v2, some kind components have
been replaced by func (cf. Fig. 2): they are closely related but there are also
some possible human errors which could explain in part the confusion between
the two. Some errors come from name morphing into kind in presence of other
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Table 8. Error overview on components

Error Description

Boundary -unfrequent variation of frequent entity

-adjective or prepositional phrase

Type kind vs func (+human errors?)

name/kind : some name become kind with other components (in gold)

Noise val : wrong PoS on “des”, “de” et “d”a (+human errors?)

object : common nouns and sports results

name: known components → country, val (numbers), relative time

Silence -val : not numbered amounts

-qualifier : missed if qualified component is missed

-name : forgotten on relative times

-kind : polysemic common nouns
a“de” and “des” in French may be partitive, possessive (not annotated) or comple-
ment (annotated).

components (ex: a country’s government). CRFs seem to have trouble modeling
this “isolation” phenomenon. Still on the government example, there is a volume
disparity between gold annotations and what the CRF yields: while it is mostly
annotated name, this annotation only amounts to 20% of the CRF’s output.
Maybe some post-processing rules could help correct this kind of errors.

Silence errors are mainly made on Quaero components, amounting to nearly
60% of all silence errors. They are mainly made on val, object, kind and qual-
ifier. Object being an amount component, it is accompanied with a val, most
likely those errors are linked to each other, even though we did not manage to
quantify the phenomenon. Errors on qualifier are nearly always contextual, as
it never appears alone. Most silent qualifiers are so because the component they
qualify was not identified either. This allows to think that the CRF managed to
“understand” this structural constraint, meaning that those silences will most
likely be corrected if we manage to catch the component they qualify.

Boundary errors on components are usually of length 1 or 2 and seem equally
distributed between additions and deletions, they mostly are adjectives or prepo-
sitional phrases. When it comes to entities, boundary errors tend to be larger on
overall, this is due to the propagation of two kinds of errors: first the boundary
errors on some components will cause an entity to have a boundary error also.
Second, a silence error on a component can lead to a boundary error in an entity,
for example when a first/last name is not identified at a component level, but
the person is still identified (Fig. 4).

Most noise errors are on components such as val, object, kind, qualifier and
name. Nearly 80% of those noise errors are on components whose form was
observed on the training corpus. While some are most likely human errors, such
as countries and proper names, some others are more contextual and may indi-
cate an overfitting of the CRF, that just took those components “at face value”.
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Fig. 4. Type errors on entities

As previously showed, most errors on entities seem to originate from errors
made on previous levels. To check this assertion, we tried a run using the refer-
ence components instead of using a CRF to annotate leaf level components in
Algorithm 1: the SER dropped to 6.3%, a result coherent with the one stated
by [5], who made the same test (Table 4). We plan to isolate non-propagated
type-specific errors to analyse them specifically in further research. This last
test provides a strong proof that we should focus more on components of the
first level, especially for common nouns that tend to be more ambiguous than
proper nouns. We also need to model some “horizontal” structuration better:



Structured NER by Cascading CRFs 261

some components work“symbiotically” with others, such as val and object. Type
errors also showed the need for a better disambiguation between the different
name components.

5 Conclusion

In this article, we have described a general method for structured named entity
recognition using a cascade of linear-chain CRFs. We have given a generic pro-
cedure that we adapted to best fit the architecture of Quaero named entities.
We showed why this specific architecture was justified; it gave promising results,
while remaining simple. While we did not manage to improve the current state-
of-the-art on Quaero v1, we nonetheless showed that our approach has compet-
itive performances.

We tried to characterize the most common errors and quantified the different
shortfalls of our system, which gave us some insights on how to improve it and
even found potential human errors. This process sadly lacks in automation. We
could compute an estimation of the propagated errors on types by checking if
a component below it has the same error type. We could also check the merits
of our approach by comparing it to a single CRF that would learn only the
top-level entities: by comparing the two, we could see errors made by one and
not the other, or by both of them. We could also compare the SER score with a
recent metric named “Entity Tree Error Rate” (ETER) [13], a metric based on
the SER but aims to better take into account structuration.

We plan to continue our research, especially by integrating more efficient
models, by focusing on annotating common nouns and how to model context,
which we think are the two most important tasks if we want to improve results
on Quaero. We also plan to use the hierarchy of the Quaero entity types to our
advantage: we could first learn a coarse grain CRF (ex: pers instead of pers.ind
and pers.coll) which would be followed by a fine grain CRF that would assign the
various subclasses. This could improve the disambiguation between the different
subtypes of name.
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Abstract. The previous Named Entity Recognition (NER) models for
Modern Standard Arabic (MSA) rely heavily on the use of features and
gazetteers, which is time consuming. In this paper, we introduce a novel
neural network architecture based on bidirectional Gated Recurrent Unit
(GRU) combined with Conditional Random Fields (CRF). Our neural
network uses minimal features: pretrained word representations learned
from unannotated corpora and also character-level embeddings of words.
This novel architecture allowed us to eliminate the need for most of
handcrafted engineering features. We evaluate our system on a publicly
available dataset where we were able to achieve comparable results to
previous best-performing systems.

1 Introduction

[1] stated that named entity recognition is the NLP task that consists of iden-
tifying, labeling and tagging atomic elements in any text with a set of named
entities such as Organization, Person and Location. Much research has been
done by the NLP community to build NER systems because many NLP appli-
cations could use their output results and also improve their performances by
integrating NER systems. NLP applications like entity coreference resolution [2],
syntactic parsing [3], Question Answering (QA) [4], machine translation [5] and
text clustering [6] are becoming more robust, in part because they integrated
output information of NER systems.

Developing an Arabic NER system is a challenging task given the complex
nature of this language compared to other languages like English or French. The
first challenge is that Arabic has complex and rich morphology where words are
highly inflectional and derivational entities. The second challenge is the absence
of capitalization where it cannot be used as a feature to recognize named entities
unlike other languages. Another challenge came from the problem of agglutina-
tion: building Arabic words consists of combining prefixes, stem and suffixes. As
a result, Arabic morphology is highly complex and raises the out-of-vocabulary
problem. Finally, unlike other languages (English, French, German, etc.), most
of the Arabic linguistic resources are not available for the research community.
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Most traditional high performance Arabic NER models are linear statistical
models, including Conditional Random Fields [7], which rely heavily on hand-
crafted engineering features and large gazetteers. For example, in their study, [8]
used a combination of rules in addition to a set of features such as orthographic,
morphological, POS tag, word length, and dot (i.e. if a word has an adjacent dot)
features. We believe that using heavy set of hand-crafted engineering features is
costly to develop and make recognizing Arabic named entities difficult to adapt
to new tasks or new domains.

In the past few years, non-linear neural networks combined with word rep-
resentations have been widely applied to NLP problems with great success. [9]
used a feed-forward neutral network to build a system for English NER by using
context window approach. More recently, recurrent neural networks (RNN) [10]
were widely used in handling sequences of variable length using a recurrent hid-
den unit whose activation at each time step is dependent on the previous one.
Various RNN models, like Long-Short Term Memory (LSTM) [11,12] and Gated
Recurrent Unit (GRU) [13], have shown great success in modeling sequential data
like speech recognition [14] and POS tagging [15].

In this paper, we propose a novel neural network architecture for Arabic
named entity recognition. Our model takes advantages from the recent success
of deep neural networks in various NLP applications. We use gated recurrent
unit (GRU) as the main building block for our model combined with conditional
random fields on the top of the network. In addition, we initialize our word
vectors using pretrained word representations, which showed great success in
sequence labeling tasks [9]. We add character-level representations of words to
our model to handle the out-of-vocabulary issues and allow our system to model
rare morphological variants of Arabic words. The contributions of this work are:

• Proposing novel neural network architecture for Arabic named entity
recognition.

• Investigating the use of character-level representations for morphologically
rich languages such as Arabic and also show that using pretrained word rep-
resentations improve the system performance.

• Giving empirical evaluations of this system on publicly available dataset for
modern standard Arabic NER.

• We are the first to investigate gated recurrent unit as the main building block
to recognize named entities for Arabic. We leave the investigation of GRU for
other languages as future work.

• Our system based on GRU and CRF is competitive on ANERcorp dataset.

2 Neural Network Architecture

In this section, we describe the different components (layers) of our neural net-
work architecture. We present the GRU as the main component. Then, we intro-
duce the other components: bidirectional GRU without and with CRF layer.
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Fig. 1. Gated Recurrent Unit.

2.1 Gated Recurrent Unit (GRU)

Recurrent neural networks (RNNs) are an extension of the main architecture
of feed-forward neural networks. They are powerful models that capture time
dynamics via cycles in the graph. The main advantage over feed-forward neural
networks is their ability to handle sequences of variable length. They use a
recurrent hidden unit whose activation at each time step is dependent on that
of the previous one. The main drawback of recurrent neural networks is the
gradient vanishing/exploding problems, which make them difficult to train and
scale to large machine learning problems [16,17].

More recently, [13] proposed Gated Recurrent Unit (GRU), which is a family
of RNNs to cope with these gradient vanishing problems. GRU is a powerful
and simpler alternative of Long Short-Term Memory (LSTM) networks [11].
Similarly to the LSTM unit, GRU was designed to adaptively update or reset
its memory content by using a reset gate rjt and an update gate zjt which are
reminiscent of the forget and input gates of the LSTM. The main difference
between LSTM and GRU is in the memory content. To compute the state hj

t of
the j-th GRU at timestep t, we use the following equation [13]:

hj
t = (1 − zjt )h

j
t−1 + zjt

˜hj
t (1)

where ˜hj
t and hj

t−1 respectively correspond to the new candidate memory content
and the previous memory content. zjt represents the update gate where its main
goal is to control how much of the previous memory content is to be forgotten
and how much of the new memory content is to be added. To compute the
update gate, we use the previous hidden states ht−1 and the current input xt in
the following equation:

ot = σ(Wzxt + Uzht−1) (2)

The new memory content ˜hj
t is computed as follow:

˜ht = tanh(Wxt + rt � Uht−1) (3)

where � is the element-wise product. The final equation concerns the reset gate
rjt . This gate allows a GRU unit to ignore the previous hidden states whenever
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it is deemed necessary considering the previous hidden states and the current
input:

rt = σ(Wrxt + Urht−1) (4)

A graphical illustration of GRU unit is depicted in Fig. 1. GRU has simplified
architecture with fewer parameters than an LSTM. It has been shown that using
GRU reduces the generation complexity while conserving the quality [18,19].
More recently, the idea of gating was used by [20] with convolutional networks
for English language modeling. They achieved a new state of the art performance
on WikiText-103 as well as a new best single-GPU result on the Google Billion
Word benchmark.

2.2 Bidirectional GRU Networks

One drawback of GRU networks is that they are only able to make use of previous
context. For NER task, it is useful to have access to both past and future features
at each timestep that will be a powerful modeling idea. We use bidirectional
GRUs to cope with this problem. A bidirectional GRU can process data in both
directions where the output layer receives results from the two separate hidden
layers.

For a given Arabic sentence Z = {z1, z2,..., zn} in the dataset containing n
words, the bidirectional GRU computes two representations: the left context
of the sentence at every word t denoted by

←−
h t and the right context of the

sentence denoted by
−→
h t by using a second GRU unit reading the same sentence

in the opposite direction. It should be noted that Arabic language is different
from the European languages where it starts from right to left which results in
a slightly different use of a bidirectional GRU networks in order to deal with
Arabic sentences. In summary, every word is represented by concatenating its
left and right context representations ht = [

←−
h t;

−→
h t].

2.3 Bidirectional GRU with CRF

In this context, we consider Arabic NER as a sequence labeling task where, for
a given sentence, it is useful to take in consideration the correlations between
adjacent labels and decode them jointly by choosing the best sequence of them.
For example, in standard BIO format, I-ORG cannot follow I-PER [21]. In order
to capture these correlations between labels, we model sequences using a con-
ditional random field (CRF) [22], instead of decoding each label independently.
To model a CRF layer, we used a state transition matrix, which will be used in
order to predict the current tag given the past and future tags. We denote this
transition matrix by Xi,j representing the transition score from the i-th tag to
the j-th tag. This matrix will represent the parameters of this layer. It should
be noted that we used dynamic programming to compute this matrix.

Our final model combines the bidirectional GRU with the CRF layer. Given a
sentence Z = {z1, z2,..., zn}, we denote Y (Z1,T )ti to be the matrix of scores output
by the bidirectional GRU network for the sentence Z1,T and the i-th tag at the
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t-th word. The sum of the transition scores of the CRF layer and the scores
from the bidirectional GRU network constitutes the final score for a sentence
Z1,T along with a sequence of tags i1,T . The following equation summarize this
final score FS :

FS(Z1,T , i1,T ) =
T

∑

t=1

(Xit−1,it + Y (Z1,T )it,t) (5)

Standard softmax function is used to get probabilities over all possible tag
sequences:

p(y|Z1,T ) =
exp(FS(Z1,T , i1,T ))

∑

w∈IZ
exp(FS(Z1,T , w))

(6)

where IZ represents all possible tag sequences for a given sentence Z1,T . Dur-
ing training, we maximize the log-probability log(p(y|Z1,T ))) of the correct tag
sequence:

log(p(y|Z1,T ))) = log(
exp(FS(Z1,T , i1,T ))

∑

w∈IZ
exp(FS(Z1,T , w))

) (7)

= FS(Z1,T , i1,T ) − log(
∑

w∈IZ

exp(FS(Z1,T , w))) (8)

2.4 Main Features

In this section, we present the main features used to build our Arabic NER sys-
tem. We begin by introducing the word embeddings which played an important
role to increase the performance system. Then, we describe the character-based
embeddings.

Word Embeddings. Continuous word embeddings trained on unannotated
corpora have been evaluated in various NLP tasks for their ability to capture
syntactic and semantic word similarity [23,24]. For this reason, they were used
for different NLP tasks like parsing, semantic role labeling, part-of-speech tag-
ging, named entity recognition, dependency parsing, chunking, and sentiment
classification.

[25] showed that using word embeddings in parsing English text improved the
system performance. [26] argued that adding word embeddings as features for
English part-of-speech (POS) tagging task helped the model to increase its per-
formance. For chunking, which is another syntactic sequence labeling task, [27]
showed that adding word embeddings allows the chunker for English to increase
its F1-score. [28] used simpler version of word embeddings features for English
dependency parsing where they employed flat (non-hierarchical) cluster IDs and
binary strings obtained via sign quantization (1[x > 0]) of the vectors.

In our model, we use pretrained word embeddings to initialize our word
vectors. It should be noted that Arabic pretrained word embeddings developed
by [29] are publicly available for research purpose. In our system, we used Arabic
pretrained word embeddings developed using word2vec model [30].



Arabic Named Entity Recognition: A Bidirectional GRU-CRF Approach 269

Fig. 2. The character-based embeddings for the Arabic word “ ”.

Character-Level Embeddings. The second features we investigated in this
paper are character-level embeddings. There are many reasons behind adding
these embeddings to our system: the first reason lies in their success to increase
the performance of many systems in various NLP applications. The second reason
is their importance for complex languages and also languages with rich morphol-
ogy (Czech, Arabic, etc.) [31].

Recently, many NLP applications used character-level representations in their
systems. For language modeling, [32] used character-level representations to
encode words, which allowed their system to capture rich semantic and ortho-
graphic features. As a result, they were able to outperform the baseline mod-
els. In parsing, [33] used character-level representations to overcome the main
problem in parsing which is the out-of-vocabulary problem and without any
additional resources. Using character-level representations allowed the parser to
increase the performance when out-of-vocabulary rates are high. Finally, they
argued that it is very useful to incorporate character-level representations for
morphologically rich languages.

In neural machine translation (NMT), [31] used character-level representa-
tions features for English to Czech translation task. They demonstrated that
their character models learned many useful features: well-formed words for
Czech, highly-inflected language with a very complex vocabulary and was able
to construct correct representations for English source words.

Arabic language is a highly inflectional and derivational language with com-
plex and rich morphology. Therefore, any Arabic NER system will suffer from the
out-of-vocabulary problem on the word level. Thus, using character-level embed-
dings for representing Arabic words to build a NER system will be very useful
to increase the system performance and deal the out-of-vocabulary problem.
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In addition, character-level embeddings will highly generalized to rarely seen or
unseen words by being able to model different and rare morphological variants
of a word, which is the main drawback of word-level.

Figure 2 shows the main idea to add character-level embeddings to our sys-
tem. Character-level embeddings of Arabic words are computed using bidirec-
tional GRUs. We read words character by character from right to left (from the
character “ ” to the character “ ”) to compute the first vector embedding (Vf).
Then, we computed the second vector embeddings (Vb), where we start from
the last character (from the character “ ” to the character “ ”), using the same
process. The final vector Vr represents the concatenation of the previous two vec-
tors. We concatenate this final vector with word embeddings vector taken from
the lookup-table to get the final representation of any word based on character-
and word- embeddings.

3 Training Mechanism

In this section, we provide details about training our neural network. Figure 3
illustrates the main architecture of our model. The input for our model will be
sentences from the dataset. For each word in the sentence, it is represented by
the concatenation of two vectors: the corresponding pretrained word embeddings
downloaded from [29] and the vector obtained from the character-based embed-
dings. The vectors of words in each sentence are fed to the bidirectional GRU to
get the final vector, which we feed to the CRF layer to get predictions for each
word in a given sentence. In the rest of this section, we present the dataset used
for training and testing our model and we provide training details.

Fig. 3. The final architecture of our model.



Arabic Named Entity Recognition: A Bidirectional GRU-CRF Approach 271

3.1 ANERcorp Dataset

ANERcorp is the dataset used in this paper for training and testing our system.
It was developed by [7] for Arabic NER task. In this dataset, sentences are
represented in the standard IOB format (Inside, Outside, Beginning) where they
labelled every token as B-label if the token is the beginning of a named entity, I-
label if it is inside a named entity but not the first token within the named entity,
or O otherwise. They used three types of named entities for tagging: Person,
Location and Organization, which conformed to Linguistics Data Consortium
ACE tagging guidelines. This dataset consists of 316 articles where the authors
decided to choose articles from different newspapers containing many topics so
as to build a generalized dataset.

ANERcorp contains more than 150 000 tokens and 32 114 types annotated
for this task where the proportion of the tokens that are named entities reaches
11% of the dataset.

3.2 Training Details

We initialized our character-embeddings with uniform samples from the interval

[−
√

2
dim ,+

√

2
dim ], where we set the dimension dim = 25. As we discussed in

previous section, we initialized our word vectors with Arabic pretrained word
embeddings derived using word2vec model, developed by [29] where we set the
dimension of our word embeddings to be 100.

The algorithm used to train our neural networks is backpropagation through
time (BBTT) [34]. We used mini-batch stochastic gradient descent (SGD) to
perform parameter optimization with a fixed learning rate of 0.01 and a gradient
clipping of 5.0. It should be noted that we explored more advanced optimization
algorithms such as Adadelta [35], Adam [36] and RMSProp [37]. Experimental
results showed that none of these algorithms was able to perform better than
SGD.

4 Experimental Results and Discussions

In this section, we present the experimental results obtained by using different
architectures of our model applied on ANERcorp dataset. We run two parts of
the experiments: we run the first part to select the best architecture among some
models and the second part of the experiments concerns the comparison between
our best selected model and the best previous systems [38–40].

Firstly, we investigated the use and the combination of different architec-
tures: bidirectional GRU networks, the CRF layer, character-based (char-emb)
models and word embeddings (word-emb). Table 1 shows the results obtained
by combining different architectures. Related to the experimental results pre-
sented in Table 1, we can observe that the combination of bidirectional GRU,
CRF, pretrained word embeddings (word-emb) and character-based embeddings
(char-emb) gives us the best F1-score where we reached 89.74 points. From these
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Table 1. Experimental results of our different models on ANERcorp dataset.

Models Precision Recall F1-score

B-GRU + CRF 82.15 80.27 81.18

B-GRU + CRF + char-emb 85.42 84.50 84.95

B-GRU + CRF + word-emb 90.11 86.24 88.13

B-GRU + CRF + word-emb + char-emb 91.00 88.52 89.74

experiments, we can see that pretrained word embeddings gave us the remark-
able improvement in overall performance of +6.95 points in F1 score compared
to the model using just randomly initialized embeddings (B-GRU + CRF). In
addition, adding character embeddings to the model “B-GRU + CRF” improved
the system by +3.77 points in F1 score.

In the second part of the experiments, we compare our system with the previ-
ous Arabic NER systems. We selected three systems: the first system developed
by [38], the second system developed by [40] and the last system developed
by [39].

[40] used a feed-forward neural network with pretrained word embeddings
to build an Arabic NER system where they reached 88.64 F1 score. [38] used
an hybrid approach to develop their system called NERA. It yields an F1-score
of 88.77%. The state-of-the-art results were produced by [39] where their sys-
tem called J48, reaches 90.66 in F1 score. This system used a rule-based NER
component producing NE labels with six categories of engineering features: rule-
based features, morphological features, POS features, gazetteer features, contex-
tual features and word-level features. Table 2 shows the comparison between our
model and these three systems. We were able to achieve comparable results to
previous best-performing system (J48) and outperformed the two other systems
(Gridach, 2016; NERA).

Table 2. Comparison between our system and three Arabic NER systems on ANER-
corp dataset.

Systems Precision Recall F1

Gridach, 2016 95.76 82.52 88.64

NERA 90.58 87.05 88.77

J48 – – 90.66

Our system 91.00 88.52 89.74

As far as we know, we are the first to explore the impact of character-
based embeddings, pretrained word embeddings and contextual features (CRF)
to develop an Arabic NER system. Using these features allow our model to learn
interesting morphological and orthographic features instead of hand-engineering
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them. In addition, we are the first to use bidirectional GRU combined with CRF
to build a named entity recognition system. Studying the impact of bidirectional
GRU in developing NER systems for other languages should be an interesting
direction of future work.

5 Conclusion

In this paper, we present a novel neural network architecture based on bidirec-
tional GRU, CRF, word embeddings and character-based embeddings where the
overall model does not rely on lots of hand-engineering features. Word embed-
dings learned from unlabeled corpora give us a remarkable improvement in the
overall system performance. Because Arabic is a high inflectional and deriva-
tional language with complex and rich morphology, using character-level models
allow our model to reduce out-of-vocabulary issues and being able to model dif-
ferent and rare morphological variants of Arabic words. Therefore, our system
uses minimal features and does not rely on any dictionary or large gazetteers. We
achieved comparable results to previous best-performing systems on ANERcorp
dataset. One of the potential direction for future work will be the integration of
our system to do Arabic sentiment analysis task.
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Abstract. In order to improve the performance of a deep-learning neu-
ral network, the paper outlines a stack-based approach incorporating var-
ious information sources. A named entity recognition system for Amharic
was implemented using a recurrent neural network, a bi-directional long
short term memory model. Word vectors based on semantic information
were built using an unsupervised learning algorithm, word2vec, while
a Conditional Random Fields (CRF) classifier was trained on language
independent features to predict each token’s named entity class. The
predictions, features and word vectors were fed to the deep neural net-
work to assign labels to the words. This stack-based approach reached
an 74.26% F-score, outperforming various other deep-learning set-ups, as
well as a baseline CRF classifier, and an ensemble method incorporating
the same information sources.

1 Introduction

Named entity recognition plays an important role in helping to make semantic
search more efficient. For example, if the search term is ‘apple’, it may refer to a
common noun or proper noun (the company). If the user intention of using the
search term is only to capture the proper noun reading, named entity information
helps by guiding the search for the term as a proper noun. This paper will focus
on named entity recognition for Amharic, the main language for country-wide
communication in Ethiopia. The task of named entity recognition (NER) is to
identify proper names and classify them into some predefined categories. Most
current NER research utilises machine learning approaches [13,19,20], heavily
based on the availability of resources on the web, a route which obviously cannot
always be taken for resource-poor languages, such as Amharic.

Recently, deep neural networks have been shown to effectively solve several
language processing tasks such as part-of-speech tagging, sentiment analysis, and
NER. A feed-forward neural network to identify named entities was designed by
Collobert et al. [6] using a fixed number of context words, while Chiu and Nichols
[5] further improved performance using character and word embeddings. Huang
et al. [11] proposed a more complex method based on a recurrent neural network,
a bi-directional long short term memory (LSTM) model. Their model included
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a layer based on a Conditional Random Field (CRF) classifier having a state
transition matrix as parameters to use past and future tags to predict the cur-
rent tag. A bi-directional LSTM deep learner is also used in the present paper,
stacked together with a supervised CRF classifier and a feature extractor. A
large set of different, language independent features was developed for identify-
ing and classifying the names, and the classifiers were trained on an annotated
Amharic named entity (NE) corpus using these features. A one-hot vector for
each token was generated using the NE class predicted by the CRF classifier, and
concatenated with the feature vectors and the word embeddings from word2vec.
The combined result was used as input to a bi-directional LSTM neural network
which was trained to predict the tag for each token.

The rest of the paper is organized as follows: Sect. 2 introduces the Amharic
language and the annotated Amharic named entity corpus that has been utilized,
while some previous work on named entity recognition for Amharic is discussed in
relation to our basic strategy in Sect. 3. Then Sect. 4 describes the stacked-based
deep learning-based named entity recognition system for Amharic, including the
name identification and classification methodology, and the different features
used. Experimental results are given in Sect. 5, comparing the stack-based deep
learning approach to some other potential set-ups. Finally, Sect. 6 summarizes
the discussion and gives some suggestions for possible future extensions.

2 Amharic and Amharic Corpora

Amharic is the working language of the Ethiopian government and spoken by
about 40 million people as a first or second language,1 making it the second most
spoken Semitic language in the world (after Arabic), the second largest language
in Ethiopia (after Oromo), and possibly one of the five largest languages on
the African continent. Like many other Semitic languages, Amharic has a rich
verbal morphology based on tri-consonantal roots, with vowel variants describing
modifications to, or supplementary detail and variants of the root form.

Unlike Arabic or Hebrew, Amharic is written from left to right, using a
unique script (shared with the closely related Tigrinya language) which lacks
capitalization and in total has 275 characters (mainly consonant-vowel pairs).
The script originates from the Ge’ez alphabet (the liturgical language of the
Ethiopian Orthodox Church) and can be traced back to at least the 4th century
A.D. The writing system uses multitudes of ways to denote compound words
and there is no agreed upon spelling standard for compounds. As a result of
this—and of the size of the country leading to vast dialectal dispersion—lexical
variation and homophony is very common.

In spite of the relatively large number of speakers, Amharic is still a language
for which very few computational linguistic resources have been developed, and
1 The CIA World Factbook estimates Ethiopia’s population to currently be 102.4

million, with 27% having Amharic as first language (https://www.cia.gov/library/
publications/the-world-factbook/geos/et.html), while Hudson [12] claimed Amharic
to be understood by about 40% of the Ethiopians—at least at that time.

https://www.cia.gov/library/publications/the-world-factbook/geos/et.html
https://www.cia.gov/library/publications/the-world-factbook/geos/et.html
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very little has been done in terms of making useful higher level Internet or
computer-based applications available to those who only speak Amharic. The
largest corpora for Amharic being a 3.5 million word untagged corpus [9] and
a part-of-speech tagged corpus of 200,000 words retrieved from the webpages
of the WALTA news agency [7,8]. The Polyglot project [2] has created word
embeddings for the more than 100 languages that have at least 10,000 Wikipedia
entries, which mainly include European and Asian languages (and some artificial
languages), but in addition to Arabic also a few Sub-Saharan African languages
such as Yoruba, Swahili, Africans and Amharic.2 In addition, they have anno-
tated named entities for 40 languages using a 4-class scheme: persons, organisa-
tions, locations and others (for non-named entity tokens) [1]. However, Arabic
is the only language spoken in Africa which has been annotated so far.3

Table 1. Training and test data statistics

Fold Training data Test data

Sentences Tokens Named entities Sentences Tokens Named entities

total match noMatch

1 3,784 99,095 5,056 453 10,581 424 236 188

2 3,801 98,293 4,894 436 11,383 586 249 337

3 3,859 99,379 4,828 378 10,297 652 313 339

4 3,743 96,282 4,878 494 13,394 602 291 311

5 3,895 100,197 5,018 342 9,479 462 200 262

6 3,862 100,963 5,027 375 8,713 453 209 244

7 3,902 100,877 5,012 335 8,799 468 218 250

8 3,730 96,620 4,788 507 13,056 692 275 417

9 3,832 98,300 4,951 405 11,376 529 215 314

10 3,725 97,078 4,868 512 12,598 612 307 305

Total 4,237 109,676 5,480

In contrast, the datasets annotated within the SAY project at New Mexico
State University’s Computing Research Laboratory include Amharic and use a
richer 6-class annotation scheme, with the categories person, location, organiza-
tion, time, title and other (not named entity). The SAY Amharic annotations
are available in 322 XML files from the Lexical Data Repository of the Ge’ez
Frontier Foundation.4 In the present work, these files were split into ten parts
for ten-fold cross-validation. Table 1 shows the statistics of the training data for
each fold (i.e., the sum of the other nine folds) in terms of number of sentences,
tokens, and named entities, as well as the same information for the test data
(i.e., each fold in itself), but in addition to the total number of named entities

2 http://bit.ly/embeddings.
3 https://bit.ly/polyglot-ner.
4 https://github.com/geezorg/data/tree/master/amharic/tagged/nmsu-say.

http://bit.ly/embeddings
https://bit.ly/polyglot-ner
https://github.com/geezorg/data/tree/master/amharic/tagged/nmsu-say
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for each fold also the number of NEs in the test set (fold) that also could be
found in the training set (‘match’) and those that could not (‘noMatch’). Hence
the ‘noMatch’ column shows the number of NEs unique to that specific fold.

3 Named Entity Recognition for Amharic

Most named entity recognition efforts have focused on a few European and Asian
languages, while African languages have been given little attention; however,
three Master’s Thesis projects at Addis Ababa University experimented with
randomly extracted sentence subsets of the part-of-speech annotated WALTA
corpus [7,8] using the version of the corpus transcribed into the Roman alphabet.
Two of the Master students themselves annotated the WALTA corpus subsets
with 4-class named entity tags for persons, organisations, locations and others
(non-NE; roughly 90% of their datasets).

Both Mehamed [14] and Alemu [3] used about 90% of their data for training
and 10% for testing (i.e., without performing any cross-validation), building
Conditional Random Fields (CRFs) classifiers trained on different word and
context features (word prefixes and suffixes, and the NE and part-of-speech tags
of the word), with Mehamed [14] achieving recall, precision and F1-measure
values of 75.0%, 74.2%, and 74.6%, respectively, on a 10,405 word subset of the
WALTA corpus, of which 961 words (incl. only 96 NEs) were used for testing.
Alemu [3] experimented with context windows of up to two words before and
after the current token on another 13,538 word WALTA corpus subset, of which
1,242 words were used for testing, improving recall to 84.9% and precision to
76.8% for an 80.7% F-score.

Belay [4] used a combination of decision trees, support vector machines and
hand-crafted rules on part of the dataset annotated by Alemu [3], but artifi-
cially expanded it to get a better balance between the classes: since 9,899 of the
12,196 tokens he used were tagged as non-NEs, he inflated the NE classes so
that the training dataset contained 31,347 instances. Although using 40% of the
training data for testing, Belay [4] noted that his hybrid learning approach was
outperformed by a straight-forward baseline method using only part-of-speech
information and a binary flag for nominals. The small test sets make the eval-
uations in these three Master Theses fairly unreliable, as their conclusions also
indicate: Mehamed [14] found that part-of-speech tagging improved the results,
while using word prefixes did not. Alemu [3] on the other hand claimed that
word prefixes contributed positively, while part-of-speech tagging did not.

In contrast, we have experimented with the substantially larger SAY dataset
(Table 1) and several deep learning approaches to identify and classify Amharic
named entities into six (rather than four) predefined classes: Person, Location,
Organization, Time, Title, and Other (non-named entity tokens). The experi-
mental set-ups utilize a recurrent neural network, a bi-directional long short term
memory (LSTM) model with various features. Word vectors based on semantic
information are built for all tokens using an unsupervised learning algorithm,
word2vec. In a basic system set-up, the word vectors are merged with a set
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of specifically developed language independent features and together fed to the
neural network model to predict the classes of the words. In order to improve per-
formance, a stacked system approach utilizes a supervised CRF classifier trained
on language independent features to first predict each token’s named entity class,
and the CRF predictions are then combined with the selected feature set and
the word2vec word vectors before being fed to the deep neural network (LSTM
model) which assigns labels to the words.

4 A Stacked Amharic Named Entity Recogniser

A stacked deep neural network approach was used to recognize named enti-
ties from Amharic text. However, in a first step two baseline systems were cre-
ated: a plain Conditional Random Field (CRF) classifier and a non-stacked bi-
directional long short term memory (LSTM) network.

4.1 CRF-Based Model

In the first baseline system, Amharic named entities were extracted using a
supervised CRF machine learner, built with the C++ based CRF++ package,5

a simple, customizable, and open source implementation of CRF for segmenting
or labelling sequential data. The CRF classifier was trained on the following set
of features:

Local context plays an important role in identifying names. As in the work
by Alemu [3], two words before and after the focus word were used as local
context (so there are four context features).

Part-of-speech tags extracted for each token using HornMorpho [10], which
is one of the few resources that already are available for Ethiopian languages
and provides some morphological processing for Amharic, Tigrinya and Afaan
Oromo.

Word suffix and prefix obtained by stripping a fixed number (up to 4) of
characters from the beginning and end of the current word.

Word frequency: Less frequent words were found to often belong to named
entities. If the pre-calculated frequency from the training/test data of the
current word is less than a certain threshold, this binary feature is set. The
thresholds were empirically set to 10 and 4 for training and test data, respec-
tively (the frequency count threshold for the test data has to be lower than
that for the training data, since there are a lot fewer instances in the test
data than in the training data).

Digit check: in particular to identify the ‘time’ class, it is helpful to mark if a
token contains any digit(s). Hence this binary flag is set for tokens containing
at least one digit.

5 http://crfpp.sourceforge.net.

http://crfpp.sourceforge.net
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Fig. 1. Baseline LSTM model

4.2 Bi-directional Long Short Term Memory Model

In the second baseline system, a bi-directional LSTM (Long Short Term Mem-
ory) model was used. The deep learning method is divided into two parts:
word embedding and bi-directional LSTM. The word embeddings were generated
through word2vec, which takes inputs from large corpora and generates a word
vector for each word. There are two types of embeddings: continuous-bags-of-
words (CBOW) and skip-gram models [15,16]. In the CBOW architecture, the
model predicts the current word from a window of surrounding context words.
In the skip-gram model, it predicts the context words using the current word.
The word2vec model can be trained using a softmax function [18] or negative
sampling [18]. Since word2vec is a unsupervised approach where annotations
are not needed, the entire Amharic corpus (without annotations) was taken as
training data for a word2vec model using skip-grams and negative sampling.

The bi-directional LSTM model classifies the words following the NE predic-
tion pipeline shown in Fig. 1. The network consists of an embedding/input layer
with two hidden layers. In the output layer, the softmax [18] function assigns the
words to six categories/labels. In the input layer, the word embeddings devel-
oped using word2vec are combined with the same non-context features as used
by the CRF classifier (suffix and prefix, POS, frequency and digit-check). For
the suffix and prefix features, 5-dimensional word vectors are generated for each
length of suffix/prefix character(s) using word2vec. The suffix and prefix lengths
are set for up to four characters, so that 40 (5× 8) word vectors are generated
for the suffix and prefix features. In addition, one-hot vectors are generated for
each of the other features: a length 2 one-hot vector for frequency, a length 2
one-hot vector for the digit-check feature, and a length 5 one-hot vector for POS
(encoding the five classes nouns, verbs, infinitives, copulas, and others).

4.3 Stack-Based LSTM Model

In order to optimise the system performance, a stack-based deep learner was
built, combining the output of a supervised Conditional Random Field model
with word embedding vectors and a set of language-independent features fed to
the LSTM model to classify the words. The pipeline of the stack-based model is
shown in Fig. 2, with the different parts further described below.

A word embedding of size 300 was created from word2vec using a skip-gram
model. Different feature vectors of size 49 were extracted for each word in the
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Fig. 2. Pipeline of stack-based model

training and test datasets, using the features described in Sect. 4.2. These fea-
ture vectors are concatenated with the word2vec output. In addition, the same
features were used by the CRF classifier to predict the tag for each word, with
length 6 (each bit represents one class) one-hot word vectors being generated
for the CRF outputs, and concatenated with the word vectors generated by the
word2vec model and the feature vectors. These three information sources (vec-
tor size 355) were then fed to a bi-directional LSTM neural network with two
hidden layers in order to classify the tokens into one of the six different classes.
The LSTM model was trained for 100 epochs with a batch size of 256 and with
the maximum sentence length set to 70.

For comparison, another system was trained using the same setup, but with-
out feeding feature vectors to the LSTM model. Hence that network only uses
word embeddings generated by word2vec (size 300) concatenated with the CRF
output vector (6 one-hot word vector), so a total input word dimension of 306.

5 Results

To establish a baseline, a supervised model was built using a CRF classifier based
on the features mentioned in Sect. 4.1. After 10-fold cross-validation, the CRF
classifier achieved the average precision, recall and F1-scores of 85.02%, 61.67%
and 71.44%, respectively. For each fold, the recall, precision and F-measure values
are given on the left side of Table 2.

The second baseline model was the LSTM described in Sect. 4.2, utilizing
feature vectors based on the language independent features (except the context
feature) that were added to the word vectors built from skip-gram word2vec
model. The average recall, precision and F-scores after 10-fold cross-validation
are shown on the right side of Table 2: the model using both word vectors and
features achieves an average precision of 77.2% and recall of 63.4%, for a 69.7%
F1-score. It thus slightly improves the recall compared to the CRF-based classi-
fier, but at the price of a clearly lower precision.

The performance of the stacked-based LSTM model incorporating two infor-
mation sources (word vectors and CRF outputs), but not the feature vectors
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Table 2. Baseline systems: CRF classifier and LSTM with word2vec plus features

Fold CRF classifier word2vec + features

Precision Recall F1-score Precision Recall F1-score

1 0.8726 0.6887 0.7698 0.7930 0.6667 0.7244

2 0.8070 0.6197 0.7010 0.7016 0.6490 0.6743

3 0.8499 0.6044 0.7064 0.8093 0.6290 0.7079

4 0.8608 0.6399 0.7341 0.7766 0.6516 0.7087

5 0.8492 0.5580 0.6738 0.7792 0.5974 0.6763

6 0.8335 0.6039 0.7004 0.7614 0.6073 0.6757

7 0.8611 0.6072 0.7122 0.7859 0.6156 0.6904

8 0.8733 0.5796 0.6968 0.7578 0.6360 0.6916

9 0.8144 0.6133 0.6997 0.7464 0.6467 0.6930

10 0.8804 0.6530 0.7498 0.8055 0.6633 0.7275

Avg. 0.8502 0.6167 0.7144 0.7717 0.6363 0.6970

reached the average precision, recall and F-measure values of 85.91%, 65.33%
and 74.10%, respectively, as shown on the left side of Table 3 (‘No-feat LSTM’),
hence surpassing both baseline systems on all accounts.

The stacked-based model incorporating all three information sources (word
vectors, features and CRF outputs) out-performed all previous models, with
the 10-fold cross-validation results shown in the middle of Table 3, so reaching
average precision, recall and F-measure values of 85.97%, 65.51% and 74.26%,
respectively, using the outputs of the previous CRF learning classifier along with
the feature vectors and the word vectors from the word2vec model. However, the
improvements compared to the ‘No-feat’ LSTM model are small, indicating that
the mileage stemming from the language-independent feature set is not very
significant.

As an alternative to combining the CRF classifier and the LSTM in a stack-
based model, a set of experiments were run where they were instead emsembled
in a voting-based scheme. As can be seen in the right-most part of Table 3, a
combination of CRF with an LSTM trained on the word2vec word embeddings
and the language independent feature set performed better than the stack-based
LSTM model in terms of recall, but worse than all the other models in terms of
precision, for an average F-score which was slightly lower than both versions of
the stacked LSTM (i.e., both with and without the features in the input set).

In order to investigate the cause of the low recall values of the stacked LSTM
model, another set of experiments was run, exploring the effect of increasing the
size of the training dataset. Here Fig. 3 represents the variation of F-measure
values with respect to different sizes of training datasets. The three graphs in the
figure compare the performance of the stack-based LSTM model to that of the
plain CRF classifier and the LSTM model trained on word2vec word embeddings
and the feature vectors, in each case showing how the performance increases as
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Table 3. A stack-based LSTM without feature vector input (but using word2vec and
CRF outputs), a stack-based LSTM using all three information sources, and a voting-
based ensemble of a CRF classifier and an LSTM model using word2vec and features.

Fold No-feat LSTM Stack-based LSTM Voting-based Ensemble

Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score

1 0.8716 0.7242 0.7911 0.8746 0.7267 0.7938 0.7511 0.8026 0.7760

2 0.8035 0.6661 0.7284 0.8048 0.6669 0.7293 0.7517 0.7052 0.7277

3 0.8760 0.6405 0.7400 0.8760 0.6405 0.7400 0.7787 0.7273 0.7521

4 0.8632 0.6726 0.7561 0.8643 0.6734 0.7567 0.7703 0.7356 0.7525

5 0.8750 0.5814 0.6986 0.8756 0.5847 0.7011 0.7557 0.6687 0.7096

6 0.8401 0.6338 0.7225 0.8431 0.6361 0.7251 0.7657 0.7123 0.7381

7 0.8807 0.6615 0.7555 0.8807 0.6615 0.7555 0.7295 0.7416 0.7355

8 0.8940 0.6169 0.7301 0.8917 0.6199 0.7313 0.7296 0.7024 0.7158

9 0.8195 0.6704 0.7375 0.8208 0.6722 0.7391 0.7325 0.7390 0.7357

10 0.8617 0.6656 0.7511 0.8658 0.6687 0.7546 0.7592 0.7551 0.7571

Avg. 0.8591 0.6533 0.7410 0.8597 0.6551 0.7426 0.7524 0.7289 0.7400

Fig. 3. F-measure vs. size of training data (each step adds on average 424 sentences)

more data (another fold) is added to the training dataset. As can be seen, all
three systems improve rapidly as the first three folds are added, but (as could
be expected) performance keeps on improving as more data is added, indicating
that all systems would benefit from having access to even more training data.
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6 Conclusion

Here we have experimented with a system for named entity recognition for
Amharic, an under-resourced language. A set of language independent features
was developed to extract Amharic named entities using a supervised CRF clas-
sifier and bi-directional LSTM model. Better performance was achieved after
creating (unsupervised) word embeddings based on the output of the supervised
model and the feature vectors together with word2vec word vectors, and then
feeding the result to the neural network for training and classification. When the
outputs of the CRF model were concatenated with the word embeddings, the
recurrent network outperformed the other models. This may be since many of
the tags/classes are identified already by the CRF model. However, the stack-
based LSTM model utilizing the CRF output as an information source clearly
improved on the CRF classifier itself, in particular in terms of recall. A voting-
based ensemble solution using the CRF classifier and an LSTM built only on
word embeddings and feature vectors showed further improvements to recall,
but at the price of substantially lower precision.

Tools and resources that can help reduce language barriers and thereby pro-
vide people all over the world with improved access to information and services
will have beneficial effects for most sectors of society and in the long-term con-
tribute to the development of technology that will enable massive social and
economic transformations. The present system takes a small but important step
in the direction of developing such tools, but the error levels are still high and
many names were not identified by the system or classified into the wrong NE
categories. Notably though, one error source is that many names in the training
data are annotated as non-entities, but in test data the names are annotated as
named entities. However, the main cause of the low recall is most likely insuffi-
cient number of training instances, which are further reduced both by Amharic
being an agglutinative language and by it lacking spelling standard for many
names. This is in line with the results reported by Poostchi et al. [17] who car-
ried out a similar NE task on Persian, another under-resourced language, using
an almost equal-sized corpus (250K tokens, of which about 10% were named enti-
ties). They compared an SVM-HMM based approach to CRF and a recurrent
neural network, with the SVM-based classifier performing best, potentially since
their dataset also was too small for the neural network to be trained efficiently.

In the future it would be reasonable to also develop some language dependent
features to improve the performance. A set of models can also be generated by
using several different classifiers and ensemble these models with the help of an
evolutionary algorithm. It might also be possible to utilize the word embeddings
generated for Amharic in the Polyglot or HaBiT projects. Furthermore, the
word2vec model used here was built on skip-grams that predict the context
words using the current word. An alternative would be to use the continuous-
bags-of-words (CBOW) model, which basically does the opposite and predicts
the current word from a window of surrounding context words.
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Abstract. Expressions can be ambiguous between idiomatic and lit-
eral interpretation depending on the context they occur in (“sales hit
the roof” vs “hit the roof of the car”). Previous studies suggest that
idiomaticity is not a binary property, but rather a continuum or the so-
called “scalar phenomenon” ranging from completely literal to highly
idiomatic. This paper reports the results of an experiment in which
human annotators rank idiomatic expressions in context on a scale from
1 (literal) to 4 (highly idiomatic). Our experiment supports the hypoth-
esis that idioms fall on a continuum and that one might differentiate
between highly idiomatic, mildly idiomatic and weakly idiomatic expres-
sions. In addition, we measure the relative idiomaticity of 11 idiomatic
types and compute the correlation between the relative idiomaticity of
an expression and the performance of various automatic models for idiom
detection. We show that our model, based on the distributional semantics
ideas, not only outperforms the previous models, but also positively cor-
relates with the human judgements, which suggests that we are moving
in the right direction toward automatic idiom detection.

1 Introduction

Philip Johnson-Laird once said: “If natural language had been designed by a
logician, idioms would not exist” [1]. According to [2], there are as many fixed
expressions as there are words in American English, roughly 80,000. This means
that people have at least 160,000 items memorized and available for use. What
sets idioms from most other fixed expressions is the absence of any observable
relation between their linguistic meaning and their idiomatic interpretation [1].
Researchers have not come up with a single agreed-upon definition of idioms
that covers all members of this class [3–8]. The common property ascribed to the
idiom is its relative non-compositionality. Additional properties include lexical
and syntactic flexibility, i.e., kick the bucket is not the same thing as kick the
pail and the bucket was kicked does not preserve the idiomatic meaning.

According to [9], the study of the identification and comprehension of ambigu-
ous idiomatic expressions, like sales hit the roof vs. hit the roof of the car,
shares many of the issues that are involved in the study of lexical ambiguity.
One of the most important components involved in the comprehension of idioms
c© Springer Nature Switzerland AG 2018
A. Gelbukh (Ed.): CICLing 2017, LNCS 10761, pp. 291–304, 2018.
https://doi.org/10.1007/978-3-319-77113-7_23
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is context [9]. In particular, when ambiguous idioms are involved, local context
seems to contribute to the selection of the particular sense of an idiom.

In this paper, we describe an experiment in which we use Amazon.com’s
Mechanical Turk (MTurk) to gather human subject rankings on 165 idiomatic
expressions, from sixty raters. The purpose of the experiment was to determine
whether subjects could rank idioms on a scale and whether the human rankings
correlate with the performance of our automatic idiom classifier.

2 MTurk Experiment

2.1 Data

In both of the automatic classification and human judgement experiments, we use
the VNC-Tokens dataset developed by [10], a resource of almost 3,000 English
verb-noun combination (VNC) usages annotated as to whether they are literal
or idiomatic. We selected expressions that were both idiomatic and ambiguous
between idiomatic and literal interpretations. [10] report that in their analysis
of 60 VNCs, approximately half of these expressions frequently appear in their
literal sense in the British National Corpus (BNC) [11]. The original VNC-Tokens
list was created by two annotators, both native English-speakers. According to
[10], the annotators were presented with the single sentence containing the VNC
usage. Sentences in the surrounding context were not included. If the annotator
was unable to determine the class of a token based on the sentence in which it
occurs, he or she could choose the unknown label.

An important observation that [10] make which is subsequently supported
by [12] is that the idiomaticity of an expression is not binary. Expressions may
be more or less idiomatic, falling on a continuum ranging from completely lit-
eral expressions to semantically opaque. While we do not agree that expressions
which are completely literal can be still called idioms (perhaps, the authors
meant “collocational continuum”), we do think that idiomaticity is a scalar prop-
erty, and this observation is used in the experiments described below. [10] also
notice that at the adjudication step, when the annotators were supposed to dis-
cuss the tokens on which the judges originally disagreed to achieve a consensus
annotation, among the issues that arose were the expressions that fall in the
middle of the literal-idiomatic continuum. For example, [10] mention that the
idiomatic expression have a word is related to the literal meaning, as in At the
moment they only had the word of Nicola’s husband for what had happened.

[10] divide their data into three sets: development, test, and skewed. Skewed
contains expressions for which one of the literal or idiomatic meanings is infre-
quent, while the expressions in the development and test sets are more balanced
across the senses. [10] notice that while the observed agreement for all the sets
is quite high (in the 80s), the kappa scores are low on the test and the skewed
sets. [10] mention that the judges consistently disagreed on the label for have
words, hold fire, and make hit. Eliminating these three expressions improves the
unweighted Kappa score significantly. We address this issue in this paper as well.

http://Amazon.com
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2.2 Procedure

In our experiment, we wanted to see whether human annotators are capable of
ranking the idioms on a scale and later correlate their judgement with the per-
formance of our algorithm. Using Turktools [13], we randomized and formatted
the target material into an html template compatible with Mechanical Turk.
The 165 target items were split into three separate Mechanical Turk Human
Intelligence Tasks (HITs), each of which contained five target idiomatic expres-
sions presented in context, from all eleven idiom types. Each target item was
to be assigned a ranking ranging from 1 to 4, or “not idiomatic” to “highly
idiomatic”. The purpose of rankings 2 and 3, was to allow for the possibility of
an idiomatic expression to be perceived as neither strictly literal nor idiomatic.
Prior to the beginning of the experiment, participants were presented with four
example questions to aid in understanding the four possible rankings. In order
to ensure the turkers were paying attention, each example question had instruc-
tions to select a specific ranking. Participant responses were primarily rejected
if they consisted of numerous missing entries or an abnormally large number of
low rankings. To increase the likelihood of participants being the native speakers
of English, we required that all turkers had a high school diploma obtained in
the US1

Here is an HIT excerpt:

Instructions
You will be presented with 55 text excerpts which contain various focus
phrases (highlighted in bold). Your task is to rate how idiomatic each phrase
is in its respective text excerpt. The contexts in which the phrases appear,
will determine the degree of idiomaticity. There is no “correct” response, sim-
ply follow your native speaker intuitions. Below are some typical properties
of idiomatic and literal phrases:

Idiomatic phrases tend to be:
• Abstract/complex
• Vague
• Commonly used by native speakers in casual speech and difficult for

English learners

Literal phrases tend to be:
• Straightforward in meaning
• Basic

Here is a scale you can follow. Not idiomatic (1)2: The meaning sounds fairly
straightforward. Little idiomatic (2): The meaning seems like it could be taken
1 Naturally, this requirement does not guarantee a native speaker, but we had not a

better option to control for it.
2 We should clarify here that even though all items that we used were already marked

as idiomatic in the [10]’s data, we decided to keep the option of ranking them as
literal, just in case of a mistake or a different interpretation. Remember that [10]’s
dataset is annotated by only two annotators.
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literally, but not completely. It almost seems literal (or not idiomatic) but there’s
a hint of figurativeness. Somewhat idiomatic (3): The meaning seems to be fig-
urative, but not completely. It almost seems idiomatic, but there is a hint of
literalness. Idiomatic (4): It is figurative and cannot be taken literally. So, sub-
jects were supposed to rank idiomatic expressions in context using the scale
above. The context is a paragraph from BNC in which an idiomatic expression
occurs. It’s exactly the same context our automatic classifier uses to tell apart
idioms from literal expressions. Here’s an example:

We decided to go out to dinner the other day, but I was a little worried
because I wasn’t sure if she was still mad at me or not. So whatever, we
still went and we got into the same argument we had last week. She ended
up making a huge scene right there, in the middle of the restaurant!

2.3 Results

The results show that a ranking of “4”, or “highly idiomatic”, was the most
frequent among all sixty raters, while the average ranking was 3.2. Although
all of the paragraphs presented to participants consisted of strictly idiomatic
expressions, lower rankings were assigned consistently by all raters across the 165
target items. The ratings for each idiom type show that some expressions received
lower rankings than others. One expression (have word) in particular, received
a very high assignment of low rankings in comparison to the others, resulting in
an average ranking of 2.29. This result is consistent with what was reported in
[10]. Apart from this expression, the other ten were assigned a ranking of “4”
most frequently. The agreement among the raters was low in terms of both the
unweighted B-statistic [14] (0.31) and Cohen’s Kappa [15](0.06). The weighted
measures were 0.70 for the B-statistic and 0.11 for the Cohen’s Kappa.

Table 1 summarizes the experiment. Table 2 reports the average ranking per
idiom type.

Table 1. Human ranking experiment

Number of subjects 20 per experiment (60 total)

Each experiment 50 tokens, across 11 idiom types

Total number of tokens tested 165

Average ranking 3.2

Most frequently used ranking 4

Agreement

B-stat unweighted 0.31

B-stat weighted 0.70

Cohen’s K unweighted 0.06

Cohen’s K weighted 0.11
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As has been mentioned in Sect. 2.1, Cook et al. [10] report high observed
agreement, but low kappa values on the data. They eliminate three expressions
that the annotators consistently disagree on to improve the unweighted kappa
score. Shankar and Baugdiwala [16] address the paradox earlier noticed by [17],
namely, (1) low kappa values despite high observed agreement under highly sym-
metrically imbalanced marginals, and (2) higher kappa values for asymmetrical
imbalanced marginal distributions. [16] examine the behavior of alpha, kappa
and B-statistic [14] under different scenarios of marginal distributions, balanced
or not, symmetrical or not. They show that while all statistics are affected by
lack of symmetry and imbalances in the marginal totals, the B-statistic comes
closest to resolving the paradoxes identified by [17]. Therefore, based on the B-
statistic scores, we assume that the results of our human ranking experiment are
reliable.

Table 2. Average human rankings of 11 idiom types

hold fire 3.28 hold horse 3.37 lose head 3.35

blow whistle 3.16 have word 2.29 make scene 3.02

give sack 3.33 take hear 3.30 blow top 3.44

hit wall 3.19 hit roof 3.34

2.4 Related Work

A similar experiment was conducted by [18]. They use a dataset with human
judgements of compositionality [19] and ask the subjects to judge the composi-
tionality of verb-noun combinations. The focus of their experiment is the detec-
tion of the more non-compositional verb-noun combinations, but they do not
pay attention to the ambiguity of the expressions. Their list is largely idiomatic,
whereas our experiment only deals with ambiguous expressions which can only
be disambiguated in context. We are also aware of [20]’s dataset of 1048 noun-
noun compounds annotated as non-compositional, compositional, conventional-
ized and not-conventionalized. The reason why we chose to work with verb-noun
constructions is that we wanted to compare our algorithms with the state-of-
the-art.

3 Automatic Approach

Our approach is based on two hypotheses: (1) words in a given text segment
that are representatives of the local context are likely to associate strongly with
a literal expression in the segment, in terms of projection of word vectors onto
the vector representing the literal expression; (2) the context word distribution
for a literal expression in word vector space will be different from the distribution
for an idiomatic one (similarly to [21,22]).
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3.1 Projection Based on Local Context Representation

To address the first hypothesis, we propose to exploit recent advances in vector
space representation to capture the difference between local contexts [23,24].

A word can be represented by a vector of fixed dimensionality q that best
predicts its surrounding words in a sentence or a document [23,24]. Given such
a vector representation, our first proposal is the following. Let v and n be the
vectors corresponding to the verb and noun in a target verb-noun construction, as
in blow whistle, where v ∈ �q represents blow and n ∈ �q represents whistle. Let
σvn = v + n ∈ �q. Thus, σvn is the word vector that represents the composition
of verb v and noun n, and in our example, the composition of blow and whistle.
As indicated in [24], word vectors obtained from deep learning neural net models
exhibit linguistic regularities, such as additive compositionality. Therefore, σvn

is justified to predict surrounding words of the composition of, say, blow and
whistle in a literal context. Our hypothesis is that on average, the projection
of v onto σblowwhistle, (i.e., v · σblowwhistle, assuming that σblowwhistle has unit
length), where vs are context words in a literal usage, should be greater than
v · σblowwhistle, where vs are context words in an idiomatic usage.

For a given vocabulary of m words, represented by matrix

V = [v1, v2, · · · , vm] ∈ �q×m,

we calculate the projection of each word vi in the vocabulary onto σvn

P = V tσvn (1)

where P ∈ �m, and t represents transpose. Here we assume that σvn is nor-
malized to have unit length. Thus, Pi = vt

iσvn indicates how strongly word vec-
tor vi is associated with σvn. This projection forms the basis for our proposed
technique.

Let D = {d1, d2, · · · , dl} be a set of l text segments (local contexts), each
containing a target VNC (i.e., σvn). Instead of generating a term by document
matrix, where each term is tf-idf (product of term frequency and inverse docu-
ment frequency), we compute a term by document matrix MD ∈ �m×l, where
each term in the matrix is

p · idf. (2)

That is, the product of the projection of a word onto a target VNC and inverse
document frequency. That is, the term frequency (tf) of a word is replaced by
the projection of the word onto σvn (1). Note that if segment dj does not contain
word vi, MD(i, j) = 0, which is similar to tf-idf estimation. The motivation is
that topical words are more likely to be well predicted by a literal VNC than by
an idiomatic one. The assumption is that a word vector is learned in such a way
that it best predicts its surrounding words in a sentence or a document [23,24].
As a result, the words associated with a literal target will have larger projection
onto a target σvn. On the other hand, the projections of words associated with
an idiomatic target VNC onto σvn should have a smaller value.
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We also propose a variant of p · idf representation. In this representation,
each term is a product of p and typical tf-idf. That is,

p · tf · idf. (3)

3.2 Local Context Distributions

Our second hypothesis states that words in a local context of a literal expression
will have a different distribution from those in the context of an idiomatic one.
We propose to capture local context distributions in terms of scatter matrices
in a space spanned by word vectors [23,24].

Let d = (w1, w2 · · · , wk) ∈ �q×k be a segment (document) of k words, where
wi ∈ �q are represented by a vectors [23,24]. Assuming wis have been centered,
we compute the scatter matrix

Σ = dtd, (4)

where Σ represents the local context distribution for a given target VNC.
Given two distributions represented by two scatter matrices Σ1 and Σ2, a

number of measures can be used to compute the distance between Σ1 and Σ2,
such as Choernoff and Bhattacharyya distances [25]. Both measures require the
knowledge of matrix determinant. We propose to measure the difference between
Σ1 and Σ2 using matrix norms. We have experimented with the Frobenius norm
and the spectral norm. The Frobenius norm evaluates the difference between Σ1

and Σ2 when they act on a standard basis. The spectral norm, on the other hand,
evaluates the difference when they act on the direction of maximal variance over
the whole space.

4 Experiments

4.1 Methods

We carried out an empirical study evaluating the performance of the proposed
techniques. The following methods are evaluated:

1. p · idf : compute term by document matrix from training data with proposed
p · idf weighting (2).

2. p · tf · idf : compute term by document matrix from training data with pro-
posed p*tf-idf weighting (3).

3. CoVARFro : proposed technique (4) described in Sect. 3.2, the distance
between two matrices is computed using Frobenius norm.

4. CoVARSp : proposed technique similar to CoVARFro . However, the distance
between two matrices is determined using the spectral norm.

5. Context+ (CTX+): supervised version of the CONTEXT technique described
in [26].

6. GMM: Gaussian Mixture Model as described in [27].
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For methods 3 and 4, we compute the literal and idiomatic scatter matrices
from training data (4). For a test example, compute a scatter matrix according
to (4), and calculate the distance between the test scatter matrix and train-
ing scatter matrices using the Frobenius norm for method 3, and the spectral
norm for method 4. Method 5 corresponds to a supervised version of CON-
TEXT described in [26]. CONTEXT is unsupervised because it does not rely
on the “gold-standard”. Rather it uses knowledge about automatically acquired
canonical forms (C-forms). Thus, the gold-standard is “noisy” in CONTEXT.
Here we provide manually annotated training data. Therefore, CONTEXT+ is
a supervised version of CONTEXT. For Method 6, [27]’s work uses Normalized
Google Distance to model semantic relatedness in computing features [28,29].
We use inner product between word vectors. The main reason is that Google’s
custom search engine API is no longer free.

4.2 Data Preprocessing

We use BNC and a list of VNCs [30] (described above) and labeled as L (Literal),
I (Idioms), or Q (Unknown). For our experiments we only use VNCs that are
annotated as I or L. We only experimented with idioms that can have both
literal and idiomatic interpretations. Each document contains three paragraphs:
a paragraph with a target VNC, the preceding paragraph and following one. Our
data is summarized in Table 3.

Table 3. Datasets: Is= idioms; Ls = literals

Expression Train Test

BlowWhistle 20 Is, 20 Ls 7 Is, 31 Ls

LoseHead 15 Is, 15 Ls 6 Is, 4 Ls

MakeScene 15 Is, 15 Ls 15 Is, 5 Ls

TakeHeart 15 Is, 15 Ls 46 Is, 5 Ls

BlowTop 20 Is, 20 Ls 8 Is, 13 Ls

GiveSack 20 Is, 20 Ls 26 Is, 36 Ls

HaveWord 30 Is, 30 Ls 37 Is, 40 Ls

HitRoof 50 Is, 50 Ls 42 Is, 68 Ls

HitWall 90 Is, 90 Ls 87 Is, 154 Ls

HoldFire 20 Is, 20 Ls 98 Is, 6 Ls

HoldHorse 80 Is, 80 Ls 162 Is, 79 Ls

Since BNC did not contain enough examples, we extracted additional ones
from COCA, COHA and GloWbE (http://corpus.byu.edu/). Two human anno-
tators labeled this new dataset for idioms and literals. The inter-annotator agree-
ment was relatively low (Cohen’s kappa = .58); therefore, we merged the results

http://corpus.byu.edu/
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keeping only those entries on which the two annotators agreed. For our experi-
ments reported here, we obtained word vectors using the word2vec tool [23,24]
and the text8 corpus. The text8 corpus has more than 17 million words, which
can be obtained from mattmahoney.net/dc/text8.zip. The resulting vocab-
ulary has 71,290 words, each of which is represented by a q = 200 dimen-
sion vector. Thus, this 200 dimensional vector space provides a basis for our
experiments.

4.3 Datasets

Table 3 describes the datasets we used to evaluate the performance of the pro-
posed technique. All these verb-noun constructions are ambiguous between literal
and idiomatic interpretations.

5 Results

Table 4 shows the average precision, recall and accuracy of the competing meth-
ods on 11 datasets over 20 runs. (The average best performance is in bold face.
We calculate accuracy by adding true positives and true negatives and normal-
izing the sum by the number of examples. The results show that the CoVAR
model outperforms the rest of the models overall.

Interestingly, the Frobenius norm outperforms the spectral norm. One pos-
sible explanation is that the spectral norm evaluates the difference when two
matrices act on the maximal variance direction, while the Frobenius norm eval-
uates on a standard basis. That is, Frobenius measures the difference along
all basis vectors. On the other hand, the spectral norm evaluates changes in
a particular direction. When the difference is a result of all basis directions,
the Frobenius norm potentially provides a better measurement. The projection
methods (p · idf and p · tf · idf) outperform tf · idf overall but not as pronounced
as CoVAR.

Finally, we have noticed that even the best model (CoVARFro) does not
perform as well on certain idiomatic expressions. We hypothesize that the model
works the best on highly idiomatic expressions.

6 Is There a Correlation Between the Human Judgements
and the Automatic Approach?

We measure the correlation between the human judgements and the competing
algorithms in terms of Pearson’s correlation coefficient. Figure 1 shows the plots
of the correlation matrices between the average human judgements per idiom
type shown in Table 2 and the judgements by the algorithms. The resulting cor-
relation matrices show that the performance of the proposed algorithm CoVarFro
is highly correlated with the human judgements, followed by CoVarSp . This once
again demonstrates that CoVarFro is capable of exploiting context information.
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Table 4. Average accuracy of competing methods on 11 datasets: BlWh (BlowWhis-
tle), LoHe (LoseHead), MaSe (MakeScene), TaHe (TakeHeart), BlTo (BlowTop), GiSa
(GiveSack), HaWo (HaveWord), HiRo (HitRoof), HiWa (HitWall), HoFi (HoldFire),
and HoHo (HoldHorse).

BlWh LoHe MaSe TaHe BlTo GiSa HaWo HiRo HiWa HoFi HoHo Ave

Precision

p · idf 0.29 0.49 0.82 0.9 0.59 0.55 0.52 0.54 0.55 0.97 0.86 0.64

p · tf · idf 0.23 0.31 0.4 0.78 0.54 0.54 0.53 0.41 0.39 0.95 0.84 0.54

CoVARFro 0.65 0.6 0.84 0.95 0.81 0.63 0.58 0.61 0.59 0.97 0.86 0.74

CoVARsp 0.44 0.62 0.8 0.94 0.71 0.66 0.56 0.54 0.5 0.96 0.77 0.68

CTX+ 0.17 0.55 0.78 0.92 0.66 0.67 0.53 0.55 0.92 0.97 0.93 0.70

GMM 0.18 0.46 0.67 0.79 0.41 0.45 0.42 0.4 0.41 0.94 0.73 0.53

Recall

p · idf 0.82 0.27 0.48 0.43 0.58 0.47 0.53 0.84 0.92 0.83 0.81 0.63

p · tf · idf 0.99 0.3 0.11 0.11 0.53 0.64 0.53 0.98 0.97 0.89 0.97 0.64

CoVARFro 0.71 0.78 0.83 0.61 0.87 0.88 0.49 0.88 0.94 0.86 0.97 0.80

CoVARsp 0.77 0.81 0.82 0.55 0.79 0.75 0.53 0.85 0.95 0.87 0.85 0.78

CTX+ 0.56 0.52 0.37 0.66 0.7 0.83 0.85 0.82 0.57 0.64 0.89 0.67

GMM 0.55 0.48 0.54 0.36 0.49 0.47 0.41 0.55 0.73 0.72 0.57 0.53

Accuracy

p · idf 0.6 0.48 0.53 0.44 0.68 0.62 0.54 0.66 0.7 0.81 0.78 0.62

p · tf · idf 0.37 0.49 0.33 0.18 0.65 0.55 0.53 0.45 0.43 0.85 0.86 0.52

CoVARFro 0.87 0.58 0.75 0.62 0.86 0.72 0.58 0.74 0.74 0.84 0.87 0.74

CoVARsp 0.77 0.61 0.72 0.56 0.79 0.73 0.58 0.66 0.64 0.84 0.73 0.69

CTX+ 0.4 0.46 0.45 0.64 0.75 0.76 0.57 0.67 0.71 0.64 0.88 0.63

GMM 0.46 0.5 0.52 0.39 0.49 0.53 0.49 0.51 0.53 0.7 0.57 0.52

Interestingly, the supervised version of the CONTEXT technique described in
[26] negatively correlates with the human rankings, suggesting that this model
does not use contextual information in the most optimal way.

6.1 Related Work

Previous approaches to idiom detection can be classified into two groups: (1)
type-based extraction, i.e., detecting idioms at the type level, e.g., [6,26,31,32];
(2) token-based detection, i.e., detecting idioms in context. Type-based extrac-
tion is based on the idea that idiomatic expressions exhibit certain linguistic
properties such as non-compositionality that can distinguish them from literal
expressions [6,26]. While many idioms do have these properties, many idioms
fall on the continuum from being compositional to being partly unanalyzable
to completely non-compositional [33]. [22,26,27,34–38], among others, notice
that type-based approaches do not work on expressions that can be interpreted
idiomatically or literally depending on the context and thus, an approach that
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Fig. 1. Pairwise Pearson’s correlation matrix between the human judgements and the
competing algorithms. Top row: p · idf and p · tf · idf . Middle row: CoVarFro and
CoVarSp . Bottom row: CTX+ and GMM .

considers tokens in context is more appropriate for idiom recognition. To address
these problems, [39] investigate the bag of words topic representation and incor-
porate an additional hypothesis–contexts in which idioms occur are more affec-
tive. Still, they treat idioms as semantic outliers. [40–45] explore a range of
distributional vector-space models for semantic composition.

7 Conclusions

In this paper we reported the results of an experiment in which human anno-
tators ranked idiomatic expressions in context on a scale from 1 (literal) to 4
(highly idiomatic). Our experiment supports the hypothesis that idioms fall on
a continuum and that one might differentiate between highly idiomatic, mildly
idiomatic and weakly idiomatic expressions. In addition, we measured the rel-
ative idiomaticity of 11 idiomatic types and computed the correlation between
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the relative idiomaticity of an expression and the performance of various auto-
matic models for idiom detection. We have shown that our model, based on the
distributional semantics ideas, positively correlates with the human judgements.
This suggests that we are moving in the right direction toward automatic idiom
detection.
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Abstract. Dialogue act taxonomies, such as those of DAMSL, DiAML
or the HCRC dialogue structure, can be incorporated into a larger meta-
model by breaking down their labels into primitive functional features.
Doing so enables the re-exploitation of annotated data for automatic dia-
logue act recognition tasks across taxonomies, i.e. it gives us the means
to make a classifier learn from data annotated according to taxonomies
different from the target taxonomy. We propose a meta-model covering
several well-known taxonomies of dialogue acts, and we demonstrate its
usefulness for the task of cross-taxonomy dialogue act recognition.

1 Introduction

Speech act theory [1] attempts to describe utterances in terms of communicative
function (e.g. question, answer, thanks). Dialogue act theory extends it by incor-
porating notions of context and common ground, i.e. information that needs to
be synchronized between participants for the conversation to move forward [2].
Dialogue acts are a fundamental part of the field of dialogue analysis, and the
availability of annotations in terms of dialogue acts is essential to the machine
learning aspects of many applications, such as automated conversational agents,
e-learning tools or customer management systems. However, depending on the
applicative or research goals sought, relevant annotations can be hard to come by.
This work attempts to alleviate the costs of building systems based on dialogue
act statistical learning and recognition. Supervised methods for classification are
the norm for dialogue act recognition tasks, and since the annotation of new data
is a costly and complicated endeavour, making annotated data reusable as much
as possible would be a boon for many researchers.

Several corpora annotated in terms of dialogue acts are available to
researchers, such as Switchboard, MapTask, MRDA, etc. [3–5]. Most of these cor-
pora are annotated using taxonomies of varying levels of similarity. For example,
the Switchboard corpus is annotated using a variation of the DAMSL scheme [6],
MapTask and MRDA use their own taxonomies, and BC3 uses the MRDA
tagset [5]. Intuitively, it makes sense that different researchers would use dif-
ferent taxonomies since not all information captured by such or such annotation
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A. Gelbukh (Ed.): CICLing 2017, LNCS 10761, pp. 305–316, 2018.
https://doi.org/10.1007/978-3-319-77113-7_24

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-77113-7_24&domain=pdf


306 S. Salim et al.

scheme is relevant to each of every possible task, domain, and modality. In a
similar way, general-purpose taxonomies may ignore information that can be
crucial to a given task, or specific to a particular domain. This is also why many
researchers develop their own taxonomies, or alternatively use a variant or sim-
plification of an existing taxonomy. These taxonomies are then applied to some
data used in a few experiments, and often the data isn’t even published.

This is all very wasteful, and at the source of an important issue. Annotat-
ing data in terms of dialogue acts is expensive and time-consuming, yet most of
the resulting annotations aren’t used as much as they could be because every-
one uses a different taxonomy, or is interested in different domains. There is a
need in the community for the availability of diverse corpora sharing the same
annotations, as demonstrated by the significant efforts that were recently put in
the development of the Tilburg DialogBank [7]. This project aims at publish-
ing annotations for several common corpora using the ISO standard 24617-2 for
DiAML [8]. While it is a very useful and commendable venture, it is important to
remember that DiAML is not the answer to every task and every problem; there
is too much potential information to annotate in dialogues to hope for a com-
prehensive and complete domain-independent annotation scheme. Even though
DiAML is a standard, no standard will ever be sufficient to cover all possible sit-
uations of dialogue, and no standard can be useful to all dialogue analysis tasks.
Even though ISO 24617-2 does provide guidelines for extending the standard,
mainly by extending or reducing sets of annotations, the end result of applying
them would always be the creation of a new albeit similar taxonomy.

Thus, rather than attempting to solve the problem of the inter-usability of
corpora by proposing a better or more exhaustive standard, which is beyond our
capabilities, we propose a different approach: the adoption of a meta-model for
the abstraction of dialogue act taxonomies. The meta-model is built by breaking
down dialogue act labels into primitive functional features, which are postulated
to be aspects of dialogue acts captured by various labels across taxonomies. In
this work, we demonstrate that it is possible to use a meta-model of taxonomies
for annotation conversion, but also that such a model can be used to train a
dialogue act classifier on a corpus annotated with a taxonomy different from the
one it is designed to output annotations for.

This article is organized as follows. In Sect. 2 we discuss standardization
efforts and the separation of dialogue act primitive features. We detail our meta-
model in Sect. 3, before presenting our experimental framework in Sect. 4. In
Sect. 5 we report the results of two sets of experiments. The first one evaluates
methods for converting annotations from one taxonomy to another using the
meta-model. The second demonstrates that it is possible to train a classifier to
output annotations for a taxonomy different than the one used for the data it
was trained on. We also experiment with complex taxonomies and show that at
least some information can be identified without any annotation by training a
DiAML classifier on DAMSL data and evaluating it on the Switchboard corpus.
We conclude this article in Sect. 6.
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2 Related Work

As we mentioned previously, one approach to the lack of interoperability of dia-
logue schemes is the development of new standards and their assorted resources.
From this perspective, the DialogBank [7] is the most recent effort to bring
reliable and generic annotated data to the community. It is essentially a lan-
guage resource containing dialogues from various sources re-segmented and re-
annotated according to the ISO 24617-2 standard. Dialogues come from various
corpora, such as HCRC MapTask, DIAMOND and Switchboard.

The authors’ efforts are based on their conviction that DiAML is more
complete semantically, application-independent and domain-blind. However, we
believe that the standardization approach would benefit from efficient tools to
improve the interoperability of existing annotations that do not conform to the
DiAML recommendations. Firstly, because while it is true that DiAML is more
complete semantically and less dependant on application and domain than the
other existing annotation schemes, as demonstrated by Chowdhury et al. [9], it is
not universal. For example, someone working with conversations extracted from
internet forums will miss important features of online discourse by using DiAML,
such as document-linking or channel-switching, all the while being burdened by
a significant number of dimensions and communicative functions that are near
absent from his or her data, such as functions of the time or turn dimensions.
Secondly, we believe that dialogues are so complex and so rich that we cannot
realistically expect a single annotation scheme to capture all of the information
that may be relevant to any dialogue analysis system. There will always be miss-
ing information that would have been useful for something, and the pursuit of
exhaustivity in annotation can sometimes lead to the development of cumber-
some and impractical tools. Such ambitions may lead to the phenomenon known
as feature creep, which is the continuous addition of extra features that are only
useful for specific use-cases and go beyond the initial purpose of the tool, which
can result in over-complication rather than simple and efficient design.

Perhaps it is preferable to build different taxonomies for different purposes,
and focus the efforts put in the standard on making it more interoperable.
Petukhova et al. [10] provide a good example of such efforts by providing a
method to query the HCRC MapTask and the AMI corpora through DiAML.
They notably report that the multi-dimensionality of the scheme makes it more
accurate: i.e., coding dialogue acts with multiple functions is a good way to make
the taxonomy more interoperable. Indeed, the fact that utterances can gener-
ally have multiple functions is well known. Traum [11] notes that there are two
ways to capture this multiplicity in a taxonomy: either annotate each function
separately, which requires that each utterance can bear several labels, or group
these functions into coherent sets and code utterances with complex labels.

The first option is the one preferred by DiAML, as it has the advantage of
reducing the size of the tagset considered for each tagging decision, and better
capture the multi-functionality of utterances. The idea behind this is that it is
better to use several mutually exclusive tagsets than one tagset in which labels
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may often share functional features. For example, let us consider the following
dialogue

( Speaker 1) Now take a l e f t
( Speaker 1) And then uuh
( Speaker 2) Turn r i gh t ?
( Speaker 1) Yeah

With DiAML, it would be possible to annotate the second utterance with
both the Instruct and the Stalling labels. However, in the HCRC coding
scheme, the Instruct tag is separate from the Uncodable tag, and therefore
the utterance can only be coded with one or the other. The issue here is that
it can be difficult to decide how to code an utterance that shares some features
with several labels. In effect, what multi-dimensional taxonomies do is separate
function features to resolve such problems. But this separation is only meant to
ease the annotation of utterances within a single taxonomy: in order to make
a coding scheme more compatible with others, we believe that even function
features within labels of the same dimension can be identified.

Fig. 1. Example of a meta-model for six labels from DiAML (top) and DAMSL (bot-
tom). Medium dark (green), “A”, is always present in utterances (the definition includes
the feature), dark (red), “N”, is never present in utterances (the definition includes the
negation of the feature), light (blue) is sometimes present in utterances (the definition
does not include the feature). Feature designations use several shorthands: S stands for
“Speaker”, A for “Addressee”, p for “(the uttered) proposition” and ¬ for “not”. There-
fore, S.believes(p) could be rewritten as “the speaker believes the uttered proposition
to be true”, and represents a single feature.

3 The Meta-Model

The purpose and manner in which dialogue acts (DA) should be defined has
been discussed at length in the literature. Traum [11] raises many questions
about the different aspects that should be considered when defining DA, such as
“should taxonomies used for tagging dialogue corpora given formal semantics?”
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or “should the same taxonomy be used for different kind of agents?”. The purpose
of this work is not to promote or depreciate one approach over another, but to
suggest a way to join them together.

We postulate that most taxonomies of dialogue acts can be generalized using
primitive features as defining attributes of their labels. For example, an Answer
in DiAML can’t have an action-discussion aspect1, but an Answer in DAMSL
can. In both cases, the label can only be applied to an utterance elicited by
the addressee. We could thus identify a few features of these labels to define the
Answer label of these two taxonomies. The fact that the answer must be wanted
by the addressee would be a common feature, and the fact that the answer cannot
have an action-discussion aspect would be a differentiating feature.

We define a meta-model as the set of all features that can be used to define
all the labels of a given set of taxonomies. A few benefits of such a tool are
illustrated in Fig. 1. The figure displays the manifestation of primitive features
in utterances according to their label. A few acts are described, for the DiAML
and the DAMSL schemes. Going back to our previous example, we see that
the Answer labels are easy to compare when defined as sets of features, and
doing so requires no human discernment: in the columns “S.believes(p)” and
“p.isInformation”, the cells are green for DiAML but blue for DAMSL. This
means that an answer must be genuine in DiAML, but answers that are lies are
accepted in DAMSL. Moreover, in DiAML an answer must be informational -
i.e. it cannot be an action-discussion utterance, nor a declarative act - which
is not the case in DiAML. For example, answering to a request for action can
be an Answer in the sense of DAMSL but not for DiAML. A computer could
compare them, which would be impossible if presented with written definitions.
We can observe in Fig. 1 that when two labels share colour-codes everywhere,
they are essentially the same label, when in places a square that is blue in one is
red or green in the other, the second label is a specialization of the first one, and
when there are opposing green and red squares, they are mutually exclusive.

For the purposes of this work, we built a meta-model including labels from
the SWBD-DAMSL annotation scheme, the DiAML standard for the annotation
of dialogue acts, and the HCRC dialogue structure coding system.

3.1 Feature Formatting

We chose to format the features using a few basic components that can be linked
together: participants ((S)peaker, (A)ddressee) use verbs (e.g. provides(),
wants(), believes()) on objects (e.g. (p)roposition, (f)eedback, (a)ction), and
these objects have properties (e.g. isPositive). The following example lists the
features of the Auto Negative Feedback label in DiAML, meant for utter-
ances providing negative feedback, such as “I don’t get it” for example:

S.provides(f) ∧ f.isAuto ∧ ¬ f.isPositive

1 i.e. It can’t discuss the planning of an action, such as the utterance “ok I’ll reboot
my computer then”.
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Features are separated by conjunction symbols. The first feature means “the
speaker provides feedback”, the second “the feedback concerns the speaker’s
understanding of an utterance”, and the third “the feedback is negative”.

This way of formatting features offers multiple advantages. Notably, it helps
to avoid redundancy in features, and it allows for the use of logical operators
(e.g. not ¬, or ∨, and ∧). Moreover, using such a format makes it possible to
break down features into learnable bits that can be used to train a classifier
(for example, the presence of the object (a)ction in the feature). We also chose
to make it similar to logical predicates so that it can be parsed and evaluated:
although representing dialogue within a logical framework is an idea that has
been explored in the literature before [12], we did not come across any work
attempting to utilize the individual representation of dialogue act classes for
data analysis and recognition. This aspect of our research however - parsing
utterances to match logical definitions - is out of the scope of this paper. At
the moment, each feature is treated as a boolean by the algorithms and the
naming convention does not impact the experiments, i.e. “S.provides(f) ∧
f.isAuto ∧ ¬ f.isPositive” is equivalent to “featurea = true, featureb =
true, featurec = true”.

However, the main advantage of this formulation is that it allows us to use
concepts such as “belief” or “feedback” across multiple features, and imple-
ment theoretically grounded notions in the meta-model’s building blocks. These
elements reflect the conceptual foundation of the taxonomies comprised within
the meta-model. In the meta-model used in this work, the primitive features
used hint at the fact that the researchers behind DAMSL, DiAML and HCRC
subscribed to a certain vision of dialogue structure. Indeed, the features are pre-
dominantly built around the notions of belief, desire and intention [13,14], as
well as the linguistic notion of grounding [2]. However it is important to note
that the meta-model itself is not linguistically motivated, and could incorporate
elements from any theory. For example, should a meta-model integrate Verbal
Response Modes [15], its features would necessarily capture notions such as the
frame of reference or the source of experience. In effect, primitive features can
describe characteristics of knowledge, intention and belief of the speaker and the
addressee, as well as characteristics of action and acknowledgement.

3.2 Feature Extraction

We based our features on the exact written definitions of their labels, as published
in the literature by their authors. For example, the Auto-Negative Feedback
label used in our earlier example, the written definition as found in the ISO
24617-2 guidelines is the following:

“Communicative function of a dialogue act performed by the sender, S, in
order to inform the addressee, A that S’s processing of the previous utterance(s)
encountered a problem.”

Theoretically, any number of features can be extracted from such a definition.
Perhaps a feature signifying that the utterance bears an information, another
one to signal that it is not information related to the task, another to mark
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the utterance as potentially non-verbal etc. Our formalization of the label is
“S.provides(f) ∧ f.isAuto ∧ ¬ f.isPositive”. To reach that result from the
definition, we used a simple principle: new features should only be introduced
as a mean to distinguish the label from its parent or siblings2.

All three of these features are therefore used to distinguish Auto-Negative
Feedback from other labels. “S.provides(f)” means that the utterance
informs the processing of a previous utterance’s execution, and in doing so
distinguishes feedback functions from general-purpose functions3. “f.isAuto”
means that the feedback pertains to the speaker’s own processing, and is used to
distinguish the label from Allo-Negative Feedback, which pertains to the
addressee’s processing of an utterance. “¬ f.isPositive” means that the feed-
back signals a problem; this feature is used to distinguish it from Auto-Positive
Feedback. No more than these three features are required to efficiently distin-
guish each of the feedback labels. This method aims at building a meta-model
suited to label comparison, not at capturing all the information contained in an
annotation.

4 Experimental Framework

The experiments detailed in this paper deal with the conversion and recognition
of dialogue acts across taxonomies. First we present the corpora we perform the
experiments on, and then our implementation of the meta-model.

4.1 Corpora and Taxonomies

Two corpora seem most relevant for our task: the Switchboard corpus [3]4 and
the MapTask corpus [4]5.

Switchboard [3]6 is a very large corpus (over 200 000 annotated utterances)
annotated with the SWBD-DAMSL coding scheme [16]. DAMSL is the first
annotation scheme to implement a multidimensional approach (i.e. which allows
multiple labels to be applied to a single utterance) and is a de facto standard
in dialogue analysis. SWBD-DAMSL is a DAMSL variant meant to reduce the
multidimensionality of the latter [6]. A portion of the Switchboard corpus, about
750 utterances, has also been annotated with the ISO standard 24617-2 for
DiAML [7]. The standard is inspired by DAMSL, but expands on it and attempts
to annotate dialogue with a more theoretically-grounded approach.

The MapTask corpus [4]7 is also a relatively large corpus (over 2 700 annota-
tions) annotated using the HCRC dialogue structure coding system [17], which

2 If the taxonomy is “flat”, i.e. not hierarchical, all labels are treated as siblings.
3 While not specified in the guidelines, Inform and in some cases Answer could

arguably be considered a parent of all feedback labels.
4 https://catalog.ldc.upenn.edu/ldc97s62.
5 http://groups.inf.ed.ac.uk/maptask/.
6 https://catalog.ldc.upenn.edu/ldc97s62.
7 http://groups.inf.ed.ac.uk/maptask/.

https://catalog.ldc.upenn.edu/ldc97s62
http://groups.inf.ed.ac.uk/maptask/
https://catalog.ldc.upenn.edu/ldc97s62
http://groups.inf.ed.ac.uk/maptask/
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comprises twelve labels. A portion of this corpus, a little over 200 utterances, has
also been annotated using the DiAML scheme, which makes it an ideal candidate
for our first task, converting annotations from one taxonomy to another.

4.2 Experimental Meta-Model

We built a meta-model for the labels in the taxonomies of SWBD-DAMSL,
DiAML and the HCRC coding system in the manner described in Sect. 3.2. It
contains 108 different features built from 2 participant types, 19 verbs, 6 object
types and 32 object properties.

5 Experiments

First, we experiment with annotation conversion within the same corpus to
demonstrate the ability of the meta-model to act as an effective bridge between
taxonomies. Then, we present our results with cross-taxonomy classifiers, that
are trained on data annotated with a different taxonomy than the one they
output annotations for.

5.1 Annotation Conversion

In the context of the construction of the Tilburg DialogBank, significant efforts
were put towards the re-annotation of corpora with DiAML annotations, such
as the Switchboard corpus [18]. Such endeavours were met with some difficul-
ties [19]. Some automation was employed, in the form of manually defined map-
pings between labels that had a many-to-one or one-to-one relation. Our exper-
iment explores a new automated method for label conversion.

For this experiment we do not apply any supervised algorithm for dialogue act
classification. We merely attempt to use the meta-model to convert annotations
from one taxonomy to another on the same data. Since some data from the
Switchboard corpus is annotated with both SWBD-DAMSL and DiAML tags,
we use it in this experiment. We also use the utterances from the MapTask corpus
that are annotated with both the HCRC dialogue structure coding system and
the ISO 24617-2 annotation scheme.

Annotations of the source taxonomy are first converted to primitive features
(the set of all features of all labels for the utterance), then reassembled into
new annotations for the target taxonomy (including the None label). We first
attempted to perform the second step by computing the cosine similarity between
the features of the original label and the features of labels in the target taxonomy.
The system would choose the label with the feature set most similar to that of the
original label. We then repeated the experiment using a NaiveBayes algorithm.
The system would classify sets of features into target labels. This system was
evaluated through cross-validation, over ten folds. Results for both methods are
reported in Table 1.
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We compare our results to a simple baseline, called the direct conversion
approach. It consists of using a NaiveBayes classifier trained on the combinations
of tags from the source and target taxonomy. The baseline classifier does not
make use of the meta-model at all.

Results were evaluated on a sample of 746 DA for the Switchboard (SWBD)
corpus and 675 DA for the MapTask corpus. They are reported in Table 1.

Table 1. Label conversion scores.

Corpus Source → Target Accuracy

Baseline: direct conversion approach

MapTask DiAML → HCRC 0.60

MapTask HCRC → DiAML 0.70

SWBD DiAML → SWBD-DAMSL 0.60

SWBD SWBD-DAMSL → DiAML 0.78

Labels recovered with similarity algorithm

MapTask DiAML → HCRC 0.60

MapTask HCRC → DiAML 0.76

SWBD DiAML → SWBD-DAMSL 0.65

SWBD SWBD-DAMSL → DiAML 0.87

Labels recovered with NaiveBayes algorithm

MapTask DiAML → HCRC 0.71

MapTask HCRC → DiAML 0.82

SWBD DiAML → SWBD-DAMSL 0.64

SWBD SWBD-DAMSL → DiAML 0.93

We see that both methods outperform the direct conversion baseline. We
also observe that a simple classifier trained on very little data can have stronger
performances for the task of converting annotations than using a similarity met-
ric. The exception being the DiAML to SWBD-DAMSL conversion, for which
results are almost identical. This confirms that the meta-model has value for the
task of automated annotation conversion.

5.2 Cross-Taxonomy Classification

Three sets of results are reported for this experiment. The first one is our base-
line: it comprises results for a straightforward DA recognition task: over ten folds
of a corpus, a model is trained on nine tenth of the data and evaluated on the
rest. This method requires data annotated with the target taxonomy to function.
The next two sets of results are those of systems that attempt to reach simi-
lar levels of accuracy, but this time using data from annotations in a different
taxonomy from the output annotations.
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The first of those systems, system A, works as follows: (1) a model is trained
on correct labels from the source corpus annotated according to the source taxon-
omy, (2) labels from the source taxonomy are projected on data from the target
corpus, (3) projected labels are converted into labels from the target taxonomy
according to the method described in Subsect. 5.1.

The second system, system B, attempts to learn primitive features instead
of labels: (1) a model is trained on correct primitive features from the source
corpus annotated according to the source taxonomy, (2) the target corpus is
automatically annotated in terms of primitive features, (3) labels from the tar-
get taxonomy are recognized from primitive features according to the method
described in Subsect. 5.1.

5.3 Method

For classification, we use an SVM for our algorithm and tokens, lemmas and
parts-of-speech tags as features. Each feature type is used to build a bag-of-n-
grams model. The SVM classifier was implemented using the liblinear library for
text classification and analysis (Fan et al. 2008). We use a bigram model without
stopword removal. We use a heuristic based on WordNet [20] for lemmatization
and the Stanford toolkit [21] for part-of-speech tagging.

Since one of our taxonomies is multidimensional, allowing each instance to
be tagged separately (and optionally) in several different dimensions (i.e. cate-
gories), a system that would attempt to pick one tag out of a tagset compris-
ing all labels for the taxonomy would not be appropriate. Rather than using a
multi-class SVM on the entire set of labels, which would not be entirely appro-
priate either since in DiAML only one label per dimension can be applied to
an utterance, we chose to split them into dimensional tagsets. We then added
the None label to each tagset to capture utterances that should not receive any
label. Therefore, for DiAML the provided results are averaged over the results
obtained over each dimension. If some results seem high for DiAML, it’s because
a few dimensions - such as Allo Feedback for example - will mostly be anno-
tated with the None label. This is not an issue for our evaluation since the
systems used as baselines also benefit from it.

5.4 Results

Results are provided in Table 2. We observe that system B has much weaker
performances than system A. Its accuracy is 22 and 13 points behind the direct
dialogue act classifier, for DIAML and HCRC respectively. System A, by con-
trast, is only outperformed by 9 and 8 points. This suggests that many features
are hard to learn, comparatively to DA classes.

We can see that while the system B performs poorly, the system A is fairly
efficient, less than ten points behind the results of a direct dialogue act recogni-
tion classifier. Accuracy loss can be attributed to two factors: (1) error rates of
label conversion, and (2) increased error rates from the classifier due to structural
and linguistic differences between the corpora used in this experiment.
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Table 2. Macro and micro accuracies of a baseline classifier (label-to-label) and an
indirect cross-taxonomy dialogue act classifier (label-to-features-to-label).

Source Target Accuracy

Baseline: direct dialogue act recognition

SWBD (DiAML) SWBD (DiAML) 0.83

MapTask (HCRC) MapTask (HCRC) 0.59

A: DA recognition, decomposition then recomposition

SWBD (DAMSL) SWBD (DiAML) 0.74 (-0.09)

SWBD (DAMSL) MapTask (HCRC) 0.51 (-0.08)

B: DA decomposition, recognition then recomposition

SWBD (DAMSL) SWBD (DiAML) 0.61 (-0.22)

SWBD (DAMSL) MapTask (HCRC) 0.46 (-0.13)

6 Conclusion

In this paper, we presented a meta-model for the abstraction of dialogue act
taxonomies. We believe the meta-model to have many useful applications for
dialogue analysis and taxonomical research. The main contribution of this work
is to provide a method to build supervised dialogue act recognition systems
that do not require data annotated with the target taxonomy, but merely data
annotated with a taxonomy which captures relevant information. We showed
that a classifier trained on SWBD-DAMSL annotations could output DiAML or
HCRC annotations at an accuracy not much lower than a regular classifier.

In future work, we will start a more data-driven approach to primitive feature
identification by experimenting with clustering methods on annotated data. We
believe an automated method will remove author bias in feature selection and
allow for greater reproducibility. In order to further establish the relevance of
the system, we also plan to replicate methods used in state-of-the-art dialogue
act recognition systems to better understand how well a classifier can perform
without a large corpus of data annotated in the appropriate taxonomy.
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Abstract. In this paper we propose a novel approach to determine Tex-
tual Entailment (TE) relation between a pair of text expressions. Differ-
ent machine translation (MT) along with summary evaluation metrics
and polarity feature have been used as features for different machine
learning classifiers to take the entailment decision in this study. We
consider three machine translation evaluation metrics, namely BLEU,
METEOR and TER and a summary evaluation metric namely ROUGE
as similarity metrics for this task. We also used the negation polarity fea-
ture in combination with the similarity measure features. We performed
experiments on the datasets released in the shared tasks on textual entail-
ment organized in RTE-1, RTE-2, RTE-3, RTE-4 and RTE-5. The best
classification accuracies obtained by our system on the RTE-1, RTE-2,
RTE-3, RTE-4 and RTE-5 datasets are 54%, 55%, 60%, 52% and 51%
respectively.

Keywords: Textual entailment
Machine translation evaluation metrics
Summary evaluation metrics · Machine learning

1 Introduction

The term textual entailment (TE) can be defined in many ways. In natural
language processing a text (T) entails a hypothesis (H) if H is true for every
circumstances in which T is true. It can also be defined as a directional rela-
tionship between a pair of sentences, T and H and T entails H if the meaning of
H can be derived from the meaning of T. In probabilistic terminology, T prob-
abilistically entails H if P (H is true | T) > P (H is true), i.e., T increases the
likelihood of H being true. The task of determining the TE relation between a
pair of text expressions can be considered as a classification task. In this task
for a given T-H pair, we need to determine whether T implies H or not. We
need to learn a classifier from annotated corpora to accomplish this task. In any
machine learning framework, we need a suitable feature space. To determine
the TE relation between a pair of text expressions possible features can be the
c© Springer Nature Switzerland AG 2018
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ones which capture similarity between pair of text expressions. Here we consider
lexical similarity measures between two text fragments as features.

The proposed approach is based on supervised machine learning algorithms
such as Support Vector Machine (SVM) [1,2], multilayer perceptron model [3,4]
and RBF model [5]. We make use of three machine translation (MT) evaluation
metrics namely BLEU, METEOR and TER, and a summary evaluation metric
- ROUGE. BLEU, METOR and TER are popular MT evaluation metrics which
are used to evaluate the quality of machine translated text. The MT evalua-
tion metrics are applied on the machine translated text and human generated
reference translation(s) to find out how close the machine-translated text is to
human translation(s).

On the other hand, ROUGE measures similarity between machine generated
summary and gold standard summary by comparing n-gram lexical matches
between these two summaries. As far our knowledge goes, use of combination
of such features into supervised machine learning frameworks is new and first
of its kind except the work of [6] that made use of conventional similarity met-
rics like, Cosine, Dice, Jaccard, etc. and two MT evaluation metrics namely
BLEU, METEOR and made a comparative study. The same set of features
were employed in a machine learning framework by [7] in the shared task on
“Detecting Paraphrases in Indian Languages (DPIL)” organized in the “Forum
for Information Retrieval Evaluation (FIRE)”- 2016 for the Indian languages,
namely Hindi, Punjabi, Tamil and Telugu.

2 Related Work

Literature shows that there are significant numbers of works available in textual
entailment on several datasets including RTE1, RTE2, RTE3, RTE4 and RTE5
datasets. In RTE-1 the best result was reported by [8] using the word overlap
method. The output of BLEU was taken as confidence score and it was used
to give TRUE or FALSE value to each entailment pair. They performed an
optimization procedure for the development set that chose the best threshold
according to the percentage of success of correctly recognized entailments and
got a particular value, if the BLEU’s output is higher than that of threshold
value then the entailment relation is TRUE for that T-H pair, otherwise the
entailment relation is FALSE. They obtained an accuracy of 70% on this dataset.
In RTE-2, the best result of 75% was obtained by [9], using lexical relation and
syntactic matching. The work of [10] produced the best accuracy of 80% on
RTE-3 using discourse commitments, lexical alignment and knowledge extraction
methods. The task defined in [11] used cosine similarity along with causal non-
symmetric measure and obtained 63.5% accuracy using Näıve Bayes classifier
on the RTE-3 dataset. The work reported in [12] used seven features, namely
lexical semantic similarity, named entities, dependent content word pairs, average
distance, negation, task, length and produced an accuracy of 62.7% on the RTE-
3 dataset. The authors of [13] computed the similarity between two sentences
in terms of the degree of overlapping between the semantic contents of the two
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sentences and obtained 61.5% accuracy on the RTE-3 dataset. The study of
[14] use support vector machine (SVM) technique to take entailment decision
between each T - H pair and they achieved an accuracy of 61.75% on the RTE-3
dataset. In all the above cases conventional lexical and semantic features have
been employed.

On the other hand, the motive of MT evaluation metrics is to determine
how close the translation hypothesis is to a reference translation, the closer
they are the better the translation hypothesis and hence the MT system. Over
the years researchers of MT have discovered several MT evaluation metrics like
word error rate (WER) [15], position-independent WER (PER) [16], BLEU [17],
NIST [18], Meteor [19], Translation error/edit rate (TER) [20], General Text
Matcher (GTM) [21], etc. Among these MT evaluation metrics BLEU is per-
haps the most widely used MT evaluation metric among the MT researchers.
The task described in [8] demonstrates a comparative evaluation between this
BLEU based algorithm and a Latent Semantic Analysis (LSA) based system for
recognizing textual entailments. The study described in [22] applies METEOR to
T - H pairs assuming that they are two different translations of the same source
sentence. However, there has not been any notable work which made use of MT
evaluation metrics such as BLEU, METEOR and TER, and summary evaluation
metric like ROUGE, and negation polarity feature in machine learning frame-
work. In our proposed approach, we exploit MT and summary evaluation metrics
along with negation polarity as features. The experiments reveal a new direc-
tion of research where we establish that MT and summary evaluation metrics
together with negation polarity feature can be used to recognize textual entail-
ment for the binary class classification problem (in RTE-1, RTE-2 and RTE-3)
and into the Entailed, Unknown and Contradiction classes for the ternary class
classification problem (in RTE-4 and RTE-5). It can be observed from the RTE
datasets that the length of T is usually larger than that of H. Length of T and H
does not matter in the context of taking TE decision. However, MT evaluation
metrics penalizes the similarity score when the two pieces of text (hypothesis and
reference) are of different length; as a result it effects the TE decision. Therefore,
we also make use of the ROUGE metric which does not suffer from the penalty
score in case of length mismatch. Negative polarity feature is also taken into
consideration since it plays a crucial role in TE in general and particularly in
identifying the ‘contradiction’ class in 3-class TE. We believe that use of these
MT and summary evaluation metrics together with the negative polarity feature
captures the essence of TE properly.

3 Feature Analysis

Features play a pivotal role in any machine learning approach. Appropriate fea-
ture combination is very important for achieving good performance. The features
which are used in our experiments are described below.
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3.1 Machine Translation Evaluation Metrics

MT evaluation metrics essentially measure how close a translation hypothesis
(i.e., translation output) is to a human translation (i.e., reference translation).
The closer the translation hypothesis is to the reference translation, the better
the translation system. Over the years, MT researchers proposed several MT
evaluation metrics like word error rate (WER), position-independent word error
rate (PER), BLEU, NIST, METEOR, Translation error/edit rate (TER), GTM,
etc. Among these MT evaluation metrics, BLEU is perhaps the most widely used
in the MT community. In the present work we consider three MT evaluation
metrics, namely BLEU [17], METEOR [23] and TER [20] as similarity measures
in deciding about entailment by a classifier.

BLEU: BLEU (BiLingual Evaluation Understudy) [17] is a metric used to judge
the quality of a MT output from one natural language to another and most
probably the most demanding metric in MT community. The core idea behind
this metric is the closer a MT output to a human translation the better the
MT output. This metric produce the score by comparing the n-gram of the
MT output with the n-gram of the reference translation and normalized by
number of n-gram in the MT output. It does not take recall into account, it
only calculate precision separately for each n-gram ordering and combine them
following geometric means.

METEOR: METEOR (Metric for Evaluation of Translation with Explicit
Ordering) [19,23] is another metric which is also used to judge the quality of
MT output. This metric match MT output against one or multiple references.
It basically creates a word alignment (mapping between words) between two
given strings, such that every word in each string maps to at most one word
in the other string. This alignment is incrementally produced by a sequence of
word mapping modules in which exact, stem (Porter stemming algorithm), and
synonymy (Wordnet Synonymy) matching are taken in account. It then calcu-
late the Unigram precision P = m/t and recall R = m/r, where m: Number of
mapped unigram found between two string and t: Number of unigram in transla-
tion and m: Number of unigram in reference. It then computes a parameterized
harmonic mean of P and R by the Eq. 1

Fmean = P.R/α ∗ P + (1 − α) ∗ R (1)

It’s gives a penalty score based on the number of cross links. Finally, the Meteor
score for the alignment between the two strings is calculated as Eq. 2

Score = (1 − Pen) ∗ Fmean (2)

TER: TER (Translation Error Rate) [20] is an automatic metric for machine
translation evaluation. It is based on edit distance. It produce the error rate by
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measuring the number of edits required to transform a MT output sentence into
human translated reference sentence. So the complement of this error rate are
taken in account for similarity score. It can measure by Eq. 3

TER = #ofeditsrequired/Total#ofwordsinreferencesentence (3)

3.2 Summary Evaluation Metric

The MT evaluation metrics have drawbacks of suffering from penalty score that
occur due to different text lengths. We use summary evaluation metric (ROUGE)
which does not consider text length. Summary evaluation metric generally mea-
sures how close the machine generated summary is to human generated summary
(or reference summary). ROUGE is the available standard metric which is used
to evaluate the summary. In this study this metric is used as a feature.

ROUGE: Recall-Oriented Understudy for Gisting Evaluation (ROUGE) [24] is
an automatic metric for machine generated summary evaluation which is based
on the notion of unigram matching between the candidate summary and human
summary. It is an automatic metric which determines the quality of summary
by comparing with ideal summary generated by human. This metric counts the
number of overlapping units such as n-grams, word sequences, and word pairs
between computer generated summary and ideal summary which is created by
human, normalized by the number of n-grams in references. It may be termed
as recall version of BLEU.

3.3 Polarity Feature

The presence of negative polarity context like ”no/not” can make a sentence
meaning different. Consider the pair of sentences below.

Example1 Example 2
T1 : Oil price Surged. T2 : I live in India.
H1 : Oil price did not grow. H2 : I don′t live in India.

In Example 1, two sentences are textually entailed, but when we consider them
for n-gram matching they might provide different results. In case of Example
2, the sentences are not textually entailed, but if we consider them for lexical
matching they might yield high similarity score, and consequently the system
will consider them as textually entailed. We introduce this feature in this study
to address this kind of obstacles. In this study we search for a negation word
(”no/not”) in a particular T and H pair, if it is found in T but not found in H
and vice versa a score of ‘1’ has been assigned for that T-H pair, otherwise if it
is absent in both the pairs or present in both the pairs, a score of ‘0’ is assigned.

4 Experimental Setup and Results

In this section we describe the preprocessing step, datasets, experimental setup,
results and analysis.
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4.1 Preprocessing Module

The system extracts a pair of T and H from the development and test set also
from five RTEs datasets. The datasets contains T-H pairs as given below.
<pair id=”13” value=”TRUE” task=”IR”>

<t>iTunes software has seen strong sales in Europe. </t>
<h>Strong sales for iTunes in Europe.</h>

</pair>
From this XML data, we extract T and its corresponding H part and remove
the stop words and white spaces (if any) from both text and hypothesis.

4.2 Dataset

We carried out our experiments on the datasets released in the shared tasks
on textual entailment organized in RTE-1, RTE-2, RTE-3, RTE-4 and RTE-5.
Table 1 shows the statistics of the five datasets. The table yields the number
of T-H pairs (THP), average text length (ATL) and average hypothesis length
(AHL) for the development and the test set belonging to each dataset. ATL
and AHL provide average sentence length in words. The model predicts textual
entailment relation between a pair of text expressions and we want to estimate
how accurately our predictive model performs in practice. In prediction prob-
lem, a model is generally given a dataset of known data on which training is
performed, and a dataset of unknown data against which a model is tested. The
Table 1 shows that the length of H is very less compared to the length of T.

Table 1. The Statistics of the datasets

Dataset Development set Test set

THP ATL AHL THP ATL AHL

RTE-1 567 23 9 800 25 10

RTE-2 800 26 9 800 27 8

RTE-3 800 34 8 800 29 7

RTE-4 0 0 0 1000 39 7

RTE-5 600 97 7 600 96 7

4.3 Experiments

We calculate several similarity scores with the help of above mentioned features
for each T-H pair contained in the development and test sets of five datasets
namely RTE-1, RTE-2, RTE-3, RTE-4 and RTE-5 which were extracted with
the help of preprocessing module using the aforementioned MT, summary eval-
uation metrics and polarity feature. These scores are used as feature values to
build a classification model. We build three models based on SVM, Multilayer
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perceptron model and Radial basis function (RBF) network. We use the imple-
mentation as available in Weka toolkit1. The classifiers are trained with the
features as discussed earlier and summarized in Table 2. The classifier assigns a
prediction class to each T-H pair in test dataset of unknown class. Based on the
comparisons between the gold standard output of that particular dataset and
the predicted output of the classifier, confusion matrix is generated, which yields
the system accuracy.

Table 2. Different sets of features and the corresponding models.

Feature set Model

BLEU, METEOR and TER Model1

BLEU, METEOR, TER and ROUGE Model2

BLEU, METEOR, TER, ROUGE and Polarity Model3

4.4 Results and Discussions

The results on the five datasets are shown below one by one. We plot the results
of three different models on the RTE-1 dataset using different machine learning
approaches. In RTE-1 third model gives the best performance in Multilayer per-
ceptron, i.e., 54% which is depicted in Fig. 1. However, the best result reported
in the literature for this dataset is 70% by the system of [8]. Results obtained on
RTE-2 are depicted in Fig. 2. We obtain the highest score of 55.5% using SVM.

Fig. 1. Results on the RTE-1 on different models using different machine learning
approaches

1 http://www.cs.waikato.ac.nz/ml/weka/.

http://www.cs.waikato.ac.nz/ml/weka/
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However, the best accuracy in this dataset reported is 75% [9]. Results obtained
on RTE-3 dataset are presented in Fig. 3. Here we achieve the highest score of
60.37% in Model 3 by SVM. The best result obtained [10] in this dataset is 80%.

Fig. 2. Results on the RTE-2 on different models using different machine learning
approaches

Fig. 3. Results on the RTE-3 on different models using different machine learning
approaches

Results obtained on RTE-4 are depicted in the Fig. 4. It shows that we obtain
the highest accuracy of 52.5% in multilayer perceptron model. As there is no
development set we perform 10-fold cross validation to report the final result.
Literature shows that highest accuracy for this task is around 68.5% by [25] that
makes use of semantic knowledge bases like WordNet, Verb Ocean, Wikipedia,
Acronyms database etc.
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Fig. 4. Results on the RTE-4 on different models using different machine learning
approaches

In RTE-5, we obtain the best results with multilayer perceptron model that
shows an accuracy of 51.87% in Fig. 5. RTE-5 is ternary class classification
problem with the following classes: ENTAILMENT, UNKNOWN, CONTRA-
DICTION. It is to be noted that the best accuracy is 68.33% as reported in
[26]. Overall it is observed that, in our datasets with these feature combination
Multilayer perceptron performs well compared to SVM and RBF. Multilayer
perceptron is a kind of classifier which classifies instances based on back propa-
gation, perform training on multiple layers.

Fig. 5. Results on the RTE-5 on different models using different machine learning
approaches
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4.5 Error Analysis

In our work we make an attempt to establish relationships between MT eval-
uation metric, summary evaluation metric and polarity features in detecting
entailment relation between a pair of text snippets. The results obtained in all
the datasets used need to be improved. All the MT evaluations which have been
used in this study provide similarity score by considering n-gram lexical match-
ing. Lexical matching has some drawbacks, it does not capture the negation
words. Following example describes the problem.
T: John Loves Merry
H: Merry Loves John
Here,
Unigram matching score = 3/3 = 1 and Bigram matching score = 0/2 = 0

According to unigram match, the above sentences are textually entailed,
however in realty they should not.
Consider the example below,
textitT: I live in India.
textitH: I do not live in India.

For TE problem length should not be considered. In all our experimental
settings, H is much shorter than T. The MT metrics that we have used considers
text length. They generally assign a penalty score, which substantially decreases
the matching score between text and hypothesis. This, in turn, affects the overall
performance.

5 Conclusions and Future Works

In this experiment we have set up relationships among MT evaluation metrics,
summary evaluation metric and polarity feature (no/not) for textual entailment.
We develop three classification models based on SVM, multilayer perceptron and
RBF network classifiers. These models have been evaluated for textual entail-
ment on five different datasets, namely RTE-1, RTE-2, RTE-3, RTE-4 and RTE-
5. Unfortunately due to the unavailability of the datasets of RTE-6, and RTE-7,
we could not be able to carry out the experiments on these datasets.

In future we plan to perform experiments with other similarity metrics. We
have a plan to use other MT evaluation metrics such as GTM, NIST, and CDER
as features for our experiment. We would also like to consider dependency parsing
based matching to overcome the drawback of n-gram lexical matching. It is also
to be noted that we will make use of dependency parsing based MT evaluation
metric instead of conventional MT evaluation metrics. We would also like to
explore deep learning based techniques for textual entailment.
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Abstract. The objective of Entity Linking is to connect an entity men-
tion in a text to a known entity in a knowledge base. The general app-
roach for this task is to generate, for a given mention, a set of candidate
entities from the base and determine, in a second step, the best one.
This paper focuses on this last step and proposes a method based on
learning a function that discriminates an entity from its most ambigu-
ous ones. Our contribution lies in the strategy to learn efficiently such
a model while keeping it compatible with large knowledge bases. We
propose three strategies with different efficiency/performance trade-off,
that are experimentally validated on six datasets of the TAC evaluation
campaigns by using Freebase and DBpedia as reference knowledge bases.

1 Introduction

In the domain of Information Extraction, the Entity Disambiguation task (or
Entity Linking) consists in connecting an entity extracted from a text to known
entities in a knowledge base [11,17], which is useful for further extraction tasks
(relation extraction or event detection, for instance) or to provide a unique nor-
malization of the entities in an Information Retrieval context. This task is some-
times part of a more general framework that globally disambiguates all the con-
cepts in a document with respect to a knowledge base, whether they are named
entities or nominal expressions (e.g. Wikify [12] or Babelfy [13]).

An Entity Disambiguation system is usually based on three main steps [8].
First, it analyzes an input (query) to identify an “entity mention” that needs to
be linked to the knowledge base. Second, for each mention, the system generates
several candidate entities from the knowledge base and finally, it selects the best
entity among the candidates. For such systems, one of the main challenge is to
deal with the very large number of entities present in the knowledge base.

Our contribution focuses on the last step of this process. We propose to learn
a discriminative model between each candidate and its most ambiguous entities:
this model provides a score reflecting the association between the entity mention
and each candidate entity, that we call the Discriminative Disambiguation Score.
c© Springer Nature Switzerland AG 2018
A. Gelbukh (Ed.): CICLing 2017, LNCS 10761, pp. 329–341, 2018.
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For the sake of computational tractability, we adopt a linear model. The core of
our contribution lies in the strategy for choosing the right set of negative training
examples to be able to learn several millions of models in a tractable time. We
evaluate this model using Freebase and DBpedia as reference knowledge bases
and six test datasets from the TAC evaluation campaigns.

2 Related Work

One way of classifying the different approaches for Entity linking is the degree of
supervision they required. Unsupervised methods generally rely on the definition
of a similarity score between the entity mention and the entity in the knowledge
base: selecting the correct entity simply corresponds to maximizing this score.
Such similarity scores are usually based on the overlap of contexts [4] and can
combine several measures: for instance, Han and Zhao [7] combine similarities
between words and Wikipedia concepts. These methods are usually simple and
easy to implement but they have a lower performance, when compared to the
supervised methods as it was shown in past evaluation campaigns [3].

Supervised methods are generally based on binary classifiers [10,18] or rank-
ing models [2,16], specifically dedicated to entity disambiguation. In both cases,
the difficulty lies in building labeled data, which is time consuming, especially
for large knowledge bases like Freebase or DBpedia. Among these approaches,
some studies [6,20] use ambiguous entities to learn the models that allow to
select the correct entity but, as far as we know, none of them proposes to build a
discriminative model for each entity. Zhang et al. [20] focuses on the unambigu-
ous mentions of entities in DBpedia to automatically create training examples
for their disambiguation model. idea is to generate disambiguation examples by
replacing in documents the mentions of an entity that are not ambiguous by
alternate names of this entity that are ambiguous. The positive examples are
built by associating the modified documents with the entity while the negative
examples are produced by associating these documents with the entities referred
by the alternate names. Zhang et al. [19] uses an iterative learning algorithm
to select the most informative entities that are close to the separating hyper-
plane. Fan et al. [6] uses a one-vs-all strategy to disambiguate entities. Instead
of training one classifier per entity in Freebase, they propose a strategy to merge
all of them into one generic classifier, which consists in using, for an entity, its
unique Freebase identifier as an extra descriptor. All the positive examples of a
given entity have thus the same Freebase identifier. The negative examples are
randomly chosen from entities with a similar name.

Finally, some studies use a semi-supervised approach, such as [21], that
address the problem of data acquisition and labeling, using a two sets of labeled
and unlabeled data. In an iterative approach, a model is learned using positive
examples extracted from Wikipedia pages that contain an unambiguous entity
(thus providing reference data) and negative examples taken randomly from
other entities. The learned model is used to annotate the unlabeled documents,
which will then be used in the learning phase of the next iteration.
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3 Discriminative Disambiguation Score

In the context of supervised systems, we present in this section the new score we
propose for Entity Linking, named Discriminative Disambiguation Score (DDS).
The idea of DDS is to reflect the likelihood of an entity mention to be dis-
ambiguated by a given candidate entity. It represents the posterior probability
P (candidatei|mention) that a candidate is appropriate to disambiguate a given
entity mention, computed from a classifier score [15].

The novelty of our proposal is to learn a classifier for each candidate entity (as
long as the required data are available). Such an approach has sometimes been
dismissed and considered impossible because of intractable computational issues
[6]. Indeed, one difficulty of our approach lies in the capacity of learning such
classifiers for several millions of entities while still keeping a relevant discrimi-
native power for each of them. First, for the sake of computational tractability,
both at learning and testing time, we restrain our approach to linear classifiers
(in practice, we used logistic regression models, but we obtained comparable
results with SVMs, that are not reported in this paper).

For each candidate, we must select both positive and negative examples,
extract features then learn the classifier. In all cases, the vector representation of
examples is based on a tf-idf model relying on the same vector space, built from
the complete collection of the Wikipedia pages associated with the entities in the
knowledge base. Regarding the positive examples, the textual context of each
entity in the knowledge base is considered by using the following information:

– Abstract of the Wikipedia page associated with the entity;
– Paragraphs explicitly containing the entity in the Wikipedia page of the

entity;
– Paragraphs, from other Wikipedia pages, that contain a wikilink pointing to

the entity.

As suggested by [6] a direct one-versus-all strategy would be computationally
intractable. To solve this problem, we propose three approaches, illustrated in
Fig. 1, to select a subset of negative examples containing representative tf-idf
vectors.

– DDS-Rand: In the Random approach, the negative examples are randomly
selected from the positive examples of all the other entities in the knowledge
base. There is no constraint on whether the negative examples should only
be selected from ambiguous entities.

– DDS-Ambig: In the Ambiguous approach, the negative examples are ran-
domly selected from the positive examples of the ambiguous entities. The
ambiguous entities are generated by using the same approach as for the can-
didate entity generation (see Sect. 4.1): for each known form of the entity in
the knowledge base (normalized form or variation), ambiguous entities are
the entities that share a common form or have a close form (inclusion or
string edit distance ≤ 2). Since the set of ambiguous entities can be large, the
negative examples are actually selected from a random subset.
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– DDS-Ambig-NN: In the Ambiguous Nearest Neighbor approach, the entity
for which we want to compute a discriminative model is represented by the
centroid of the tf-idf vectors that constitute its positive examples. We then
select as negative examples the tf-idf vectors that have the closest Cosine
similarities to this representation among all the examples from the ambiguous
entities. These negative examples are considered as the most informative data
instances and the most relevant for discrimination because they are the most
ambiguous with the entity.

Fig. 1. Methods for selecting negative examples

4 Overall Entity Linking System

To test the DDS, it is integrated into a standard Entity Linking architecture [8]
composed of two main steps: for a given entity mention and its textual context,
a first module generates possible candidate entities for the linking and a second
one selects the best one.

4.1 Generation of Candidate Entities

The generation of the candidate entities relies on both the analysis of the entity
mention and its textual context. In this study, we focus mainly on the dis-
ambiguation of entities, not their recognition. Therefore, the entity mentions
to disambiguate are given as input to the system. A complementary analysis
of these entity mentions in the text is carried out, in order to associate a type
(Person, Location, Organization) with the entity mentions1 and define their con-
text in terms of surrounding entities (we consider only the explicit named entity
1 We used the tool MITIE for this step (https://github.com/mit-nlp/MITIE).

https://github.com/mit-nlp/MITIE
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mentions and we ignore the nominal and pronominal mentions). Two forms of
entity mention expansion are performed, which can be considered as simple co-
reference approaches: (i) if an entity mention is an acronym, we search the text
for entity mentions of the same type whose initials correspond to the acronym
(ii) we search the text for other entity mentions whose expression includes the
target entity mention as a substring. These other forms are added as variations
for the entity mention.

After the intrinsic analysis of the entity mention, candidate entities are gen-
erated by comparing the entity mention with the entities of the knowledge base,
using the following four strategies [5]:

– Equality between the forms of the entity mention and an entity in the knowl-
edge base;

– Equality between the form of the entity mention and a variation (alias or
translation) of an entity in the knowledge base;

– Inclusion of the form of the entity mention in one of the forms of the variations
of an entity in the knowledge base;

– Similarity between the form of the entity mention and a variation of an entity
in the knowledge base. We use the Levenshtein distance, which is well suited
to overcome the spelling errors and name variations. In the experiments, we
considered an entity in the knowledge base as a candidate entity if its form or
any of its variations have a distance with the form of the entity mention ≤ 2.
For better efficiency, we exploited a BK-tree structure [1] for this selection.

The candidate entities are also filtered in order to keep only entities that have
one of the expected named entity types (e.g. Person, Location, Organization).

4.2 Selection of the Best Candidate Entity

The goal of this step is to find the correct candidate entity in the set of gener-
ated candidate entities. To this purpose, a classifier is trained to recognize the
best entity among the entity candidates, using training data composed of dis-
ambiguated entity mentions. More precisely, each candidate entity is associated
with a set of features:

– Four binary features indicating which strategy was used for the generation of
this candidate entity;

– Two general scores comparing the context of the entity mention with the
context of the candidate entities in the knowledge base. The first score focuses
on their lexical context. It compares, with the Cosine similarity, a vector
representation of the textual context of the entity mention (we considered the
whole document as the context of the entity mention in these experiment)
and the vector representation of the Wikipedia page of the candidate entity.
The second score focuses on a context based on surrounding entities and
compares, once again with the Cosine similarity, the vector representation
of the textual context of the entity mention2 and a vector representation of

2 For the entity mention, we took the whole lexical context as we did not have an
entity recognizer for all the entity types of the knowledge base.
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the entities in relation with the candidate entity in the knowledge base. The
vector space supporting these representations is built from all the Wikipedia
pages of the entities in the knowledge base;

– One of the DDS scores computed as presented in Sect. 3.

A binary classifier is then trained to associate such a set of features with
a decision whether the candidate entity is the correct one for the entity men-
tion. Using the training data, we generate the candidate entities from the entity
mentions: the positive examples for the training are then formed by the (entity
mention, candidate) pairs that correspond to the expected link in the reference.
The negative examples are pairs with wrong candidates generated for the entity
mentions. Since the classes are imbalanced (in our experiments, we have between
1 and 460 generated candidates), we undersample the negative examples to limit
their number to 10 times the number of positive examples. Each decision of the
classifier is weighted by the probability estimate of the classifier and the candi-
date entity with the highest probability is selected as the final disambiguated
entity. In the standard entity disambiguation task, the system must also be able
to determine when an entity mention does not link to any entity in the knowl-
edge base (referred as NIL entities). In our approach, this occurs if no candidate
is generated or if all candidates are rejected by the classifier.

5 Experiments and Analysis

5.1 Datasets

To validate our approach, we use the 2009–2013 and 2015 datasets of the TAC-
KBP evaluation campaign. For TAC 2015, we consider the monolingual English
Diagnostic Task, where the entity mentions in the query texts are already given
as input, in order to use the same evaluation framework as for the other datasets.
We report in Table 1 the main features of these datasets. For the 2009–2013
campaigns, the reference knowledge base is extracted from Wikipedia infoboxes
(similarly to DBpedia) [14]. It contains 818,741 entities, which are all associated
with a Wikipedia page. In the 2015 campaign, the knowledge base was built from
Freebase [9]. The whole Freebase snapshot contains 43M entities but a filter is
applied to remove some entity types that are not relevant to the campaign (such
as music, book, medicine and film), which reduces it to 8M entities. Among
them, only 3,712,852 (46%) have an associated content in Wikipedia and are thus
subject to provide positive examples to learn the DDS. In the 2015 campaign,
the purpose was to link all the entities of a restricted set of documents. On the
contrary, the former campaigns aimed at linking a restricted number of entity
per document; hence, the number of entities and documents is approximately
the same for the 2009–2013 campaigns.
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Table 1. Description of the datasets used in the evaluation process

Dbpedia Freebase

Nb. docs. Nb. entities Nb. docs. Nb. entities

TAC 2009 3,688 3,904 TAC 2015 train 168 12,175

TAC 2010 2,231 2,250 TAC 2015 test 167 13,587

TAC 2011 2,231 2,250

TAC 2012 2,016 2,226

TAC 2013 1,820 2,190

5.2 Results on Candidate Generation and DDS

Generated Candidate Entities. We present in Table 2 some statistics on the
queries and the generated candidate entities. In particular, the candidates recall,
defined by the percentage of non-NIL queries for which the expected candidate
is in the candidate list, is quite good for the 2009–2013 datasets, using simple
candidate generation strategies that generate a reasonable number of candidates
per query (150 in average). For the 2015 dataset, the KB contains 10 times more
entities and the number of generated candidates is much larger. In addition, the
candidate recall is lower (77%): an analysis of the missing entities showed that
the variations contained in the KB should be enriched for a better coverage (e.g.,
links between nationalities and countries are missing, such as French → France).

Table 2. Candidate statistics for the DBpedia and Freebase datasets (TAC 2009-2013
and 2015)

Dbpedia

Dataset Nb queries NIL queries Nb cand NIL cand Avg. cand cand. recall

2009 3,904 2,229 208,060 949 70.41 84.0%

2010 2,250 1,230 232,672 601 141.10 89.4%

2011 2,250 1,126 329,508 388 176.96 87.9%

2012 2,226 1,049 420,179 117 199.23 92.4%

2013 2,190 1,007 394,217 395 219.62 83.5%

Freebase

2015 train 12,175 3,215 5,844,592 1,282 458.08 76.0%

2015 test 13,587 3,379 6,141,369 1,255 480.32 77.6%

Discriminative Disambiguation Score. The extraction of the textual con-
text (Sect. 3) from the Wikipedia pages is performed for the 818,741 entities
in DBpedia and the 3,712,852 entities in Freebase. A vector space model of
169,647 dimensions, built from the whole Wikipedia dump, is used to convert
these set of paragraphs into tf-idf vectors. When applied on DBpedia, a total
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number of 32,939,218 examples are generated. On average, an entity has around
40.18 examples and between 1 and 119,178 examples per entity. When applied
on Freebase, a total number of 97,157,120 examples are generated. On average,
an entity has around 26.16 examples and the number of examples per entity
is between 1 and 119,197. The candidate entities for TAC 2009-2013 (Table 1,
Nb. Candidates) represent 41,313 unique entities in DBpedia. For Freebase, the
candidate entities that are associated with a Wikipedia page represent 124,456
unique entities, cumulated on training and test datasets. For each candidate
entity in DBpedia and Freebase, we train a classifier based on the approaches
described in Sect. 3: in our experiments, we used a L2-regularized logistic regres-
sion classifier, from the LIBLINEAR library3, whose complexity is O(n), where
n is the number of features.

We report in Table 3 the minimum, maximum and average time in seconds
needed to train a classifier for the different approaches. DDS-Rand is the simplest
approach in complexity. This is why it needs less time to select the negative
examples and train the classifier. DDS-ambig-NN takes more time because of
the negative examples selection module where we have to compute the distance
between the centroid of the entity and each tf-idf vector of its ambiguous entities.

To test the relevance of the DDS scores, we first selected a subset of entities
from the DBPedia KB that have at least 100 positive examples and evaluated the
performance of the trained classifiers for these entities using a 5-fold cross valida-
tion on this subset. The accuracy results of the classifiers trained on these 26,819
entities are reported in Table 4, showing a good performance in differentiating a
particular entity from the others. With DDS-ambig-NN, we discriminate against
the closest negative examples, which makes the disambiguation task harder and
the results a bit lower.

Table 3. Minimum, Maximum and Average time (in seconds) needed for each approach
to select the negative examples and train the classifier on DBpedia and Freebase

Dbpedia Freebase

Min. Max. Avg. Min. Max. Avg.

DDS-Rand 0.003 109.59 1.55 0.002 49.29 1.13

DDS-Ambig 0.01 398.47 11.65 0.006 270.45 6.49

DDS-Ambig-NN 0.027 2551.62 146.88 0.014 2102.31 85.49

Table 4. Cross-validation results of the classifiers trained on 26,819 datasets having
each at least 100 positive examples

Precision Recall F-score

DDS-Rand 0.987 ± 0.015 0, 969 ± 0.042 0.977 ± 0.028

DDS-Ambig 0.963 ± 0.050 0, 919 ± 0.112 0.937 ± 0.086

DDS-Ambig-NN 0.954 ± 0.058 0, 798 ± 0.188 0.857 ± 0.151

3 https://www.csie.ntu.edu.tw/∼cjlin/liblinear/.

https://www.csie.ntu.edu.tw/~cjlin/liblinear/
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5.3 Entity Linking Results

In this section, we present the results of the DDS scores in a full entity linking
system. We compare the results obtained by the Baseline system (as presented
in Sect. 4.2, without the DDS) with the results obtained when adding the DDS
feature (this DDS feature is the score given by the classifier of the considered
candidate entity for the classification of the entity mention). In order to verify
the interest of the discriminative models compared to the simple addition of more
textual contexts for the entity, we also considered a score computed as the Cosine
similarity between the centroid of the positive examples of a candidate entity
and the textual context of the entity mention. We name this score DDS-baseline.

Evaluation Measures and Datasets. As no training data was provided for
the TAC 2009-2013 datasets, we used for each year the data from the other
years as training data. For the evaluation measures, we adopted the standard
precision/recall/F-score measures on three criteria: the correct recognition of
the reference entity when it exists (link), the correct recognition of an entity
without a reference entity (nil) and the combined results (all). These measures
correspond to the measures named strong link match, strong nil match and the
strong all match in the TAC 2015 evaluation campaign [9]. We did not take into
account the type of the named entities in this evaluation.

Results and Analysis. Table 5 reports for each approach the F-score for
respectively the strong nil match, strong link match and the strong all match
evaluation measures. These results show that including the DDS score to the
set of features used for the entity disambiguation clearly improves results. The
best results are obtained with the DDS-Ambig-NN for the TAC 2009-13 datasets,
whereas DDS-Ambig gives the best results for TAC 2015. Interestingly, we note
that even if DDS-Ambig-NN does not perform as well as the other approaches
in the pure classification task, its usage in full system is beneficial. This result
suggests that the DDS-Ambig-NN model learns more discriminant information
that complements better the information provided by the other features.

In order to further assess the influence of the DDS, we tested a disambiguation
approach using only this score: we trained a classifier for the final disambiguation
using the DDS as single feature (which allows learning automatically a threshold
on the DDS). Table 6 reports the results obtained with this method, for each
variant of DDS. With the exception of the 2011 and 2015 evaluation campaigns,
the DDS-Ambig-NN score used as single feature produces the best results and
is often not very far from the results obtained by the Baseline approach. For the
2012 dataset, the DDS alone produces a strong all match F-score of 63.8%, which
is even better than the one obtained when combined with the other features.

Finally, we present a comparison of the results we obtained with the other
teams that participated in the TAC evaluation campaigns in Table 7. We only
show the results for 2009, 2010 and 2015 because the official measure for these
years – the micro-average KB accuracy – corresponds to the measure we use
in this paper. For 2011–2013, the official measure is the B3 + F1 score, which
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Table 5. F-score results obtained with the addition of DDS scores. We report
the strong nil match (top, best in italic), strong link match (middle, best in italic),
strong all match evaluation (bottom, best is bold) criteria on TAC datasets

2009 2010 2011 2012 2013 2015

Baseline nil 0.851 0.863 0.808 0.649 0.801 0.668

link 0.707 0.743 0.645 0.441 0.717 0.588

all 0.795 0.813 0.735 0.533 0.761 0.601

DDS-Baseline nil 0.851 0.859 0.807 0.649 0.8 0.667

link 0.709 0.736 0.639 0.446 0.705 0.603

all 0.796 0.808 0.734 0.535 0.754 0.611

DDS-Rand nil 0.856 0.858 0.817 0.651 0.801 0.679

link 0.72 0.751 0.646 0.436 0.704 0.659

all 0.803 0.813 0.741 0.531 0.753 0.654

DDS-Ambig nil 0.858 0.867 0.812 0.643 0.799 0.694

link 0.73 0.762 0.647 0.454 0.722 0.654

all 0.808 0.824 0.741 0.537 0.763 0.656

DDS-Ambig-NN nil 0.874 0.884 0.821 0.649 0.82 0.687

link 0.754 0.796 0.663 0.468 0.756 0.644

all 0.828 0.848 0.752 0.547 0.789 0.646

Table 6. F-score results obtained using only the DDS as a disambiguation feature.
We report the strong nil match (top, best in italic), strong link match (middle, best
in italic), strong all match evaluation (bottom, best is bold) criteria on TAC datasets

2009 2010 2011 2012 2013 2015

DDS-Baseline nil 0.749 0.718 0.655 0.639 0.634 0,405

link 0.289 0.222 0.278 0.22 0.182 0,002

all 0.609 0.56 0.493 0.489 0.47 0,245

DDS-Rand nil 0.828 0.838 0.771 0.818 0.757 0.611

link 0.622 0.687 0.546 0.156 0.585 0.508

all 0.749 0.772 0.67 0.537 0.672 0.541

DDS-Ambig nil 0.815 0.833 0.662 0.565 0.748 0.665

link 0.568 0.666 0.243 0.221 0.56 0.443

all 0.73 0.768 0.481 0.395 0.667 0.517

DDS-Ambig-NN nil 0.84 0.849 0.756 0.754 0.772 0.633

link 0.625 0.703 0.429 0.446 0.614 0.433

all 0.771 0.797 0.645 0.638 0.708 0.503
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Table 7. Ranking of our approaches compared to the official results of the campaigns,
based on the strong all match evaluation criterion.

2009 2010 2015

Nb. of teams 18 21 10

Median 0.67 0.683 0.634

Min. 0.0085 0.345 0

Max. 0.822 0.864 0.875

Baseline 0.783 (8) 0.798 (9) 0.601 (5)

DDS-Baseline 0.791 (6) 0.81 (8) 0.611 (5)

DDS-Rand 0.803 (2) 0.821 (3) 0.654 (4)

DDS-Ambig 0.794 (5) 0.815 (6) 0.656 (4)

DDS-Ambig-NN 0.795 (3) 0.82 (4) 0.641 (4)

requires a clustering of the NIL entities that we do not perform here. Note as
well that the official scores in 2015 takes into account the type of the entity
while we only consider the accuracy of the disambiguation. For the 2009 and
2010 datasets, the DDS-Rand approach achieves results that are not far from
the best participant: it would be ranked respectively 2nd out of 18 participants
and 3rd out of 21 participants4. For the 2015 dataset, our system still needs
some tuning on the candidate generation to obtain better candidate recall but
the general trend of the results provides solid ground to indicate that the DDS
is a good feature for entity disambiguation.

6 Conclusion

We proposed a new feature for the entity disambiguation task based on a super-
vised approach to learn discriminative models for each entity in a knowledge
base. By combining this feature with a set of features commonly used in the
literature, the scores, expressed as percentages, increased by more than 4 points.
Our entity disambiguation method showed its stability on several Entity Linking
evaluation datasets, using two different knowledge bases. We also addressed the
problem of the selection of negative examples by proposing three approaches. The
DDS-Rand and DDS-Ambig approaches provide improvements over our baseline
system with a very low computation time and a linear complexity. DDS-Ambig-
NN gives better results but with a higher computation time. Most importantly,
we showed that individual binary classifiers can be trained for each entity of a
large knowledge base for a disambiguation task. We plan to improve the perfor-
mance of the DDS by using dense vector representations (word embeddings) to
represent the positive and negative examples, this type of representations having
proven their efficiency for various classification tasks.
4 The comparison is not absolutely fair since we used the data from other years for

training, which were not available to the participants.
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Abstract. Arabic WordNet (AWN) is a lexical database, freely avail-
able, and useful resource to Natural Language Processing (NLP) research
and applications (Information Retrieval, Machine Translation. . . ). This
project is built following the methods developed for Princeton WordNet
(PWN) and EuroWordNet (EWN). However, this database needs more
intention to improve NLP applications. Compared with others wordnets,
AWN has a very poor content in both, quantity and quality levels. This
paper concentrate on the quality plan, especially on the antonym rela-
tions. Therefore, the authors propose a pattern-based approach to extend
these relations, using Arabic Corpus and a corpus analysis tool. This
proposed method relies on two steps: patterns definition and automatic
antonym pair extraction. The evaluation of this approach has given good
results.

Keywords: Arabic WordNet · Semantic relation
Antonym enrichment · Arabic corpus · Patterns generation

1 Introduction

Natural Language Processing (NLP) is an important part of computational
linguistics, computer science and artificial intelligence. There are plenty of
researched tasks in NLP such as automatic summarization, machine transla-
tion, event recognition and relationship extraction that need lexical and seman-
tic resources to proceed. The more the resource is inclusive the more the results
are accurate. But the lack of resources, particularly in the Arabic language, has
always been problematic.

Arabic is one of the most widely spoken Semitic languages today (300 million)
followed by Amharic (22 million) and Tigrinya (7 million)1. The development
of efficient Arabic NLP systems, therefore, is important. For instance, after its
release, Arabic WordNet (AWN) [9,13] has quickly gained attention and became
known in the Arabic NLP community as one of the exceptional and freely avail-
able lexical and semantic resources [1]. AWN is a lexical database for Modern
1 Semitic languages, https://en.wikipedia.org/wiki/Semitic languages#cite note-

Owens300-3.
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Standard Arabic (MSA) [4] in which words that have a common meaning are
grouped together in a so-called synsets. Those synsets contain general concepts
and need to be extended to cover more specific domains.

AWN enrichment concern the number of synsets and the relations between
them. Many researchers have attempted to improve AWN’s content through
different approaches by extending its coverage [1,24,25] or adding semantic rela-
tions [10]. The recent work that is related to the enrichment of the semantic
relations, is the work of Boudabous et al. [10] in which they suggested a hybrid
linguistic method based on morphological patterns to determine new relations
between nominal synsets. They relied on a corpus contracted from Arabic articles
in Wikipedia to define new morphological patterns. To get new pairs of words,
they applied the NooJ grammar. This approach was validated by a number of
linguistic experts.

Although it is fundamental in many NLP applications, it can be noticed
that the semantic relation enrichment does not get much attention. Thereby,
the authors studied the semantic relation existence in AWN and found out that
it lacks the antonymous relation. Thus, this work is going to be the automatic
enhancement of semantic relations.

On the other hand, semantic relation identification is a tough task that can
improve the degree of accuracy in NLP applications, if it has been treated well.
There are different kinds of semantic relations like synonym, homonym, hyponym
etc. and to know the difference between all of them, one needs a coordinated app-
roach. It is undeniable that manual approaches are time-consuming and inten-
sives, some researchers argued that an automatic approach might be helpful
[4,5,22,28].

This paper is organized as follows: Sect. 2 represents AWN description (statis-
tics, advantages, weaknesses, domain of application. . . ). Section 3 studies the
related work on semantic relation extraction. The adopted approach the tools
used has been detailed in Sect. 4. The authors presented the obtained results
and evaluation in Sect. 5. Section 6 deals with the conclusion and perspective.

2 Arabic WordNet Description

AWN has been released in 2007 [13]. It has been developed based on the top-
down method, which consists of two steps: PWN core translation and extension
downwards to more specific concepts. Now, the AWN v2, contains 47% of the
PWN core2. Note that the core is the most frequently used word sense in any
language which is around 5,000 words [11].

The first version of AWN contains 9,698 synsets, corresponding to 21,813
words. These synsets are related by 6 different kinds of semantic relations
(hyponymy, meronymy. . . ), in a total of 143,715 links [12]. The words are dis-
tinguished by their part of speech (POS). The POS can be either a noun, verb,
adverb, adjective or adjective satellite3. At this very moment, AWN version 2
2 Open Multilingual WordNet, http://compling.hss.ntu.edu.sg/omw/.
3 ‘Steaming’ is the adjective satellite of ‘cold’.

http://compling.hss.ntu.edu.sg/omw/
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contains 11,296 synsets corresponding to 23,841 words with 22 types of semantic
relations and totaling 161,705 links4. Those words include Named Entities (NE)
and other forms like roots and broken plurals. Comparing with PWN that has
117,659 synsets, AWN still needs improvements.

As previously noted, many works attempted to enhance the AWN content
which are increasing over the time where researchers are trying to find suitable
solutions to reach a higher level. One of the remarkable work is the work of
Abouenour et al. [1]. They studied the AWN in two terms, coverage and usability.
Concerning its coverage, they compared its content with other Arabic lexicon,
Princeton WordNet (PWN) [14,15] and the Spanish WordNet [8]. Concerning its
usability, They affirm that AWN has many weaknesses and that is why it is has
been used in just few Arabic NLP applications. After this study, they improved
its coverage by adding new verbs, nouns, Named Entities (NE) and the form of
broken plurals.

Later on, They released their work and made it available online for the NLP
community, structured under the Lexical Markup Framework5 LMF [23]. This
new version is not included in the browser (AWN v2), so the authors parsed it
to extract its content. Below is Table 1 comparing the v2 of the AWN and the
content of the LMF file.

Table 1. Description of AWN.

V2 LMF

Noun 7,960 16,432

Verb 2,538 42,298

Adverb 110 771

Adjective 500 270

Adjective satellite 161 386

Total 11,269 60,154

Named Entity 16,819 17,097

Broken Plural 180 3,060

In conclusion, the LMF file contains much more words in different cate-
gories. Despite its enormity, it does not have many links between synsets as
expected. The version 2 of AWN has 22 links between synsets, while the LMF
file contains only 5; similar 412 links, hyponym/hypernym 19,806 links, hasIn-
stance/isInstance 549 links and finally antonym with only 14. Thus, this work
will be based upon that file. There is not much work to cite about the enhance-
ment of the semantic relations in AWN. However, there have been many attempts
to extract semantic relations from texts.
4 Those statistics are extracted from the AWN browser.
5 Lexical Markup Framework is the ISO standard for NLP and machine-readable

dictionary (MRD) lexicons.
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3 Related Work

The complexity of the Arabic language and the lack of resources (annotated cor-
pora, analysis tools, lexical resource. . . ) are two factors that affect the semantic
relation extraction and made it a tough task. Harmain [16] claimed that the
Arabic language is complex in term of morphology, syntax and semantics; this is
due to the great amount of grammar rules. Besides, most articles found on the
internet do not have diacritics, which make it more ambiguous, not to mention
many other peculiarities. All these factors make every automatic task in the
NLP more difficult, especially semantic relation extracting.

It is hard to know what is the relationship between a ‘chair’ and ‘legs’ in
a given context, knowing that most of the living beings have legs and there
are some kind of chairs that do not have legs (zaisu chair), which also include
word sense disambiguation. Generally speaking, the extraction of semantic rela-
tions can be divided into three approaches: supervised, semi-supervised, and
bootstrapping [4]. The supervised approach uses machine learning methods. The
problem is treated as a binary classification and a classifier is going to be trained
by a selection of negative and positive examples of specific semantic relations.
Thus, more examples get you more accuracy and precision. On the other side,
semi-supervised and bootstrapping approaches are pattern-based; therefore, they
need a few set of patterns, specifically handcrafted ones.

Most commonly used methods for the identification of semantic relation
are pattern-based methods [4]. A pattern is a schematic construction that
any two semantically related words can fill in. For example the pat-
tern 6 (Neither. . . nor. . . ) can host the antonym pair

(victory, defeat) or (soft,
rough). Hearst [17] is the first one who explored this type of method in which
she manually used five crafted patterns to automatically extract the hyponym
relation from texts.

Following the approach of Hearst, Lin et al. [20] also used these patterns
to identify synonym among distributionally similar words. Their work depends
on the hypothesis that if two words w and w′ appear in the same patterns,
then they are strongly synonymous. Their dependency triples, extracted from
a corpus, are triples ||w, r, w′|| consisting of two words and the grammatical
relationship between them. Their goal was to create an automatically thesauri.
They compared the work with two others resources, WordNet 1.5 and Roget
Thesaurus [26].

In addition to being time consuming, handcrafted pattern does not let you
predict all possible patterns. So, other solutions existed to detect them, either
by bootstrapping or using machine learning algorithms to automatically detect
them from a text. However, machine learning algorithms need many resources

6 From now on, the examples written in Arabic language are followed by a transliter-
ation using the transliteration system of LATEX and an English translation of it in a
parenthesis.
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and tools to proceed, but languages like Arabic cannot afford this. Thus, boot-
strapping technique is a better choice.

Wang et al. [29] presented an automatic approach to extract verb synonyms
and antonyms patterns. To maximize the precision, they used many ones like ‘X
or Y’, ‘either X or Y’ and ‘can either X or Y’. Those patterns are automatically
generated by seeds extracted from WordNet and a corpus which are presented
to the corpus to bootstrap patterns.

Similar methods are used to extract semantic relations for the Arabic lan-
guage. Al-Rajebah et al. [2] used Arabic Wikipedia as a resource to generate
triples. Like [10] they also used linguistic approach that comprises features and
semantic relations infoboxes from which they extracted 760,000 triples to finally
achieve a 65% precision by the system.

Amar et al. [6] used the LMF to create an Arabic ontology in the field
of astronomy. They used a rule-based system that depends on lexico-syntactic
patterns. LMF has a defined structure to identify entities, so they relied on that
point and some rules to create the ontology concepts and the relation between
them.

Last but not least, AlHedayani [5] did a great job on the antonym in the
Modern Standard Arabic (MSA). She claimed that antonyms in Arabic are sim-
ilar to those found in other languages. She used two on-line corpuses to extract
them and a Sign-Based Construction Grammar to capture the syntagmatic and
paradigmatic properties of antonyms.

To conclude, the work in the Arabic language is still not enough to be com-
pared with other languages like English. The coverage is still narrow and cannot
cover all the need of NLP application. This method is a pattern-based boot-
strapping approach in which the authors used arTenTen [7], an Arabic corpus,
the analysis tool Sketch Engine [19] and lexical contrast information [21] to dis-
tinguish antonym pairs from others. The work described below is going to be
concentrated on the adjectives of the AWN, but it can be applied to other POS.

4 Proposed Approach

As cited previously, this study focuses on the antonym relation between adjec-
tives in AWN where a pair of antonym is defined by a relationship between
two words that are basically different, the contrast between these words can be
binary or not. For instance, binary as in cold and hot, and not binary as in chilly
and warm. To get rid of this ambiguity, the authors will only be working on
binary contrast.

The method is classified as follows: pattern-based because it relies on patterns
to extract pairs of antonym and bootstrapping because it automatically generates
those patterns from a corpus using Sketch Engine [19]. To get the patterns, the
authors use a set of adjective pairs from AWN, and chose the seeds according to
their co-occurrence in the corpus. Then, they arrange the patterns according to
their co-occurrence in the corpus and the number of antonym pair co-occurrence
with it. Once they have the relevant patterns, the authors use them to extract
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new pairs of antonym. Sketch Engine provides an advanced way to search for
new pairs by using the corpus query language (CQL). Finally, the authors obtain
several new pairs which they need to distinguish from one another, in which they
rely on the contrast hypothesis [21] (see Sect. 4.3).

4.1 Sketch Engine

Sketch Engine is a corpus analysis tool, which makes it possible for researchers
to seek in a large text through advanced query system, due to its large collection
of corpora in different languages, including Arabic where you can also add your
own corpus to work with it. Sketch Engine offers different kind of features like
word sketch, thesaurus, concordance and n-grams. It has been considered as a
robust analysis tool for corpus [18], a reason why it has been choose to work
with.

In addition to adding your own corpus, Sketch Engine offers several Arabic
corpuses, multilingual or monolingual. One of the remarkable monolingual cor-
puses is Arabic Web 2012 or shortly arTenTen12 [3]. It has 7,475,624,779 words
(8,322,097,229 tokens). It belongs to the generation of Tenten corpus. This col-
lection of corpuses in many languages, requires that the corpus has at least 10
billion words and that’s where the name TenTen comes from. The corpus is
crawled from the internet, cleaned from anything related the internet (links,
headers, footers. . . ), and reduplicated. After that, the corpus is tokenized, lem-
matised, and POS tagged7. A larger corpus is an appropriate choice to extract
new antonyms, despite the type of the genera of the texts (MSA or Classical
Arabic). On the other hand, Sketch Engine offers many statics like Dice and
logDice [27].

4.2 Statistics in Sketch Engine

One of the major statics used in Sketch Engine is the frequencies of triples.
This measure is based on the work of Lin [20] concerning the dependency triples
||w, r, w′||. It is a score accorded to a word w with a grammatical relation R with
another word w′. Lexicographic association score is another measure to calculate
the frequency of collocation between words, present in Sketch Engine with many
varieties, logDice [27] is one of them. This score is stable, independent from the
language, and the size of the corpus. Below is the Equation of the LogDice,
knowing that ||w1, R, ∗|| is the frequency of w1 with R with any other word w2

and ||∗, ∗, w2|| is the frequency of w2.

LogDice = 14 + log2
2 · ||w1, R,w2||

||w1, R, ∗|| + ||∗, ∗, w2|| (1)

7 Sketch Engine; https://www.sketchengine.co.uk/artenten-corpus/.

https://www.sketchengine.co.uk/artenten-corpus/
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4.3 Lexical Contrast Information

The lexical contrast information [21] measure allows us to know the degree of
importance of the word features. A feature f of a word is the word that co-occurs
with it in a context. This measure is based on the hypothesis of [21] that says
if two words A and B are antonyms, then there is another antonym pair C and
D such that A and C are fully connected as well as B and D. Considering the
example of (beautiful) and (ugly) (A and B), such that

(justice)(C) is related to and (D) to
(injustice). Below is the Eq. 2 of the LMA:

weight(w, f) =
1

#(w, u)

∑
u∈W (f)∩S(w)

sim(w, u)−
1

#(w′, v)

∑
w′∈A(w)

∑
v∈W (f)∩S(w′)

sim(w′, v) (2)

Equation 2 is the difference between the similarities sim of the synonyms
(sim(w, u), with u ∈ S(w)) and the antonyms (sim(w′, v), with w′ ∈ A(w)
and v ∈ S(w′)) of a target word w. Back to the previous example of
(beautiful) and (ugly),

The feature f (the justice) only occurs with w (beau-
tiful) and its synonyms S(w), so the weight weight(w, f) will be positive. The

feature (the injustice) only occurs with the antonym of w
(ugly) w′ and with its synonyms S(w′), therefore the weight will be negative.
On the other hand, the feature (face) can be with both
(beautiful) and (ugly) and with their synonyms too, so the weight
should be close to zero.

4.4 Process

This approach is divided into tree major parts: Pattern Identification, Pairs
Extraction, and Antonyms Distinction.

4.4.1 Pattern Identification
In the first step, the authors identify the most frequent patterns in the chosen
corpora (see Sect. 4.1). In order to say that a pattern is a good one, it has to
occur only with many seed pairs [4]. They choose the most frequent adjectives
from AWN in arTenTen and affect to each one of them its appropriate antonym,
which is done by a linguistic expert to make sure that each adjective has its own
antonym. Table 2 shows a sample of the most frequent antonym seeds along with
their frequencies in arTenTen their logDice.

The patterns are generated from those seeds by putting the expression
1:[word =‘...’] 2:[]{1,4} 3:[word=‘...’] in the CQL search bar in sketch
engine. The two words (1: an 3:) are a pair of antonyms where the order of
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Table 2. Antonym seeds.

expression matters, for example the frequency of (Near,
Far) is 20,326 and (far, near) 2,229. Those results are
obtained with a maximum of 4 words between the two antonyms. With 2 and
3 words, the authors got quite a few results and with 5 they got a lot, so they
choose the average 4. This step helps to get only good patterns and to avoid pat-
terns that have a high frequency and co-occur with a few antonyms like Translate

(‘both ... and ...’).

4.4.2 Pairs Extraction
Once the patterns are prepared, the authors transfer them into an
CQL expression, like for example, (‘from
... to ...’) will be

The tag=”J.*”
means that only adjectives are extracted and 2.word != 4.word means that the
two adjectives are different. Of course, word can be used instead of tag but this
will give random results such as nouns, propositions, and numbers. The patterns
give hundreds of pairs, so they have to be filtered.

4.4.3 Antonyms Distinction
As expected, many odd pairs are found such as, non-antonym pairs, noun-noun
pairs. . . , so it has to be filtered and extract only antonym pairs. To do so, the
authors used the logDice and the weight (w,f) measures. The logDice measure
calculates word collocations that exist with the pattern in question. they defined
a threshold to 6.0 to minimize the results, so each pair with a logDice above
6.0 is considered as an antonym pair; otherwise it needs to be eliminated. The
threshold is defined after many experiences. Despite the stability of the logDice,
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it gives antonym and synonym pairs with a high score. For example, the logDice

of (from wonderful to excellent) equals to
9.574, which is expected because logDice is all about probability and measures
only the appearance of a pair (x, y) in the same context. LogDice is used only
as a filter to reduce the obtained results.

Here comes the role of the lexical contrast information to distinguish the rest
of the results. It determines whether two words are antonyms or not by their
features, which can be presented as a strong one for the synonym of a word and
weak for its antonyms, like in the example cited above in Sect. 4.3. The feature

occurs only with the synonym of the word (adjective in this case)
but not with its antonym . After the application of logDice,

the weight(w, f) has been calculated for the rest of the results.

5 Results and Evaluation

First, the authors choose 50 adjective seeds from AWN to work with, and then
they reduced them to 30 due to their frequency in the corpus. The total obtained
patters is 72, some of which had a high frequency but co-occurs with only few
seeds, so they had to be decrease to only 4 that occurred with almost all the
seeds (see Table 3).

Table 3. Results of the chosen patterns.

The patterns (‘... or ...’) and
(‘... and ...’) co-occurred with all the seeds with very high frequency.
While, the patterns (‘between ... and ...’) and

(‘from ... to ...’) co-occurred less, with only 7 and 11

seeds respectively. In the meantime, the patterns,
(‘either ... or ...’) co-occurred with 22 seeds. In the end, the pattern

(‘both ... and ...’) did not scores very well. That is
why the patterns number 2, 3, 4, and 5 has been chosen to work with.
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After running the chosen patterns, 9,712,449 pairs are obtained. The authors
did not take them all, only the frequent pairs are chosen. Sketch Engine offers
a way to choose only the frequent pairs in an ordered list. For example, the
authors choose from the first pattern the top 50 pairs and test their semantic
relations. To do so, they used the lexical contrast information, then calculated
the weight of each pair. Some of these pairs had a negative value which means
that it is not an antonym but rather a synonym. Table 4 shows some samples of
the extracted pairs with the pattern (‘... or ...’) with their
weight and their semantic relations.

Table 4. The weight of some extracted pairs.

The appearance of the synonym instead of an antonym relation is due to the
similarity of the context. That’s why after the application of the lexical contrast
information, an expert has accepted to verify the results manually. At the end,
the total new antonym pairs is 800, some of them already exist in AWN and
others they has just been added.

Despite the great Sketch Engine tool, it has not been able to identify any
semantic relations since it only provides a measure for similarity distribution.
LogDice offered great results to determine whether a pair has a relation or not,
by giving them a high score if they had a similar context, a relation that could
not be determined. The weight in the lexical contrast, information can help
determine the type of the relation.

6 Conclusion and Future Work

In this paper, the authors presented a pattern-based approach to extract Ara-
bic antonym pairs from a corpus. The semantic relations between those pairs
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has been able to identify using some specific measure. This approach yielded
promising results, but it extracted some noisy pairs along with antonym ones.
The authors were able to filter them but it was not enough because even if they
used the lexical contrast information to get more specific antonym pairs, Sketch
Engine does not have all the sufficient semantic relationships between words.

The work on Arabic WordNet is still going forward, the authors will move
towards improvement to be at the same level of other wordnets. They will exam-
ine the existing semantic relation, try to improve them, and add more if it is
possible. They are also thinking about creating a browser to the LMF file just
like version 2 of the Arabic WordNet.
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25. Rodŕıguez, H., Farwell, D., Ferreres, J., Bertran, M., Alkhalifa, M., Mart́ı, M.A.:
Arabic WordNet: semi-automatic extensions using Bayesian inference. In: LREC
(2008)

26. Roget, P.M.: Roget’s Thesaurus of English Words and Phrases... TY Crowell Com-
pany (1911)
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Abstract. Instructions for physical exercises leave many details under-
specified that are taken for granted and inferred by the intended reader.
For certain applications, such as generating virtual action visualiza-
tions from such textual instructions, advanced text processing is needed,
requiring interpretation of both implicit and explicit information. This
work presents an ontology that can support the semantic analysis of
such instructions in order to support the identification of matching action
constructs. The proposed ontology lays down a hierarchical structure fol-
lowing the human body structure along with various type of movement
restrictions. This facilitates flexible yet adequate representations.

Keywords: Ontology design · Text processing
Virtual action generation

1 Introduction

The modeling of real world entities by means of formal ontologies has been an
active part of research in natural language processing (NLP). As semantic anno-
tation identifies possible roles for predicates containing pertinent information,
ontologies provide the conceptualization with respect to the domain that links
the meaning of natural language expressions to an underlying logical calculus. In
this work we propose a design of an ontology which will help in the annotation
and explication of instructional texts of physical exercises. The proposed ontol-
ogy will depict information on the human body structure and the various actions
or poses that it can attain. The requirement for the ontology emerged from the
larger picture of converting textual exercise instructions to virtual actions. The
said system will be built along with the information base of the proposed ontol-
ogy, which will help to generate permissible virtual executions of exercise actions.
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Ontology design has been mostly seen as an integral part of information retrieval
(IR), but the hierarchy provided through it can always help in other parts of
NLP such as in semantic role labeling where the roles of various part of sentences
are determined based on the considered predicate that may be a verb or noun.
The ontology will address the task of semantic role labeling of exercise instruc-
tions by providing information about exercise actions, body parts movement in
particular activities, the duration of maintaining postures etc. We propose the
use of the ontology in multiple domains related to human body structure as
multiple rehabilitation physiotherapies, virtual human representation for vari-
ety of applications and general exercise related activities as well. In the task
of ontology design the concepts or classes has been proposed are seen with an
inclination towards re-usability of the overall design.

The structure of the paper is as follows; Sect. 2 describes the related devel-
opments in the area, Sect. 3 describes the considerations for the ontology design,
Sect. 4 describes the exercise ontology, Sect. 5 implies the proposed use of the
ontology before we conclude in Sect. 6.

2 Related Work

Domain engineering particularly aims at modeling domain knowledge that is,
ideally, employed in multiple applications [2]. This has been the main reason
behind ontology development. Gutierrez et al. [3] have developed a semantics-
based method for organizing the various types of data for the synthesis, anima-
tion and functionalities of virtual humans in terms of ontology. Their approach
aims at effectively modeling virtual humans through shape analysis and segmen-
tation combined with anthropometric knowledge and large sets of acquired data.
Our proposed design will differ as it seeks to represent information related to
human body movement for virtual action generation. There have been also few
systems which annotate texts based on ontologically modeled entities that make
accessing of information easier. Satoru et al. have developed a health advice sys-
tem [4] using an ontology and inference rules. The system measures vital data
of user through wearable sensor device which is sent to database along with
user input of exercise and meal detail. The health advices are derived based on
the data of the user, the ontology and the inference rules. The ontology con-
tains concepts which suggests which exercise the user should or should not do
with respect to his health condition, which resembles our design of suggesting
the right manner in which the exercise should be performed. The ‘TrhOnt’ [5]
ontology focuses on the rehabilitation of the glenohumeral joint, however its gen-
eral nature makes it reproducible to model any other body structure deserving
rehabilitation. The ontology was developed following the NeOn Methodology
[6]. It integrates knowledge from ontological (e.g. FMA ontology [7]) and non-
ontological resources (e.g. a database of movements, exercises and treatment
protocols) as well as additional physiotherapy-related knowledge.

Apart from the semantic annotation of text, ontologies have also been help-
ful in other applications. For example, ‘newsEvents’ [8] is such a system that
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describes relevant entities and events in the business news context. They have
used OpenCalais1 for obtaining annotations which were further used as definition
of concepts represented in the ontology. Based on those concepts patterns were
identified, that described the events and entities of the ontology. Athanasiadis
et al. [9] have adopted a modular ontology infrastructure for the representa-
tion of the knowledge, to be used in a generic analysis scheme to semantically
interpret and annotate multimedia content.

There have been various approaches to ontology development through semi-
automatic acquisition of resources from text or corpus. This involves six steps:
(i) term extraction. (ii) disambiguation and synonyms (iii) finding concepts (iv)
establishing concept hierarchies (v) finding relations between concepts (vi) find-
ing rules in the ontology. The system by Kietz et al. [10] describes semi-automatic
ontology acquisition from a corporate intranet of an insurance company. Razika
et al. [11] automatically extract terms from domain specific texts collected from
medical reports, which are sets of concepts or relations which have either taxo-
nomic or non-taxonomic relationships among them to develop an extensive and
detailed ontology in the field of gynaecology.

3 Ontology Development

Ontologie are developed based on the analysis of the particular domain of interest
and established modeling principles [13]. The terms and assertions employed
therein provide an schematic view of the particulars involved in the domain.
The terms may be physical entities, processes, qualities or abstract properties.
Further the relationships established between the terms focuses on the real world
constraints among the various particulars of the ontology.

Ontology development has various approaches that may be either extending
upon existing ontologies or building a new one altogether. However both follow
the following sequence of processes for finding out;

– Classes in the domain of interest.
– The foundational properties they inherit.
– The relations they have to each other.

The domain and scope of an ontology is defined through some basic ques-
tions which the ontology should be able to answer. These are called competency
questions. The development of ontology starts with finding ways to answer these
questions

3.1 Competency Questions

Every Ontology is based upon the necessities which are expressed through the
competency questions. As Ontology development is a continuous process which
grows along its implementation with the overall system, we have started the
design based on the following set of questions:
1 http://www.opencalais.com.

http://www.opencalais.com
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– CQ1: Domain or Application Oriented
• CQ1.1: Is it applicable for physiotherapy related movements of body-

parts?
• CQ1.2: Which types of actions are described through this?
• CQ1.3: Do the actions involve any machineries?

– CQ2: Concepts used
• CQ2.1: How many types of exercise activity exists?
• CQ2.2: What are the movements the exercise activities involve?
• CQ2.3: Which bodyparts are mostly involved in exercise activities?
• CQ2.4: What are the joints considered for hand?
• CQ2.5: What types of posture are considered?
• CQ2.6: What types of intensity level are involved for a stretch activity?

– CQ3: Features involved
• CQ3.1: What is the minimum duration to maintain a squat posture in

stretching exercise?
• CQ3.2: How much we can bend the hand in y-plane?
• CQ3.3: For a leg stretch exercise what should be the starting and ending

position of legs?
• CQ3.4: What are the movements possible for hand?
• CQ3.5: What is the maximum permissible angle for flexion movement of

leg?

The answer to these are the basis on which the ontology has been designed.
However, as the development takes shape it will be necessary to answer more
implicit questions.

3.2 Defining the Class Hierarchy

The proposed ontology design follows top-down approach as it is easier to iden-
tify the expected semantic roles given in the textual instructions to be the main
ontology classes and that can further easily be specialized to the variety of each
available type of actions or terms of the exercise terminology. The building pro-
cess started with identifying four main areas as (i) activity (ii) bodypart (iii)
posture (iv) position

The ‘activity’ class groups the types of activities that falls under the exercise
domain with its subclasses as ‘aerobic’, ‘bone strengthening’, ‘muscle strength-
ening’, and ‘stretching’. The ‘bodypart’ class similarly has subclasses which are
members of and related to various exercise related activities. Here the design
do not include the bodyparts which are not mostly a direct part of any of the
mentioned activities. The duration class has an instance ‘time’ which provides
the information of necessary duration for maintaining a posture during an activ-
ity sequence. The ‘intensity’ class will specify the speed or intensity of doing the
activity. It has three instances namely, ‘high’, ‘light’ & ‘moderate’ as some of the
activities vary in terms of their intensity. This is also one of the vital necessity for
producing the correct type of action representation. Similarly ‘joints’ class also
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holds useful information about bodyparts, which may be accessed for the move-
ment related representation of each bodypart. The two further classes in the
hierarchy ‘rotationPlane’ and ‘rotationDegree’ provide comparatively detailed
information about almost all the listed activities, as different bodyparts have
different planes of movement and limitations for rotation. The ‘movement’ class
further provides the various movements that the bodyparts and joints generally
attain during the exercise activities. The list is not at all exhaustive as differ-
ent entities can be added in the hierarchy of the application in the process of
application development. The proposed hierarchy is as shown in Fig. 1.

Fig. 1. The class hierarchy

3.3 Defining Conceptual Relations

The ontology will have several relations existing among the classes described
above;

(i) hasPlaneOfMovement: This implies the possible plane of movement for
those bodyparts which are involved in an activity so as to make necessary
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suggestions through the generated virtual action and also to apply a check
on the permissible plane of movement for body parts (as hands & legs) in
the generated action

(ii) takesPartIn: This implies the type of bodypart involved in a particular
activity. This will stress on the particular movements of the involved body-
part in the action

(iii) canRotateAt: As per exercise guidelines of various physiotherapists this
will establish min & max angle of rotation for individual bodyparts which
have rotational capacity

(iv) hasJoints: This relation establishes whether a bodypart possesses any mov-
able joints in consideration with the action generation

(v) consistsOf: This explains the postures involved in any type of activity
(vi) hasLevelOf: This explains the level of intensity required for any type of

activity
(vii) maintainFor: Duration for maintaining the posture is mentioned through

this
(viii) restsAt: This provides one of the necessary things for producing the action

sequence such as starting & ending position of any bodypart during motion
(ix) hasMovements: This specifies zero or more bodyparts, may have more than

one type of movement possible for them
(x) possibleFor, permissiblePlane, permissibleAngle: These relations carries

the constraint for permissible movement construct for the bodyparts.

3.4 Considerations for Re-usability

As ontology design and development is a non-trivial process which demands time
and effort, its re-usability should be given equal importance as its application
orientation. In the proposed design most of the concepts related to human body
structure have an implicit use in related domains. The classes ‘Bodypart’, ‘Pos-
ture’, ‘Joints’ & ‘Position’ can be used in such ontologies which contains such
kinds of interactions with human body structure.

The Web Ontology Language (OWL) represents the concepts of ontologies
and relations among them in a suitable format for interaction with any seman-
tic web interface. The ontology can further be improved by the semantic web
community which shares the OWL platform. The application queries can easily
be mapped to the ontology for the required domain knowledge using the OWL
representation.

4 Ontology Design

The exercise ontology focuses on permissible human body movements related
information in different instances of exercise activity as explained through the
ontology structure below. As it has been explained in the previous section, the
conceptual relations are vital in terms of the action structure to be correctly
derived. Each action structure is interpretable to be one particular action which
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Fig. 2. Exercise ontology

can be used to deduce the virtual action of the text representation [12]. The
classes or concepts in the proposed ontology are place holders for the semantic
roles whereas their instances will represent the implicit detailed information
about the action structure.

The ontology structure of Fig. 2 shows the various types of relationship among
concepts. The one-to-many, zero-or-more etc. relationships explains about the
possible instances of action structures that can be derived out of them. As seen
from the structure the class ‘Activity’ has a one-to-one relationship with the
class ‘Intensity’ implying that an activity has to be performed with only one
type of intensity level. Similarly one-to-many relationship among ‘BodyPart’
and ‘Activity’ explains the possible involvement of a bodypart in multiple activ-
ities. These implications will be helpful in producing the representation of action
structure with pre-specified constraints as per the domain requirement.

5 Ontology Integration with Application System

The proposed ontology carries the implicit terms of exercise instructions nec-
essary for a proper virtual action representation system. The instances of the
classes hold the important details that are rendered into an action sequence. The
following figure shows an overview of the application system.

The system diagram in Fig. 3 shows the stepwise process of the proposed
application for textual instruction to virtual action conversion. The ‘Semantic
Parsing’ stage utilizes the exercise ontology for generating the action content for
the input instructions, which undergoes a mapping process on to an interme-
diate representation. The intermediate representation will be mostly expressed
using certain kind of mark-up language such as Behaviour Markup Langauge
(BML) etc.
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Fig. 3. Text-to-Action conversion system

6 Conclusion

In this work, a design of an ontology is proposed which incorporates the human
body movement related information that will be helpful to analyze implicit con-
stituents in exercise instructions. We have shown how this will be helpful in
the application of converting textual instructions to virtual actions. The ontol-
ogy carries various concepts and relations that will suffice to the need of any
other related domain requirements. The design also gives importance to proper
feedback about any exercise activity.

Our future work concerns with developing and evaluating the ontology with
more detailed information along with the semantic structure derivation from the
exercise instruction texts. The ontology module will be implemented for provid-
ing necessary integration of implicit information in the exercise instructions.

Acknowledgements. This research is supported by DST-DAAD Project Based Per-
sonnel Exchange Programme: an Indo-German Joint Research Collaboration (No.
INT/FRG/DAAD/P-15/2016). The research reported in this paper has been par-
tially supported by the German Research Foundation DFG, as part of Collaborative
Research Center (Sonderforschungsbereich) 1320 “EASE - Everyday Activity Science
and Engineering”, University of Bremen (http://www.ease-crc.org/). The research was
conducted in subproject P01 “Embodied semantics for the language of action and
change”.

References

1. Gruber, T.R.: A translation approach to portable ontology specifications. Knowl.
Acquis. 5(2), 199–220 (1993)

2. de Almeida Falbo, R., Guizzardi, G., Duarte, K.C.: An ontological approach to
domain engineering. In: Proceedings of the 14th International Conference on Soft-
ware Engineering and Knowledge Engineering (2002)

3. Gutiérrez, M., et al.: An ontology of virtual humans: incorporating semantics into
human shapes. In: Proceedings of Workshop Towards Semantic Virtual Environ-
ments (SVE05), no. VRLAB-CONF-2007-004, pp. 56–57 (2005)

4. Izumi, S., Kuriyama, D., Itabashi, G., Togashi, A., Kato, Y., Takahashi, K.: An
ontology-based advice system for health and exercise. System 3 (2006)

http://www.ease-crc.org/


362 S. K. Dash et al.
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Abstract. In this paper, we present a simple and elegant algorithm to extract
and visualize various concept relationships present in sections of a textbook.
This can be easily extended to develop visualizations of entire chapters or
textbooks, thereby opening up opportunities for developing a range of visual
applications for e-learning and education in general. Our algorithm creates
visualizations by mining relationships between concepts present in a text by
applying the idea of transitive closure rather than merely counting co-
occurrences of terms. It does not require any thesaurus or ontology of con-
cepts. We applied the algorithm to two textbooks - Theory of Computation and
Machine Learning - to extract and visualize concept relationships from their
sections. Our findings show that the algorithm is capable of capturing deep-set
relationships between concepts which could not have been found by using a
term co-occurrence approach.

Keywords: Concept extraction � Concept relations � Textbook visualization
Transitive closure � Term co-occurrences

1 Introduction

Identifying concept relationships and visualizing them are important for understanding
the subject matter of a textbook. Textbooks are organized hierarchically into chapters
and sections (and further into subsections) with each such unit being centered on one or
more concepts. Depending on the style of the author, a section (or a subsection) can be
considered to be the smallest unit of the textbook. Every section of the textbook is
devoted to explaining certain aspects of one or more concepts. We observe that in a
typical textbook no concept is independent but is explained in conjunction with other
concepts. Any two concepts can be said to be related if some aspect of one concept can
be understood or inferred using the other concept. We also observe that typically the
author either reinforces some concept relationship already explained earlier in the text
(or assumed to be known as a prerequisite) or introduces the reader to new concept
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relationships. We can thus say that every section is characterized by the set of concept
relationships that it expounds. The aim of our work is to extract such concept rela-
tionships given the text and present them explicitly and visually to help the student in
reading the textbook and understanding the subject matter.

Previous attempts that aimed to statistically extract semantic relationships from
texts followed the popular approach of counting term co-occurrences (or some varia-
tions of it). Although this may work quite well for nontechnical books, textbooks on
technical subjects tend to be different in that mere co-occurrence of terms does not
suffice to characterize the concept relationships present in the subject matter. Hence, we
need an algorithm that can capture concept relationships going beyond co-occurrences.

We begin with the set of terms (concepts) mentioned in the glossary or the back-of-
book index in the textbook. We apply our algorithm on every section of the textbook
and extract the set of concept-relationships. We then visualize these relationships as a
network. Our findings show that the relationships extracted from the sections effec-
tively represent the concepts explained in the underlying text. For further analysis, we
also create a concept timeline which visualizes how the concepts are developed as the
reader goes through the chapters and sections of the textbook.

The following table describes the structure of two of the textbooks - Theory of
Computation [11] and Machine Learning [12] - used for this study (Table 1):

2 Related Work

First, we discuss previous work on extracting concept-relationships from texts. Auto-
mated knowledge mining from text has been a popular field. [7] attempts to do concept-
level text analysis using ConceptNet Ontology [4] to determine relationships between
the concepts extracted from the text. The ontology represents “commonsense knowl-
edge” used in linking the concepts to create a concept map. However, the use of the
ontology for determining concept relationships in technical texts may not be feasible
for analyzing textbooks as a comprehensive ontology may not be available and the
convention of terminology followed by each author in writing the text varies signifi-
cantly across subjects. While a generic ontology fails to capture some relationships,
building customized ontology is an unnecessary burden. Also, the ontology brings in
inherent bias depending on how and for what purpose it was developed.

[8] tries to build links between textbook sections that present similar topics and
concepts. This work was primarily done to help readers find potential sections of other
textbooks which offer similar information but in an alternative and possibly better way.
They use the Latent Dirichlet Allocation (LDA) [9] algorithm to extract the topics and

Table 1. Description of data set

Theory of computation Machine learning

Total number of sections 121 95
Total number of terms/keywords 252 362
Average number of paragraphs per section 5 11
Average number of keywords per section 21 20
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build topic models for every section of each textbook on a subject. LDA algorithm is a
probabilistic model and provides a group of keywords which represents a topic. Based
on this topic model, they build links between textbook sections and use the topical
models to characterize the conceptual content of the section. [10] is similar to our work,
in that, it too attempts to build a concept graph of a text. However, it uses a co-
occurrence based approach to link concepts and as such, it may not be powerful enough
to capture complex relationships between the concepts in a technical textbook.

It appears that contemporary approaches either use ontologies or co-occurrences to
build a concept graph. We present a novel technique to build a concept graph of a text
which is capable of capturing complex relationships between concepts beyond just co-
occurrences without the need for a domain ontology.

Concept-level visualization of a text document has many applications. [2, 4, 6]
show how we can use concept maps for various general-purpose applications.

3 The Algorithm

Our algorithm is an elegant application of the idea of transitive closure to extract
concept-relationships. We construct a graph with sentences and concepts as nodes and
apply transitive closure on this graph. The graph that we construct before transitive
closure has only two types of links: sentence-to-sentence links and sentence-to-concept
links. We claim that the concept-concept links that emerge from transitive closure
denote valid concept-relationships put forth by the considered text.

Let the graph G ¼ V ;Eð Þ ¼ VS [VC;ES [ES�Cð Þ, where VS is the set of sentences
and VC is the set of concepts. ES denotes the set of edges quantifying the relationship
between two sentences, generally a measure of similarity. ES�C denotes the set of edges
quantifying the relationship between a sentence and a concept, generally a measure of
the relative importance of the concept in the sentence. We can represent this graph as a
matrix:

A ¼ Sent � Sent Sent � Concept
Concept � Sent Concept � Concept

� �

The Sent-Sent block represents the graph GS ¼ VS;ESð Þ, while the Sent-Concept
block represents the graph GSC ¼ VS [VC;ES�Cð Þ. The Concept-Sent block is just the
transpose of the Sent-Concept block. The Concept-Concept block is initialized to
zeroes in the beginning. The transitive closure can now be written as:

S ¼
X

2� i� n�1
Ai; where n ¼ VSj j þ VCj j ð1Þ

We sum up to the n� 1ð Þth power to obtain the transitive closure. It may also be
observed that we do not consider any attenuation factor to attenuate weights of longer
paths since we want to consider all possible ways in which any two concepts can get
linked. The Concept-Concept block of the resulting matrix S denotes the conceptual
relationships obtained through transitive closure.
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Constructing the graph involves construction of the Sentence-Sentence graph GS

and the Sentence-Concept graph GSC:

1. Sentence-Sentence Graph: This graph considers the strength of similarity between
two sentences. For the purposes of this work, we considered cosine similarity
between 2 sentences which can be computed as:

Similarity S1; S2ð Þ ¼ S1
!
:S2
!

S1
!��� ��� S2!

��� ��� ð2Þ

where S1 and S2 are vectors of terms representing the sentences. If S1 and S2
represent the same sentence, then the similarity score will be 1.0. Note that this
enables co-occurring concepts to get linked. More advanced methods of sentence
similarity may be used (e.g., synonym overlap, verb/argument structure overlap,
stem overlap, co-reference resolution, paraphrasing, and so on [1]).

2. Sentence-Concept Graph: This graph considers how important the concept is for a
given sentence. We build this graph based on the idea put forth in [2]. TF-ISF is a
measure that is closely related to the idea of TF-IDF (Term Frequency-Inverse
Document Frequency). In TF-ISF (Term Frequency-Inverse Sentence Frequency),
we measure the importance of a concept to a sentence instead of a document. The
formula for computing the importance can be written as:

Importance S;Cð Þ ¼ tfSC � isfC ð3Þ

where S is a sentence and C is a concept. tfSC denotes the term frequency of concept C in
sentence S. isfC measures the inverse sentence frequency of concept C in the given text.

It is defined by the measure isfC ¼ log 1þ VSj j
nC

� �
, where nC is the number of sentences in

which the concept C occurs. We then normalize this measure usingP
Ci�S

Importance S;Cið Þ. The equation can be rewritten incorporating the normalization as:

Importance S;Cð Þ ¼ tfSC � isfCP
Ci�S tfSC � isfC

ð4Þ

It must be noted that we can consider certain other linguistic features as well for
computing this as outlined in the next section.

We make a couple of observations:

1. Two concepts co-occurring in the same sentence need not get a strong edge since
the strength of an edge depends on the relative importance of the two words with
respect to the sentence.

2. Two concepts linked by a longer path need not have a weaker edge since it depends
on the path followed.
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4 Implementation

In this section, we outline the details of implementation our algorithm and the nec-
essary steps in pre-processing:

1. Extract List of Concepts from the glossary/index: The first step of the imple-
mentation involves extracting the list of keywords (concepts) from the
glossary/index of the textbook. This step also includes identifying abbreviations and
mapping them to the corresponding expanded concept names. For example, SQL
should be mapped to Structured Query Language. This information is usually
available within the index at the back of the book. We can also use subject-specific
keyword lists. For example, ACM Encyclopedia of Computer Science contains a
list of all key terms in computer science.

2. Stem the words: This step involves converting each term of the concept to its
stemmed form. We use NLTK’s SnowBall stemmer for achieving this which does
suffix-stemming without affecting the meaning of words like “antipattern” with a
negative prefix. For example, “Structured Query Language” will be converted to
“structur queri languag”.

3. Extract sections from text: This step involves extracting all sections from the
textbook. We identify section boundaries using the table of contents and certain
heuristics involving font style and font size. For every section that we extract, we
perform the following two steps.

4. Extract all sentences: This involves extracting all sentences of a section and cre-
ating a vector representation for each sentence. These vectors are used for com-
puting sentence similarity and for computing the relative importance of every
concept. We consider the following for constructing the vector: the concepts that are
identified in Step 1 and certain linking words like “Section 1.7”, “Fig. 4.5”,
“Example 4.7.3”, “Eq. 9.1”, and so on. We consider the linking words since they
are used either when describing some object (figure, example or exercise problem)
or when making forward references. They offer important cues for computing
sentence similarity. These terms can be interpreted as the components of the sen-
tence vector. We use term frequencies as magnitudes of the vector. Having obtained
the sentence vectors, we create graph GS using sentence similarity measure. The
sentence vectors also capture the term frequencies which can be used for creating
graph GSC.

5. Execute the algorithm: Now that we have obtained the matrices GS and GSC , we
can construct the graph G and apply transitive closure as outlined in the previous
section.

6. Creating Visualizations: In order to picture what the section represents, we extract
top 20% (or the 80th percentile) of the edges and draw out a network. In order to
create better visualizations, we can increase the sizes of the nodes in proportion to
their centrality. We used Eigen-vector centrality for this purpose. These visualiza-
tions were used for quantitative evaluation of the results.
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5 Results and Discussion

We executed our algorithm on the textbooks [11, 12] and extracted concept-
relationships from their various sections. For the purposes of qualitative evaluation, we
created a concept-timeline that shows the various concept associations that a reader will
develop as he reads along. We also found examples where there is a significant inferred
relationship which could not have been identified with term co-occurrences alone. For
an extensive qualitative analysis, we chose one of the textbooks- Theory of Compu-
tation [11].

Figures 1 and 2 show clippings from the concept timeline of the concept automaton
in the textbook. The edges between various concepts indicate that they are related and
their thickness quantifies the strength of the relation. The unexpanded nodes denote
section numbers: for ex, in Fig. 1, 2.0 and 2.2 are section numbers and 2.1 is expanded
to show the concept-relationships of automaton in that section.

Figure 1 is derived
from the section which
introduces the idea of
computing and a
machine for computa-
tion known as deter-
ministic finite
automation. We can
see that the thickest
edge is between au-
tomaton and comput-
ing which perhaps
means that automaton
is presented from the
perspective of com-
puting. We also
observe that the sec-
tion relates vending
machine and automa-
ton. Certain basic
aspects of the au-
tomaton like input and

output, start state and final state, acceptance and rejection, string, alphabet and symbol
are also found in this section.

Figure 2 shows the introductory section of non-deterministic finite automaton. The
concepts of non-deterministic finite automaton and backtracking in automata are found
here. An important observation to make is that some of the links in Figs. 1 and 2 are
common. For example, links with deterministic finite automaton, string, rejection,
acceptance, start state, final state and symbol are common to both figures.

Fig. 1. Timeline 1 of automaton
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As we had mentioned
in the introduction, the
author usually either rein-
forces existing relation-
ships or introduces new
relationships as the text
book progresses. The
ideas of backtracking in
automata, configuration
of an automaton, and non-
deterministic finite
automaton as a kind of
automata are new to this
section. If we observe
closely, we can see that
the author tries to refine
the idea of deterministic
finite automaton as an au-
tomaton in the context of
non-deterministic finite automaton. We can see that the meanings of start state, final
state, rejection and acceptance of an automaton are being relooked at in the context of
non-deterministic finite automaton.

Figure 3 shows the
concept-relationships of
the term ambiguity in
the chapter summary
section. This section
summarises the sections
on ambiguity in gram-
mars and gives an
overview of various
kinds of grammars like
regular grammars,
context-free grammars,
linear grammars, and so
on. However, one inter-
esting link found by our
algorithm is between
ambiguity and Chomsky
Normal Form. Close
analysis of the textbook

shows that ambiguity and Chomsky Normal Form do not co-occur in any sentence or
section. After investigating, we found that ambiguity was talked about with respect to
various terms like grammar, parsing, and derivation. The algorithm found a significant
link between Chomsky Normal Form and ambiguity through transitive closure. The
reader of the textbook, with the help of our visualizations, can conclude that this is

Fig. 2. Timeline 2 of automaton

Fig. 3. Timeline of ambiguity
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indeed a valid relationship in the following sense: If a grammar is in Chomsky Normal
Form, it helps in identifying example strings which can have ambiguous derivations.
This is one of the most interesting links that we found in the results. This link could not
have been by co-occurrence based methods since there is no explicit statement about it
in the textbook and the terms do not co-occur at all.

Figure 4 shows a typi-
cal visualization of a sec-
tion. The figure depicts an
introductory section on
Clustering and K-Means
Clustering as presented in
the Machine Learning
book. As described in the
implementation section,
the sizes of the nodes are
determined by their cen-
trality and the edge weights
show the strength of their
relationships. In the fol-
lowing section, we quanti-
tatively evaluate the
performance of our algo-
rithm in generating concept
visualizations of sections
of a textbook.

6 Evaluation and Discussion

Having described the results qualitatively considering the concept-timelines of certain
key terms, we now attempt to quantitatively evaluate the algorithm considering the
concept visualization of an entire section. We compare the results obtained by our
algorithm with the results of an algorithm that follows a windowed co-occurrence
approach. A window size of n indicates that all key phrases in a window of n sentences
are linked to each other and the strength of the link is defined by L W1;W2ð Þ ¼
n W1ð Þ � n W2ð Þ; where W1 and W2 are key-phrases and n Wið Þ ¼ number of occur-
rences of term Wi.

We randomly sampled 10 sections from each of the two textbooks for the purpose
of this quantitative evaluation. In order to benchmark our algorithm with respect to the
co-occurrence based algorithm, the following two sets of edges were considered:

1. Edges included in transitive closure and excluded (i.e., not found) by co-occurrence.
In further discussions, this set is referred to as I. For the purposes of evaluation, the
top ten edges of this set are considered.

2. The edges excluded in transitive closure and included by co-occurrence. In further
discussions, this set is referred to as E. For the purposes of evaluation, the top ten
edges of this set are considered.

Fig. 4. Concept-visualization of a section
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The sampled sections and the outputs of both algorithms were presented to a set of
subject experts who were asked to score each of the edges in both sets based on the
rules defined in Table 2 and to assign an E-score and an I-score. E-score and I-score are
defined as:

E-score ¼
P

e�E score eð Þ
Ej j and I-score ¼

P
e�I score eð Þ

Ij j ;

where score is assigned according to the rules outlined in Table 2. In other words, we
are computing a weighted precision@10 for sets I and E, which measure respectively,
the precision of including and excluding edges with respect to our algorithm. Better the
ability of our transitive closure-based algorithm to prefer other, indirect edges over
those based only on co-occurrence, higher the E-score. Similarly, better its ability to
find edges which cannot be found by co-occurrence, higher the I-score.

After obtaining results from the evaluators, we assigned an E-Score and an I-Score
to each of the 10 sections by averaging them. Table 3 summarizes the results of the
evaluation.

In both the textbooks, we observe that the E-score increases as we increase the co-
occurrence window size, indicating that more and more co-occurrence relationships
were added as the window size was increased whereas our algorithm excluded them in
preference over others found through transitive closure. The values of E-score are
consistently high. If we considered the overall mean of all 10 sections, we observe that
the values are well above +1.0 and go up to +2. We see that the evaluators concur that
the relationships chosen by co-occurrence do not generally make sense and increasing

Table 2. Rules for scoring edges

Edge
makes
sense
given the
context of
the section

Edge makes sense
given the context of
the section and is
one of the important
takeaways of the
section and should
have been assigned
significant score

Edge
doesn’t
make sense
given the
context of
the section

Edge doesn’t make
sense given the
context of the
section and the
choice is not good

Included in
transitive
closure and
excluded in
co-occurrence

+1 +2 −1 −2

Included in
co-occurrence
and excluded
in transitive
closure

−1 −2 +1 +2
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window size makes matters worse as we see that the mean tends towards +2.0. This is
further substantiated by the mean of top 5 scores. Further, we observe that the E-Scores
for the Machine Learning textbook are consistently in the range of +1.9 to +2.
On closer inspection, we found that most of the keywords in Machine Learning
Textbook like similarity, recommendation are also part of common English vocabulary
and the co-occurrence algorithm, which isn’t capable of word sense disambiguation,
couldn’t reject such relationships. However, our algorithm with its limited sophisti-
cation was capable of rejecting such relationships.

The I-score, on the other hand, remains more or less centered around the same
range irrespective of the algorithm against which it is compared. Interestingly, very
similar trends are observed in both the textbooks. This shows that there are significant
relationships that co-occurrence fails to capture despite a larger window size. The mean
value of I-score of all ten sections is centered around +1.0 which can be taken to
indicate that the included relationships make sense. Further, the means of the top 5
scores are considerably higher and are centered around +1.7 which says that the
relationships make sense and it is important to include them to properly characterizing
the section. We also observed that smaller sections (having one or two paragraphs)
generally had lower I-scores when compared to larger ones, as a result of which, the
average score is around +1.0. Thus, we see that across the board, there are no negative
or very low E-scores or I-scores thereby indicating clearly that our algorithm is per-
forming well in characterizing the concept-relations in sections of a textbook.

We noted earlier that co-occurrence based algorithms fail to capture certain rela-
tionships despite increasing the window size. Table 4 further substantiates this point.
The percentage of edges in E is the percentage of additional edges that co-occurrence
had captured but were excluded by our algorithm. Similarly, the percentage of edges in
I represents additional edges that transitive closure captured. The table shows the mean
percentage, where the mean is taken over all the 121 sections of the textbook.

Table 3. E-score and I-score values.

Algorithm used for comparison Theory of
Computation

Machine Learning

E-Score I-Score E-Score I-Score

Co-occurrence with
window size = 1

Mean of all 10
sections

+1.23 +0.954 +1.84 +0.91

Mean of top 5
scores

+1.6 +1.68 +2 +1.53

Co-occurrence with
window size = 2

Mean of all 10
sections

+1.52 +1.10 +1.95 +1.02

Mean of top 5
scores

+1.96 +1.83 +2 +1.74

Co-occurrence with
window size = 3

Mean of all 10
sections

+1.7 +1.07 +1.98 +1.2

Mean of top 5
scores

+1.97 +1.79 +2 +1.6
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Interestingly, the results across two different textbooks are strikingly similar. We
observe that the percentage of edges in E is around 35% even as the window size
increases. This indicates that there are around 35% extra relationships (which are
spurious, as shown by the scoring by the evaluators) that are to be excluded. We also
observe that the percentage of edges in I saturates to around 21% even on increasing
the window size. This shows that there are approximately 21% of the relationships (that
make sense and are likely to be important in characterizing the section, as shown by the
scoring by our evaluators) which co-occurrence cannot find even on increasing the
window size. The percentage of common edges increases as the window size increases
but continues to stay below the 50% mark. In summary, roughly a third (35%) of the
relationships found by co-occurrence are not meaningful and need to be excluded while
another fifth to a third (20%–30%) of other relationships need to be included and they
can be discovered by our transitive closure algorithm.

7 Algorithm Extensions and Applications

In this section, we outline certain visual applications of our algorithm for characterizing
a given unit (sub-section, section or chapter) of a textbook. First, we propose exten-
sions to the algorithm to find concept-relationships in units larger than a section:
chapters, entire books and the subjects they cover. We categorize the applications into
three types in terms of the textbooks considered as input: Intra-Text, Intra-Subject and
Inter-Subject. Intra-Text deals with applications which consider an entire textbook.
Intra-Subject deals with applications which consider multiple textbooks on the same
subject. Inter-Subject deals with applications which consider textbooks belonging to
different but related subjects.

We used the following matrix for transitive closure for finding concept-concept
relationships in a section:

Asection ¼ Sent � Sent Sent � Concept
Concept � Sent Concept � Concept

� �
:

Table 4. Percentage analysis of cardinalities of sets E and I.

Window
size

Theory of computation Machine learning
Mean
Percentage
of edges
in E

Mean
Percentage
of edges
in I

Mean
Percentage of
common
edges

Mean
Percentage
of edges
in E

Mean
Percentage
of edges
in I

Mean
Percentage of
common
edges

1 34.63 30.64 34.73 33.98 33.08 32.94
2 37.01 22.49 40.50 36.99 23.82 39.19
3 35.85 21.56 42.59 35.99 22.22 41.79
4 35.08 20.99 44.00 33.91 21.87 44.22
5 33.93 20.89 45.18 32.03 21.77 46.20
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We can extend this idea for capturing the relationships between concepts at a
chapter level, subject level and course level as follows:

Achapter ¼ section� section section� Concept
Concept � section Concept � Concept

� �

Asubject ¼ chapter � chapter chapter � Concept
Concept � chapter Concept � Concept

� �

Acurriculum ¼ subject � subject subject � Concept
Concept � subject Concept � Concept

� �
:

In each case, the Concept-Concept part of the matrix is initialized to zeros and the
actual relationships are discovered by computing the transitive closure of the matrix.
Similarity between sections, chapters and subjects can be measured using the concept
relationships so discovered. Further, the importance of a concept in a section, chapter
or subject can be measured using centrality measures. For example, the importance of a
concept to a section can be determined by performing Eigenvector centrality on the
concept-relationship graph of the section considered. Having thus extracted the rela-
tionships at various levels, we can provide a drill-down visualization showing the
concept relationships at various levels of abstraction. For example, we can visualize the
concepts linking various constituent sections of a chapter by considering the Concept-
Section block and section-section block in conjunction with the Concept-Concept
block. The visualization can be shown pictorially as in Fig. 5.

Figure 5 shows 2 sections section-1 and section-2 and a concept relationship
between C1 of Section-1 and C2 of Section-2. It is important to note that C2 of Section-
2 could be related with C1 of other sections as well. In order to determine which
section’s C1 is related and to what extent, it is necessary for us to use Concept-Section
and Section-Section blocks along with the Concept-Concept block.

1. Intra-Text Application: Reading Assistant-I: An application that assists the reader
by identifying potential sections to which he can refer when he feels that he needs to
comprehend some concept in a section. Also, when a reader is attempting an
exercise, it can help him trace back to identify sections and concept-relationships
necessary for solving it.

Section-1 

C1 

Section-2 

C2 

Fig. 5. Relating two sections belonging to same chapter
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2. Intra-Subject Application: Reading Assistant-II: We can create a reading assistant
that links up different textbooks on the same subject. This idea has been explored by
[8] which aims to create links across sections of different text books, primarily to
enable readers to comprehend a section by referring to another textbook which
could possibly explain the content better. The work uses LDA to characterize each
section and uses a probabilistic model to link them up. However, we can get
potentially better linking by considering the underlying concept-relationships
characterizing each section in each book which are found by our transitive closure
algorithm.

3. Inter-Subject Application: Course visualization: A big picture visualization of a
curriculum or course which shows how various constituent subjects are related to
one another through shared concepts. It can help a student visualize the entire
breadth and depth of the curriculum allowing him to see how the various subjects
are inter-connected, thereby helping him plan his studies, take necessary prereq-
uisite courses, and make informed decisions about elective courses to take.

8 Conclusion

We proposed an elegant algorithm to extract concept-relationships characterizing the
underlying text meanings in sections of a textbook. We have also shown the impor-
tance of extracting concept-relationships and proposed applications which can be
developed into useful tools for students to enhance their learning by enabling them to
make connections between different concepts within and across textbooks and subjects.
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Abstract. In this work, we introduce a supervised model for learning
textual similarity, which can identify and score similarity between a set
of candidate texts and a given query text. By combining dependency
graph similarity and coverage features with lexical similarity measures
using neural networks, we show that most relevant documents to a given
text can be more accurately ranked and scored than if the lexical sim-
ilarity measures were used in isolation. Additionally, we introduce an
approximate dependency subgraph alignment approach allowing node
gaps and mismatch, where a certain word in one dependency graph can-
not be mapped to any word in the other graph. We apply our model
to two different applications, namely re-ranking for improving document
retrieval precision on a new dataset, and automatic short answer scoring
on a standard dataset. Experimental results indicate that our approach
is easily adaptable to different tasks and languages, and works well for
long texts as well as short texts.

1 Introduction

Semantic Textual Similarity (STS) measures the degree of semantic equivalence
between a given pair of text. It also determines the notion that some texts are
more similar than others. Measuring textual similarity, resulting from paraphras-
ing or summarization, may improve language understanding for many Natural
Language Processing (NLP) applications, ranging from Information Retrieval
(IR) [1] and machine reading comprehension [2,3] to question answering [4] and
short answer scoring [5,6].

In this paper, we address the problem of assessing STS of alternative versions
of candidate texts that have a varying degrees of similarity to a given query text.
Specifically, we try to examine the impact of using dependency graph similarity
and coverage features, and leverage supervised machine learning techniques in
order to improve the relevancy identification and scoring. We also present an
approximate subgraph alignment approach to find a subgraph in the candidate
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text dependency graph that is similar to a given query text dependency graph,
allowing for node gaps and mismatches, where a certain word in one depen-
dency graph cannot be mapped to any word in the query text graph, as well as
graph structural differences. We evaluate our method on two tasks: re-ranking
for information retrieval and automatic short answer grading.

The remainder of this paper is organized as follows. In Sect. 2, we briefly
discuss related work. Section 3 describes our textual similarity model and feature
representation. In Sect. 4, we show the performance of our method and analyze
results. Section 5 concludes and discusses further future work.

2 Related Work

Researchers have made substantial progress on STS motivated by the annual
SemEval competitions [7–9]. Most of state of the art approaches often focus
on training regression models on traditional lexical surface overlap features.
Recently, deep learning models have achieved very promising results; the top
three performing systems from SemEval STS 2016 used deep learning based
models [10–12]. However, STS remains a hard problem when it comes to texts,
which have both variable length and complex dependency structure [13].

To ensure that our method is generalizable over different languages and var-
ious text lengths, we evaluate our method using two different tasks, namely re-
ranking for improving document retrieval, and automatic short answer grading.

Examining the effect of results ranking, Jansen and Spink [14] observed that
most users do not browse results beyond the first page and the higher the doc-
ument placement in the first page results, the more likely a user is to read that
document. By minimizing the huge amount of relevant results to few highly rel-
evant to the users’ query, and re-ranking them to appear in the upper top rank,
users are more likely to find their goal quickly and easily [15].

Since short texts might not contain sufficient statical information or syntax
patterns, multiple evaluations have been proposed to operate for short texts
separately [16–18], while Pilehvar and Navigli [19] investigate a unified approach
to semantic similarity that operates at multiple levels.

The task of automatic short answer grading is to assess short natural language
answers based on their similarity with expert-provided correct answers. Mohler
et al. [6] train support vector machine (SVM) on a combination of graph-based
alignment and lexical similarity measures to score short students answers using
a 5-point scale. They find that the supervised model in this task outperforms
the unsupervised model [5].

Numerous approaches have used the dataset of Mohler et al. [6] as a bench-
mark to evaluate their methods. We mention two recent comparable works,
[20,21], which we use later in our comparative study. Ramachandran et al. [20]
adopt a mechanism to automate the generation of regexp text patterns from the
reference expert answer as well as top-scoring student answers, to capture the
structural and semantic variations of good answers. Sultan et al. [21] train super-
vised model, namely a ridge regression model, on a set of similarity and word
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embeddings features for the task of short answer grading. They apply question
demoting (QD) technique in an attempt to reduce the advantage of repeating
words provided in the question by re-computing similarity features after remov-
ing these words from both the reference answer and the student response. Their
ablation study shows that applying question demoting results in 0.021 correla-
tion improvement and 0.016 reduction in Root Mean Square Error (RMSE).

3 Learning Textual Similarity

Given query text q and candidate text d, textual similarity captures the fact of
how much a candidate text d conveys the same information as a query text q.

In this research, we employ two sets of features, similarity features and cover-
age features. The novel contribution of this work is constituted by three feature
types: dependency structure features, expansion features and coverage features.
In the following subsection, we describe each of these features in more details.

3.1 Similarity Features

Similarity is measured by the shared feature types between two texts a query text
q and a candidate text d. For both texts d and q, we create a vector representation
d and q for various feature types. Each entry in one vector corresponds to the
existence/presence (i.e di/qi∈ {0,1}), frequency (i.e di/qi ∈ N) or Tf-Idf measure
(i.e di/qi ∈ R) of a given feature type in a text. After removing stopwords, we
consider the following feature types:

Bag of Words (BOW): We represent the content of each text by a bag of
words. In this case, similarity is measured by the shared vocabulary between
both d and q. We also employ a second version of this feature using stemmed
words.

Topic Distribution: We also model each document as a vector of topics using
Latent Dirichlet Allocation model (LDA) [22].

Dependency Structure: Another important similarity measure is dependency
parse structure similarity. Based on the work by [23], we aggregate individual
dependency relations obtained from a parser, weigh them with Tf-Idf and
produce a graph which contains the highest-ranked content words and their
dependency relations. For a text d, dependency graph Gd = {Vd, Ed}, where
Vd = {w1, ..., wN} represents the content words in a text, and Ed is an set of
edges, where each edge ejk represents a directed dependency relation between
wj and wk. Written also as a list of triples as follows: “wj” → “wk”[label =
“ejk”].
A generated dependency graph is then filtered according to the following three
conditions:

– Tf-Idf (wj ,d) ≥ α or Tf-Idf (wk,d) ≥ α
– Tf-Idf (wj wk,d) ≥ β
– Tf-Idf (ejk wj wk,d) ≥ λ
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where α, β and λ are ≥ 0. When α, β and λ = 0, no Tf-Idf filtering is applied.
For q, dependency graphs are generated, and filtered in the same manner.
Similarity is then measured on these three levels by representing each text as
a vector of words, pairs and relations.

Named Entities: In this case, we measure similarity based on named entities
terms only.

Expansion Features: Since the variability of language allows expressing the
same concepts, entities and facts in different words, measuring similarity
purely based on exact word matching does not fully capture conceptual
matching. We expand content words, i.e. (common and proper) nouns, adjec-
tives, verbs and adverbs in each text using the Distributional Thesaurus
(DTs) from [24].

Once these vectors are constructed the similarity between each d and q texts
pair can be measured using cosine similarity using the following equation:

cos(q ,d) =

N∑

i=1

qidi
√

N∑

i=1

qi2

√
N∑

i=1

di
2

(1)

where N is the dimension of q and d. Vectors are (length-) normalized by

dividing by the L2 norm

√
N∑

i=1

qi2 and

√
N∑

i=1

di
2 of q and d respectively.

3.2 Coverage Features

As a text gets longer, term frequency factors increase, and thus having a high
similarity score is likelier for longer than for shorter texts. IR research has shown
that document length normalization is important to guarantee that documents
are retrieved with similar chances as their likelihood of relevance regardless of
their length [25]. The same applies to answers grading: longer answers should
not receive unjustly higher scores. Normalizing vectors using the cosine L2 norm
has proven to have several limitations due to the use of the individual terms
weights for text length normalization [26,27]. This dependency is undesirable
when the text includes infrequent terms with high Idf value, which can signifi-
cantly increase the overall cosine normalization L2 factor and cause inaccurate
weighting for the other terms in the text. Accordingly, the new weights may
not reflect the actual importance of the terms in content representation of the
text. We try to solve this problem by incorporating a set of coverage features to
measure the coverage of the query in the document.

Let Gd = {Vd, Ed} and Gq = {Vq, Eq} be the dependency graphs of d and q
respectively. We measure coverage using the following equations:

Vocabulary Coverage: We calculate vocabulary coverage by computing the
number of one-to-one nodes correspondence between both q and d dependency
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graphs divided by the overall number of nodes in the query text q dependency
graph, as in the following equation:

|Vd ∩ Vq|
|Vq| (2)

Relation Coverage: We calculate relation coverage by computing the number
of one-to-one edges (triple) correspondence between both q and d dependency
graphs divided by the overall number of edges in the query text q dependency
graph:

|Ed ∩ Eq|
|Eq| (3)

Pair Coverage: As in relation coverage, however in this case, we ignore the
relation type and edge direction.

Graph Coverage: Before we present more details about how graph coverage
features are measured, however, we first need to introduce our approximate
dependency sub-graph alignment methodology.

The idea is to find a subgraph Gs = {Vs, Es}, where Gs ⊆ Gd, that is approxi-
mately similar to a query text graph Gq. Algorithm 1 shows the pseudo-code of
dependency sub-graph approximate matching algorithm.

Input: Gd, Gq, Threshold t
Output: Gs

Vintersection ← {Vd ∩ Vq} ;
for j ← 1 to |Vintersection| − 1 do

for k ← j + 1 to |Vintersection| do
Path ← dijkstra.getPath(Gd, wj , wk);
if Path �= null and Path.size(wj , wk) ≤ t then

Gs ← Gs ∪ Path;
end

end

end
Algorithm 1. Dependency sub-graph approximate alignment methodology.

First, we obtain the nodes intersection Vintersection between both q and d
dependency graphs. We then find the shortest path between every pair (wj , wk)
of vertices belongs to the Vintersection set in the candidate text dependency graph
using Dijkstra’s algorithm [28]. Each edge was given a weight of 1 and edges direc-
tions are ignored during the process of the algorithm. Due to linguistic variation,
we may not find a sub-graph that match the exact query text graph, however,
we might find a sub-graph that match the query text graph approximately. We
define a threshold parameter t to allow node gaps and mismatch in the case where
some nodes in the query text cannot be mapped to any nodes in the candidate
text graph. If the shortest path size (i.e number of edges between wj and wk) is
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less than or equal t, the path will be added to the sub-graph Gs. By setting t
to a value greater than 1, it is much more likely to capture syntactic variations.
Figure 1 shows examples of sub-graph matching from the dataset of [6].

The resulting Gs is used to measure two graph coverage features as follows:

|Es|
|Ed| (4)

|Es|
|Eq| (5)

Since a much more relevant candidate text is much more likely to have a larger
overlap with the query text than other less relevant candidates, this may well
tend to improving relevant documents similarity assessment.

Fig. 1. Approximate sub-graph matching illustration. Example is taken from [6]. Given
a model and a student candidate answer, double lined nodes represents the shared
words between both answers and connections between words represents dependency
relations. Direction and dependency types are ignored. Algorithm 1 uses the depen-
dency structure similarity of local neighborhoods within Shortest Path (SP ≤ t), to
find an approximate sub-graph that match the model answer. The selected subgraph
is highlighted by bold dotted lines. In this example t = 3.

4 Applications and Analysis

We evaluate our method for two different tasks: re-ranking for article summary
matching, and short answer grading.
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4.1 Re-Ranking for Article-Summary Matching

Similar to [15], we utilize the ranking output of an IR system to do re-ranking. We
choose to select the top n relevant documents ranked by Lucene1 and incorporate
our features to improve documents ranking precision.

Fig. 2. Re-ranking top-n results of a retrieval system.

Lucene Ranking. Our re-ranking method is build on the top of Lucene. Lucene
offers an open source information retrieval library, which provides IR-related
tasks like indexing, querying, language analysis, results scoring and retrieval.
Figure 2 shows how our re-ranking setup with Lucene works. Depending on the
chosen language analyzer, the documents are internally tokenized, stemmed and
filtered for stopwords. The analyzer preprocesses and extracts the terms on which
the searching can be done. The terms are then indexed into a format that facil-
itates rapid searching. When a query is issued, it gets analyzed and relevant
results are selected from the collection by matching the query against the index.
Finally, relevant documents are scored according to the following equation:

Score(d, q) =
∑

w∈q
tf(w, d) × idf(w) × normlength(d) (6)

where tf(w, d) is the word w frequency in document d, idf(w) is the inverse
number of documents in which word w appears, and normlength(d) is the length
normalization factor for document d.
1 https://lucene.apache.org/.

https://lucene.apache.org/
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Dataset. We used a set of 37,164 German news articles collected from Spiegel
Online over 20152. It includes German online news articles from different
genres like sports, politic, economics, health, entertainment, etc. We remove
images/video only articles, filter out irrelevant information like: source agency,
date and translator name, clean HTML tags and extract only articles with sum-
maries. The resulting corpus consists of 1130 (article, summary) pairs. Each of
these articles has one corresponding summary that was created manually by the
article author. Summaries are abstractive, which involves paraphrasing the facts
from the original article using new novel sentences. Length ranges are [45–950]
and [1185–9560] characters, and [7–107] and [216–1390] words, for summaries
and articles respectively. The news are highly correlated due to the short one-
year interval. Similar events are discussed in different contexts, therefore simple
features like word frequency would not be able to discern the correct summary
from summaries of articles on closely related topics. Thus, this dataset is suited
for testing the capability of methods that assess a certain semantic understand-
ing of texts – as opposed to e.g. the DUC datasets3, where we found string-based
matching to yield almost perfect scores in a preliminary experiment. The remain-
ing articles, which have no corresponding summaries, were used as a background
corpus for Tf-Idf calculation and topic model training.

To create our dataset, we index the articles and use the summaries as a query
to retrieve the articles. Then, we re-rank the n top-ranked documents returned
by Lucene. We label the correct matching summary-article pairs as “1” and “0”
otherwise. Overall, we have 5650 examples and 11300 examples, in the cases
where n = 5 and n = 10 respectively. We apply the same process with the
summaries indexed and the articles as queries. Table 1 shows Lucene retrieval
results for both settings. Precision at n reports the fraction of documents ranked
in the top n results that are labeled as relevant. Note that not all summary-article
pairs could be correctly retrieved in all cases and the retrieval performance is not
equally effective for retrieving texts and summaries, since summaries are much
shorter and thus contain less distinctive words.

Experimental Setup. For computing features, we use the implementation pro-
vided by [29] for topic modeling, and [30] for named entities extraction. Depen-
dency graphs for both queries and documents are generated using the German
collapsed parser by [31], and filtered using Tf-Idf thresholds in three levels. By
manual inspection, α, β and λ are set to 10, 5 and 2 respectively. For lexical
expansions features, we obtain the top 10 DT expansions using the JoBimText
API4.

Once the similarity and coverage scores have been computed for each
summary-article pairs, we use a cost-sensitive Multilayer Perceptron (MLP) neu-
ral network to handle the imbalance between positive and negative examples.
False positives are assigned a larger cost than false negatives, so the classifier

2 http://www.spiegel.de/.
3 http://duc.nist.gov/.
4 www.jobimtext.org/jobimviz-web-demo/api-and-demo-documentation/.

http://www.spiegel.de/
http://duc.nist.gov/
www.jobimtext.org/jobimviz-web-demo/api-and-demo-documentation/
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Table 1. Lucene retrieval performance. Retrieval is evaluated by P@n. The number
in parenthesis shows the overall P@n for the entire dataset of 1130 article-summary
pairs.

P@n Sum/Texta Text/Sumb

P@1 1029 (0.9106) 887 (0.7849)

P@3 1111 (0.9831) 1021(0.9035)

P@5 1122 (0.9929) 1052 (0.9309)

P@10 1128 (0.9982) 1090 (0.9646)

P@20 1128 (0.9982) 1114 (0.9858)

P@50 1129 (0.9991) 1123 (0.9938)

P@100 1129 (0.9991) 1129 (0.9991)
a summaries on index, articles for retrieval.
b articles on index, text for retrieval.

would not be biased toward negative instances. The cost of false negatives is
fixed to 1. We explore different costs to find the best cost using the validation
set for false negatives class. We have found that a cost of n − 1 performs the
best across all the training/validation rounds.

We run different experiments with different MLP structures and learning
parameters. For evaluation, we use 5-fold cross-validation. We choose the model
which provides the best overall accuracy with a balanced classification error rate
and stable performance scores between the two classes, which was determined
on a smaller version of the dataset in preliminary experiments. The network
structure includes 3 hidden layers, with (f + c)/2 neurons in each layer, where
f is the number of input features and c is the number of classes (i.e c = 2).
Training time is set to 1000 epochs.

Table 2. Binary relevancy classification results using MLP (n = 5). Results shows
binary relevancy classification precision (P@1), recall, F-measure and true positives.

Features Sum/Text Text/Sum

Precision Recall F-Measure TP Precision Recall F-Measure TP

All 0.916 0.894 0.899 1026 0.915 0.889 0.896 960

BOW 0.890 0.853 0.864 1013 0.893 0.850 0.862 929

Dependency 0.887 0.838 0.850 1003 0.890 0.843 0.856 921

Coverage 0.893 0.853 0.864 919 0.850 0.861 0.862 917

Cov+Dep 0.904 0.874 0.882 1011 0.904 0.870 0.880 942

All/(Cov+Dep) 0.902 0.865 0.874 1023 0.901 0.860 0.870 948
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Table 3. Binary relevancy classification results using MLP (n = 10). Results shows
binary relevancy classification precision (P@1), recall, F-measure and true positives.

Features Sum/Text Text/Sum

Precision Recall F-Measure TP Precision Recall F-Measure TP

All 0.951 0.929 0.936 1038 0.949 0.923 0.931 994

BOW 0.938 0.894 0.908 1024 0.936 0.889 0.904 971

Dependency 0.933 0.879 0.895 1014 0.933 0.883 0.899 954

Coverage 0.930 0.881 0.896 972 0.935 0.888 0.903 962

Cov+Dep 0.945 0.918 0.926 1020 0.941 0.899 0.912 989

All/(Cov+Dep) 0.943 0.906 0.917 1035 0.942 0.903 0.915 989

To re-rank, MLP5 is configured to return a probability distribution of each
class label. We re-rank the relevancy according to the descending ordering of the
probability distribution of the positive class.

Table 4. Re-ranking results using MLP probability distribution from different rele-
vancy classification models when n = 5 and n= 10. The table shows the improvement
in P@1 after the re-ranking. Numbers in brackets are the results of dividing by the
number of cases, (1122, 1052), (1128, 1090), where the correct document is in the top
5 or top 10 Lucene results respectively, which form an upper bound.

Features n = 5 n =10

Sum/Text Text/Sum Sum/Text Text/Sum

All 1080 (0.962) 996 (0.946) 1077 (0.954) 1018 (0.933)

BOW 1064 (0.948) 987 (0.938) 1048 (0.929) 994 (0.911)

Dependency 1050 (0.935) 980 (0.931) 1037 (0.919) 976 (0.895)

Coverage 1038 (0.925) 962 (0.914) 1031 (0.914) 973 (0.892)

Cov+Dep 1079 (0.961) 991 (0.942) 1072 (0.950) 1010 (0.926)

All/(Cov+Dep) 1064 (0.948) 986 (0.937) 1048 (0.929) 993 (0.911)

Results and Discussion. The best report relevancy classification results are
reported in Tables 2 and 3. Since we are only aware of the correct article-summary
pairs, we use P@1 only as a measure of performance. We also reported the
recall, F-measure and true positives. We test the performance using different
sets of features. From the results we observe the following: First, using all the
features achieves the best performance over all measures in all cases. Second,
using a combination of coverage and dependency features lead to the second
best performance and play a role in providing comparable performance to that
obtained using all the features with an unnoticeable drop in true positives. Third,

5 Learning rate = 0.5, momentum = 0.2.
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F-measures falls with average of 0.0215 (in four cases) when excluding these two
features, and using each feature in isolation does not lead to any improvement,
but achieves comparable results to the ones using BOW features. Forth, in most
cases, we outperform Lucene P@1 in terms of true positives.

The improvement is most clearly seen when we use our neural networks
models for re-ranking, see Table 4.

In manual error analysis, we generally observe limitations on very short
summaries that have no intersection with the text – most extremely noticed
for an article on fashion history (866 words) with the (translated) summary
“The suit is the uniform of gentlemen”. Other errors could be addressed by a
German compound splitter, as there are frequently compounds where only the
parts match, such as “Ratenkreditangebote” and “Ratenkredite”, other exam-
ples include derivational matches like “vorweihnachtliche” and “Vorweihnacht-
szeit”, which could be addressed by an improved morphology component that
also includes compound analysis.

4.2 Automatic Short Answers Grading

We provide a second evaluation for our method on automatic short answers
grading.

Dataset. We use the dataset by [6]6. The dataset consists of 81 computer science
questions on data structures course and 2273 student answers. The dataset was
graded by two judges and normalized on a scale of 0.5 according to the extent
to which the student answers are considered similar to the content of the correct
answers. The reported inter-annotator agreement (IAA) between both judges is
0.586% (Pearson’s ρ) and 0.659 Root Mean Square Error (RMSE).

Experimental Setup. Dependency graphs for both questions and answers are
based on collapsed dependencies from the Stanford Parser7. By manual inspec-
tion, we set α, β and λ to 4, 2 and 1 respectively. As average text length in this
case is shorter, we choose smaller values.

We used New York Times articles within the years 1998–2000 as a background
corpus for Tf-Idf calculation, and our topic model was trained using set of 36
million sentences from the recent English Wikipedia dump.

We train a MLP with one hidden layer using default parameters8 for 5000
training epochs to increase stability. Following [6], we apply a 12-fold cross val-
idation over the entire dataset for evaluation.

Results and Discussion. Table 5 shows our results in comparison to previous
approaches.
6 http://web.eecs.umich.edu/∼mihalcea/downloads.html#saga.
7 http://nlp.stanford.edu/software/lex-parser.shtml.
8 Learning rate = 0.3, momentum = 0.2.

http://web.eecs.umich.edu/~mihalcea/downloads.html#saga
http://nlp.stanford.edu/software/lex-parser.shtml
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Table 5. Comparing performance of different models trained on [6]. Comparison is
based on Pearson’s ρ correlation and Root Mean Square Error (RMSE). * results on a
smaller test dataset, not directly comparable.

Features ρ RMSE

Tf-Idf 0.327 1.022

Lesk 0.462 1.050

Mohler et al. [6] 0.518 0.978

Inter-annotator Agreement (IAA) 0.586 0.659

Sultan et al. [21] 0.592 0.887

Sultan et al. [21] w/ Question Demoting 0.571 0.903

Ramachandran et al. [20]* 0.610 0.860

Our Method 0.590 0.847

Our approach exhibits superior performance over existing models when eval-
uating on RMSE except for IAA, and we perform quite well in comparison to IAA
and [21] in terms of Pearson’s correlation. Although [20] report better results;
however, their evaluation is based on much smaller test data (453 examples) and
they use in-domain model training. As can be seen as well, our coverage and
alignment features proven to has a great effect on improving the performance
than when only considering BOW or Tf-Idf features in isolation.

Further manual error analysis shows that a substantial portion of the errors
are due to unstructured answers and misspelling. Again, a more lenient match-
ing mechanism, e.g. using edit distance or automatic spelling correction, might
alleviate these errors.

5 Conclusion

In this paper, we introduced a supervised approach for learning to rank and score
a set of candidate texts that have varying degrees of similarity to a given query
text. We showed that incorporating additional structural and content similarity
features, coverage measures and lexical similarity from distributional thesaurus
can produce better results than if each were used individually.

To enable interpretable similarity, we also developed an approximate depen-
dency subgraph alignment algorithm. The idea is to find a subgraph in the can-
didate text dependency graph that is similar to a given query text dependency
graph, allowing for syntactic variations.

To ensure that our method is generalizable over different languages and var-
ious text lengths, we evaluate our method using two different tasks, namely
re-ranking for improving document retrieval, and short answer grading. Results
indicate that our approach provide better or comparable performance to baseline
and recent approaches.

In the future, we would like to improve the quality of our alignment algorithm
by incorporating semantic similarity, which will help capturing synonyms and
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paraphrases. Further improvement would be to explore more lenient matching
mechanisms to capture morphological variants and misspellings.
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Abstract. We present the Contextual Specificity Similarity (CSS) mea-
sure, a new document similarity measure based on word embeddings and
inverse document frequency. The idea behind the CSS measure is to score
higher the documents that include words with close embeddings and fre-
quency of usage. This paper provides a comparison with several methods
of text classification, which will evince the accuracy and utility of CSS
in k -nearest neighbour classification tasks for short texts.

We experimentally confirmed that CSS performed excellent in the
short text classification task as have been intended, outperforming tra-
ditional methods as well as WMD, the most recently proposed method.

1 Introduction

One of the most broadly used representations of text documents are bags of
words (BOW) weighted by term frequency-inverse document frequency (TF-
IDF). Nevertheless, some undesired results can arise specially when using these
traditional representations to analyze short texts, as in the following example:

d1 = Themanwalked into the bar ,

d2 = Heentered a pub .
(1)

These two sentences express the same action with almost synonymous words,
yet when considering their BOW representation ρ under the basis [the, man,
walked, into, bar, he, entered, a, pub], they become transversal (i.e., unrelated):

ρ(d1) = [2, 1, 1, 1, 1, 0, 0, 0, 0] ,

ρ(d2) = [0, 0, 0, 0, 0, 1, 1, 1, 1] .
(2)

This is an extreme case of the real problem which is the almost-
perpendicularity of closely related short texts that use different terminology.

This work was carried out while the first author was in a research internship at
Yahoo! JAPAN Research.
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Many methods have been developed in order to tackle this problem [1,2].
Kusner et al. proposed an interesting distance in this direction called Word
Mover’s Distance (WMD) as analogy of the Earth Mover’s Distance [3], trans-
lating an area transfer problem into a word transfer problem. The approach of
WMD towards short texts distances served as inspiration for our work, which
looks for a word transfer in a simpler and broader meaning than WMD, yet with
better results in classification tasks – as will be seen in Sect. 4.

In this paper we provide a new document similarity measure based on the
remarkable word embedding model by Mikolov et al. (2013) word2vec [4], which
was proven by the authors to construct embedded word vectors that preserve
semantic relationships when operated. For example, we could consider the fol-
lowing operation: v(king) - v(man) + v(woman), which will result into a vector
closest to v(queen). We will represent text documents as arrays of their word
vectors, and then make use of this property together with the document’s words
IDF to define our closeness measure Contextual Specificity Similarity (hereon
CSS ) between documents.

The rest of the paper is organized as follows: Sect. 2 overviews the previous
studies of related domains and Sect. 3 explains our proposed similarity measure.
In Sect. 4, we presented our evaluation experiments and analyzed the results.
Finally, Sect. 5 concludes the paper.

2 Related Work

Computing textual similarity is of great interest not only for natural language
processing society but for many related areas including document retrieval [5,6],
text classification [7,8], news categorization and clustering [1,9], song identifica-
tion [10], sentiment analysis [11], and multilingual document matching [12].

2.1 Text Similarity Measures in Information Retrieval

In information retrieval, the task consists of identifying relevant text documents
of various length given the description of search requests typically in very short
textual query such as TREC topic descriptions [13]. Given the representations
of bags of words of both the query and documents, the vector space model
computes the similarity between two vectors, each element of which is weighted
by TF-IDF, local and global corpus statistics based on term frequencies [5]. More
sophisticated text similarity measures based on bags of words include OKAPI
BM25 TF [6], which approximates 2-poisson model term weighting and several
language modeling approaches [14].

2.2 Context Vectors and Dimensional Reduction Approaches

The history of the discovery of word classes based on contextual information is
as old as we may go back to the work of structural linguists in the middle of
the 20th century [15]. The origins of several distributional word representations
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seem to be an inversion of bag of words representation of documents, where a
word is represented by the centroid of vectors representing the textual contexts
of the appearances [16]. On the other hands, statistical dimensional reduction
approaches of document representations, initiated by Latent semantic indexing
(LSA)[17], try to represent documents by a fewer dimension than the vocabu-
lary size in order to solve word miss matching issues in several text matching
applications. Recently, the most successful example is Latent Dirichlet Allocation
(LDA) by Blei et al. [18], which learns topic models consisting of contextually
related words by completely unsupervised manner.

2.3 Word Embedding

Finally, we adopted word2vec, continuous vector representations of words from
very large corpora where the words occur, using a continuous skip-gram model.
The neural network learning process is enabled by adopting the negative sam-
pling method which approximately maximizes a softmax objective function of
the probability of observing context words given the target word [4,19].

Kusner et al. proposed a document distance measure, WMD on the basis of
word embedding representation of words and short texts [3], translating an area
transfer problem into a word transfer problem.

3 Contextual Specificity Similarity Measure

Our purpose is to create a method that reckons meaning-related texts that use
different terms (i.e., they are unrelated through BOW, as in (1)).

3.1 Background

As previously stated, Kusner et al.’s WMD idea was taken as a starting point,
from which our development subsequently diverged.

Formally, WMD’s original definition lies on an interpretation of the Earth
Mover’s Distance, transforming this earth moving problem into a word moving
problem. On its basis, they assume that a sentence (area) can be thought of as a
certain disposition of words (earth), and finding the similarity of two sentences
would equal to minimizing the amount of work one has to do to transport all
words in one sentence into the words of the second one.

Technically, we assume we have a word embedding matrix X ∈ R
d×n, where

d is the dimensionality of the word vectors, and n the number of words in the
vocabulary corpus. Each element xi ∈ R

d is a vector that represents the ith word
in the d-dimensional space. Let c(i, j) = ||xi − xj ||2 be the “cost” associated to
travelling from the ith word to the jth word, and let T ∈ R

n×n be a flow matrix
whose ij-term represents the “amount of the ith word that travels to the jth

word”. Then, the problem of calculating the distance between two documents
d1 and d2 is summed up in the formula:

WMD(d1, d2) = min
T≥0

n∑

i,j=1

Tijc(i, j) , (3)
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where certain constrains regarding the matrix T apply with respect to the words
from the documents used.

Nevertheless, the WMD distance features a special assignment if the sen-
tences to be compared have different number of words, in which case words are
“weight-wise split” and one certain word may be divided into several portions,
each of them being transformed into a different term in the comparing sentence.
As the authors state, if we consider the sentences “The President greets the press
in Chicago” and “Obama speaks in Illinois”, we will get split associations such
as “Obama” being transported to “President” and “greets”, or “speaks” being
moved to “President” and “press”. This ambiguity in the assignment of target
is what we tried to avoid in our method, which only assigns one word per word.

3.2 Definition

The idea behind our method also lies on a word-weight transfer. However, instead
of performing a word-weight transfer from one word to all its “close” words, we
only look for one closest word in terms of word embeddings and IDF. We achieve
this by creating a word similarity matrix—whose entries will be defined as the
product of the average IDF of the facing words and the cosine similarity of their
vectors—and looking for the maximal values in it.

The reason for taking a matrix with such values as reference is because we
consider that for two words to be similar they should have similar word embed-
dings (i.e., contextual similarity) and we would like higher IDF terms to con-
tribute more in the weighting of the measure, since usually less frequency of
occurrence is related to higher specificity of the terms, and this is specially valu-
able in short texts analysis. For this, we call our method Contextual Specificity
Similarity (CSS ).

Thereby, despite President, Prime Minister and Churchill having almost
equal word embeddings due to their appearance in similar contexts, the entry in
the matrix corresponding to Prime Minister versus Churchill will show a big-
ger value thanks to their greater IDF, and therefore they would cast a bigger
correspondence value than the pairs President-Prime Minister or President-
Churchill. By doing this, we emphasize the focus of our similarity search on
higher IDF words, as mentioned above.

Unlike most other methods, our method assigns higher values to closer words,
potentially reaching a maximum when a word is compared to itself (proper dis-
tances would become 0 in this case). Therefore, instead of a minimizing function
we require a maximizing one.

Similarly to WMD’s technical definition, in our construction we assume we
are given a word embedding matrix V ∈ R

d×n (coming from word2vec), where n
is the number of vectors (i.e., the number of unique words in our corpus) and d is
their embedding dimension. As previously, we consider the vectors to be read in
columns. Explicitly, the ith column of V , vi ∈ R

d, represents the d-dimensional
embedding of the ith word in the corpus. Consider now σ : D → R

d to be a
function from a document D to the vector space R

d that assigns to every word
w ∈ D its correspondent vector in V , v = σ(w) ∈ R

d.
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Words Similarity Matrix. Let wi and wj be two words whose word embedding
vectors are vi = σ(wi) and vj = σ(wj) respectively. We first define the following
matrix:

M(wi, wj) =
vi · vj

||vi||||vj || · IDF (wi) + IDF (wj)
2

, (4)

where IDF is the inverse document frequency of the words through the all docu-
ments. Expressed in words, each entry of the matrix M is the cosine similarity1

of the vectors associated to the words, weighted by the average of their IDF. This
means that the closer two words are in the embedding, and the less frequent they
are in appearances, the higher the assigned value will be. Please, observe that the
diagonal of the matrix represents the IDF of all words: M(wi, wi) = IDF (wi).

Document Similarity Measure. Having created this word-similarity matrix
M , we now define the similarity between documents as:

CSS(d1, d2) =
∑

w1∈d1

max
w2∈d2

M(w1, w2) . (5)

By defining CSS in this manner, for every word w1 in d1, we look for the word
in d2 with the highest similarity to it. We do this for every word in d1, therefore
at the end we are adding the values of all most-similar words to the words of d1
in d2.This contrasts with the definition of WMD, with which one word can be
transformed (“moved”) into several words, while our method converts one word
into the most similar it finds under these requisites.

It is important to note that, actually, the CSS measure is not a formal dis-
tance, since neither the properties d(a, a) = 0 or d(a, b) = d(b, a) are satisfied
in general. Nevertheless, this closer-contextuality-higher-value measure will be
proven to be an effective measure for the problem that matters.

Example 1. Let us illustrate how CSS works with a basic example where tra-
ditional BOW based methods would fail to grasp texts similarities:

d1 =Child of mine ,

d2 =Mother of his ,
(6)

M =

⎡

⎢⎢⎢⎣

2.2126 0.1777 1.4609 1.9512 1.1209
0.1777 0.0333 0.2363 0.2419 −0.0629
1.4609 0.2363 3.0019 1.0636 1.1829
1.9512 0.2419 1.0636 3.8312 1.6852
1.1209 −0.0629 1.1829 1.6852 3.7512

⎤

⎥⎥⎥⎦ . (7)

1 In practice we will implement the cosine similarity as the dot product without nor-
malization, since the word vectors obtained from word2vec have a modulus close to
1, and making the whole calculation would increase the complexity to the algorithm
while not improving the results.
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The matrix M is expressed in the basis [w1, w2, w3, w4, w5] = [mine, of, Child,
his, Mother ]. The similarity measure between d1 and d2 will therefore be:

CSS(d1, d2) =M(w1, w4) + M(w2, w4) + M(w3, w5) ,

CSS(d1, d2) =3.3760 ,
(8)

where the maximal terms are bold in the matrix. Remember that this similarity
measure is not symmetrical. As mentioned before, observe that:

CSS(d2, d1) =M(w4, w1) + M(w2, w3) + M(w5, w3) ,

CSS(d2, d1) =3.3704 ,
(9)

which is different from CSS(d1, d2). The maximal terms of M when calculating
the similarity measure from d2 towards d1 are italized in the matrix.

Extending the example, if we added a third sentence d3 = Colors of signs to
Eq. 6 (what gives us a bigger M), and calculated its similarity with the previous
sentences, we would get:

CSS(d1, d2) = 3.3760 ,

CSS(d1, d3) = 1.0927 ,

CSS(d2, d3) = 0.8199 .

(10)

These values go along with the idea of similarity with which we defined the
measure.

3.3 Derived Document Similarity

In addition to the definition of CSS, we define yet another similarity measure
based on it but with a slight change that improves its definition when targeted
to long texts.

The basic approach remains the same: the similarity between words (i.e.,
the matrix M) is as previously defined. However, in this occasion instead of
simply adding the similarity value of the word with most similar features for a
given word, we will only count with the values of those words whose reciprocal
corresponds to itself, and then take their average similarity value. In other words,
if we have w1 ∈ d1 and w2 ∈ d2 such that w2 is the most similar term to w1 in d2,
we will count their (weighted) similarity value if and only if w1 is the respective
most similar term to w2 among all the words in d1.

We consider this new approach to emphasize the resemblance between sen-
tences, since now only pairs of similar terms will contribute to the summation.

Definition. For the technical details of this similarity measure, consider M to
be defined as in Eq. 4. Using the same notation as before, let us first define the
following set:

A(w, d) := {w′ ∈ d|M(w,w′) = max
wi∈d

M(w,wi)} . (11)
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A(w, d) ⊂ d is the set of words in the document d closest to the word w.
This set would generally consist of one single word, and we shall assume so in
the successive part. Consider now that the word w1 belongs to the document d1,
and let d2 be another document. Then, we define the following delta function:

δ(w1, d1, d2) :=
{

1 if w1 = A(A(w1, d2), d1) ,
0 else .

(12)

This function becomes 1 only when w1 is the associated word corresponding to
the associated word of itself. Equivalently, if w2 ∈ A(w1, d2), then δ = 1 only if
w1 ∈ A(w2, d1).

We now define the set of associated pairs between d1 and d2 as:

P(d1, d2) := {(w1,A(w1, d2)) ∈ d1 × d2|δ(w1, d1, d2) = 1} . (13)

Using this, we define our new measure:

CSS∗(d1, d2) =
1

|P(d1, d2)|
∑

(w1,w2)∈P(d1,d2)

M(w1, w2) . (14)

This new measure that we will call CSS*, represents a weighted modification
of CSS. The summation of CSS* partialy realizes the summation of CSS, since it
only takes into account the summands when they are symmetrical in the sense
of δ. The result is then averaged by the amount of terms that were actually
summed, what gives us a mean value of the relevant word similarities.

This definition extracts the similarity between documents based on their
reciprocal word similarity. The longer the documents are, the less likely it is to
find a proper pair, yet the more precise the match when found.

Example 2. In Example 1 we saw that the closest word to “Child” (w1) was
“Mother” (w4), and the closest word to “Mother” was “Child”. So happened
too with “mine” (w3) and “his” (w5). But we find that despite “Mother” (w4)
being the closest word to “of ” (w2), “of ” is not the closest word to “Mother”
(it is “Child”, as we already said). Therefore, in this scenario, we will only take
into account the first couple of words, which are the “corresponded” ones, and
the measure would result into:

CSS∗(d1, d2) =
1
2
(
M(w1, w4) + M(w3, w5)

)
,

CSS∗(d2, d1) =
1
2
(
M(w4, w1) + M(w5, w3)

)
.

(15)

Please observe that this derived measure is actually symmetrical, since we only
add the values if there is reciprocity in similarity terms.



398 A. Jiménez Pascual and S. Fujita

3.4 Other Attempts

These two similarity measures (CSS and CSS*) were chosen after several
attempts to design an adequate similarity measure for short text analysis. In
particular, our mayor concern was to create a good distance matrix M (Eq. 4),
since the definitions of CSS (Eq. 5) and CSS* (Eq. 14) arise quite logically con-
sidering what our goal is. Therefore we tried many variations of definition for
such M . Specifically, we tested variations on the multiplicand in Eq. 4, since we
thought the cosine similarity multiplier ought to remain unchanged to properly
reflect a similarity feature between word embeddings.

Among the changes in definition that we performed and whose effect on the
final result we compared, we tried taking the minima and maxima of the IDFs
respectively instead of the finally chosen average expression:

M1(wi, wj) = cos − sim(wi, wj) · min(IDF (wi), IDF (wj)) , (16)
M2(wi, wj) = cos − sim(wi, wj) · max(IDF (wi), IDF (wj)) . (17)

None of these led to overall better results. Neither did considering other
quantities such as the geometric mean:

M3(wi, wj) = cos − sim(wi, wj) ·
√

IDF (wi) · IDF (wj) , (18)

or the harmonic mean:

M4(wi, wj) = cos − sim(wi, wj) · 2 · IDF (wi) · IDF (wj)
IDF (wi) + IDF (wj)

. (19)

We tried several other arrangements and formulae without further improve-
ments. Nonetheless, we found a pattern which tends to improve the results for
every modification that we tried: squaring the matrix (element-wise) –remember
that for our usage of similarity, the bigger the value the higher the similarity.

M ′
∗(wi, wj) = M∗(wi, wj)2 (20)

This would lead to a better performance than the non-squared case in most
cases. However, we decided not to stick to this method due to our uncertainty
of a plausible explanation for this effect.

4 Evaluations

4.1 Evaluation Environment

The test is run through two sets of 1, 000 and 10, 000 Japanese articles from
Mainichi-shimbun documents in NTCIR-3 data [20] respectively classified with
a section tag within the newspaper (culture, sports, politics, etc.). These arti-
cles are in turn split in their titles and bodies. Beside CSS and CSS*, we run
the test using some classical retrieval methods (BM25 and TF-IDF) by Terrier
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IR platform2, a random classifier, and, for the sake of comparison, the WMD
distance3.

For all methods, the modus operandi is:

1. For every document (title or body) d ∈ D, calculate its distance to all remain-
ing documents in the corpus di ∈ D \ {d}.

2. Rank d to all di’s distances in closeness order (for CSS and CSS* closer are
larger values).

3. Determine the class to which d should belong by utilizing the k-nearest neigh-
bours (k -NN) method, applied with k = 1, k = 5 and k = 15.

4. Results are presented in terms of the macro-average of the F-measure of each
section tag, where the F-measure is calculated as usual as the harmonic mean
of the evaluation precission and recall :

F1 = 2 · precision · recall

precision + recall
(21)

The word embedding used is the one provided by word2vec, where the vectors
have been trained over more than 63 million words, spread through 220 thousand
articles: 3+ million words in titles (15 words each in average), 60+ million words
in bodies (275 words each in average).

4.2 Results

The results are presented in the four tables below, which are divided in the
analysis of 1,000 documents on the left column and 10,000 documents on the
right column, and row-wise the analysis of the body of the articles above and
their title below. Maximum values are highlighted in bold (Tables 1, 2, 3, and
4).

Table 1. Body – 1,000 documents

Method k = 1 k = 5 k = 15

BM25 0.4399 0.3495 0.2904

TF-IDF 0.4346 0.3539 0.2863

WMD 0.3151 0.2397 0.2182

Random 0.0447 0.0578 0.0478

CSS 0.3618 0.2598 0.1946

CSS* 0.4214 0.3382 0.3026

Table 2. Body – 10,000 documents

Method k = 1 k = 5 k = 15

BM25 0.5135 0.4815 0.4706

TF-IDF 0.5107 0.4786 0.4675

WMD — — —

Random 0.0638 0.0568 0.0486

CSS 0.3315 0.2783 0.2569

CSS* 0.3551 0.3035 0.2926

2 http://terrier.org/.
3 Due to calculations limits (memory error), the WMD distance was only calculated

for the set of 1,000 articles.

http://terrier.org/
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Table 3. Title – 1,000 documents

Method k = 1 k = 5 k = 15

BM25 0.4862 0.4591 0.3790

TF-IDF 0.4848 0.4537 0.3650

WMD 0.1322 0.1001 0.0871

Random 0.0558 0.0485 0.0472

CSS 0.5332 0.4713 0.4151

CSS* 0.4432 0.3829 0.3417

Table 4. Title – 10,000 documents

Method k = 1 k = 5 k = 15

BM25 0.6396 0.6508 0.6127

TF-IDF 0.6433 0.6554 0.6167

WMD — — —

Random 0.0566 0.0541 0.0471

CSS 0.6523 0.6651 0.6326

CSS* 0.4006 0.3947 0.3917

4.3 Discussions

The effectiveness of our method is clearly reflected in the two lower tables, which
show how CSS outperforms any other contrasted method in short text classifica-
tion tasks using the k -nearest neighbours method. Whilst on longer texts, both
CSS and CSS* are overwhelmed by more broadly used methods such as BM25
or TF-IDF. Yet, as expected, CSS* shows a better performance in longer texts
analysis than CSS, what supports the motivation behind CSS*.

As for WMD, which served as inspiration for developing our first method, it
does not show a good performance specially in short texts analysis, what could
be due to the lack of a broader background context that could help words find
better pairings. Nonetheless, it performs at similar levels to CSS in long text
classification tasks, as it can be seen in Table 1. Unlike the results that Kusner
et al.’s paper [3] reported, BM25 as well as TF-IDF performed better in longer
text as have been proven in the series of past evaluation forums in informa-
tion retrieval [13]. One reason of such overwhelming performance of traditional
approaches is that we used Terrier IR platform implementation for TF-IDF and
BM25, which is properly configured at the out of box status. As these methods
leverage local as well as global statistics, a carefully configured corpus setting
and operational parameter setting are needed to be well performed; failing to do
that leads to a very weak baseline performance.

In spite of such strong baselines, we can briefly summarize that CSS performs
especially excellent in short text classification as have been intended, outperform-
ing traditional methods such as TF-IDF and BM25 as well as WMD, the most
recently proposed method. Although CSS* is fairly good in long text classifi-
cation, traditional methods such as TF-IDF or BM25 performed much better
when properly configured.

5 Conclusions

We proposed two text similarity measures, namely CSS and CSS*, among which
CSS is intended to improve the effectiveness in short text matching where word
miss matching is a crucial problem. According to our experiments described in
Sect. 4, we can conclude that CSS and CSS* are powerful tools for short and
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long text classification tasks respectively, being CSS the best classifier among
the compared methods for short texts. Especially CSS showed excellent perfor-
mance in short text classification as have been intended, outperforming tradi-
tional methods such as TF-IDF and BM25 as well as WMD.
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Abstract. In this paper we describe information extraction from web
pages of scientific conferences. We enrich already known features with
our new features specific for this domain and show their importance in
the process of extracting information. Moreover, we investigate various
data representation models, e.g., based on single tokens or sequences, in
order to find the best configuration for the task in question and set up a
new baseline over publicly available corpus.

1 Introduction

Up-to-date information about conferences plays a vital role in scientific life.
Therefore methods for automatic collection of data on conferences, e.g., home-
pages of a conference for the current and previous years, when and where a
conference will be held, submission, notification, camera ready dates, etc., are
important for scientific community.

In order to gather data about conferences, one may extract interesting infor-
mation from relevant resources. It is easy to obtain data from structured services
like WikiCFP. However, regarding data from this kind of sources, there might
be the lack of information or outdated information. A service might not have
information about conference we are looking for because it is field specific or cov-
ers only small part of all conferences in the field. Calls For Papers (CFPs) have
limited range of information, e.g., usually there is no information about spon-
sors. Moreover, this kind of service provides CFPs that are not updated while
changes are made, e.g., submission date extensions. Homepages of conferences
provide updated information but in an unstructured way. Due to that fact, the
methods of information extraction from unstructured text/web resources need
to be employed. To this end, in most cases supervised methods are used. These
methods need an annotated data set that will be used for training, optimisation
and testing.

Bearing in mind drawbacks of CFPs as a data source, we deal with informa-
tion extraction from conference web pages. Being more specific, we investigate
the already known and new domain specific features for information extraction
and check how different models handle extraction of specific entity types. In our
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experiments we use Support Vector Machine (SVM) and Conditional Random
Fields (CRF) and combine them with different data representation models. We
verify our statements on publicly available corpus of scientific conferences web
pages and make a new reproducible baseline for this corpus.

The remainder of this paper is organised as follows: Sect. 2 presents related
work. In Sect. 3 we describe the corpus we use. In Sects. 4 the proposed features
are presented. The experimental results are presented in Sect. 5. Finally, Sect. 6
summarises the conclusions of the study and outlines avenues to explore in the
future.

2 Related Works

Previous works in the field of information extraction from scientific conferences
focused mostly on information extraction from CFPs using different approaches.
Extracting information from CFPs has already mentioned drawbacks. In [13] a
rule based method was employed to extract date and country from a CFP. A
linear CRF was used in [16] in order to extract seven attributes about confer-
ences from CFPs with the use of layout features. However, in this approach only
plain text of CFPs was used. We use HTML sourcecode of web pages, includ-
ing formatting. As in [16] only plain text was used, layout features were based
on lines of text, indicating, e.g., first token in line or first line in the text. We
take into account, for instance, hyperlinks, blocks, and formating. Thus, our
data has much richer layout. In [8] a general platform for performing and assess-
ing information extraction from workshop CFPs was described. In [9] authors
focused also on information extraction from CFPs, including those which come
via e-mails. They used rule-based methods to extract information about confer-
ences from conference services, like WikiCFP, and combined them in one system
in order to facilitate the process of finding conferences that are of interest of
a user. In contrast to aforementioned works [18] extracted information about
conferences from web pages with Constrained Hierarchical Conditional Random
Fields. However, the set of homepages used in experiments has not been pub-
lished. Hence, we could not apply our approach to this set in order to compare
the results. Furthermore, we could not recreate this system due to insufficient
details in the paper.

In information extraction from documents of rich structure and plain text,
many approaches have been proposed, regardless the domain of data. One of
them is a rule-based method employed in [3,6]. A Support Vector Machines
(SVM) classifier was also applied to extract information from web pages [1]. A
variety of Conditional Random Fields (CRF) methods were widely used [1,17,
18]. Furthermore, Markov Logic Networks (MLNs) were used for information
extraction from web pages [1].

In order to verify the necessity of domain specific features and set a new
baseline for publicly available corpus we focused on information extraction from
conference web pages.
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3 The Corpus

The corpus we use is, to the best of our knowledge, the only one publicly available
corpus of annotated scientific conferences homepages. It contains 943 annotated
homepages of scientific conferences (14794 including subpages). The topics of
conferences are equally distributed over five topics; namely, Artificial Intelli-
gence, Natural Language Processing, computer science, telecommunication, and
image processing. The following entities are annotated: name and abbreviation
of the conference, place, dates of the conference, submission, notification, final
version due dates. We call the last three entities important dates. In this paper all
mentioned types of entities are considered to be extracted. This corpus is avail-
able in public and can be found on the website http://ii.pw.edu.pl/∼pandrusz/
data/conferences.

4 Preprocessing and Features

Information extraction from web pages is a special case of information extraction,
hence it requires specific techniques and approaches. We start the description of
our approach from the preprocessing phase. Then we present group of features
we developed. The described techniques and features are verified in models we
build in order to find the best configuration for the given information extraction
task.

4.1 Preprocessing

In the preprocessing phase we use Snowball stemmer [15] in order to reduce the
number of features. Furthermore, we remove stopwords to reduce information
noise in the data. We create our own stoplist by dividing words into two groups;
namely, far words that are farther more than four words from the annotated
entity in the data and close words that are closer than far words. We consider
a word to be a stopword if it does not provide additional information and is in
the far words group but not in the close group. The stoplist consists of 21095
words. Moreover, words which occur once or twice in the training set are also
considered stopwords. This reduces words that come from wrongly parsed words
or named entities that occur very rarely. This way of stoplist preparing reflects
the specificity of the domain we are working with. Names of conferences often
consist of words such as “the”, “and”, “on” that are commonly assumed to be
stopwords. In this case we cannot remove them because we will not be able to
extract a proper name of conferences.

Web pages often contain a lot of unnecessary information, e.g., advertise-
ments, HTML code, menus, copyright notes, thus a specialised library can be
used to clean an analysed web page. However, in the case of scientific confer-
ence web pages there are not many advertisements and unnecessary information.
Hence, we use standard library, Boilerpipe [11], to extract a main article or para-
graphs from a web page. We do not remove any other text from the web page
to avoid removing important elements by mistake.

http://ii.pw.edu.pl/~pandrusz/data/conferences
http://ii.pw.edu.pl/~pandrusz/data/conferences


408 P. Andruszkiewicz and R. Hazan

4.2 Features

In our approach we distinguish the following group of features: local, offset,
layout, and dictionary features. Within these groups we enriched already known
features with new features that to the best of our knowledge have not been used
for information extraction before.

Local Features. Local features are calculated based on a current word we
are analysing. The first and commonly used feature is a word. We do not create
features for words from stoplist and those that contain nonalphabetic characters.
Furthermore, we use part of speech (POS) tags for a current word provided by
Penn Pos Tagger from factorie package [14]. Next feature is short word that
is assigned with a value true if a word contains from 2 to 5 characters. This
feature is designed for extraction of acronyms of conferences. 74% of conference’s
acronyms contain from 2 to 5 characters. Shape of a word is the next feature.
The feature contains ‘a’ (for small letters), ‘A’ (for capital letters), and ‘1’ (for
numbers). If there are more than two the same characters in a row, the sequence
is reduced to two the same characters. The example values for this feature are:
AaaAA (WebET), Aaa (International), 1aa (5th), AA (NAACL), 11 (2016).

Last but not least is a type of a word feature. We distinguish eight types
of words. Date represents whole dates that can be found on a web page. Short
phrase is assigned to words that are part of sequence of length of one or two words
(for more information about sequences please refer to Sect. 4.3, the example
is the named entity with two words, for instance, Carl Brunto). Long phrase
represents words of sequences that consist of at least three words. The reason
behind the distinction between short and long phrases is that conference names
are usually not short phrases but location of conferences usually are. Other
types are: Number - assigned for numbers, e.g., 23, 3rd; acronyms are words
of the following shapes: AA, AaaAaa AaaAA, AA1AA, AAaa, AaAA, AAa,
AAaAA; punctuation marks, special char - all nonalphanumeric chars that are
not punctuation marks, e.g., @, *.

All other words are of the type standard word. They represent words that
probably do not contain interesting information we want to extract.

Table 1. The distribution of the interesting entities over blocks of a web page.

Entity Name Abbrev. Place Date Submission Notification Final ver. due Other

Head title 0.18 0.11 0.03 0.03 0.00 0.00 0.00 0.00

Title/subtitle 0.23 0.09 0.04 0.08 0.03 0.02 0.02 0.01

Paragraph 0.50 0.60 0.68 0.61 0.36 0.29 0.25 0.42

Table/list 0.05 0.14 0.16 0.21 0.44 0.51 0.51 0.14

Other 0.40 0.60 0.09 0.07 0.24 0.18 0.22 0.44
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Offset Features. Predecessor represents features based on the word that pre-
cedes the current word. We take into account only one predecessor and type of
a word feature. Successor is calculated for a word that follows the current word.
We consider one word ahead and type of a word feature.

Sections with important dates of a conference are often organised with lists
or tables. Though it is a convenient way for a human, machine learning algo-
rithms poorly deal with learning patterns that occur on scientific conference web
pages, because dates are placed on the right, left and even above and below the
description of a date. In order to ease the process of learning, we bring into being
date surrounding words features that extract the description of a given date in a
way presented in Algorithm 1. Words returned by the aforementioned algorithm
are used to create features for a current word, however, only for dates in order
not to increase the number of features too much.

Algorithm 1. Extracting words surrounding a date
Data: a list item or a table cell // input text with a date
Result: a description of a date // words surrounding a date

if a date is followed by a semicolon then
return up to six words after a date

end
if a date is preceded by a semicolon then

return up to six words before a date
end
if a date is in a short (less than 100 words) list item or a table cell then

return up to six words before and up to six words after a date that are
within a list item or a table cell

end
else

return up to six words before a date
end

General conditions that need to be met:
– returned words must come from the same sentence as a date,
– if a returned sequence of words contains a different date then choose a

subsequence that starts from the first word and ends at the word before the
first date in a sequence.

Layout Features. Emphasised feature indicates words that are modified by
the following HTML tags: STRONG, B, U, and FONT which means that they
are bold, underlined, or use different fonts. The underlined words are more often
dates of a conference, however, names of conferences and abbreviations do not
correlate with use of aforementioned HTML tags.

Hyperlink feature distinguishes words that are presented as links (A tag).
Contrary to the first impression this feature is a good indicator of not being
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the important information to extract in our case; that is, correlation shows that
hyperlinks more often lead to other conferences.

Block feature indicates a block a word belongs to. A separate value is assigned
for each block. Considered blocks are head title, title and subtitle, paragraph,
table, and list. Table 1 shows the distribution of the entities of our interest over
blocks on a web page. Names and abbreviations of conferences, locations, and
date occur mostly in paragraphs. Names and abbreviations are placed also in
head title and title/subtitle. Dates of submission, notification and so on usually
are provided in tables and lists, however, paragraphs also carry that information.

Paragraph number feature indicates the number of a paragraph a word
belongs to. We count only the first 6 paragraphs as more than half of inter-
esting entities are contained in these paragraphs according to the corpus. This
feature helps in detection of conference names and abbreviations, dates and loca-
tions of conferences because as the corpus confirms these entities often occur at
the beginning of a web page. The important dates usually occur further in a web
page.

Entities we are looking for can be found on one of the subpages of the main
conference web page. Thus, we add subpages to the training data, however, we
restrict subpages to those that can be accessed through links with the following
names: index, home, important dates, call for papers, registration. Furthermore,
each word from subpage gets subpage feature that contains anchor text, e.g.,
SUB=home, SUB=index.

Dictionary Features. Detection that word(s) represent a location is helpful
for conference location extraction. Hence, we used gazetter from ANNIE module
of GATE [10] to add location names from the corpus. Each location found in a
text generates a location feature, LOC=true. Moreover, each country gets feature
COUNTRY=true and city CITY=true.

Out of dictionary feature indicates that a current word has not been found in
our custom dictionary of English words that contains 112505 words. This feature
is intended to help in abbreviations extraction as the percentage of words not
found in the dictionary is the highest for conference abbreviations (0.89). The
percentage for location (0.75) is also high, hence it is suggested to a model by
this feature (for name it is only 0.23 and 0.14 for other words).

Promising surrounding words feature indicates whether there is at least one
word from a given dictionary in a sentence a current word belongs to. We use
dictionaries for the following types of entities: name and abbreviation of con-
ference, place and date created based on the most frequent words that occur in
sentences that contain an important entity. The dictionaries are not mutually
exclusive, hence the promising surrounding words feature indicates whether it is
an important entity rather than an entity is of a specific type.

4.3 Multi-token Sequences

While describing features for our model, we assume that a single token; that is,
a word, a number, or a nonalphanumeric character, is considered a base object
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used by a model and assigned one of interesting entity types, including other
that means an object is not of one of the interesting entity types. This leads to
a case when a sequence of tokens may have different entity types assigned even
if they are one entity of, e.g., conference name type. For instance, a sequence
International Conference on Artificial Intelligence & Applications may have the
following entity types assigned: International - conference name, Conference -
conference name, on - other, Artificial - conference name, and so on. Therefore,
we expand a base object of a model to be a sequence of tokens that groups
words forming one instance of entity. While detection of dates is an easy task,
finding sequences that represent other named entities is not a trivial one. Hence,
we prepared a heuristic algorithm customised for finding token sequences on
conference web pages that is based on the following rules: each sequence consists
of words that begin with a capital letter; these words may be separated by one
word that starts with small letter; sequences are found within a sentence; a
sequence cannot be separated by any of the chars for this set: ‘,-:’. For example,
words International Conference on Advancements in Information Technology is
treated by this algorithm as one sequence.

For sequences with at least two words we need to calculate features in one
of the following ways: (1) calculate features for the first word; (2) calculate
features for each word separately and use all features; (3) combine features for

Table 2. The importance of features groups for types of entities extraction.

Features Measure Name Abbrev. Place Date Submission Notification Final ver.
due

All Precision 0.38 0.76 0.75 0.80 0.66 0.54 0.71

Recall 0.34 0.75 0.60 0.80 0.54 0.40 0.59

F1 0.36 0.76 0.67 0.80 0.60 0.46 0.65

No local
features

Precision 0.10 0.51 0.72 0.58 0.64 0.47 0.67

Recall 0.09 0.58 0.60 0.23 0.41 0.28 0.43

F1 0.09 0.55 0.66 0.33 0.50 0.35 0.52

No offset
features

Precision 0.36 0.73 0.69 0.67 - - -

Recall 0.30 0.64 0.57 0.68 0.00 0.00 0.00

F1 0.33 0.68 0.62 0.67 0.00 0.00 0.00

No
layout
features

Precision 0.33 0.63 0.68 0.79 0.62 0.53 0.67

Recall 0.22 0.45 0.45 0.65 0.55 0.44 0.54

F1 0.26 0.52 0.54 0.71 0.58 0.48 0.60

No dict.
features

Precision 0.35 0.77 0.70 0.70 0.61 0.56 0.70

Recall 0.32 0.72 0.46 0.67 0.52 0.44 0.57

F1 0.33 0.74 0.55 0.69 0.00 0.00 0.58



412 P. Andruszkiewicz and R. Hazan

all words into one feature. For example, feature word is calculated according
to the second approach and, e.g., International Conference on Mechanics has
the following features W=International, W=Conference, W=on, W=Mechanics.
Third approach is used for POS features, e.g., ‘Workshop on Applications of
Software Agents’ has a feature POS=INNNNNS.

5 Experiments

In our experiments we divide the corpus into training and test sets according to
the proportion of 70/30. For the SVM model the training set is used to perform
cross validation in order to find the best parameters, then the model is trained
on the whole training set using these parameters.

For a web page, as an extracted entity we choose the only one instance of
entity of a given type that has the highest score among those indicated by an
algorithm. Only location entity may have two instances because usually a country
and a city is provided on a web page as a location of a conference.

Table 3. The results of entities extraction with regard to different models (the best
F1 results marked in bold).

Features Measure Name Abbrev. Place Date Submission Notification Final ver.
due

Lin. SVM Precision 0.14 0.79 0.74 0.72 0.41 - 0.32

Recall 0.16 0.86 0.59 0.79 0.06 0.00 0.08

F1 0.15 0.82 0.66 0.76 0.11 0.00 0.13

Lin. SVM seq. Precision 0.38 0.76 0.75 0.80 0.66 0.54 0.71

Recall 0.34 0.75 0.60 0.80 0.54 0.40 0.59

F1 0.36 0.76 0.67 0.80 0.60 0.46 0.65

Lin. CRF Precision 0.74 0.75 0.66 0.82 0.73 0.25 0.56

Recall 0.47 0.82 0.53 0.69 0.09 0.01 0.14

F1 0.57 0.78 0.59 0.75 0.17 0.02 0.22

Lin. CRF seq. Precision 0.61 0.77 0.66 0.82 0.67 0.63 0.70

Recall 0.40 0.84 0.56 0.82 0.57 0.40 0.50

F1 0.48 0.80 0.61 0.82 0.61 0.49 0.58

5.1 Importance of Features

In our first group of experiments we verify how important the groups of features
customised for information extraction from scientific conferences web pages are.
We want to show how domain specific features influence the final results. As
the groups of features contain sparse features, a model with only one group of
features would obtain very low accuracy and the comparison of models built
with only one group of features would not be reliable. Therefore we perform
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experiments with all groups of features but one. The results of the experiments
with SVM (Table 2) show that the most important are local features. Lack of
them causes the highest drop in accuracy of the results (more than 20 p.p. for
name and abbreviation, almost 50 p.p. for date in F1). These features generate
almost half of feature functions. This group contains type of a word feature and
its absence makes extraction task harder for each type of interesting entities.
Furthermore, lack of shape of a word and short word features decreases accuracy
for abbreviation extraction. Only place noticed slightly drop of accuracy.

Lack of offset features reduces mostly the accuracy of conference date, about
13 p.p. in terms of F1, and important dates are not discovered at all. It is due to
lack of date surrounding words features that characterise important dates well.
This group generates high number of feature functions also.

Layout features help in extraction of name and abbreviation of a conference.
They are also important for place and date of a conference, however, to lower
extend. Within this group of features block and paragraph number features are
the most important ones. These entities often occur in head title. They may be
provided also in a title or a subtitle of a web page. If these entities are missing in
aforementioned block, it is almost sure that they appear in the first or in a few
first paragraphs of a web page. This information is carried over by mentioned
features.

As we expected dictionary features play the most important role for place
detection as a location feature is a key for this entity type.

To sum up, each group of features carries some information that is important
(at least for one of) interesting entity types. Thus, we could say that it is crucial
to prepare features that are specific for a given domain. As we have shown,
lack of some features may reduce the accuracy for some entity types to zero, for
instance, the lack of offset features for important dates. In the domain of web
pages of scientific conferences local features identify more general objects, such
as dates and named entities that contain desired information. Offset features
describe surroundings of a word, its context, that is necessary for important
dates extraction. Layout features generate important features functions that
inform about a place within a web page a given word is located. They help in
case when an entity is not placed in the main text of a web page. Dictionary
features improve the results mostly by its location feature that indicates potential
places where a conference is held.

5.2 Models Comparison

Having the influence of features verified, we investigate the applicability of dif-
ferent models with regard to variations of their basic objects used; namely, single
tokens and sequences. In this set of experiments we use all mentioned groups of
features and preprocessing described in Sect. 4.1.

SVM Model. As a base model we use Support Vector Machine (SVM) [4]
with linear and radial basis function (RBF) kernel that is defined as follows:
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K(x, y) = e−ξ||x−y||2 . We use LibSVM implementation [2]. For multiclass clas-
sification we employ one versus the rest approach [5]. For SVM model we start
with comparison of single tokens and sequences used as basic objects that the
model is working with. The results for linear SVM classifier run on single tokens
as basic objects1 are shown in the first row of Table 3. The accuracy of the model,
also linear SVM, that uses sequences as basic objects is presented in the second
row in the same table. The single token SVM performs significantly poorer than
sequence SVM for name of a conference and important dates. The reason behind
is that the first model assigns a label to each single token independently and
mentioned entities consists of several tokens. We try to help SVM with this task
by incorporating offset features, however, it seems that it is not enough to help
single token SVM with extraction of entities that consist of several consecutive
words. By providing the SVM already extracted potential sequences we over-
come this problem. For sequence SVM we observe also 6 p.p. decrease in F1 for
abbreviation detection comparing to the single token SVM.

Fig. 1. Linear CRF structure.

We present only the results of linear SVM because the non-linear SVM with
RBF kernel function has not obtained significantly better results. Therefore,
we stay with linear one due to less complexity and shorter training time. Our
model has a high number of features, hence there is no need to increase the
dimensionality by applying a kernel function [7].

CRF Model. In the experiments, we also use Conditional Random Fields,
CRF [12]. Figure 1 presents the structure of CRF model which is a linear one
with three different templates of factors. First template connects factors with
an input variable and an output variable. The second represents the relation
between consecutive output variables. The third has only one argument that
is an output variable. Equation 1 shows the formula of our CRF model, where
Z(x ) is a normalisation factor.

1 It means that the model assigns a label; that is, a type of entity, to a single token.
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p(y |x ) =
1

Z(x )
exp (

n∑

j=1

(
m1∑

i=1

α1,if1,i(yj)+

m2∑

i=1

α2,if2,i(yj−1, yj) +
m3∑

i=1

α3,if3,i(yj ,x , j)))

(1)

In our experiments we used CRF that operates on single tokens (Lin. CRF
in Table 3) and sequences (Lin. CRF seq. in Table 3). Single tokens CRF signifi-
cantly outperforms both SVM models in name extraction (0.57 versus 0.36 and
0.15 in F1) due to the fact that it models sequences of label (SVM lacks this
feature). However, for entities that do not consist of several consecutive words we
have not observed the improvement in the results; on contrary, we notice small
decrease for place and date. Surprisingly, single token CRF cannot handle impor-
tant dates extraction like in the case of single token SVM. However, sequence
CRF discovers them on a comparable level to sequence SVM. Both models based
on sequences handle important dates significantly better because the sequence
discovery algorithm extracts potential entities, that may have different formats,
very well. Moreover, sequences also help CRF in date extraction, like for SVM.

In case of name sequences discovery, which is not so perfect as for important
dates, we observe 9 p.p. decrease in extraction of that entity for CRF based
on sequences compared to the one based on single tokens. However, sequences
slightly increase CRF results for abbreviation and place.

Summarising, dates are extracted better with models based on sequences than
single tokens. For place the winner is SVM on both single tokens and sequences
(only 1 p.p. difference), however, all other models are not worse than 8 p.p. in
terms of F1. The single token models outperforms sequence models for name and
abbreviation. The single token SVM obtains the best results for abbreviation,
however, the sequence CRF is not far behind (0.82 vs. 0.80 in terms of F1).
Furthermore, the results of all models in abbreviation extraction are within the
difference of 6 p.p., hence, results from all models do not differ much. The reason
behind may be that abbreviation is a single token entity and sequence models do
not leverage their properties in this case. Surprisingly, name entity is handled
the best with the single token CRF, despite having more than one token. This is
probably due to lower accuracy of the algorithm that discovers conference name
token sequences for the sequence models compared to date discovery (dates are
extracted the best with sequence models).

Concluding the analysis of the obtained results, different models may be used
for specific entity types in order to achieve the best cumulative results.

6 Conclusions and Future Works

In this paper we investigated information extraction from scientific conference
web pages by verifying the applicability of different types of features and various
models.
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We designed different groups of features and verified their importance in this
task. Based on the empirical results obtained on publicly available corpus we
state that domain specific features are necessary for correct information extrac-
tion. Additionally entity type specific features are also necessary in order to
obtain good results.

Despite having a broad range of features, the considered models (algorithms,
representations of base objects for algorithms) achieve different results for dif-
ferent entity types. Thus, it is beneficial to apply specific models for specific
entities.

Moreover, with help of our new features we set new baselines values of pre-
cision, recall, and F1 for information extraction from a publicly available corpus
of scientific conference web pages.

In future work we plan to create a model for multi-token sequence detection
and incorporate it in our models. We would also like to apply other models, e.g.,
MLNs, hierarchical CRF, to obtain better results.
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Abstract. A classifier-based pattern selection approach for relation
instance extraction is proposed in this paper. The classifier-based pat-
tern selection approach proposes to employ a binary classifier that filters
patterns that extracts incorrect entities for a given relation, from pattern
set obtained using global estimates such as high frequency. The proposed
approach is evaluated using two large independent datasets. The results
presented in this paper shows that the classifier-based approach provides
a significant improvement in the task of relation extraction against stan-
dard methods of relation extraction, employing pattern sets based on
high frequency. The higher performance is achieved through filtering out
patterns that extract incorrect entities, which in turn improves the preci-
sion of applied patterns, resulting in significant improvement in the task
of relation extraction.

1 Introduction

Pattern-based information extraction systems have focused on extracting enti-
ties for specific relations. For example, given a sentence “Mozart was born in
1756” the task for extracting entities for the relation person-birthyear is
to extract predicates of the form person-birthyear (Mozart, 1756). Simi-
larly the triple company-ceo (Google Inc., Sundar Pichai) is extracted from
the sentence “Sundar Pichai is the current CEO of Google Inc.” for the rela-
tion company-ceo. Several studies have proposed various types of patterns for
extracting entities related to such relations. For example, Ravichandran and
Hovy (2002) [1] generated patterns using lexical terms between entities. Simi-
larly, Wu and Weld (2010) [2] and Etzioni et al. (2011) [3] derived patterns by
employing lexico-syntactic features such as Part-Of-Speech (POS) tags. Studies
have also proposed dependency parse based syntactic features [2–4] and frame-
based semantic features [5–8] for IE.

Equally important to the process of pattern learning and entity extraction is
the creation of an optimum set of patterns to ensure extraction of correct entities
for specific relations. The goodness measures commonly employed to create such
optimum set of patterns considers measures such as frequency [9] or accuracy of
patterns [10–12]. Filtering patterns employing such goodness measures results
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in a fixed set of ranked patterns [13], which are then used to extract entities for
specific relations. However such methods do not adjudge the quality of patterns
with respect to the instances extracted by patterns. For example, while a pattern
for a given relation, irrespective of its type i.e., whether it is lexical, syntactic
or semantic extracts correct instances from sentence s, the same pattern may
extract wrong instances from a different sentence s′. For instance consider the
following example sentences:

1. The CEO of the company, Steve Jobs announced the products of Apple at
WWDC.

2. Today, Amazon announced the products of Apple on their website.

In the example sentences above, while the lexical pattern “announced the
products of” when applied on Sentence 1, extracts correct entities (Steve Jobs,
Apple) for the relation ceo-company, the same pattern, when applied on Sen-
tence 2, extracts incorrect entities for the relation ceo-company (Amazon,
Apple). Thus, it is difficult to adjudge patterns by simply considering the num-
ber of times the pattern extracts correct and incorrect instances. Further, the
fixed set of patterns used for entity extraction is often created independent of the
sentences on which the patterns are applied. This implies that none of the useful
local information from the target sentence is considered before applying the pat-
tern. For instance, in the example Sentence 1, the terms CEO and WWDC can
serve as useful indicators to extract arguments for the relation ceo-company.
However, such information is not considered before applying the pattern.

Thus, though the patterns obtained using goodness measures are useful, these
patterns can still extract wrong entities from newer sentences, resulting in poor
precision. To overcome this problem, a useful intermediate step before applying
patterns would be to remove patterns that extract wrong entities. Against this
notion, this paper presents a classification-based pattern selection approach for
relation instance extraction. The key focus is to develop a classifier that filters
patterns that extract incorrect entities from the large pool of patterns obtained
using goodness measures such as frequency. The classification based approach
is useful in selecting the subset of patterns that often extracts correct instances
from sentences for particular relations, thereby improving the precision of the
applied pattern set.

More specifically, the key contribution of this paper is a binary classifier that
is trained to determine whether a pattern should be applied on test sentences. A
seed set of relational instances is used to automatically generate positive and neg-
ative training instances for the classifier, thereby minimizing the manual effort
required to build the classifier. The classifier is evaluated against employing fixed
pattern sets created using global estimates such as frequency. Further, the exper-
iments are conducted on two independent datasets: (a) Wikipedia dataset, devel-
oped following distant supervision assumption [14]; and (b) Riedel et al. (2010)
dataset [15], which is developed by relaxing the distant supervision assumption.

The remainder of this paper is organised as follows. In Sect. 2, we describe the
related work to this study. In Sect. 3 the proposed classification-based approach



420 A. Mandya et al.

is presented. In Sect. 4, we describe the datasets and the evaluation metrics used
in this study and also the results of this study. In Sect. 5, we conclude this paper.

2 Related Work

Riloff et al. (1996) [9] evaluated the relevance of a pattern for IE before applica-
tion and employed a weighted conditional probability associating higher weight
for high frequency to choose the best patterns. Brin (1998) [16] evaluated the
derived patterns based on the specificity of the pattern, measuring the length of
the middle context, prefix and suffix of the pattern. Patterns with low specificity
were rejected to avoid overly general patterns. Thelen et al. (2002) [17] applied
the ranking measure proposed by Riloff et al. (1996) [9] to learn semantic lex-
icons using extraction pattern contexts. Studies have also evaluated patterns
based on their confidence by counting the number of positive and negative enti-
ties extracted by the pattern [10–12]. Agichtein et al. (2000) [10] also adopt the
ranking measure of Riloff et al. (1996) [9] to consider the coverage of the pattern
for evaluation.

Patwardhan et al. (2006) [18] computed “semantic affinity” as a ratio of the
target semantic class extractions for each noun class over the total noun class
extractions for a closed set of semantic categories. Patwardhan et al. (2007) [19]
presented an IE system that decouples the tasks of finding relevant regions of text
and applying extraction patterns; a sentence classifier was developed to identify
relevant regions and employ semantic affinity measures to automatically learn
domain-relevant extraction patterns. Alfonseca et al. (2012) [20] employed topic
models to discriminate ambiguous patterns and learn more useful high-precision
patterns. Goudong et al. (2005) [21] have shown that diverse lexical, syntactic
and semantic knowledge are useful for relation extraction.

Thus, a significant number of studies have investigated various types of pat-
terns, but have generally focused on global estimates such as frequency and
accuracy to evaluate patterns. In comparison to the related studies, the focus of
the study presented in this paper is not on creating a new type of pattern for
entity extraction. However, unlike studies using global estimates, the goal of the
study presented in this paper is to examine the set of available different types
of patterns and identify the best patterns to apply in the context of a given
sentence. This is achieved, as noted above, by developing a binary classifier that
learns from features drawn from sentence-pattern pairings as explained further
in the next section.

3 Classification Based Pattern Selection

The classification-based method to select a set of patterns per sentence for rela-
tion instance extraction is presented in this section. Given a tuple (R, sj , pi),
consisting of a relation R, sj ∈ S (set of sentences) and a pattern pi ∈ P (set of
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different types of patterns such as lexical, syntactic etc.), a binary classifier h is
trained to return the following prediction for a tuple (R, sj , pi):

h(R, sj , pi) =

{
+1 if pi correctly extracts both entities in sj

−1 otherwise
(1)

Each sentence-pattern pair for a specific relation type is represented as a fea-
ture vector φ(R, sj , pi) comprising features {pattern features, hybrid features}
and labels {1,−1} to indicate whether pattern pi correctly extracts arguments
from sentence sj . While any classifier such as Perceptron, logistic regression or
Support Vector Machine (SVM) can be used to construct the above mapping
function h, we used in this study an SVM [22] to construct the mapping func-
tion h.

3.1 Pattern Selection Using the Classifier

Given a test sentence sj , the binary classifier selects an optimum set of patterns
P(sj) such that P(sj) ∈ sj = {pi : h(pi, sj) = 1}. The optimum set of patterns
P(sj) ∈ sj consists patterns pi that are classified as true by the classifier. Further
the subset of patterns are ranked based on the confidence scores provided by the
classifier. This is achieved by fitting a logistic regression model on top of the
distance measure from the decision hyperplane in SVM. libsvm [23], a standard
library for SVM is used to train the classifier and to fit the logistic regression
model to derive confidence scores.

3.2 Features

The different features for the classifier examined in this study are focused on
using n-grams from sentences and patterns and other information such as pattern
type and length of the pattern. However, the features for the classifier need not
be limited to these features alone and can include other features as well. For
example, word embeddings can be used as features to represent the sentence-
pattern pair. The different features used in this study are described below:

Sentence Features. The sentence features are designed to capture the context
of the sentence and includes the following:

(a) n-grams in sentence - the unigram and the bigram terms in the sentence
are used as feature terms.

(b) sentence length - information about the length of the sentence is provided
as features to the classifier. Three features are defined to represent sentence
length based on the number of tokens n in the sentence s and includes the
following: (a) sentence length small if n ≤ 10; sentence length medium if n >
10 and ≤ 30; and sentence length long if n > 30.
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Pattern Features. The pattern features are designed based on the information
obtained from the patterns and includes the following:

(a) pattern type - this feature distinguishes between different types of patterns
i.e., whether a given pattern is a lexical or syntactic pattern based on words or
grammatical relations or both, and semantic pattern. For example, a feature
pattern type lexical is created to indicate a lexical pattern.

(b) n-grams in pattern - the unigrams in the pattern are used as feature
terms.

(c) length of patterns - information about the length of the pattern is also
used as a feature. Three features are defined to capture pattern length based
on the number of tokens n in pattern p and includes the following: (a) pat-
tern length small if n ≤ 10; pattern length medium if n > 10 and ≤ 30; and
pattern length long if n > 30. In addition to this information, the pattern type
is also appended to pattern length to indicate the pattern type. For example, a
lexical pattern with less than 10 tokens would be represented using the feature
lexical pattern length small.

(d) position of patterns - the position of the pattern in terms of its order of
occurrence in the sentence is provided as a feature to the classifier.

3.3 Pattern Types

An important aspect of the proposed classification based approach for per sen-
tence pattern selection presented in this paper is the ability for the classifier to
select from the available different types of patterns for a given sentence. This
study considered three different types of patterns for the classifier (a) lexical pat-
terns; (b) syntactic patterns based on dependency parse; and (c) frame-based
semantic patterns. It needs to be noted that the classifier is not confined to
these three types of patterns. The classifier can be provided with other types of
patterns that can be created for sentences. For example, patterns based on POS
tags or named entity recognition can be used with the classifier. The process of
deriving the pattern types considered in this study is explained below with the
following example sentence:

1. company[Fenrir Inc] is based in the district of location[Osaka], location[Japan].

(a) Lexical Patterns. Following [1], regular expressions are used to define
lexical patterns simply comprising lexical entries between the relevant entities
as shown in List 1. The arguments for each pattern is shown in parenthesis
following the pattern.

List 1 - Lexical patterns: (1) company is based in the district of location
(Fenrir Inc, Osaka); (2) company is based in the district of location,
location (Fenrir Inc, Japan)

(b) Syntactic Patterns. Syntactic patterns for sentences are defined using the
shortest path in the dependency graph [2]. In this study, the following three
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variants of syntactic patterns are used: (a) patterns using words (List 2); (b)
patterns using grammatical relations (grs) (List 3); and (c) patterns using both
words and grs (List 4). The Stanford parser [24] is used to obtain dependency
parse for sentences in this study.

List 2 - Syntactic patterns using words in shortest path: (1) company is
based district location location (Fenrir Inc, Osaka); (2) company is
based district location (Fenrir Inc, Japan)

List 3 - Syntactic patterns using grammatical relations in shortest path:
(1) company nsubj prep prep in prep of nn location (Fenrir Inc, Osaka);
(2) company nsubj prep prep in prep of location (Japan, Osaka)

List 4: Syntactic patterns using words and grammatical relations in short-
est path: (1) company nsubj is company based prep based is district
prep in district prep of location nn location location location
(Fenrir Inc, Osaka); (2) company nsubj is company based prep based is
district prep in district prep of location location (Fenrir Inc, Japan)

(c) Frame-Based Semantic Patterns. The study also considers frame-based
semantic patterns following the frame semantic framework [25]. Frame seman-
tics assign semantic frame elements to words in a sentence [25] to provide a
meaningful representations for lexical entries in the sentence. Semantic parsing
tools such as Semafor [26] is used to derive such semantic frames. The semantic
parse obtained using semafor for the example sentence above is provided below
and the semantic patterns obtained using the semantic parse is shown in List 5.

Frame based semantic parse for Sentence 1: Businesses[Fenrir Inc] is based
in Political locales[district] of Locale[Osaka] Locale[Japan].

List 5: Frame-based semantic patterns: (1) company Businesses Politi-
cal locales location location (Fenrir Inc, Osaka); (2) company Busi-
nesses Political locales location (Fenrir Inc, Japan)

4 Experiments

We explain in this section the two datasets used in this study in Sect. 4.1. We also
describe the evaluation technique employed in this study in Sect. 4.2, where we
explain the process of deriving negative samples for the classifier, the evaluation
metrics and provide more details of the evaluation method followed in this study.
Finally, in Sect. 4.3, we present the results obtained in this study.

4.1 Datasets

Wikipedia Dataset. The distant supervision method was followed to create
the Wikipedia dataset. Specifically, we find all sentences that mentions a pair
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Table 1. Relations in Wikipedia dataset. EP: Entity Pairs; TS: Total Sentences

Relation EP TS Relation EP TS

actor-movie 1613 3147 company-founder 2062 14489

company-location 4550 6908 album-artist 9474 20961

company-product 2890 9122 birthplace-person 4114 21737

director-movie 6537 10651 album-genre 8360 22934

author-booktitle 5076 12245 country-city 4647 45981

Total number of sentences: 168175

of entities in the seed dataset, and consider those sentences as describing the
semantic relationship between the two entities specified in the seed dataset.
DBpedia [27] was used to obtain seed entity pairs for ten different relations,
which were further used to obtain sentences from Wikipedia dump. Sentences
with a mention of at least one entity pair were retained. The dataset for each
relation (details are provided in Table 1) was randomly split in the ratio of 80:20
to create the training and the test set, respectively.

Riedel et al. (2010) [15] Dataset. The Riedel et al. (2010) [15] dataset was
developed with a focus to relax the distant supervision assumption to extract
relations from newswire instead of Wikipedia. However, Freebase was chosen as
the knowledge base for obtaining relations and seed entities. Sentences containing
two related entities were extracted from the New York Times data, resulting
in a large dataset. In this study, we considered ten relations from this dataset
(details are provided in Table 2) to evaluate the proposed classifier-based pattern
selection method for relation extraction. Sentences for each of these relations

Table 2. Relations considered from Riedel et al. (2010) [15] dataset; TS: Total Sen-
tences

Relation TS

rel 1 people deceased person place of death 2541

rel 2 people person place of birth 4265

rel 3 business person company 7987

rel 4 location administrative division country 8860

rel 5 location country administrative divisions 8860

rel 6 location neighborhood neighborhood of 9472

rel 7 people person place lived 9829

rel 8 location country capital 11216

rel 9 people person nationality 11446

rel 10 location location contains 75969

Total number of sentences: 150445
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were randomly split in the ratio of 80:20 to create the training and test set,
respectively.

4.2 Evaluation

Negative Samples for the Classifier. The process of developing the dataset
based on the distant supervision method allows to create patterns that extract
correct entities. However, the proposed method of developing the classifier for
predicting patterns requires negative samples, i.e., patterns that extract wrong
entities. The process of deriving negative samples for the classifier is explained
below using the following example sentence:

companyInterwoven was founded in num1995 in locationCalifornia by Peng
Tsin Ong of locationSingapore, who was also companyInterwoven’s first CEO
and chairman.

In the sentence above, the entity pair (Interwoven, California) is the cor-
rect argument for the company-location relation. Such entity pairs (seed
instances) can be obtained from different knowledge sources such as DBpedia
and Freebase. The distant supervision method allows us to derive the following
two lexical patterns for extract the entities (Interwoven, California). The year
information (1995) is changed to num and the word Singapore is changed to
location to generalize the patterns.

Patterns extracting correct entities
1. <company> was founded in num in <location>
2. <location> by Peng Tsin Ong of location, who was also <company>

However, the presence of the location entity term ‘Singapore’ allows to
derive the following lexical patterns that extract wrong entities (Interwoven,
Singapore) for the company-location relation:

Patterns extracting wrong entities
1. <company> was founded in num in location by Peng Tsin Ong of

<location>
2. <location>, who was also <company>

Thus, such patterns extracting wrong entities are used as negative samples
for the classifier.

Evaluation Metrics. Further, given a pattern l ∈ L, the pattern set obtained
from train data, and a test sentence s ∈ S, the following types of patterns are
defined:

1. matched pattern: the pattern l is defined as a matched pattern for the test
sentence s, iff (if and only if) the pattern l matches the test sentence s.
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2. correct pattern: a pattern l is defined as a correct pattern for the test sentence
s, iff the pattern l matches the test sentence s and correctly extracts the two
arguments (e1, e2) for a given relation r.

The precision of a pattern l is defined as the ratio of number of times the
pattern l is seen as a correct pattern to the number of times it is seen as a
matched pattern on the test set S. Thus, the precision of a pattern l on the test
set S is given by:

Precision (l) =
# pattern l is a correct pattern in S
# pattern l is a matched pattern in S (2)

The overall precision P of the pattern set is obtained by:

P =
1

|L|
∑
l∈L

Precision (l) (3)

where |L| is the total number of patterns in the pattern set.
The recall of a pattern set is measured in terms of its effectiveness or coverage

in applying correct patterns on the test set and is defined as the ratio of the
total number of test sentences on which correct patterns are applied to the total
number of test sentences. Thus, the recall of a pattern set is given by:

R =
# of test sentences with correct patterns

# of test sentences
(4)

Given Precision P and Recall R, the F-score of a pattern set is obtained by:

F-Score =
2 × PR

P + R
(5)

The classification accuracy of the classifier on the test set is reported on two
different set of features: (a) pattern features; (b) hybrid features - combining
features obtained from sentences and patterns. If pc is the total number of cor-
rectly classified patterns and pt is the total number of patterns in test set, the
accuracy of the classifier Accuracy(c) is obtained using the equation:

Accuracy(c) =
pc
pt

(6)

Model selection for optimal parameter estimation was performed as a grid
search through cross-validation on the development set [28].

Evaluation Method. In a regular setting, the large pattern set obtained from
the training set are applied on the test set for relation extraction. At this stage,
the patterns from the train set that match the patterns in the test set are applied
for relation extraction. However, there could be many patterns in the matched
pattern set that extract wrong entities for the targeted relation. The proposed
per-sentence classifier approach for relation extraction is employed to filter such
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patterns from the matched pattern set that extract wrong entities. This filtering
process can help in achieving higher precision, without losing on recall. Thus,
in this study, the matched pattern set from the training set is evaluated against
the filtered pattern set obtained using the classifier for relation extraction. The
evaluation method employed in this study is shown in Fig. 1.

As shown in Fig. 1, the following three pattern sets based on their size are
evaluated: (a) 10% of most frequent patterns; (b) 50% of most frequent patterns;
and (c) full pattern set obtained from the train set. Further, as seen in Fig. 1,
with regard to applying different sets of frequent patterns, the patterns are
initially matched against the test set, following which the matched patterns are
applied to identify correct patterns. However, with regard to the classifier, the
matched pattern set is examined against the classifier to obtain a filtered pattern
set, comprising only those patterns that are positively classified by the classifier.
The filtered pattern set is now applied on the test set for relation extraction.
The precision, recall and F-score for the applied pattern sets in both cases are
recorded for different relations.

Fig. 1. Evaluation methodology for evaluating pattern set obtained using frequent
patterns and classifier.

4.3 Results

The evaluation results of applying the classifier approach proposed in this study
against the regular use of frequency based pattern set for relation extraction is
presented in this section.

Classifier vs. High Frequency Patterns. As seen in Tables 3 and 4, the
per sentence classifier-based approach for relation extraction, achieves statis-
tically significant average F-scores (p ≤ 0.05; Wilcoxon Signed-Rank Test) for
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Table 3. F-score values for relations in Wikipedia dataset.

Relation 10% patterns 50% patterns Full pattern set

Frequent
patterns

Per sentence
classifier

Frequent
patterns

Per sentence
classifier

Pattern
set

Per sentence
classifier

actor-movie 0.72 0.79 0.73 0.82 0.74 0.84

company-location 0.72 0.80 0.73 0.82 0.73 0.84

company-product 0.76 0.82 0.77 0.83 0.77 0.84

director-movie 0.70 0.84 0.70 0.86 0.68 0.87

author-booktitle 0.75 0.83 0.74 0.84 0.74 0.85

company-founder 0.82 0.85 0.83 0.87 0.84 0.88

album-artist 0.69 0.80 0.69 0.83 0.69 0.84

birthplace-person 0.64 0.75 0.64 0.78 0.64 0.80

album-genre 0.69 0.81 0.69 0.83 0.69 0.85

country-city 0.75 0.82 0.76 0.85 0.77 0.86

Average 0.72 0.81a 0.73 0.83a,b 0.70 0.85a,b

astatistically significant against applying patterns based on frequency and full pattern set.
bstatistically significant than using the previous pattern set size.

Table 4. F-score values for relations in Riedel et al. (2010) [15] dataset.

Relation 10% patterns 50% patterns Full pattern set

Patterns
only

Classifier Patterns
only

Classifier Patterns
only

Classifier

Rel 1 0.57 0.57 0.65 0.66 0.68 0.69

Rel 2 0.64 0.68 0.73 0.79 0.79 0.90

Rel 3 0.85 0.87 0.86 0.91 0.84 0.92

Rel 4 0.70 0.72 0.79 0.84 0.82 0.89

Rel 5 0.71 0.73 0.79 0.83 0.82 0.87

Rel 6 0.81 0.87 0.84 0.92 0.83 0.94

Rel 7 0.74 0.80 0.78 0.86 0.80 0.89

Rel 8 0.68 0.71 0.75 0.82 0.81 0.90

Rel 9 0.60 0.63 0.80 0.89 0.79 0.90

Rel 10 0.63 0.66 0.82 0.91 0.84 0.92

Average 0.69 0.72a 0.78b 0.84a,b 0.80b 0.88a,b

astatistically significant against applying patterns based on frequency and
full pattern set.
bstatistically significant than using the previous pattern set size.

relations both in Wikipedia dataset and Riedel et al. (2010) [15] dataset for
pattern sets varying in different sizes. For example, for relations in Wikipedia
dataset (Table 3) the classifier achieves statistically significant average F-scores
of 0.81, 0.83 and 0.85 (p ≤ 0.05;Wilcoxon Signed-Rank Test) against the average
F-score of 0.72, 0.73 and 0.70 achieved by using 10% and 50% of high frequency
patterns, and the full pattern set obtained from the training set, respectively.
A similar performance is seen for relations in Riedel et al. (2010) [15] dataset
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(Table 4), with the classifier achieving statistically significant average F-scores of
0.76, 0.84 and 0.88 (p ≤ 0.05;Wilcoxon Signed-Rank Test) against the average
F-score values of 0.69, 0.78 and 0.80 achieved for 10% and 50% of high frequency
patterns, and the full pattern set obtained from the training set, respectively.
These results indicate that classifier-based approach is significantly useful for
the task of relation extraction.

Further as seen in Tables 3 and 4, the increase in the size of the applied pat-
tern set on test sentence, results in a significant increase in the performance of the
classifier. For example, with the Wikipedia dataset, while the classifier achieves
an average F-score of 0.81 with 10% of high frequency patterns, the classifier
achieves a statistically significant higher average F-score of 0.83 using 50% of
high frequency patterns (p ≤ 0.05;Wilcoxon Signed-Rank Test). The classifier
achieves a further higher average F-score of 0.85 with the use of full-pattern
set obtained from the training data. A similar performance is also seen for rela-
tions in Riedel et al. (2010) [15] dataset as shown in Table 4. While the classifier
achieves an average F-scores of 0.76 with the use of 10% of high frequency pat-
terns, a statistically significant higher average F-score o 0.84 is achieved using
50% of high frequency patterns (p ≤ 0.05;Wilcoxon Signed-Rank Test. A higher
performance is achieved with the use of full pattern set, with the classifier achiev-
ing a higher average F-score of 0.88.

The precision values scored for relations in Wikipedia dataset and Riedel
et al. (2010) [15] dataset is shown in Figs. 2 and 3. The recall values are not
reported here, since both the classifier and high frequency patterns achieve the
same recall for all relations for both the datasets. As seen in Figs. 2 and 3, the
increase in the applied pattern set size results in a decrease in precision values for
majority of relations in both the datasets. This can be the reason for the decrease
in the performance of high frequency patterns, when larger set of patterns are
used. However, on the other hand, the precision score improves with the increase
in the applied pattern set size for all relations. These results further prove the
usefulness of classifier-based approach for the purpose of relation extraction.

Fig. 2. Precision values for relations in Wikipedia dataset.
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Fig. 3. Precision values for relations in Riedel et al. (2010) [15] dataset.

Wikipedia vs. Riedel et al. (2010) [15] Dataset. The proposed classifier-
based pattern selection approach was evaluated on relations drawn from two dif-
ferent datasets: (a) Wikipedia dataset; and (b) Riedel et al. (2010) [15] dataset.
Interestingly, the increase in the size of high frequency patterns lowers the per-
formance of relation extraction, particularly for the Wikipedia dataset. As seen
in Table 3, while an average F-score of 0.72 is achieved with 10% of higher fre-
quency patterns, a slightly higher F-score of 0.73 is achieved with using 50% of
high frequency patterns. However, with the use of the full pattern set obtained
from the training data, a further lower average F-score of 0.70 is achieved. The
decrease in the performance with the increase in the size of the pattern set is
not statistically significant. This indicates that a significantly large proportion of
patterns seen in the test sentences are covered in the top 10% of high frequency
patterns, indicating the usefulness of higher frequency patterns.

However in the case of Riedel et al. (2010) [15] dataset, the increase in
the pattern set size of high frequency patterns does not lower the perfor-
mance of relation extraction. The performance obtained for larger pattern set
of high frequency patterns is statistically significant, with an average F-score
of 0.78 being achieved with 50% of high frequency patterns, while a lower
average F-score of 0.69 is obtained with 10% of higher frequency patterns
(p ≤ 0.05;Wilcoxon Signed-Rank Test). The average F-score (0.80) obtained
using the full pattern set is further higher than employing smaller proportions
of high frequency patterns.

These results show that using high frequency patterns and the full pattern
set for relation extraction is more beneficial for Riedel et al. (2010) dataset. It
needs to be noted that the Wikipedia dataset is developed based on the distant
supervision method where training knowledge base derived from the training
text is employed to obtain patterns from the training text. However, the Riedel
et al. dataset was developed by relaxing the distant supervision assumption,
where an external training knowledge base, not derived from the training text is
used for pattern extraction. Thus, in the case of Wikipedia dataset, the obtained
pattern set from training data suffers from poor precision i.e., extract wrong enti-
ties in spite of matching the test sentences, resulting in the poor performance for
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relation extraction. However, the patterns obtained in Riedel et al. (2010) dataset
are more precise, extracting correct entities given match on test sentences. These
results show that high frequency patterns are more useful for datasets where
distant supervision assumption is relaxed. However, the classifier-based pattern
selection approach surpasses the performance obtained using high frequency pat-
terns and the complete pattern set, indicating the usefulness of classifier-based
approach on both types of datasets.

Classification Accuracy of the Classifier. As mentioned previously in
Sect. 3 SVM was adopted as a binary classifier for this study. The following
two types of feature sets were examined: (a) pattern features - features obtained
from pattern alone; and (b) hybrid features - combining pattern features along
with features obtained from the sentence. The pattern and sentence features
were previously discussed in Sect. 3.

To choose the best kernel for SVM, the classification accuracy of the classifier
for various kernels was examined for the development set of company-location
as shown in Table 5. As seen in Table 5, the Radial Basis Function (RBF) kernel
using the optimal parameters from grid search, achieved the best performance
scoring an accuracy of 69.35 for hybrid features (hf).

Table 5. Classification accuracy (c) of the classifier for various kernels for company-
location dataset (development set). PF - pattern features, HF - hybrid features

Function PF HF

Linear 63.42 63.85

Polynomial (degree 2) 64.71 68.96

Polynomial (degree 3) 62.08 67.05

Radial basis 65.21 69.35

The results in Table 5 indicates that the classification accuracy for all the
kernels improves with the use of hybrid features (hf), compared to using pattern
features (pf) alone. To further confirm this, we evaluated the classifier (choosing
RBF kernel) for different relations both in the Wikipedia dataset and Riedel et al.
(2010) [15] dataset, as shown in Table 6. As seen in Table 6, the classifier achieves
statistically significant performance using hybrid features (hf) in comparison
to using pattern features (pf) alone for both the datasets. For example, the
hybrid features scores statistically significant average of 72.28 and 85.10 against
lower average scores of 68.19 and 76.59 for Wikipedia dataset and Riedel et
al. (2010) [15], respectively (p ≤ 0.05;Wilcoxon Signed-Rank Test). Thus, these
results further strengthen our proposed argument that features drawn from both
sentences and patterns are useful for relation extraction. Based on these results,
the classifier using RBF kernel and hybrid features as chosen as the classification
model.
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Table 6. Classifier results using RBF kernel for different relations in the Wikipedia and
Riedel et al. (2010) datasets. PF - pattern features, HF - hybrid features, *performance
obtained using hybrid features is statistically significant than using pattern features
alone.

Wikipedia dataset Riedel et al. (2010) Dataset [15]

Relation PF HF Relation PF HF

actor-movie 67.24 68.57 Rel 1 70.79 88.81

company-location 65.21 69.35 Rel 2 74.67 79.55

company-product 68.62 75.55 Rel 3 80.44 88.74

director-movie 76.20 77.04 Rel 4 75.44 87.26

author-booktitle 74.24 74.34 Rel 5 76.11 87.65

company-founder 68.48 82.68 Rel 6 82.15 90.84

album-artist 69.33 71.41 Rel 7 79.61 86.17

birthplace-person 60.84 61.52 Rel 8 72.95 81.60

album-genre 67.68 71.21 Rel 9 74.51 82.66

country-city 64.06 71.14 Rel 10 73.45 81.45

average 68.19 72.28* 76.59 85.10*

5 Conclusion

We presented in this paper a classifier-based pattern selection approach for rela-
tion instance extraction. The classifier-based approach for relation extraction
was evaluated against using different proportions of high frequency patterns and
also employing the full pattern set for relation extraction. This paper showed
that employing a classifier to remove patterns that extract wrong entities for
a given relation before applying on test sentences, helps in improving precision
without compromising on recall, which in turn facilitate significant improvement
in the relation extraction task. The results show that an increase in the applied
high frequency patterns results in lowering the performance for relation extrac-
tion, particularly on datasets developed based on distant supervision method.
The results further show that the classifier-based pattern selection approach is
useful for relation extraction on different types of datasets that are developed
following distant supervision and also where the distant supervision assumption
is relaxed.
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Abstract. Linked Data has revamped the representation of knowledge
by introducing the triple data structure which can encode knowledge
with the associated semantics including the context by interlinking with
external resources across documents. Although Linked Data is an attrac-
tive and effective mechanism to represent knowledge as created and con-
sumed by humans in the form of a natural language, it still has a dimen-
sion of separation from natural language. Hence, in recent times, there
has been an increase interest in transforming Linked Data into natu-
ral language in order to harness the benefits of Linked Data in applica-
tions interacting with natural language. This paper presents a framework
that lexicalizes the Linked Data triples into natural language using an
ensemble architecture. The proposed architecture is comprised of four
different pattern based modules which lexicalize triples by analysing the
triple features. The four pattern mining modules are based on occu-
pational metonyms, Context Free Grammar (CFG), relation extraction
using Open Information Extraction (OpenIE), and triple properties. The
framework was evaluated using a two-fold evaluation process consisting
of linguistic accuracy analysis and human evaluation for a test sample.
The linguistic accuracy evaluation showed that the framework can pro-
duce 283 accurate lexicalization patterns for a set of 25 ontology classes
resulting in a 70.75% accuracy, which is an approximately 91% increase
compared to the existing state-of-the-art model.

Keywords: Lexicalization · Natural Language Generation
Linked Data · DBpedia

1 Introduction

The past decade has seen a rapid development of Linked Data [1] in many appli-
cation areas [2]. In essence, Linked Data is a knowledge representation model
which uses a triple data structure which is in the form of 〈subject, predicate,
object〉T . The benefit of this representation is that it supports interlinking infor-
mation by connecting subject or object of the triple using Uniform Resource
Identifiers (URIs). Figure 1 depicts an example scenario of information linking
for two events. Although not shown in this figure, when developing the Linked
Data resource, the subjects are always represented as URIs which support the
c© Springer Nature Switzerland AG 2018
A. Gelbukh (Ed.): CICLing 2017, LNCS 10761, pp. 435–449, 2018.
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linking of information. However, the current specification does not enforce using
URIs for objects, hence they can be represented as URIs, literals, or even as
date-time values. The main benefit of this knowledge representation in the web
is that machines can now consume this structured data unambiguously with less
effort compared to the unstructured text representation.

 1915-05-10

Denis Thatcher

Italy Star

Margaret Kempson Conservative 
Party

Businessperson

Anglicanism

Mill Hill 
School

University of 
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Margaret Thatcher
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Fig. 1. A portion of the Linked Data graph. The graph shows how two entities, Mar-
garet Thatcher and Denis Thatcher, are linked based on the common attributes.

Since the objective of Linked Data is to make the web information machine
understandable, it does not specifically focus on the human friendliness. In
essence, structured knowledge representation in the form of triples is not
obviously an effective method for knowledge acquisition and manipulation for
humans. This creates the need to transform the Linked Data triples into natu-
ral language which is the dominant and the most preferred form of knowledge
manipulation for humans. Existence of such a transformation framework would
have applications in a wide range of domains. For example, a museum kiosk
can store information in Linked Data form, and which can generate the textual
description of artefacts based on the user requests. The importance of such a
service is that users can specify which information they need, and application
would be able to generate a customized description for the user which suits
his/her information need. This humanizes the Linked Data by presenting it as
a natural language, hence would somewhat lessen the feel of interacting with a
machine. In order to implement an application of this type, we need to focus on
techniques that would be able to transform the individual triples into a natural
language text.

This paper presents RealTextlex lexicalization framework which focuses on
transforming triples to their syntactically and semantically correct natural lan-
guage form. The RealTextlex lexicalization framework1 is a part of the Real-
Text project [3–5] which is designed to generate descriptive answers in Ques-
tion Answering over Linked Data (QALD). The framework is comprised of four
sub-frameworks, namely, lexicalization, aggregation (using clustering and rule
based approach), Referring Expression Generation (using ontology classes and

1 http://www.rivinduperera.com/information/realtextlex.html.

http://www.rivinduperera.com/information/realtextlex.html
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personal pronouns), and structure realization. However, in this paper we limit
the scope to the lexicalization sub-framework. Table 1 depicts a sample set of
lexicalization patterns that we expect to build with corresponding triples. The
notation 〈X1,X2,X3〉T denotes a triple where X1, X2, and X3 are phrases. Sim-
ilarly, 〈X1,X2,X3〉L and 〈X1,X2,X3〉R represent a lexicalization pattern and a
relation respectively.

Table 1. Sample set of lexicalization patterns that can be used to transform triples (in
the right) to natural language sentences. Subject and Object are denoted as S? and
O? respectively.

Triple (subject, predicate, object) Lexicalization pattern

〈Margaret Thatcher, birthDate, 1925-10-13〉T 〈S?, was born on, O? 〉L
〈Margaret Thatcher, birthPlace, Grantham〉T 〈S?, was born in, O? 〉L
〈Margaret Thatcher, spouse, Denis Thatcher〉T 〈S?, married, O? 〉L

〈S?, is the wife of, O? 〉L
〈O?, is the husband of, S? 〉L

〈Margaret Thatcher, successor, John Major〉T 〈O?, succeeded, S? 〉L

The framework uses DBpedia [6–8] as the Linked Data resource and the
reasons behind this selection is explained in detail in Sect. 2. The lexicalization
is accomplished using four pattern mining modules implemented in an ensemble
architecture. Each module is equipped with a selection function which selects
the triples to lexicalize.

The rest of the paper is structured as follows. Section 2 provide a discussion on
DBpedia, which is used as the Linked Data resource. The section also describes
the reasons for selecting DBpedia as the principle source of information. Section 3
discusses the framework including the algorithmic details of the four pattern
extraction modules. Section 4 focuses on the evaluation of the framework. We
conclude the paper with future directions in Sect. 6.

2 DBpedia as a Linked Data Resource

A Linked Data resource collects and organizes triples in one of the following
ways; through information extraction, community effort, or by a combination of
the above two. Currently there are hundreds of Linked Data resources providing
structured data on different domains.

Among all these LOD resources, DBpedia plays a significant role in Linked
Open Data cloud. DBpedia extracts information from the Wikipedia and makes
them available as structured data under an extended ontology. It is often referred
to as the crystallization point and nucleus for the web of open data due to the
wide coverage and linkage to other Linked Data resources.
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Table 2 depicts the growth rate of DBpedia for last 7 releases. This shows
that it has evolved rapidly in terms of the number of triples, ontology classes
and the entities.

Table 2. DBpedia growth rate in last 7 releases. Only the number of entities, triples
and ontology classes are considered in the English edition of DBpedia.

Release version Entities (millions) Triples (billions) Ontology classes

2015(b) 6.2 4.3 739

2015(a) 5.9 3.13 735

2014 4.58 3 685

3.9 4.26 2.46 529

3.8 3.77 1.89 359

3.7 3.64 1 320

3.6 3.5 0.672 272

3 RealTextlex Lexicalization Framework

The framework is comprised of four lexicalization pattern extraction modules
which are implemented in an ensemble architecture. The occupational metonym
patterns has the highest priority and it is based on a lexicon which uses the
metonyms to derive lexicalization patterns. The Context Free Grammar (CFG)
patterns use the CFG language generation rules to determine lexicalization pat-
terns. The relational pattern extraction module uses the unstructured text to
extract lexicalization patterns by aligning triples with extracted relations from
the unstructured text. The lowest priority is given for the property patterns
which is based on a predetermined set of templates. This is given lowest priority
because high coverage in template based approach can reduce the language vari-
ety. Furthermore, if one of the module finds a lexicalization pattern for a triple,
then the following modules are not executed.

Occupational
Metonym
Pattern

Processsor

Context Free
Grammar
Pattern
Processor

Relation
Pattern
Processor

Property
Pattern
Processor

Triple +
Metadata

Lexicalization
Pattern

Fig. 2. Schematic representation of the ensemble architecture for lexicalization pattern
extraction. This depicts the pipeline architecture of pattern extraction. However, pres-
ence of a lexicalization pattern extracted from a previous module leads other modules
to be skipped.

The high-level architecture is shown in Fig. 2. The framework takes a col-
lection of triples and associated with metadata as input. This metadata rep-
resents some of the information which is derived computationally and utilizing
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databases. The metadata includes the verbalizations of the triple, ontology class
hierarchy of the subject, information of predicate (whether it requires a mea-
sured number, a date value, or a numerical value as the object), grammatical
gender of the subject, and whether predicate can contain multiple object values.
The triple and metadata collection is then passed to the pattern extraction mod-
ules. The modules are prioritized in the same order shown in the Fig. 2, however,
whether or not to associate a given triple with a lexicalization pattern in decided
by the modules. Furthermore, once a triple is associated with a pattern, the rest
of the modules will not be executed.

3.1 Occupational Metonym Patterns

Occupational metonym [9] can be considered as a semantic representation of
occupation. Some of the examples of occupational metonyms are teacher (used
to represent a person who teaches something), and producer (someone who pro-
duces something).

The commonly used method to form a occupational metonym is the -er nom-
inalization, where a base verb is transformed to a noun by adding the -er suffix.
The base verb which is nominalized is the verb related to the occupation and
thus it provides a semantic representation. Although, -er nominalization can be
generalized to a certain extent, there are some exceptions. For instance, scratcher
and broiler are -er nominalized nouns which are used to denote a ticket which
is scratched and a broiled chicken respectively.

In this research we use these -er nominalized occupational metonyms to derive
patterns for lexicalization. The resulting lexicon is built by identification of -er
nominalized nouns and then manual validation is done to confirm that they
represent a real-world occupational metonym. The patterns are derived based
on the base verb that is provided in the occupational metonym.

Table 3 lists a sample set of occupational metonyms derived from the DBpedia
with the respective lexicalization patterns.

Table 3. Lexicalization patterns based on occupational metonyms

Metonym Subject ontology class Lexicalization pattern

Publisher Book 〈S?, is published by, O? 〉L
Developer Software 〈S?, is developed by, O? 〉L
Designer Software 〈S?, is designed by, O? 〉L

3.2 Context Free Grammar Patterns

Context Free Grammar (CFG) [10] can be used to parse the language as well as
to generate the language. To utilize CFG in language generation tasks, a sample
corpus needs to be parsed and all known CFG rules need to be extracted. In
some scenarios, more representative CFG rules are given the priority to boost
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the accuracy. These rules can be then reapplied to generate language which will
exhibit the same syntactic structure of the source rule. It is also possible to
compile CFG rules manually.

Although CFG based language production is quite straightforward, it cannot
cover all the possible scenarios in a natural language which is full of idiosyncratic
rules. In this research, we utilize CFG as one of the supporting method and its
functionality is limited to a certain pattern type. Essentially, only the triples
which contain the predicate as a verb (either past tense of past participle) are
allocated for CFG based lexicalization patterns. The only exception is that some
of the predicates which are formed using a passive form are also considered as
triples which can be lexicalized using CFG rules.

The limited grammar formalism (G) that is employed in this module can be
expressed as below.

S ⇒ NP V P
NP ⇒ NNP ... NNP
V P ⇒ V BD NP

where, S denotes a sentence which is formed using a NP , a noun phrase and a
V P , a verb phrase. The NP can be further modularized as a collection of proper
nouns. Similarly, V P can be modularized into a past form of a verb and a noun
phrase.

3.3 Relational Patterns

The relational pattern processing module takes the unstructured text collection
as the input and extract lexicalization patterns from the text using Open Infor-
mation Extraction (OpenIE) based methodology. Figure 3 depicts the overview
of the module. The module takes the triple and associated metadata collection
as the input and then proceeds to the following sequence of steps. The first
step pre-processes web based text related to the triples and then extracts rela-
tions from the text collection. The extracted relations are then aligned with
the triples to derive lexicalization patterns. The following sections discuss the
process in detail.

Text
Preprocessing

Relation
Extraction

Triple ↔ Relation
Alignment Pattern Extraction

Pattern
Database

Revision

Fig. 3. Overview of the relational Pattern extraction process
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3.4 Text Pre-processing

In the text pre-processing stage, we extract text related to the triples from
Wikipedia and other web based text resources which provides information related
to the subject of the triple. Wikipedia is considered as a main resource as DBpe-
dia (the Linked Data resource used) is based on the Wikipedia infoboxes. There-
fore, there is a high probability that Wikipedia text contains the textual repre-
sentation for the DBpedia triples. However, Wikipedia itself is not sufficient for
pattern extraction. This is because in some scenarios textual representation is
presented in a form that cannot be extracted as a relation. For example, birth
dates in Wikipedia is provided in brackets next to the first occurrence of the
person name (e.g., Margaret Thatcher (October 13, 1925–April 8, 2013)). To be
able to include the textual representation of such information we collect infor-
mation from other factsheets provided on the internet including biography.com,
imdb.com, and other relevant web sites. The web based text is generally wrapped
in the HTML boilerplates which present another burden in extracting them. To
avoid this we employ the shallow text feature based boilerplate removal algo-
rithm, Boilerpipe [11].

The extracted text is then passed to a co-reference resolution step and resolve
all identified co-references with the name of the subject. This step is designed to
support the alignment phase (see Sect. 3.6) where we attempt to align the triple
with relation arguments derived from the extracted text. In essence, it will not
be possible to align a triple components with referring expressions. Therefore, we
use the Stanford CoreNLP toolkit [12] to substitute anaphora with antecedent.
For example, a paragraph such as,

“Barack Obama is an American politician who served as the 44th President
of the United States. He is the first African American to have served as president.
He previously served in the U.S. Senate representing Illinois from 2005 to 2008.”

Will be converted to,
“Barack Obama is an American politician who served as the 44th President

of the United States. Barack Obama is the first African American to have served
as president. Barack Obama previously served in the U.S. Senate representing
Illinois from 2005 to 2008.”

3.5 Extracting Relations

The relation extraction from free text is a widely studied phenomena in NLP.
Although, several relation extraction approaches exist, they can be categorised
into two main camps, namely, Closed Information Extraction (ClosedIE) and
Open Information Extraction (OpenIE) [13].

ClosedIE which is the traditional relation extraction approach is based on rule
based, kernel, or sequence labelling methods. These methods induce several key
pitfalls in the ClosedIE based applications. These are the need of hand-crafted
rules and hand-tagged data where both require expensive human involvement.
In addition to the resource expensiveness, the labelling process need to make
sure to maintain a high inter-annotator agreement. Another inherent key issue

http://biography.com
http://imdb.com
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with such tagging is that they are domain sensitive which in turn necessitates
development of multiple closed domain relation extractors.

On the other hand, OpenIE addresses the issues highlighted in the ClosedIE
process by extracting relations based on relational phrases. A relational phrase
is a natural language phrase that represents a relation. This approach makes the
relational extraction scalable and as well as generalizable for different languages.
On the other hand as relational phrases are based only on the linguistic knowl-
edge (not on the domain knowledge), it can be applied over multiple domains.
Thus this makes it more suitable for a relation extraction process which utilizes
the web based unstructured text.

In particular, we utilize the Ollie for the relation extraction phase. Ollie
presents some key advantages over other OpenIE frameworks, such as Reverb and
ClauseIE. Both Ollie and Reverb use seed relations to initiate the process which
is not seen in ClasueIE [14] which is naively employs the dependency parsing to
identify the relations. And Ollie is the successor of Reverb and contains more
seed relations compared to the Revereb.

3.6 Aligning Triples with Relations

Once the relations are extracted using OpenIE, we have to then align them with
the triples to extract potential lexicalization patterns. The alignment is made
only for the subject and the object. The predicate does not need to be aligned
as we are looking for the natural language representation of the predicate.

The alignment is calculated using the Phrasal Overlap Measure (POM) as
below.

simpom(s1, s2) = tanh

(
overlap (s1,s2)

|s1| + |s2|
)

(1)

where, s1 and s2 are two text strings and overlapphrase (s1,s2) is calculated
using (2).

overlap(s1, s2) =
n∑

i=1

∑
m

i2 (2)

where, m is a number of i-word phrases that appear in text string pairs.
There are occasions where triple objects can be represented in multiple ways.

For example, a date object can be represented in multiple formats (e.g., 2012-
06-18 ⇒ {18 June 2012; June 18, 2012}), measured number can be represented
in different units (e.g., 100 m ⇒ {100 m; 100 m; 10000 cm; 0.1 km}), numerical
values can be verbalized to different formats (e.g., 2.3× 108 ⇒ {2.3 billion, 2300
million}).

Table 4 explains the three data formats that are further verbalized associating
them different formats.

Since, we have no prior knowledge whether arguments in relation is aligned
with the triple subject and object, an initial calculation is performed to find
out the best matching order. In essence, given relation 〈arg1, rel, arg2〉R and
the triple 〈subject, predicate, object〉T , subject and object align with arg1 and
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Table 4. Verbalization process for selected data formats

Data format Verbalization process

Date The dates are transformed to most commonly used 7 different
formats. Technically this is accomplished by Java date
formatting functions

Measured Values We provided coverage for 9 different measurements including
meter, dollar, celsius, and kilogram. The measurement
information associated with the triple as metadata is used for
the conversion process with hand-coded functions for each
measurement unit

Normal numbers Normal numbers are verbalized for 5 scales and if they contain
decimal values they are formatted for four different decimal
formats

arg2 respectively as determined by the first record in Table 5. The inverse of
this function is used to determine whether subject and object align with arg2
and arg1 respectively as shown in the second record in Table 5. The pattern
alignment phase generates alignments with different POM values. Therefore, a
threshold value must be defined to select the best alignment from the candidates
to extract the pattern. This threshold value is set to the alignment of a triple to
a relation were in both subject and objects have a single token (〈Steve, founder,
Apple〉T ⇒ 〈Steve, is the founder of, Apple 〉 R). This resulted in the value of 0.21
as the POM measure to select the alignment to extract lexicalization patterns.

Table 5. Conditions required to decide the alignment of the triple with relation

Required Conditions Alignment result

(simpom(subject, arg1) > simpom(subject, arg2))
∧ (simpom(object, arg2) > simpom(object, arg1))

(subject
align−−−→ arg1) ∧

(object
align−−−→ arg2)

(simpom(subject, arg2) > simpom(subject, arg1))
∧ (simpom(object, arg1) > simpom(object, arg2))

(subject
align−−−→ arg2) ∧

(object
align−−−→ arg1)

3.7 Extracting Lexicalization Patterns

Aligned patterns from the previous module are used to extract lexicalization
patterns by substituting the subject and object with expressions, S? and O?
respectively. However, the pattern extraction process does not naively extract
relation patterns from the relations, instead following two steps (described in
Sects. 3.7 and 3.8) are executed to generate generalizable and cohesive patterns.
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Search for the Best Matching Verbalization. Instead searching for the
object in the relation to substitute it with expression, the best matching verbal-
ization of the object is used. This is if the triple object is used then a partial
match may cause a information loss or existence of unnecessary information.

Mapping Triple Object to Compound Tokens in Relation Arguments.
In some scenarios, although a triple object cannot be directly aligned with the
relation argument, it can be mapped to a compound noun phrase in relation argu-
ment. For example, the relation 〈Bill Clinton, is married to, Hillary Diane Rod-
ham Clinton 〉 R and the triple 〈Bill Clinton, spouse, Hilary Clinton〉T . Although
both are aligned, the pattern extraction process cannot simply substitute the
arg2 with object expression because arg2 is a compound phrase although it has
the same meaning as triple object.

To address this scenario, we introduced the compound phrase substitution
with dependency tree based compound noun identification. We first aggregate
the relation elements and then do a dependency parse of the sentence. Figure 4
depicts the dependency parse of the aforementioned relation with respective
POS tags. The typed dependencies with compound relations are extracted and
transformed to phrases. These phrases are then analysed to check whether triple
object values exist in the compound phrase. If such an existence is found then
it is substituted with pattern object expression.

Fig. 4. Compound nouns with the compound typed dependency relation

3.8 Property Patterns

The property patterns are predefined pattern templates which are based on the
predicates. The module contains 5 such patterns which can be applied only
for particular predicates. Table 6 depicts the property patterns with example
predicates, triples, and resulting lexicalizations.
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Table 6. Property patterns with example triples

Pattern Predicates Triples Resulting
lexicalization

〈S?’s P?, is, O? 〉L birthName 〈Margaret Thatcher,
birthName, Margaret
Hilda Thatcher〉T

Margaret Thatcher’s
birth name is
Margaret Hilda
Thatcher

〈S?, has, O? P? 〉L Championships 〈Michael
Schumacher,
championships, 7〉T

Michael Schumacher
has 7 championships

〈S?, is, O? 〉L Type 〈Manhattan Bridge,
type, Suspension
bridge〉T

Manhattan Bridge is
a suspension bridge

〈P? in S?, is, O? 〉L numberOfPages 〈The Lost World,
numberOfPages,
816〉T

Number of pages in
The Lost World is
282

〈S?, P?, O? 〉L isPartOf 〈Scotland, isPartOf,
United Kingdom〉T

Scotland is part of
United Kingdom

4 Evaluation and Results

The evaluation of the framework focused on both linguistic correctness and a
human evaluation which focused on readability and the accuracy for a sub-
sample of the generated lexicalization patterns. The second test is limited to a
random sub-sample due to the resource limit which is pertinent to any human
evaluation process. The complete test set contained 28 entities randomly selected
from DBpedia which represented 25 ontology classes. To support the relational
patterns, text was extracted from the web and pre-processed for each of the
entity presented in the collection.

4.1 Linguistic Accuracy Evaluation

This evaluation focused on evaluating the lexicalization patterns extracted for
each of the entity for their linguistic accuracy. Figure 5 shows the result of this
evaluation phase. The figure shows all triples for a particular entity, triples asso-
ciated with correct lexicalization patterns, and triples which are not associated
with a lexicalization pattern.

4.2 Human Evaluation

Five postgraduate students evaluated a random sample of 40 lexicalization pat-
terns for the accuracy and readability in 5-point Likert scales. All the partic-
ipants rated the questions for accuracy and readability with inter-rater agree-
ment measured using Cronbach’s alpha with values 0.866 and 0.807 respectively.
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Fig. 5. Lexicalization pattern evaluation for linguistic accuracy. Entities are denoted
as E-1 to E-28.

Table 7 shows further statistics related to the inter-rater agreement It is clear
according to the table that participants have a good agreements as dropping of
any participant’s rating does not significantly affect the overall alpha value.

Table 7. Summary of the statistics related to inter-rater agreement in evaluation

Participant Accuracy Readability

Cronbach’s
α

Item-total
correlation

α if Item
Deleted

Cronbach’s
α

Item-total
correlation

α if Item
Deleted

P1 0.866 0.685 0.841 0.807 0.591 0.773

P2 0.672 0.843 0.683 0.740

P3 0.667 0.844 0.593 0.771

P4 0.705 0.834 0.561 0.781

P5 0.723 0.829 0.551 0.783

Table 8. Categorized weighted average of ratings for accuracy and readability

Weighted Average of ratings Accuracy Readability

1.0–2.0 1 1

2.1–3.0 0 0

3.1–4.0 11 10

4.1–5.0 28 29



An Ensemble Architecture for Linked Data Lexicalization 447

Table 8 shows the lexicalization patterns categorized based on the weighted
average of human ratings for both accuracy and readability.

4.3 Discussion

The linguistic accuracy evaluation showed that the framework has generated
283 accurate lexicalization patterns for a 400 triples. This shows that framework
has achieved 70.75% accuracy level. Compared to a similar existing system, the
Lemon model [15] which achieved 37% accuracy level in full automatic mode,
our model performed with a much higher level of accuracy. The weighted rating
for pattern accuracy and readability as rated by human evaluators showed a
correlation for our surface level analysis. To analyse this further we performed
a two-tailed Spearman correlation analysis which resulted in 0.828 correlation
coefficient (p< 0.01). This shows that accuracy of a lexicalization pattern has an
effect on the readability. The weighted averages from the human evaluation (refer
Table 8) shows that majority of the participants have rated the lexicalization
patterns in the range of 4.1–5.0 which shows that generated patterns are in
good level of accuracy and with a readability level.

5 Related Work

Duma and Klein [16] introduce template based approach to lexicalize triples.
The approach is mainly focused on triple graph lexicalization instead of individ-
ual triple lexicalization. The proposed approach by Duma and Klein [16] uses a
triple collection and a text collection which contains the natural language repre-
sentation of the triples. The model then attempts to extract candidate sentences
that contain the triple subjects and objects. Next these sentences can be used as
templates by substituting the subjects and objects with new triple components.
One of the main drawback in this model is that it uses a very naive approach
towards the template generation as it does not consider removing adjectives or
adverbs in the candidate sentence as such additional tokens can decrease the
generalizability of a template. On the other hand, a text collection with multiple
sentences will often contain higher number of referring expressions and it will
not be possible to match the exact subject or object text to the ones that are in
the sentences. Therefore, a co-reference resolution step is necessary to carry out
before the template extraction. However, the proposed approach in this paper
introduces such additional functions to generate more accurate lexicalization
patterns for a given triple.

The corpus based triple lexicalization approach presented by Walter et al.
[15], is the only triple lexicalization approach that closely resembles with our
objective which is lexicalizing individual triples. Walter et al. [15] use the depen-
dency paths between subject and object mentioned in a candidate sentence to
extract lexicalization patterns. However, our initial experiments showed that this
approach fails completely when provided with sentences with grammatical con-
junctions. Specially, when there exist complex dependency paths between the
subject and object, the model is not able to find a cohesive pattern.
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Ell and Harth [17] present a framework that generates RDF verbalization
templates for a triple graph. The templates are extracted using the maximal
sub-graph pattern extraction. However, the proposed approach in this paper
uses four different pattern extraction methods which collectively contribute for
the triple lexicalization. On the other hand, as mentioned in the beginning of
this section, our focus in this research is to generate lexicalization patterns for
individual triples while Ell and Harth focus on lexicalizing a triple graph.

6 Conclusion and Future Directions

This paper introduced RealTextlex lexicalization framework which is designed as
an ensemble architecture of four different pattern mining modules. The frame-
work was evaluated in two forms and both showed that framework is able to
generate syntactically correct lexicalization patterns without compromising the
semantics associated with the Linked Data triples. The framework also achieved
higher accuracy compared to the approach presented by Walter et al. [15] which
works in a very similar context to the our research.

The future work of this research will focus on improving the pattern mining
modules further to generate high quality lexicalization patterns. In addition, the
lexicalization framework will be used in Question Answering (QA) systems [18–
20] to generate descriptive answers using lexicalized triples. To accomplish this
aim, the framework proposed in this paper will be integrated into some of the
other research frameworks [21,22] that we have built in the QA domain which
focus on answer presentation.
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Abstract. The automatic extraction of relations between medical entities found
in related texts is considered to be a very important task, due to the multitude of
applications that it can support, from question answering systems to the
development of medical ontologies. Many different methodologies have been
presented and applied to this task over the years. Of particular interest are hybrid
approaches, in which different techniques are combined in order to improve the
individual performance of either one of them. In this study, we extend a pre-
viously established hybrid framework for medical relation extraction, which we
modify by enhancing the pattern-based part of the framework and by applying a
more sophisticated weighting method. Most notably, we replace the use of
regular expressions with finite state automata for the pattern-building part, while
the fusion part is replaced by a weighting strategy that is based on the opera-
tional capabilities of the Random Forests algorithm. The experimental results
indicate the superiority of the proposed approach against the aforementioned
well-established hybrid methodology and other state-of-the-art approaches.

Keywords: Natural language processing � Relation extraction
Supervised learning � Support Vector Machines � Random Forests
Weighted fusion

1 Introduction

The onset of the digital era and notably the advent of the internet have not only
changed the way people communicate and entertain themselves but have also altered
fundamentally their working practices and needs. The medical domain has been on the
forefront of these changes, as medical professionals have been exploiting the latest
advancements of research and technology in order to improve their services since the
very beginning. But this wealth of information is sometimes overwhelming and diffi-
cult to tackle manually. A certain level of automation in information extraction is
imperative, especially when non-medical practitioners, like patients or their families,
are involved. In most cases these people do not possess the ability to fully understand
the language used by the professionals since there is a great knowledge gap between
the two groups. The rich in terminology patient history reports is one such area,
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especially when these are riddled with acronyms tailored to the medical domain. The
same holds for online resources, like dedicated medical sites and forums, which users
often consider when soliciting for information on drugs, diseases or treatments.

Medical concept relation extraction deals with the automatic extraction of relations
that exist between entity types relevant to this domain, such as treatment, test or
disease, among others. This task has been the focal point for a lot of researchers, due to
many applications that it can support, such as the creation of medical ontologies and
content representation that could serve as basis for medical content retrieval and
question answering systems, as well as decision support services for doctors.
According to [1], “identifying relations between medical entities in clinical data can
help in stratifying patients by disease susceptibility and response to therapy, reducing
the size, duration, and cost of clinical trials, leading to the development of new
treatments, diagnostics, and prevention therapies”.

Traditionally, studies on medical relation extraction have relied on rule/pattern-
based linguistic approaches, machine learning ones and also on hybrid systems that
combine linguistic templates and machine learning in order to improve their results. An
example of a hybrid framework for medical relation extraction is the approach intro-
duced in [2] and further evaluated in [3], which relied on two different methodologies:
(a) relation patterns defined by human experts via regular expressions and (b) Support
Vector Machine (SVM)-based classification based on three types of extracted features,
namely lexical, morphosyntactic and semantic features. Fusion of the results from these
two methodologies was achieved by means of a strategy, which relied on the training
examples of a given dataset, giving more influence to the relation patterns when few
training examples were available for a certain relation type and more influence to the
machine learning approach when enough examples were provided.

In this paper, the focus is shifted towards the relation extraction task of the 2010
i2b2/VA challenge, which required the extraction of eight types of semantic relation-
ships found between the medical concepts of the given dataset. The other parts of the
contest involved the extraction of the medical concepts themselves and also the
annotation of the assertions made about these concepts. We are inspired by the hybrid
approach described above and we extend it with an innovative pattern-construction
method, based on finite state automata, and a novel weighted fusion strategy. More
specifically, we approach the creation of linguistic patterns not via the use of regular
expressions, as in the case of [2], but by using node-based finite state automata, which
can include information like the part of speech (POS) and the inflection of a lexical unit
or even contain whole gazetteers of words inside a node.

As an additional novelty, we introduce the use of a Random Forests (RF) classifi-
cation model, which provides the weighted fusion values for the pattern-based and
machine learning modules of the relation extraction framework based on its operational
performance on the training set, with the use of the out-of-bag (OOB) error estimate
[4]. It should be noted that we keep the use of the SVM classifier for the machine
learning module of our framework, due to its demonstrated superiority in many natural
language processing (NLP)-related classification tasks. Our hybrid framework is
applied to the currently available partial version of the 2010 i2b2/VA challenge dataset
[5] and the experimental results demonstrate its superior performance, compared to a
number of considered approaches.
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The rest of this paper is organised as follows: In Sect. 2, the theoretical background
and an outline of the relevant literature are provided. In Sect. 3 the proposed hybrid
relation extraction approach is described, while Sect. 4 provides the experimental
framework of our study. In Sect. 5, the results of the experiments are presented and
discussed. Finally, Sect. 6 concludes the paper.

2 Related Work and Theoretical Background

In this section, since the biomedical domain constitutes the point of interest of the
current study, we report previous work on relation extraction in this field. In addition,
we provide information on the theoretical background, as well as the related work for
the Random Forests (RF) and Support Vector Machines (SVMs) machine learning
methods.

As already mentioned in Sect. 1, three main types of methodologies have been
proposed over the years for concept relation extraction: the rule/pattern-based linguistic
approaches, the statistical/machine learning approaches and the hybrid ones, which
combine both approaches.

Pattern-based systems have been used in the biomedical domain since the early
2000s and have mainly approached the problem as a text classification one. [6] tried to
extract and structure information related to molecular pathways with their GeneWays
system. A year later, [7] attempted to extract similar relationships between genes,
proteins, drugs and diseases.

However, the term “relation extraction” is only part of the problem called “relation
classification”, which was first introduced in [8] and entails the extraction of the
semantic roles and the recognition of the relationship that holds between them. It was a
very influential study that explored five generative graphical models and a neural
network to identify seven different relationships that can be found between “treatment”
and “disease” entities. The corpus that was used in their work originates from “The
BioText Project”, is known as the “MEDLINE 2001” corpus and has since been widely
used in relation extraction tasks. In [9], a Conditional Random Fields (CRF) classifier
was used because of the need to detect the medical entities and at the same time, the
relations between them. The semantic relations between diseases and treatments, as
well as between genes and treatments were targeted, which were classified into seven
and five predefined types respectively. All experiments were conducted on the
“MEDLINE 2001” corpus. Relation extraction between entities in literature text
(Medline abstracts) was conducted by [10], via the use of kernel-based learning
methods. The method involved a customization of the standard tree kernel function “by
incorporating a trace kernel to capture richer contextual information” and resulted in
outperforming word and sequence kernels.

The framework that currently claims the best results between treatments and dis-
eases on the MEDLINE 2001 corpus is the one presented in [11], which uses a hybrid
feature set for the classification of relations. The major differentiation is in the semantic
feature set, where verb phrases are ranked using the Unified Medical Language System
(UMLS), while the relations are classified by SVM and Naïve Bayes models.
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2010 was a year that marked a great insurgence of research in the medical concept
extraction domain and this was due in no small part to the respective i2b2 Shared-Task
and Workshop. The contest gave the research community the incentive by supplying a
pre-annotated corpus with concepts, relations and assertions. Since then, the contest’s
best ranking systems are considered as the reference, against which all new ones are
benchmarked.

The research, which is underway in the extraction of biomedical relationships, has
also been receiving growing attention, “with numerous biological and clinical appli-
cations including those in pharmacogenomics, clinical trial screening and adverse drug
reaction detection”, as [12] are outlining in great detail. In addition, there have been
some recent approaches based solely on Convolutional Neural Network (CNN) models.
For instance, in [13], a CNN-based model is implemented in order to extract the
semantic relations found between medical concepts and with the goal “to learn features
automatically and thus reduce the dependency on manual feature engineering”. The
method is applied to the currently available partial version of the 2010 i2b2/VA
challenge dataset with promising results.

Random Forests (RF) is a well-known machine learning method [4], used with
great success in many applications. Its basic idea is the construction of a multitude of
decision trees, which can be used for classification and regression purposes. There is
randomness in the operational procedures of RF in two different ways: 1) Each decision
tree is constructed on a different group of data, sampled randomly with replacement
(bootstrap) from the training set, and 2) During the construction of each decision tree,
the best split at each node is determined based on a randomly selected subset of the
variable set. An estimation of the generalisation error of RF can be provided by means
of an inherent method called out-of-bag (OOB) error. In a nutshell, only approximately
2/3 of the original data examples are used in a specific bootstrap sample during the
construction of a decision tree. The rest of the original data examples (approximately
1/3), called OOB data, are used for testing the performance of the constructed decision
tree. The OOB error is the averaged prediction error for each training case, using only
the decision trees that do not have that training case in their bootstrap sample. As
already mentioned, RF has been successfully applied to many disciplines. Specifically
in the biomedical domain, there have been applications of RF for automated diagnosis
of diseases [14], electromyography (EMG) signal classification [15], or in the context
of brain-computer interfaces (BCI) [16], among others. Finally, the use of late fusion
strategies based on RF’s operational capabilities in the context of multimodal news
articles classification has been investigated in [17].

Support Vector Machines (SVMs) [18] are supervised learning methods used for
solving pattern recognition problems. Their basic notion lies in hyperplanes, which are
used to separate sets of data points with different class memberships in multidimen-
sional spaces. The effectiveness of SVMs in NLP classification tasks and more
specifically, for relation extraction, can be highlighted by the fact that the highest
performance for the relation extraction task in the 2010 i2b2/VA challenge was
achieved by [19] with their supervised approach. This approach employed an SVM
classifier to identify relations, which was informed by several resources such as
Wikipedia, WordNet, General Inquirer and a relation similarity metric. Furthermore,
the only hybrid system participating in the challenge, employing an SVM classifier
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together with manually constructed linguistic patterns was developed by [20]. Finally,
[1] used an SVM classifier with a combination of lexical, syntactic and semantic
features, terms extracted from a vector-space model created using a random projection
algorithm, as well as additional contextual information extracted at sentence-level to
detect relations.

3 Hybrid Relation Extraction Approach

In this section we present the proposed framework for the medical relation extraction
problem, which is illustrated in Fig. 1. It consists of two main modules for relation
extraction (a pattern-based and a machine learning one) and a weighting module for the
fusion of the results provided by each module.

Pattern-Based Module. While developing a pattern based method one has to consider
the many forms that are often utilised in natural language to express the same thing.
These variations need to be taken into consideration when devising the manually
constructed rules and patterns, in order for the system to deliver the optimal results.
This exact fact is also what makes pattern based methods complex and time consuming
to develop. The procedure is not without limitations, with the most important being that
the patterns need to be exhaustive enough to cover all possible language variations but
manage it without overlapping each other. Therefore, the set of patterns that is created
must be finely tuned in order to avoid conflicts that can invalidate the extraction results.
Another limitation is that the pattern creation is largely dependant on the corpus, which

Fig. 1. Proposed relation extraction framework
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dictates a certain degree of flexibility and adaptation when there is the need to apply the
method to a new corpus.

The method of choice revolves around finite state automata, which, while being the
simplest level of grammar and well understood by users who write rules, is also a
technique versatile enough to enable detailed description of complex linguistic phe-
nomena as well as permit the generation of output files rich in linguistic information.

Thus, for the semantic relation extraction task, a set of patterns is constructed for
each target relation after examining the structure of certain natural language expres-
sions and detecting common forms in them. This is usually possible with the use of
regular expressions and by exploiting keywords usually found in clinical texts, like
cure, treat, drug and side effect. It is the most commonly used method and the one
employed by [3] in their MEANS system. However, the current paper adopts an
approach which is based on the exploitation of finite state automata (or graphs) via the
use of the corpus processing suite Unitex [21], in order to overcome any limitations that
are encountered when utilising regular expressions. The pattern-building procedure is
done through a powerful interface that enables the manipulation of interconnecting
nodes, in order for the user to achieve the most descriptive pattern possible. These
nodes may contain a POS, a regular expression, a multitude of linguistic filters (e.g. the
feminine plural forms of an adjective) or even whole graphs. A major differentiation
compared to simple regular expressions, which ultimately plays a pivotal role in the
effectiveness of a Unitex-made graph, is the ability to exploit the rich in linguistic
information incorporated dictionaries. These have been manually created and contain
the grammatical attributes, such as POS or inflection, for the whole of the English
vocabulary. In addition to the default integrated dictionaries, Unitex also supports the
creation of custom ones which can be populated with specialised entries such as disease
or treatment terminology.

Each relation targeted by the pattern-based module is being represented by a
number of dedicated, manually constructed patterns that locate medical
entities/concepts, which appear in pairs in a sentence. A weighted label of specificity is
allocated to each pattern in order to solve ambiguous matches, since different relations
can be expressed in similar manners (for each pattern, the more detailed the repre-
sentation of the lexical context, the more specific the weight that gets allocated). The
pattern weights that correspond to the assigned labels take the values of 1 for the most
specific relation type pattern, 0.75 for a fairly specific one and 0.50 for low specificity
patterns (i.e. R1 = 1, R2 = 0.75, R3 = 0.50, with R1 being the most specific relation
(R)). When the entity pair meets the criteria laid out by one of these patterns, the
respective label is assigned. To be more precise via an example, the phrase “He had
been noting night sweats, increasing fatigue, anorexia, and dyspnea, which were not
particularly improved by increased transfusions or alterations of hydroxy urea.” can be
represented with the automaton of Fig. 2, while one of the possible output sentences is
represented as (E1 = entity1 and E2 = entity2): He had been noting night sweats,
increasing fatigue, anorexia, and <E2> dyspnea </E2> which were not particu-
larly <TrWP2> improved by </TrWP2> <E1> increased transfusions </E1> or alter-
ations of hydroxy urea.

All grey boxes invoke secondary graphs with similar formalism to this one, which
contain relevant information to their title. The nodes “disease/signORsymptom” and
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“treat/cadec_drug/gene_unknown” enclose the relevant dictionaries, while the nodes
“negation”, “possession”, “conjunction” describe the respective syntactic functions.
Lastly, the white node, which is the only one not evoking another graph, is determining
the output of the box, which in this case is the relation type <TrWP2> (Treatment
Worsens Problem with level 2 specificity). In total, around 350 patterns were created, a
number that also includes assistive graphs, like the ones used to handle lexical units of
trivial importance found between or around the target entities (test_{10}/test_{20}).

Machine Learning Module. In the training phase, a linear SVM classifier is trained
on features extracted from a given dataset in order to describe each example. The
extracted features fall into three types: lexical, morphosyntactic and semantic features.

The lexical features include the entities’ position in the phrase, the words that form
each entity and their immediate context; the words before, after and between them.
Also of importance are their lemmas. The morphosyntactic features include the POS
(extracted by the Stanford CoreNLP suite [22]) of the lexical units in question, the
number of words that form each entity, the verbs before, after and between the entity
pairs. Finally, the semantic features refer to the concepts associated to the target
entities, as well as those found in their close vicinity; before, after and between them.
They are all derived from the online resource UMLS [23], which is a software suite that
encompasses various health-related vocabularies and standards to allow for interactions
between computer systems. Another type of feature, which carries semantic informa-
tion and is provided in the dataset, is the concept type of each entity. However, it was
decided that, while such a feature is positively helpful and already available in the
given dataset, it wouldn’t be included in the feature set of the used classifier. The
reason behind this decision lies in the non-existent availability of a reliable
resource/procedure that can provide equivalent values in a real–life, non-laboratory
scenario.

Fig. 2. Finite state automaton representing the “TrWP” relation type.
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In the testing phase, for any instance where its relation type is considered to be
unknown, the trained SVM model outputs a prediction of the relation type in the form
of probability scores.

Weighting Module. The probability scores from the pattern-based and machine
learning modules are combined using weighted fusion. Different weights are assigned
to each module and for each class (relation type). In order to output the final probability
that a case is relevant to a class R, the predicted scores Ppb (from the pattern-based
module) and Pml (from the machine learning module) are first multiplied by their
corresponding weights Wpb and Wml and are then summed, as in Eq. (1). The relation
type with the highest fused probability score is assigned to each test set instance.

Pfused Rð Þ ¼ Wpb Rð Þ � Ppb Rð Þ� � þ Wml Rð Þ � Pml Rð Þð Þ ð1Þ

In this study, we propose a weighting method, which relies on a different classifier
than the one used in the machine learning module. Specifically, an RF model is trained
on the training examples in order to leverage an operational capability exclusive to this
algorithm. This capability is the out-of-bag (OOB) error, which provides an estimation
of the generalisation error of RF. During the training of the RF model, a portion of the
original data examples (approximately 1/3), called OOB data, are used for testing the
performance of each constructed decision tree. The accuracy of the trained RF model
on the OOB data is calculated for each class (relation type) separately and the corre-
sponding scores are assigned as weight values to the machine learning module. The
sum of the weights for the two modules must be strictly equal to 1. This means that the
pattern-based weight for a relation R is the complement of the corresponding machine
learning weight, Wpb(R) + Wml(R) = 1.

4 Experimental Framework

Dataset. The proposed approach was evaluated on the relation extraction task of the
2010 i2b2/VA challenge, which has been the reference for nearly every competing
system working on medical relation extraction. The task’s focus was on eight relation
categories, as it can be seen in Table 1. The eight relationships can be further classified
into three sub-groups of the treatment-problem (TrIP, TrWP, TrCP, TrAP, TrNAP),
test-problem (TeRP, TeCP) and problem-problem (PIP) variety. The vast majority of
training examples that can be found in the dataset belongs to the TrAP, PIP and TeRP
relations, with 885, 755 and 992 examples respectively. This number amounts to
84.39% of the dataset examples, which is a problem in itself as the remaining 15.61%
that represents the five less populated classes is not enough to effectively feed the
training procedure of the classifier in order to produce acceptable results. This fact
alone renders the presence of a pattern-based module imperative, which not only
rectifies the problem of the sub-populated classes, but also aids in the amelioration of
the final results in their entirety.
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The original dataset consisted of 394 training reports, 477 test reports, and 877
unannotated reports, while currently, the dataset is only partially available for research,
due to IRB limitations, with 170 training and 256 test reports, respectively.

Experimental Setup. The LibSVM [24] wrapper class contained in the Weka machine
learning software was used to train the linear SVM models of the machine learning
module. The main SVM parameters C and gamma, received values of 1 and 0,
respectively. In the training procedure one binary classifier (mono-class) was trained
for each relation type. For weight assignment, two different strategies were tested. In
the first strategy (proposed in [2]), the weight values are directly analogous to the
frequency of each relation type in the training set examples. The second strategy is the
one we propose for our hybrid approach, based on the RF OOB error estimate. The RF
classification model was trained using the scikit-learn python library. The number of
trees in the trained RF model was set to 1000. Finally, for the evaluation of the
performance of all configurations the micro-averaged values for the precision, recall
and F-score measures were computed.

5 Experimental Results

The test set results from the experiments conducted in this study are compared in
Table 2 with state-of-the-art systems. Rows 2 and 3 of Table 2 contain the results from
our system and from the one we use as a baseline approach. It should be noted that all
experiments for these two hybrid systems were conducted with the use of our own
patterns, as it is not possible to recreate the exact patterns used in [2]. We observe a
2.6% relative improvement (in terms of micro-averaged F-score) in the performance of
our system, when compared to the baseline system. This improvement is satisfactory,
considering that only the weighting strategy changes are taken into account. No reliable
comparison can be made on a pattern level, until the two systems are compared on the
same dataset. We would like to note that in general, the finite state automata of our
pattern-based module were specific in their performance, with a high micro-averaged
precision value (0.772) and a low micro-averaged recall value (0.292). In row 4 of
Table 2, [13] trained a convolutional neural network on the exact same limited I2b2
dataset that we also used in our experiments. Rows 5–8 of Table 2 present the

Table 1. Details of the dataset.

Relation type Examples

TrIP Treatment improves medical problem relations 51
TrWP Treatment worsens medical problem relations 24
TrCP Treatment causes medical problem relations 184
TrAP Treatment is administered for medical problem relations 885
TrNAP Treatment is not administered because of medical problem relations 62
PIP Medical problem indicates medical problem relations 755
TeRP Test reveals medical problem relations 992
TeCP Test conducted to investigate medical problem relations 166
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performance and type of the relation extraction systems that scored the highest in the
I2b2/VA challenge (they used the full dataset, so the machine learning part was trained
with more data). We notice that our proposed system outperforms all considered state-
of-the-art approaches, to a lesser or greater extent. Most notably, there is an approxi-
mate 7% relative improvement in our system’s performance, compared to the best I2b2
hybrid system [20].

Furthermore, Table 3 presents the added value that the integration of the pattern-
based module brings to our hybrid system, compared to the use of the machine learning
module only. We notice an overall improvement in the F-score values for the different
relation types of the dataset. The biggest gains are observed in the TrNAP and TeCP
relation types, with a relative improvement of 320.6% and 133.6%, respectively. If we
specifically observe the results for the relation types, for which there are fewer training
examples available in the dataset (compared to the TrAP, PIP and TeRP relations),
namely TrIP, TrWP, TrCP, TrNAP and TeCP, it is evident that there are noticeable
improvements from the integration of the pattern-based module, not only in relative
terms, but also in terms of absolute values. For instance, for the TrIP relation we have a
3.9% (absolute) improvement, for the TrWP relation the F-score of the hybrid system is
computed only on the performance of the pattern-based module and for the TrCP
relation, there is a 6% (absolute) improvement. Hence, it can be said that the afore-
mentioned performance improvements warrant the manual effort needed for the con-
struction of our hybrid system’s pattern-based module. Finally, we used the
nonparametric Wilcoxon signed ranks test for comparing the 8 F-score values in
Table 3 from the supervised (machine learning) module with the corresponding values
from the hybrid system. The p-value is 0.008, showing that there is evidence for
statistically significant difference between the performance of the machine learning
module and that of the hybrid system.

Table 2. Performance evaluation of the proposed hybrid system vs. the baseline system and
state-of-the-art approaches.

System Approach F-score

Our method Hybrid 0.758
Abacha and Zweigenbaum [2] Hybrid 0.739
Sahu et al. [13] Semi-supervised 0.712
Roberts et al. [25] Supervised 0.737
DeBruijn et al. [26] Semi-supervised 0.731
Grouin et al. [20] Hybrid 0.709
Patrick et al. [27] Supervised 0.702
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6 Conclusions and Future Work

In this study, we have proposed a novel medical concept relation extraction framework
by extending [2] with the use of a more sophisticated pattern-constructing method and
a weighting strategy, which leverages an inherent operational feature of the RF algo-
rithm. Based on experiments conducted on a well-known dataset for relation extraction,
we have demonstrated that our methodology outperforms a number of state-of-the-art
approaches. It should be noted that in [2] the evaluation is conducted on the MEDLINE
2001 corpus and the patterns of the corresponding module are constructed in a different
way. In the future, we plan to fully compare our approach with the latter on the
MEDLINE 2001 corpus, as well as investigate the use of alternative weighting
strategies for our framework.
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Abstract. Adverse drug effects (ADEs) are known to be one of the
leading causes of post-therapeutic death. Thus, their identification con-
stitutes an important challenge as the effects of ADEs are often underre-
ported. However, the recent popularity of different social media sources
has make it a promising source for ADE extraction. In this paper, we
have explored different linguistic and graph topological features to auto-
matically classify short sentences or tweets into ADEs or Non-ADEs. We
have further represented the ADE knowledge base into an bipartite net-
work structure of drugs and their side effects to model drug-side effect
relationships. The proposed model can also be used to discover implicit
ADEs that are not represented in the source data. We have evaluated our
proposed models with two openly available ADE dataset. Our evaluation
results shows that the proposed model have surpasses the performance
of the existing baseline systems.

Keywords: Adverse Drug Reactions · Graph topology
Semantic context · Classification · Information extraction

1 Introduction

An Adverse Drug Events/Effects (ADEs) or Adverse Drug Reactions (ADRs) can
be defined as “any undesirable effect of a drug beyond its anticipated therapeutic
effects occurring during clinical use” [15]. ADEs are known to be potentially
harmful to patients and are amongst the top causes of morbidity and mortality
[19]. It has been estimated that around 4.7% of hospitalizations each year and
6.7% incidence rate among already hospitalized patients are caused due to ADEs.
ADEs are between the fourth and sixth leading cause of death in hospitals [19].
Many ADEs are difficult to diagnosed due to the fact that drug effects may prone
to age, gender, geographic locations and other conditions that may take a long
time to expose. Consequently, ADEs have led to the withdrawal of several drugs
whose long term risks were identified later [14].

The extensive proliferation of social media platforms has provided unprece-
dented access to large streams of information related to drug effects. Such data
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can provide significant insights about drugs and their possible effects. Consider
for example this (real) Twitter message: “Cipro destroyed my entire body, from
head to toe. Bed ridden since 2009. Be VERY careful.” Evidently, the tweet con-
tains significant drug effect and adverse side-effect information. The content of
such streams is widely available and may be used for pharmacovigilance and/or
for collecting large-scale information on drugs and their side effects.

Recently computational analysis of unstructured data such as medical reports
[11,12] or social network data [10,18] have been used to detect content that con-
tains ADRs. A large number of tweets or Facebook status contains ADRs may
expose serious or unknown consequences. Typically, different machine learning
techniques are used to detect ADEs. Most of these models uses traditional lin-
guistic or statistical features [20,21,24]. These approaches suffer from the fact
that their models do not take in account long distance dependencies between
terms and their orders.

In this paper, we have explored computational linguistic and graph topolog-
ical features to automatically classify unstructured texts into ADEs and Non-
ADEs. The primary contributions of the paper are enumerated below:

1. A combined computational linguistic and graph based techniques to auto-
matically classify unstructured social media texts into ADEs.

2. Representing the ADE knowledge base into an bipartite network structure to
model drug and side effect relationships.

3. The proposed model can also be used to discover implicit ADEs that are not
represented in the source data.

The rest of the paper is organized as follows. Section 2 discusses related work
on ADR detection from text. Section 3 presents the classification framework
including the pre-processing units and the feature extraction unit. Section 4
presents the technique to extract the adverse effects. Section 5 presents the
Experimental setup and results. Finally, Sect. 6 concludes the paper.

2 Related Works

A plethora of works have been done in automatic classification of ADEs from dif-
ferent unstructured texts that includes twitter, or other biomedical news artiles.
Traditionally, ADEs have been identified through expert review of the event
reports. A technique called Gamma Poisson Shrinking (GPS) and Multi-Item
Gamma Poisson Shrinking (MGPS) algorithms is proposed in the literature
[22]. The World Health Organization has used Bayesian Confidence Propaga-
tion Neural Networks (BCPNN) at its Upsalla Monitoring Center [6]. Moreover,
empirical Bayes screening [1], and odds ratios [7], have also been proposed. These
techniques have also been used to identify novel drug-drug interactions through
regression modeling. Apart from this, analysis of some structured data has also
been performed like EMRs contain both structured data (for example ICD9
codes) and unstructured data (clinical free text), both of which have been tar-
geted for ADE discovery [16]. Information Extraction techniques from the field
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of Natural Language Processing have been used to identify drug-effect pairs in
patient discharge summaries [23] to identify ADEs. Topic modeling techniques
have been applied to find common pharmacological topics or distributions of
effects amongst the drug labels [2]. Works have also been done to detect off
target drug interactions were predicted using the molecular similarity between
drugs and known ligands. These predicted off-target interactions were shown to
explain several known ADEs.

3 The ADE Classification Framework

The overall architecture of the ADE classification and analysis framework has
four primary modules: (a) The Linguistic pre-processing unit (b) Feature Extrac-
tion Unit (c) classifier unit and (d) the analysis unit. Each of the modules are
briefly discussed in the following subsections.

3.1 The Dataset

We use two datasets for training and testing of our proposed classification and
extraction models. The first one is a Twitter dataset [21] published for a shared
task in Pacific Symposium on Biocomputing, Hawaii, 2016. The tweets associated
with the data were collected using generic and brand names of the drugs. The
tweets were annotated for presence of ADRs. We have downloaded around 3,100
tweets as many tweets links are no longer accessible.

The second dataset, the ADE (adverse drug effect) corpus, was created by
[12] by sampling from MEDLINE case reports. Each case report provides impor-
tant information about symptoms, signs, diagnosis, treatment and follow-up of
individual patients. The ADE corpus contains 4,272 sentences are annotated
with names and relationships between drugs, adverse effects and dosages.

3.2 The Linguistic Pre-processing Unit

Here, the input text is first passed to the preprocessing unit that removes html
tags, and foreign language characters from the text. The preprocessed text is
then passed to the Stanford parts-of-speech (POS) tagger and parser [5] for
syntactic processing. The POS tagger tokenizes the text and labels each word
with their corresponding POS. From the output of the POS tagger, root verbs
are extracted and passed to an English morphological analyzer to identify the
tense, aspect and modality of the root verb. The Stanford parser is used to
extract different dependency relations within the sentences.

3.3 Feature Extraction

The syntactically analyzed text is then passed to the feature extraction unit. In
the present work we have considered the following features:
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N-gram (N): We used counts of bigram features to train our model. However,
instead of considering all the bigrams in a text, we have computed Pointwise
mutual information between all possible bigram pairs and considers only those
bigrams as features whose PMI score exceeds the average + stddev threshold.

Term Relevance (TR): We have considered all the unigram terms that are rel-
evant to a given class. We have computed the term relevance of a word following
the technique as described in the literature [4].

Dependency features (D): We took the count of all Stanford typed depen-
dency features that includes adverbial clause modifier, auxiliary, negation mod-
ifier, marker, referent, open clausal complement, clausal complement, expletive,
coordination, passive auxiliary, nominal subject, direct object, copula, conjunct
as the most important features. It is worth mentioning here that the collected
twitter dataset was extremely noisy. Therefore, dependency features can only be
applied to the ADE/MEDLINE data set.

Sentiment features (S): We also took normalized sentiment scores of the
drug descriptors tweets as features. Sentiment scores are calculated using qdap
package in R using polarity function.

3.4 Graph Topological Features

Apart from the above traditional linguistic features, we have also explored the
language independent graph topological features as discussed in [8,9]. The graph
topological features comprises of construction of two different type of graphs, (a)
the Word Distance Graph (WD) and (b) the Drug Adverse Effect Graph (DAE).
A WD graph is constructed based on the principle that each of the word in a
sentence has got some relationship to all other words in that sentence and the
degree of relationship between two words is proportional to the distance between
them in the sentence. Therefore, The closer two words are to each other, the
stronger their connection tends to be. Accordingly, we have constructed the WD
graph by considering each of the word pair (W1,W2) in a sentence and assigning
an edge between them if W1 is in the neighborhood1 of W2.

Apart from word distance, we have also used pointwise mutual information
(PMI) between two words/vertices to calculate the edge weight. Co-occurrence is
counted at the sentence level, i.e. P (i, j) is estimated by the number of sentences
that contain both terms Wi and Wj , and P (i) and P (j) are estimated by count-
ing the total sentences containing Wi and Wj , respectively. As the set of seen
sentences grows and co-occurrence between words becomes more prevalent, PMI
becomes more influential on edge weights, strengthening edges between words
that have high PMI. Formally, the weight wt for each edge in the graph is defined
below, where di,j is the distance between words Wi and Wj and PMI(i, j) is the
pointwise mutual information between words Wi and Wj , given the sentences
seen so far.
1 We imposed a “window size” of 8 as a limit on the maximum distance between two

words to enter an edge relationship.
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PMI(Wi,Wj) = log2(
P (Wi,Wj

P (Wi)P (Wj)
) (1)

Wt(Wi,Wj) =
1 + PMI(Wi,Wj

d2(Wi,Wj)
(2)

Based on the generated graph discussed above, we have applied the TextRank
metric, as described in [17]. TextRank is inspired by the PageRank metric which
is used for web page ranking. Here, weight of each vertex is computed as:

TR(Vi) = (1 − d) + d ∗ (
∑

Vj∈NB(Vi)

Wtji∑
Vk∈NB(Vj)(Wtjk)

∗ TR(Vj)) (3)

where TR(Vi) is the TextRank score for vertex i, NB(Vi) is the set of neighbors
of Vi, i.e. the set of nodes connected to Vi by a single edge, Wtxy is the weight of
the edge between vertex x and vertex y, and d is a constant dampening factor,
set at 0.85. All vertices were initially assigned a score of 1 and the above equation
is applied iteratively until the difference in scores between iterations falls below
a threshold of 0.0001 for all vertices.

a1 a2 a3 an

Drugs

Adverse Effects

D1 D2 D3 Dn

Fig. 1. Illustration of the Drug-Adverse effect bipartite graph.

Constructing the DAE Graph. Apart from the WD graph, we have observed
that the specific drugs and their adverse effects also exhibits a relationship that
can be represented via a bipartite graph (see Fig. 1) [8]. This motivated us to
construct a separate graph using only the drugs and their adverse effects. Our
objective is to explore the topological properties of such a drug-adverse effect
bipartite graph. With respect to this, the first feature that we consider in clas-
sifying an edge (d, e) is the number of edges incident to each node, or the edge
degrees. We have also considered the number of common neighbors for each edge.
As discussed in [8], the common neighborhood of an edge (d, e) defines a con-
nected sub-graph of the DAE graph centered around (d, e). Here, the maximum
distance between any two nodes from the same set (i.e., two drug nodes) is two.
The maximum distance between nodes of a different set is three. The intuition
behind this measure is that the size of this sub-graph indicates a level of relat-
edness. The larger the neighborhood is, the more drug and effect neighbors the
two nodes have in common.
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Again, following the work of [8], we have computed the similarity of the two
neighborhood nodes by normalizing the common neighborhood size by the size
of the combined neighborhoods. Thus, it is apparent that the neighborhood of
a node is also influenced by the individual connectedness of the neighborhood
member nodes.

3.5 SVM Based ADE Classification Model

The ADE classification unit classifies unknown tweets into “ADE” or “Not an
ADE” class. Once the textual feedback is provided as an input to the system,
it is first preprocessed and analyzed by the linguistic processing unit. The ana-
lyzed text is then passed to the classification module. have primarily employed
support vector machines (SVM) to develop a binary classifier. Given a training
set instance-class pairs (xi, yi), i = 1, 2, ..., l, where xi ∈ Rn is the feature space
and y ∈ 1,−1l is the label space, the general equation of a SVM is:

1
2
WT W + C

l∑

i

(ζi) is minimized (4)

W = weight vector;
C = regularization term.

yi(W T + φ(xi) + b) ≥ 1 − ζi, ζi(slackvariable) ≥ 0 (5)

4 Extraction of New Adverse Effects

Apart from classification of tweets into ADEs we have also tried to extract
the specific adverse effects from the data streams that may not be explicitly
mentioned in the sentence. We hypothesized that in most cases Adverse Effects
contains a noun or a noun phrase. For example, Hemolytic uremic syndrome
following the infusion of oxaliplatin is an example of an adverse effect. In order
to extract the adverse events we have followed the following steps:

Step-1: Each of the drug description sentences are passed to the stanford parser
where all the noun phrases are identified and extracted.

Step-2: We have extracted all the words that have a first level or second level
dependency relation with the noun phrase. For example, consider the
dependency relation of the sentence as depicted in Fig. 2. Here, the words
like, “developed” and “Symptomatic” belongs to the first level depen-
dency with the noun “hyponatremia” and “after” and “She” belongs to
the second level dependency.

Step-3: We have considered all those words as a feature to learn a linear SVM
classifier.
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Fig. 2. Illustration of the dependency structure of a drug description.

5 Experimentation and Evaluation

We have evaluated the performance of the proposed ADE classification models
by comparing its output with that of the expert annotations. As discussed ear-
lier, we have used different features like, Point wise mutual information (PMI),
Term Relevance (TR), Dependency features, Sentiment features, graph based
features and feature combinations like, PMI +Dependency, PMI +Sentiment,
Graph+Dependency and Graph+Dependency+Sentiment to study the model
accuracies. We quantify the performance score in terms of the precision, recall
and F-measure values. We have also compared the performance of our proposed
model with the some of the state of the art baseline models. Presently, we have
considered the term-matching classifier based on an ADR lexicon, maximum
entropy with n-grams and TFIDF weightings or NB log-count ratio [20,24] and
the deep learning based convolution neural network (CNN) model [13] as baseline
models.

As discussed earlier, the SVM classifier was implemented using the LIBSVM
software [3]. We have tested four type of kernels namely linear, polynomial, radial
basis and sigmoid on the data. However, we have presented results against only
the polynomial kernels as the other functions were found to be significantly
poor performers. Moreover, different parameter configurations (regularization
variable, slack variable value) of the SVM were evaluated and only the opti-
mum configuration has been presented. To evaluate the quality of the classifi-
cations for SVM, multiple correlations (R) has been used. R denotes the extent
to which the predictions are close to the actual classes and its square (R2) indi-
cates the percentage of dependent variable variation that can be explained by
the model. Therefore, while percentage accuracy is an indicator to how well the
model has performed to classify, R indicates the extent of explanatory power it
posses. A better fit will have large R-value as well as Accuracy. Table 1 depicts
the result of our evaluation of the ADE classification model in terms of the
parameters and features discussed above. We have presented the classification
results for the Twitter dataset and MEDLINE dataset separately. Overall, We
found that taking the graph based features into account the model significantly
reduces the false negative score and achieved a high true positive score thereby
achieving a high precision and recall. In case of the MEDLINE dataset tak-
ing the graph based, sentiment and the dependency features into consideration
(graph + dependency + sentiment), we have achieved an highest accuracy of
94% with a precision of 87% and recall of 98% which is best as compared to
the other baseline methods. Around 12% of the cases were found where our
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Table 1. Evaluation results of the ADE classifier for Twitter and MEDLINE Dataset.
Table 2(a) is the results as reported by the existing baseline systems and Table 2(b)
reports the results of our proposed models. Note that “ALL” implies combination of
graph, dependency and sentiment features

Twitter MEDLINE
Method P R F1 P R F1

TM 13 89 23 30 99 46
TFIDF 33 70 45 74 86 80
NBLCR 79 14 23 91 79 84
CNN 47 57 51 85 89 87

(a)

Method Twitter MEDLINE
P R F1 R2 P R F1 R2

PMI 57 66 61 .47 51 63 56 .43
Dep. 27 78 22 .43 69 78 73 .47
TR 65 41 50 .43 54 47 50 .41
Sen 65 41 50 .43 54 47 50 .41
G 75 81 78 .53 84 87 85 .57

ALL 80 88 84 .61 86 90 88 .63

(b)

system failed to classify the ADEs correctly. Out of this, in around 11% cases
the system incorrectly predicted a drug description as valid ADE which is actu-
ally not, whereas only 1% of the drug descriptions were incorrectly identified as
“Not an ADE” despite being marked as “ADE” by the experts. On the other
hand, maximum accuracy of 88% was obtained for the twitter dataset taking
only the graph based features into consideration. Here, we have observed that
the Graph + dependency + sentiment features are not performing well. The
primary reason behind this is due to fact that most of the collected tweets are
extremely noisy, as a result of which the dependency parser fails to parse the
texts properly and thus returning incorrect dependency relations.

We have observed that a large number of drug descriptions are written in
languages other than English. As a result of this, the classifier failed to correctly
predict. Another source of error is the occurrence of incomplete sentences in the
drug descriptions that restricts the classification engine to correctly label the
descriptions.

We have also evaluated the performance of the extraction of adverse effects
from the MEDLINE dataset. We have achieved an F-measure of 78% with

Table 2. Illustration of some of the tweets with drugs and their adverse effects.

A 44-year-old man taking naproxen for chronic low back pain

We describe the side effects of 5-FU in a colon cancer patient who suffered severe,
mucositis desquamating dermatitis, prolonged myelosuppression, and
neurologic toxicity that required admission to the intensive care unit

Lupus-like syndrome caused by 5-aminosalicylic acid in patients with
inflammatory bowel disease

Methemoglobinemia after axillary block with bupivacaine and additional
injection of lidocaine in the operative field
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precision of 77% and recall of 79% respectively. Table 2 illustrates the extraction
of adverse effects from some of the tweets. We found most of the errors are due to
the errors in dependency parsing. Presently, the system is incapable of handling
such errors.

During our extraction of adverse effects, we have observed that a lot of
adverse are of similar types which none of the present models could handle
efficiently. However, due to slight change in their name or spelling they are con-
sidered as different effects. In order to overcome this, we have applied K-Means
algorithm to cluster out similar adverse effects together. Similarly we have cre-
ated clusters of drugs corresponding to similarities in adverse effects. Table 3
depicts some of the common clusters of drugs and adverse effects.

Table 3. Illustration of clustering of drugs and their adverse effects.

Cluster Frequent adverse effects Drug names

C1 Cough, headache, dizziness,
tired feeling

LOSARTAN, ENALAPRIL, MANNITOL,
ANASTROZOLE

C2 Renal failure T-PA, CEFOXITIN, DEXTRAN-40,
AMPICILLIN, RIFAMPICIN

C3 Dizziness, Stevens-Johnson,
syndrome, hypoglycaemia

TRIMETHOPRIM-SULFAMETHOXAZOLE,
PREDNISOLONE, NEVIRAPINE

Figure 3(a) and (b) depicts the overall distribution of drugs in terms of their
number of adverse effects for both Twitter and MEDLINE datasets respectively.
We can observe that in Twitter dataset drugs like, VYVANSE, SEROQUEL,
EFFEXOR and FLUOXETINE have got the maximum adverse effects whereas
METHOTREXATE, LITHIUM, FLUOXETINE and OLANZAPINE have the
maximum side effects in MEDLINE dataset (Table 4).

Table 4. List of top 5 drugs and their respective AEs.

Drug AEs

METHOTREXATE Abdominal pain, accelerate HIV disease, Accelerated nodulosis

LITHIUM Akathisia, angry outbursts, ARDS, asterixis, hyperparathyroidism

FLUOXETINE Renal failure, akathisia, angry outbursts, ARDS, asterixis,

LANZAPINE Intoxication, agitation, agranulocytosis, akathisia, anxiety, camptocormia

VYVANSE Addicted, adhd, All nighter, anxiety, can’t go back to sleep, chest hurt

Figure 3(c) and (d) depicts the distribution of adverse effects associated with
number of drugs for both Twitter and MEDLINE datasets respectively. We can
observe that in Twitter dataset effects like, TIRED, NAUSEA, WEIGHT GAIN
and RASH have got the maximum number of associated drugs whereas FEVER,
SEIZURES, HEPATOTOXICITY, and ACUTE RENAL FAILURE have the
maximum associated drugs in the MEDLINE dataset.
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Fig. 3. Distribution of Adverse effects and Drugs across the MEDLINE Dataset.

6 Conclusion

In this paper we have explored different linguistic and graph topological features
to automatically classify short sentences or tweets into ADEs or Non-ADEs. We
have further represented the ADE knowledge base into an bipartite network
structure of drugs and their side effects to model drug-side effect relationships.
We have also proposed models to discover implicit ADEs that are not repre-
sented in the source data. We have evaluated our proposed models with two
openly available ADE dataset namely the twitter dataset and the MEDLINE
dataset. Our evaluation results shows that the proposed model have surpasses
the performance of the existing baseline systems. Overall, We found that taking
the graph based features into account the model significantly achieves a high
precision and recall. In case of the MEDLINE dataset taking the graph based,
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sentiment and the dependency features into consideration, we have achieved an
highest accuracy of 94%. On the other hand, due to the noisiness in data none
of the linguistic features could be applied to the Twitter dataset. Consequently
we have managed an accuracy of 88% taking only the graph based features into
account.
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Abstract. The extraction of Semantic Relationship (SR) is an important task
allowing the identification of relevant semantic information in the annotated
textual resources. Besides, extracting SR between Named Entities (NE) is a
process, which consists in guessing the significant semantic links related to
them. This process is very useful to enhance the NLP-application performance,
such as Question Answering systems. In this paper, we propose a rule-based
method to extract and annotate SR between Arabic NEs (ANE) using an
annotated Arabic Wikipedia corpus. In fact, our proposed method is composed
of two main cascades regrouping respectively analysis and synthesis transduc-
ers. The analysis transducer cascade is dedicated to extract five SR types, which
are synonymy, meronymy, accessibility, functional and proximity. However,
synthesis one is devoted to normalize the SR and NE annotation using the TEI
(Text Encoding Initiative) recommendation. Furthermore, the established
transducer cascades are implemented and generated using the CasSys tool
available under Unitex linguistic platform. Finally, the obtained results showed
by the calculated measure values are encouraging.

Keywords: Semantic Relation � Arabic Named Entity � Arabic Wikipedia
Transducer cascade � TEI

1 Introduction

The extraction of SR, a sub-task of the Information Extraction (IE) task, consists in
identifying semantic information existing in the annotated textual resources. This sub-
task as a new research line is evolving to realize many objectives, namely enhancing
the NLP-application performance. Therefore, extracting SRs between NEs offers an
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opportunity to enrich and enhance NE electronic dictionaries and to improve disam-
biguation of Entity Linking (EL) task. Besides, the SR extraction participates in a large
part to enrich corpora, in the semantic level, that can index search engines. Further-
more, the extracted SR can increase the efficiency of Question Answering systems in
order to provide relevant responses. The SR extraction between NEs is a process highly
linked to the recognition one. Generally, the NER is a preprocessing step concentrated
on the textual resource analysis in order to recognize NEs and classify them in pre-
defined categories. The classification process is always referring to the previous cat-
egorizations. However, the extraction of SRs between NEs can encounter many
challenges. The first one is related to the NE representation. If the NE is not recognized
and annotated, it must envisage a recognition process. The second challenge concerns
the prediction of the context describing a SR. Predicting the context means that we
must delimit it by respecting the SR and the treated language limits. The third challenge
consists in a deep linguistic conducting study to guess the SR types. This linguistic
study should ensure a good semantic linking. The other challenge that can be envisaged
that is the richness of the necessary resources used to identify the SRs. Among the
envisaged challenges, we can also cite the identified SR annotation, which is not an
easy task. The annotation needs to be based on standards, like XML (eXtensible
Markup Language) and TEI. These standards facilitate the detailing of both SR and NE
components. The last challenge consists of the coupling of the SR extraction and the
annotation processes. This coupling requires a powerful formalism to reduce the
execution time.

In this context, we begin by making a linguistic study based on an annotated Arabic
Wikipedia corpus. The annotated corpus contains selected articles that were collected
from different Arabic countries. A symbolic NER transducer cascade ensures the
recognition and the annotation of the ANEs existing in this annotated corpus. To
identify the SR types, we use an ANE hierarchy associated with the annotated corpus
describing the different categories and sub-categories. In addition, we propose a rule-
based method to extract and annotate SR between ANE. In fact, our proposed method
is composed of two main cascades regrouping respectively the analysis and synthesis
transducers. The analysis transducer cascade is dedicated to extract SRs. However,
synthesis one is devoted to the normalization of the SR and NE annotation using the
TEI recommendation.

The work originality consists in exploiting the finite-state transducer formalism,
which can couple the SR extraction and the annotation processes. In fact, transducers
are very efficient, robust and speedy. Besides, we take full advantage of transducer
cascade to organize their passage order. The organized passage order helps the
regrouped transducers to provide a degree of certitude. In addition, we refer to the TEI
recommendation to normalize the annotation for both SR and ANE components.
The TEI offers several tag types and attributes providing structured corpora that can be
easily integrated in the semantic Web.

The present paper is composed of five sections. Section 2 presents the related work
for the SR extraction using the three main approaches. Section 3 consists in exploring
and analyzing an annotated corpus extracted from Arabic Wikipedia by describing the
identified SR between ANE. Section 4 details the proposed method to extract and
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annotate SR. The implementation and evaluation of our proposed method are presented
in Sect. 5. Finally, we give a conclusion and some perspectives.

2 Related Work

The extraction of SR between NE is highly connected to the NER task. In fact,
extracting a SR depends on the NE definition determining its limits. The SR extraction
also needs the NE categorization that facilitates the prediction of the SR types. Gen-
erally, the systems extracting SR are based on the output of the NER one. The two
systems have common points as the establishment of each system is based on the three
main approaches (symbolic, statistic and hybrid) [2, 3, 5, 11]. The choice of an
annotation norm, which can represent and detail both SR and NE components, is also a
common point. In the current section, we give an overview on the related work.

The symbolic approach is based on formal local grammars that are described by
rules. These local grammars can be modeled using the adequate formalisms (i.e. regular
expression, transducer) in order to facilitate their implementation and management.
Among the systems based on this approach, [9] proposed a semi-automatic method to
obtain local grammars extracting relations between NEs in corpora. The NE detection
is done using Arisem analyzer based on the symbolic approach. The used analyzer
annotates the text with different labeling levels (morphological, syntactic and semantic)
for the relevant words and phrases. Finite-state transducer ensured the SR extraction.
The proposed method extracts one relation, which is “contact”. This extracted relation
is annotated using XML (eXtensible Markup Language). To evaluate the produced
grammar, the author used a sample of the newspaper “Le Monde” for the year 2007. In
[6], the authors proposed a rule-based system to extract relations between ANEs. They
focused on Functional relations (Director, Responsible and president) that link
ENAMEX and ORG categories describing an ANE. The proposed system consisted on
a process composed of three steps. The first step is dedicated to the NE recognition,
especially ENAMEX and ORG ANEs. The second one is devoted to identify functional
relations between the recognized ANE. The last step is the generation of the predicate
forms representing the identified relation. The proposed system enables the translation
of the Arabic functional relations that are identified. The target language is French. The
system implementation was done using Nooj linguistic platform taken from journalistic
and Wikipedia corpora. Nevertheless, the annotation of the extracted relations does not
respect an annotation norm. For the medical domain, [7] proposed a method to extract
SR between medical entities. This proposed method relies on a preprocessing step to
recognize medical entities from sentences and determine their categories. The SRs are
extracted from every couple of medical entities and their semantic types are determined
using the UMLS (Unified Medical Language System) semantic network. Based on the
UMLS, the elaborated method helps to extract 6 relations, which are causes, diagnoses,
treats, prevents, complicates, sign or symptom of. The authors implemented their
method using MeTAE (Medical Texts Annotation and Exploration) platform. In fact,
the annotation process of both medical entities and relations was done through RDF
(Resource Description Framework) annotation. The corpora that were used in the
proposed method were collected from PCM (PubMed Central).
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The Machine Learning (ML) approach takes advantage of ML-algorithms to learn
SR tagging decisions from annotated corpora. This approach requires the availability of
large annotated data. The most used ML-techniques are the Supervised Learning
(SL) techniques such as Vector Machines (SVM) and Decision Trees. Using this
approach, we quote the semi-supervised system elaborated by [1]. This system consists
in extracting binary relations from Arabic texts collected using open source Web
contents. The proposed system is generic, which can be used in different domains. The
relation extraction is described as an iterative process where each iteration contains two
main phases, which are the pattern and the instances extraction. The new instances are
filtered to avoid noisy in each new iteration. The proposed system helps to extract four
types of relations, which are author-of (person, book) relation, president-of (person,
country) relation, play-in (person, club) relation and CEO-of or chairman (person,
company) relation. Nevertheless, the SR annotation does not respect an annotation
norm.

The hybrid approach is the fusion of the already mentioned approaches, which are
complementary. This approach uses manually written rules and those extracted from
data through learning algorithms and decision trees. Among the systems based on this
approach, we can mention the system developed by [8] to extract relations between
ANEs. The developed system used linguistic modules employed as post-processing to
ameliorate the obtained results. Initially, these results were obtained from a machine
learning-based method. This system extracts the SRs, which are complicated or
expressed through more than one word and annotates them using a defined
markup. An NER processing preceded the SR extraction and annotation processes.

The previous work to extract SR between NEs using different formalisms and
techniques. All the illustrated systems use a NER process as a preprocessing
step. There are systems creating their own NER module as transducer establishment
and others calling the existing tools such as Arisem and MetaMap. Nevertheless, the
recognized NEs were assigned to a few number of categories so that the detected SR
types will be reduced. The reduced number of the SR types can be due to the exploited
corpora having restraint domains. We remark also that the annotation process is usually
using a specific defined Markup associated with the elaborated system. Moreover, there
are systems that use an annotation norm as XML and RDF. Generally, the elaborated
systems extracting SRs are based on annotated textual resources that are not always
exhaustive. Moreover, the free resources can be a solution for this difficulty. The NER
process is highly coupled with the SR extraction. In this case, a deep categorization
increasing the granularity level is required. This categorization can, on the one hand,
enhance the SR detection and, on the other hand, guess their adequate types. For this
reason, the NER must offer an NE hierarchy containing refined categories and sub-
categories. In the previous work, an SR was always detected as a binary relation
between NEs. However, they adopted no formal definition determining the SR limits.
In the following section, we will explain our linguistic study made on an annotated
corpus extracted from Arabic Wikipedia.
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3 Identification of SR Between ANEs

To identify SR between ANE, we explore an annotated study corpus, which is the NER
process output. Initially, this corpus is extracted from Arabic Wikipedia. Our linguistic
study is divided in two phases. In the first phase, we schematize an ANE hierarchy
including all the appearing categories and sub-categories. In the second one, we
identify the different SR types related to ANEs and their associated forms. During the
exploration of our study corpus, we remark that the ANEs are assigned to several
categories and sub-categories. For this reason, we regroup them in an ANE hierarchy.
The ANE hierarchy helps, on the one hand, describe the deep categorization made
through the NER process and, on the other hand, facilitate to guess the SR types in the
next phase. In fact, we identified five main categories that appear Date, Person name,
Location, Event and Organization.

Figure 1 describes the ANE hierarchy associated with our annotated study corpus.
All the categories are refined to be composed of sub-categories. The illustrated cate-
gories are extended to increase the granularity level. This extension depends, in a large
part, on the appearing ANE forms. The category Location is refined to form a sub-
hierarchy described in the following figure.

Figure 2 shows the sub-categorization made to extend the category Location. From
the illustrated sub-hierarchy, we remark that Relative Location ANEs are the most
appearing in our study corpus. Hence, 16 sub-categories are identified where each one
has the appropriate forms.

Exploring and analyzing our annotated corpus is an important task. This task
enables us to identify each SR between ANEs using the already mentioned categories.
In fact, we identified five SR types, which are synonymy, meronymy, accessibility,
proximity and functional. For each SR type, we detected several alternative forms.
Furthermore, we consider an SR as a semantic link relating two ANEs in our annotated
corpus.

Fig. 1. ANE hierarchy identified from the annotated study corpus

Extraction of Semantic Relation Between Arabic Named Entities 479



Synonymy is an SR type describing a similarity between two or more ANEs in their
semantic level. This type appears frequently in our study corpus. We remark that
synonymy can touch many categories. Nevertheless, this type must link the ANEs
having the same category. In what follow, we give some examples describing the
identified forms for this type.

والكرامةالحريةثورةبأيضاتعرفالتيالتونسيةالثورة ð1Þ

The Tunisian revolution, which is also known as the freedom and dignity revolution

سمعان العاموديسمعانالمعروف بالقديس ð2Þ

St. Simeon known as Simeon Stylites
In (1), synonymy links two ANEs having the same category that is Event especially

the sub-category Political Event. This type is deduced through the expression

which /تعرف أيضًا is also known”  “ التي . This expression contains significant elements,
such as a verb and an adverb describing synonymy in their meaning. Nevertheless, the
second ANE is introduced using the preposition as” to /ب“ indicate that it is the
synonym of the first ANE. In (2), synonymy concerns the category Person name.
Consequently, the linked ANEs have the same meaning but different forms. The first
ANE is composed of a religious function St.” followed /القديس“  by a first name
.”Simeon /سمعان“  However, the second one is a succession of a first name and a
surname. The synonym ANEs are linked through the expression
 “ بالمعروف / known as”. In our study corpus, we identified other expressions replacing
it as  “ named /المسمى ” or المكنى“  / nicknamed ”..

Meronymy is an SR type describing an inclusion relation. This type refers to a part
of a whole. If two ANEs are linked with a meronymy, this means that the first ANE is a
part of the second. In our study corpus, this current type is relating ANE having

Fig. 2. Location sub-categories
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different categories. However, we remark that the second ANE has always the category
Location especially Absolute one.

الملاخ القاهرةمن كمال ð3Þ

Kamal Al-Mallakh from Cairo

الدفاع مصرفي وزارة ð4Þ

Ministry of Defense in Egypt
In (3) and (4), the ANEs connected with a meronymy using prepositions. The

preposition  “ ”from /من relates a Person name category to an Absolute Location sub-
category. However, the preposition من“  / from” links an Organization name and an
Absolute Location one. From the identified forms, we notice that a Relative Location
can be used instead of the Absolute one.

Accessibility is an SR type of related place names to express a kind of inclusion.
This type means that it is possible to access one place from another. Based on our study
corpus, we remark that accessibility is related to the NEs having the category Location
and its sub-categories Absolute, Relative and Geographic.

سوريافي إدلبمحافظة ð5Þ

Idleb province in Syria

الرحمان عبد سيدي نابلبولاية جبل ð6Þ

Mount Sidi Abderrahmane in governorate of Nabeul
From (5) and (6), we notice that accessibility links the ANEs having the category

Location through specific prepositions expressing a kind of inclusion. The semantic
link can be between two Absolute Location, such as the city Idleb” and /إدلب“  the
country “ Syria” or /سوريا a Geographic Location, such as

د الرحمانجبل سيدي عب / Mount Sidi Abderrahmane” that is a mountain name and an
Absolute one, such as نابل“  / Nabeul ”. The ANEs having the category Absolute
Location are associated to a set of trigger words that facilitate their recognition.

We also notice the existence of a new semantic link between ANE having the same
category, such as Location or Organization. This link expresses an SR defined in its
sense by an approximation of places. We find several forms describing this SR. For this
reason, we decide to identify its different forms and call it Proximity.

الثقافةحذو الحسنمؤسسة وزارة ð7Þ

Al Hassan Foundation next to The Ministry of Culture

عون بن علي سيدي الحفيقرب مدينة جبل بئر ð8Þ

Mount Sidi Ali Ben Aoun near the city of Bir El Hafey
Proximity in (7) and (8) is expressed through the two nouns playing the role of

trigger words. The first one named  “ next to” links /حذو two ANEs having the category
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Organization. However, the second noun قرب“  / near” relates two ANEs having the
same category Location but a different sub-category, which are respectively Geo-
graphic and Absolute. There are other trigger words that can describe proximity as
بجانب“  / near” and .”near /بقرب“  These trigger words are synonym. Recall that the
noun بقرب“  / near” is a typographic variant of قرب“  / near”.

Functional is an SR type describing a functional role between ANEs. This type can
link NEs having different categories, such as Person name related to an Organization.
From our study corpus, we identified several forms expressing a function role that
helped us to determine and detect this type.

الأسد سوريارئيس بشار ð9Þ

Bashar al-Assad, President of Syria

الغنائي جده ماجدحب السمو الملكي صاهو مهرجان موسيقي افتتح على يدمهرجان بن مشعل الأمير ð10Þ

Jeddah musical festival is a musical festival inaugrated by the Royal Highness
Prince Mishaal bin Majed

In (9) and (10), the functional type is detected on a functional role or an expression
containing different components. The functional role “ President /رئيس ” is a trigger
word belonging to a class named political function identified by the NER process.
Other classes helped us to detect the meaning of the trigger words for the current SR
type such as peerage function. The “ ”Prince /الأمير belongs to the already mentioned
class. In some cases, we found a conjunction of trigger word, such as
مدير ومؤسس“  / director and funder”. We must treat this agglutination to recognize the
second noun. Expressions identifying the functional type generally include a significant
verb, such as the verb .”inaugurated /افتتح“

4 Proposed Method

Our proposed method for the extraction and annotation of SRs between ANEs is
composed of the following steps: the exploration of our Arabic Wikipedia corpus to
construct dictionaries and extraction rules, the transformation of these extraction rules
into regular expressions and the establishment of two sets of transducers. The first set is
called analysis transducer ensuring the extraction and annotation of the five identified
SR types. The second one is called synthesis dedicated, on the one hand, to normalizing
the ANE using the TEI recommendation and, on the other hand, to conforming their
annotation to the SR one. The established transducers will be regrouped in two kinds of
cascades, the analysis and synthesis cascades.

The resource identification is an important step that enables a good extraction and
annotation. In fact, we identified 141 extraction rules distributed as follows; 11 for
synonymy, 18 for meronymy, 92 for accessibility, 12 for functional and 8 for prox-
imity. Besides, the identified extraction rules are represented as regular expressions. In
what follows, we will give some examples from our established regular expressions
related to some SRs.
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• Synonymy regular expression:
<V+synonymy>+placeName+type=“city”>+<Adv>+<Prps>+<Nc>+<placeName
+type=“city”>

• Meronymy regular expression:
<persName>+<Adj+meronymy>+<Nc>+<placeName+type=“city”>

• Accessibility regular expression:
<V+placeName>+<Nc>+<placeName+type=“city”>+<Prps+accessibility>+<pla-
aceName+type=“country”>

The analysis phase combines both SR extraction and annotation processes ensured
by analysis transducers. Recall that the transducers are a semi-formal specification of
the established regular expressions. In the elaborated transducers, we find alternative
paths with the correspondent SR annotation. The annotation in conformity with the TEI
recommendation. We choose this recommendation because it provides elements that
can describe the identified SR components. Nevertheless, we also chose TEI because
we noticed that all the ANEs appearing in our corpus were annotated using TEI. As a
result, we use the following form to annotate all the detected SRs:

<Relation type=”Name of SR” Entity1=”ANE” Entity2=”ANE”/>

Figure 3 defines the transducer extracting an SR expressing synonymy between
two ANEs. The linked ANEs have the same sub-category, which is the Absolute
Location. The feature describing this sub-category is not related to a dictionary as in the
second box containing <V>. In reality, this feature is related to the NER process that
was made on our corpus. In fact, the NER process used the {} markers, which is not an
arbitrary choice. These markers make the recognized ANE a polylexical word that
cannot be detected by another transducer and a feature like the dictionary one. The
boxes containing the important features are surrounded by variables having as values
symbolic names (city1 and city2). The symbolic names are called in the output node to
organize the tag form respecting the TEI recommendation. Calling variables consist in
writing them using the $ symbol.

Figure 4 describes the form of a transducer extracting an SR expressing meronymy.
In this case, the meronymy links two ANEs having respectively the category Person
name and the sub-category Absolute Location more precisely country names.
Respecting the same principle of the previous figure, the current transducer uses
variables and a negative context helps us avoid linguistic phenomena related to the
Arabic language such as anaphora and ellipsis.

Fig. 3. Transducer recognizing the synonymy SR between two ANEs having the sub-category
Absolute Location
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The synthesis phase consists in normalizing the ANE annotation using the TEI
recommendation [10, 12]. Indeed, we are based on the TEI syntax, which is defined as
follows: an opening tag describing such category, like <persName> and a closing
tag </persName> will surround the ANE. The tag <persName> can include in its turn
other tags as <forename>, <surname> and <roleName> to annotate respectively a first
name, a last name and the trigger word that can precede a person name. In the tag <
roleName>, we can specify the type of this role name, such as profession and political
function.

Figure 5 describes the transducer normalizing the ANEs annotation into TEI. The
illustrated transducer treats the case when a tag has an element “type” to specify the
sub-category. In fact, we propose a path taking as input the annotation format generated
by the tool utilized to generate the transducer cascade. In the proposed path, we use the
concept of negative context through ![,] markers and variables using (,) markers. The
output is organized in the last box by the variables “form”, “cat” and “type” respecting
the already mentioned TEI syntax.

Fig. 4. Transducer recognizing meronymy between a person name and an Absolute Location

Fig. 5. Transducer transforming the ANE annotation into TEI
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5 Implementation and Evaluation

To experiment our proposed method, we exploit a test corpus comprising annotated
ANEs. The test corpus allows not only the application of our proposed transducer
cascade for both analysis and synthesis phases in order to annotate it but also to testing
the performance of our elaborated system. The test corpus contains text files for a
cumulative 95 373 tokens. The study corpus containing text files for a cumulative 246
001 tokens permits us to create new dictionaries and update dictionaries available under
Unitex linguistic platform.

The elaborated analysis transducer cascade calls five main graphs. Nevertheless, we
elaborated 73 graphs in total. Additionally, it should be recalled that a transducer
cascade regroups the main graphs respecting a certain order of passage that enables us
to avoid ambiguities [4].

Figure 6 shows the form of our transducer cascade for the analysis phase imple-
mented in Unitex linguistic platform. In fact, each graph adds its appropriate annota-
tions to the text using the mode “Merge”. This mode provides, as output, a recognized
SR defined in tags having the forms defined in analysis graphs.

The synthesis transducer cascade is dedicated to normalizing ANEs using TEI
recommendation and providing a structure output. Moreover, this synthesis cascade
normalizes the ANE annotation based on the CasSys tags. The transducers inside the
synthesis cascade also needs an order of passage and differs from the analysis one in
the mode of passage and in the format of the input file.

Figure 7 shows the form of the transducer cascade for the synthesis phase. The two
graphs are passed in mode “replace” in order to replace the old tags with the new one
and in the mode “Until fix point” to treat the occurrence of the ANEs and the imbri-
cation inside them. The first graphs must be passed before the second to treat the tags
having the element “type”.

Fig. 6. Transducers cascade extracting SR betwen ANE

Fig. 7. Transducer cascade for the synthesis phase
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After applying the analysis and the synthesis transducer cascade, we obtain a
structured test corpus (extracted from Arabic Wikipedia). Furthermore, the evaluation
of our proposed system is an important task that proved its performance. For this
reason, we evaluate it using the measure values.

Table 1 demonstrates that our proposed analysis transducer cascade extracting SRs
between ANEs shows a precision of 96%, a recall of 77% and an f-score of 84%.
Therefore, we find that the obtained results are encouraging. The number of SRs
detected in error causes the obtained recall value. The errors presented in this extraction
process due to dictionaries’ coverage that must be improved especially those storing
verbs indicating the SR type. These errors can be caused by the structure of Arabic
Wikipedia’s articles. For example, there are prepositions playing the role of an indi-
cator of an SR existence written in error, such as instead ”قي“  of  “ in” in /في the
following sentence Cotton/مهرجان القطن يقام سنوياً قي مدينة حلب“ Festival takes place
annually in Aleppo city”.

6 Conclusion

In the present paper, we developed a system extracting and annotating SRs between
ANEs. The treated ANEs exist in an annotated corpus extracted from Arabic Wiki-
pedia. Our developed system was represented through two kinds of transducer cas-
cades. The first transducer cascade was dedicated to the analysis phase consisting in the
SR extraction. The second one was devoted to the synthesis phase to normalize the
ANE annotation using TEI recommendation. Finite-state transducers converting the
identified regular expressions ensured both the analysis and synthesis phases. The
evaluation of our proposed system performance was made through the measure values.
The obtained results are satisfactory. In the future work, we will improve the size of our
adopted corpus in order to discover new types describing an SR. We will also exploit
the adopted corpus to construct an electronic dictionary storing ANE and SR between
them annotated in TEI. This electronic dictionary will be an initiation to realize EL
task. This task aims at linking the ANE to free resources, such as Dbpedia and
Geonames.

Table 1. Table summarizing the measure values

Precision Recall F-score

0.96 0.77 0.84
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Abstract. Monolingual dictionaries are a voluminous loosely structured
source of lexical and ontological information. Numerous attempts were
made to extract WordNet or ontology relations from monolingual dictio-
naries with varying success. Most such attempts are based on morphosyn-
tactic rules. Difficulty of the information extraction task greatly depends
on discipline of dictionary editors. Despite frequently being excellent for
the human reader the discipline is rarely strict enough to allow effortless
data mining on dictionaries.

Here an improvement to rule-based approach to relation extraction is
put forward. The improved approach is to automatically cluster similar
definitions, then manually create either one or two relation extraction
rules per cluster. This helps to reduce amount of annotator work, to
increase quality of rule application and to pay more attention to some
of rare cases. To group definitions with similar structure mixed n-gram
features were employed, their usefulness is discussed.

The work is performed on Big Explanatory Dictionary of Russian lan-
guage. Definitions are grouped to 100 clusters, annotated and correctness
assessed. The average accuracy is 86% for hypernym extraction, which
is high for works of the same scope.

Keywords: Relation extraction · Monolingual dictionary
Machine-readable dictionary · WordNet

1 Introduction

Some NLP tasks demand high quality set of semantic relations that represent
common knowledge. Such sets of relations are needed to build thesauri, ontolo-
gies, for sentiment analysis etc. Methods of building such sets range from based
on lexicographers’ labor [6] to mostly automated approaches. There are two basic
kinds of automated approaches: to translate relations from existing structured
resource or to extract relations from existing unstructured resources in the same
language. To rely upon translated relations one needs some proof that taxonomic
structure of languages involved in translation is similar for a selected purpose.
Whether this is true for lexical taxonomies is questionable.
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Monolingual dictionary has some traits of good language resource for relation
mining: it is a small corpus with limited syntactic variability that describes
large part of the common knowledge and explicitly separates word senses. Many
research has been applied to extracting relations from monolingual dictionaries.
One of the best approaches is to parse a dictionary using a specialized grammar
with annotation of relations within grammar rules.

This work is focused on extracting noun semantic relations from monolingual
dictionaries. We put forward an approach that requires less work than creating
a full specialized grammar and provides excellent accuracy.

2 Related Work

The most precise way to create a thesaurus to day remains manual creation
by lexicographers. This is the way Princeton WordNet was created. Another
example of manual approach is FinnWordNet [10] created as a translation of
Princeton WordNet by a group of professional translators. It is also the most
expensive approach. Many approaches were applied to automate some or all of
the work at the possible cost of some loss of precision or coverage.

Perhaps, the most precise way to automatically obtain a network of semantic
relations is to extract the network from some other manually created resource
with well-defined semantic relations. This is the case, for example, with DanNet
[14] which reuses genus term annotation built into Den Danske Ordbog dictio-
nary by the same team.

One of the most popular approaches to automate hyponym extraction was ini-
tially demonstrated by Hearst [7]: he manually developed a set of lexico-syntactic
rules for matching definitions in a corpus. Although he proposed bootstrapping
approach to extend the set of rules, in many cases translations of the same 6 rules
provide reasonable performance on different languages, including Russian [16].
Navigli applied machine learning to automatically create new patterns during
bootstrap [11] to increase extraction recall.

For monolingual dictionaries it is often feasible to create a special-purpose
grammar. An elaborate example with analysis of dictionary structures can be
found in [2]. Oliveira et al. used such grammar to convert a general dictionary
of Portugese into a set of semantic relations PAPEL [13].

Another popular approach is to automatically translate an existing Word-
Net. An example of this approach is Catalan WordNet [3]. Large part of the
EuroWordNet project [19] is based upon machine translation.

Distributional semantics promises to open new possibilities to automatically
extend taxonomies. SemEval2015 task 17 [4] brought attention to this group of
apporaches. Generally vector semantic approach is known to be able to extract
pairs of semantically related words, but is not able to distinguish kinds of rela-
tions. Weeds et al. [21] applied SVM classifier to tell apart the different relations
with moderate success. Yamane et al. [22] applied a specialized model in spirit
of bootstrapping to simultaneously create a distance metric for hyponymy and
organize a set of word pairs into taxonomy.



490 D. Alexeyevsky

In WordNet synonymy is different from relations. Many works focus specif-
ically on extracting groups of synonyms from texts. Wang compares [20] three
approaches to extract synonyms from dictionary definitions. The first approach,
called inverse index approach, is based on similarity of definitions in which a word
is mentioned. The second approach uses machine learning to classify each word
in a definition as being either synonym or not. The third approach is to manually
create a set of lexico-syntactic rules. Wang shows comparably high performance
in terms of both precision and recall with either of the three approaches. Rule-
based approach to extract synsets from dictionary definitions was also used to
extend Onto.PT [12].

3 Approach Overview

Our approach to relation extraction requires a corpus of dictionary definitions
and some basic NLP tools detailed below in Sect. 5. The steps of relation extrac-
tion are:

– cluster word sense definitions automatically,
– manually annotate each cluster with relation extraction rule,
– run the relation extractor and evaluate the results.

The first step is clustering. The aim of this step is to reduce the amount of
work for human annotators. This means that the dictionary should be separated
into as few clusters as possible. On the other hand definitions in each cluster
should have as similar structure as possible.

The second step is annotation. On this step an annotator is given a few
definitions from a cluster. The annotator has to:

– determine if most of the definitions contain a word that can serve as hyper-
nym, hyponym, meronym, holonym, or synonym to the defined word sense,

– write a morpho-syntactic pattern that extracts the word.

The third step is relation extraction and evaluation. To evaluate the rule
quality the expert examines the result of rule application for 25 cases in each
cluster (or the whole cluster, if the cluster is smaller than 25 word senses) and
annotates result of rule application to examined sentence as either correct or
incorrect. Summary of such annotations is given below in Sect. 6

The annotator guidelines strongly suggests to the expert to annotate exactly
one rule per each cluster. This means that it is more dangerous to merge unre-
lated clusters in clustering step than to split similar definitions into several
clusters.

4 Definition Features for Clustering

The aim of clustering in the work is to group together definitions that have
the same phrase structure and are likely be parsed using the same morpho-
syntactic rule. To construct definition features that extract structure similarity
we employed the following assumptions about definition structure:
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– lexicographers creating a dictionary restrict themselves to just a few phrase
structures,

– looking at a few first words is usually enough to guess the phrase structure,
– phrase structure manifests itself in syntax or specific terms and their coordi-

nation structure.

Based on these assumptions, we attempt to find manifestation of phrase
structure by considering the following features of definitions:

– lexical unigrams: word form, lemma
– morphological unigrams: pos, every morphological feature as a tag (gr atoms)
– compound morphological unigrams: full morphological parse (gr), immutable

morphological features (immutable gr, e.g. part of speech, gender and ani-
macy for nouns), mutable morphological features (mutable gr, e.g. case and
number for nouns)

– mixed trigrams [5] with templates:
(lemmas, immutable gr, immutable gr),
(immutable gr, lemmas, immutable gr),
(immutable gr, immutable gr, lemmas)

Each individual feature assigns some numerical value to a definition, e.g.
number of occurrences of a given unigram. Using every possible of the listed
features implies that a definition is characterized with a feature vector of very
large dimension, for example there are 25508 unique lemmas in the corpus of
definitions.

The assumptions above allow us to expect that for each wording style there
exist one or several features listed above that are shared among all definitions
that have the given wording style.

Each set of linguistic features is restricted to 200 most frequent (e.g. 200 most
frequent lemmas out of 25508). This helps to both reduce the dimensionality of
feature space and to increase the relevance of the features.

Vector representation fi of definition features is produced for each position
number i in the definition. For the purposes of clustering definition is represented
using feature vector fc defined as fc = f1‖f2‖f3‖ 1

N

∑N
i=1 fi, where N is number

of words in the definition and ‖ denotes vector concatenation.

4.1 Mixed N-Grams

Noun definitions in monolingual dictionaries are an example of restricted
language. To illustrate, in the Big Explanatory Dictionary of Russian lan-
guage approximately 91% of the definitions consist entirely of noun phrases
(according to our unpublished research). General-purpose syntactic parsers have
prohibitively-high error rate on restricted languages [8]. This prevents us from
directly using syntactic features for clustering. In this work we used mixed n-
grams as a simpler replacement.
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Let us give a definiton of mixed n-gram by comparison with a definiton of n-
gram. Given a sequence of L tokens TL = ti, let us say that n-gram is a n-tuple of
sequential elements from a list starting at some position i: (ti, ti+1, . . . , ti+n−1).

Similarly, given n different lists of L tokens each Tn
L = tki let us define

mixed n-gram as a n-tuple of elements, where each next element in the
tuple corresponds both to the next list and to the next position in the list:
(t1i , t

2
i+1, . . . , t

n
i+n−1).

Please refer to Table 1 for an illustration. In the linguistic domain let us call
the set of token lists used n-gram template.

Table 1. Example phrase and it’s (POS, word) mixed bigrams

Fig. 1. Dictionary definitions converted to feature space then number of dimensions
reduced to 2 using PCA. Each point is a word sense definition. Axes are PC1 and
PC2 (essentially meaningless). Left: all features except mixed n-grams. No structure is
visible. Right: all features including mixed n-grams. Some clusters are already visible

4.2 Do Mixed N-Grams Help?

To have a rough visualization of usefulness of feature sets the whole dictio-
nary was converted to vector representation according to the selected feature
set. Next, number of dimensions was reduced to 2 using principal component
analysis and the data set visualized (see Fig. 1). We employ a fuzzy criteria for
feature set usefulness: if the image is uniform, it is unlikely that any clustering
algorithm can extract meaningful clusters from the data with the given features;
if the image has visible irregularities, some suitable clustering algorithm might
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yield interesting results. While this criteria is vague, in the current case the
interpretation of the plots is quite clear: mixed n-grams capture some structure
in dictionary definitions that ngrams are incapable of. Whether the structure
they capture is of any use for the task of relation extraction is a question of the
rest of the paper.

5 Materials and Methods

The experiments were performed on Big Explanatory Dictionary of Russian lan-
guage (BTS)[9]. We use a simplified representation of the dictionary as a table
with four columns: headword, raw definition of one sense, full definition, refer-
ences. Raw definition is textual definition of the headword. Full definition con-
tains the raw definition, and also includes examples, labels, and possibly adjacent
definitions if they contribute to understanding of the given definition.

For tokenization and morphology information we used mystem [17] version
3.1. mystem was invoked with -c flag to retain punctuation as separate tokens.
Whitespace tokens were removed from mystem output.

Headwords were attributed with POS tags using mystem. To verify POS attri-
bution quality on the specific material 1000 random headwords were annotated
by an expert, of those 424 as nouns. The test displayed 97.9% recall and 89%
accuracy of noun attribution by mystem. Accuracy results in dictionary test were
expected to be lower than in corpus test, since headwords have no suitable con-
text and uniform distribution, while Zipf’s distribution in corpus test allows to
obtain higher accuracy by correctly handling the most frequent words. Another
problem of POS detection is that without context suitable for the language model
of mystem it is impossible to handle words that have variable part of speech. This
turned out to be a negligible problem for Russian language, responsible for 3/424
false negatives and 1/424 false positives in the selected subset.

The dictionary was filtered to contain only noun headwords. This resulted in
33683 words with 58621 word sense definitions.

Clustering and PCA analysis was performed using algorithms implemented in
Scikit-learn [15] package for Python 3 [18] programming language. Visualization
performed using numpy, scipy, matplotlib packages of Python 3.

Series of preliminary experiments with DBSCAN algorithm with varying ε
parameter were performed in order to estimate the optimal number of clusters.
Both cluster contents and distribution were assessed by expert to determine
the necessary cluster count. The final clustering was performed with k-means
algorithm to form 100 clusters.

Full pipeline for parsing the dictionary, preprocessing, building feature vec-
tors and clustering was developed as a set of Python 3 scripts1.

1 Available at https://bitbucket.org/dendik/russian-wordnet-rules, http://www.
cicling.org/2016/data/311.

https://bitbucket.org/dendik/russian-wordnet-rules
http://www.cicling.org/2016/data/311
http://www.cicling.org/2016/data/311
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6 Results

This section answers two questions. The most important question is how good
is the suggested approach for extracting each relation. The second question is
how good is each of the pattern-matching rules defined by annotator.

Table 2. Estimate on number of extracted relations and extraction accuracy as com-
pared to PAPEL.

Relation Russian.WN PAPEL

Amount Accuracy Amount Accuracy

Hypernym 53246 85.54% 29,563 59.10%

Synonym 10044 75.69% 11,862 86.10%

Junk 7175 100.00%

Hypernym synonyms 4160 76.11%

Hyponym 2761 53.71%

Part of 1017 100.00% 1,287 52.60%

Domain 495 51.72%

Instance of 253 61.26%

Hypernym hypernym 125 100.00%

Has part 105 92.38%

Dictionary 58621 83.93% 37898 76.64%

To answer the first question we grouped clusters by relation that can be
extracted from each cluster. For each group of clusters we counted number of
definitions in the group and estimated overall accuracy of relation extraction. It
is difficult to estimate either precision or recall for loosely-defined thesauri like
WordNet. However, for a specific case of hypernyms it is fair to assume that every
node in WordNet has roughly one hypernym (the top node, entity, has none,
and very few of the lower nodes have two or more hypernyms). Thus, fraction
of definitions that have hypernyms might be thought of as hypernym extraction
recall. Accuracy of relation extraction recall was estimated by a human judge
by reviewing random 25 examples from each of the 100 clusters.

To our best knowledge there exist no published work on relation extraction
from Russian language dictionaries with which we can compare our results. Thus
to provide some sort of baseline we refer to PAPEL [13] as one of the latest
comparable works among other languages. Table 2 shows the results.

From the point of view of accuracy, hypernym and meronym extraction gains
significant advantage from preliminary clustering, while synonym extraction still
requires more work. One notable kind of “relation” is“junk”, which is a group
of clusters that contain either headwords of wrong POS or somehow distorted
by dictionary parser.
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Most notably the hypernym extraction accuracy exceeds the baseline by
approximately 25%. Some part of the difference might be explained by differ-
ent methods of accuracy estimation, different language and source data. We
assume that some part of the improvement is due to different extraction app-
roach employed. By applying a rule to a cluster of similar definitions we essen-
tially prevent the rule from being applied applying to definitions with unsuitable
syntactic structure.

Table 3. Pattern usefulness. For each pattern we show the number of definitions for
which the pattern is applied and accuracy of relation extraction using the pattern.

The second question this section needs to answer is how good is each of the
patterns created by the annotator. We estimate the usefulness of each pattern
likewise: first, estimate accuracy of each relation extraction pattern by reviewing
a small subset of each cluster, then combine clusters that were annotated with
the same pattern for relation extraction and estimate accuracy for the combined
cluster.

For each relation extraction pattern employed in the work Table 3 lists the
number of definitions in the combined cluster annotated with the pattern and the
estimated extraction accuracy. The pattern definitions are converted to human-
readable form. The quoted patterns (e.g. “human”) match any definition and
assign the result (e.g. value of hypernym) to every word sense in the cluster. The
rest of the patterns name some word in the definition of word sense. The result
(e.g. value of hypernym) of pattern application is the lemma of the matched
word.

Since the result of a pattern is a word and the goal of relation extraction
is to establish relations between word senses, the relation extraction should be
followed by some disambiguation, e.g. [1]. This is out of the scope of the current
work.
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7 Discussion

The estimates are mostly accuracy for the given dictionary with the given anno-
tator effort applied. We expect to see similar performance on other dictionaries,
but this needs to be checked. Of more interest, however, is to learn to infer
cluster types and relevant rules automatically, leading to a fully automated rela-
tions extraction pipeline. This might enable us to compare hypernym hierarchies
based on different monolingual dictionaries.

In this paper we somewhat incorrectly use the term “semi-supervised learn-
ing”. Semi-supervised learning is a class of machine-learning approaches that
extend the training set by similarity of data points. We argue, however, that
clustering followed by annotation is similar: here we swap steps of annotating
training set and grouping together the similar data points.

The difference between straightforward semi-supervised learning and the pre-
sented approach is in the number of cases an annotator has to consider. If anno-
tation is the first step and the annotators pick samples randomly, then they
inevitably examine samples of the same class multiple times. On the other hand,
if annotation is the second step and clustering performs well, the annotators
have no chance of observing samples of the same class: such samples would fall
into the same cluster. This essentially means that “cluster then annotate” app-
roach allows the annotators to observe more different rare cases, and this does
not impair annotation of the most frequent cases.

As an illustration of the approach let us review fragments from some of the
clusters. Cluster 0 comprizes definitions starting with (“the one who”):

This is a clearly well-detected cluster. Definitions within the cluster do not
mention hypernym of word senses, and direct hypernym is difficult to establish.
Indirect hypernym is trivial in this case: (human).

Cluster 18 consists of definitions starting with (“about”) followed by
adjective and a comma:

This cluster has a well-defined meaning: all definitions within the cluster
are metaphoric. The use of “about” to denote metaphoric senses seems very
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strict, but is not mentioned in the dictionary user manual. Existence of this
cluster helps the researcher to either set aside metaphoric meanings, or to write
a morpho-syntactic rule: in all definitions within the cluster the hypernym is
marked with prepositional case.

Cluster 46 is an example of bad cluster. The distinctive features of the cluster
are that first word is nominative case noun and that comma is present among
the first few words:

From the point of view of relation extraction the here senses fall into major
categories. Definitions like (8) consist entirely of nouns: such definitions along
with the head word form a synset. Definitions like (7) contain specification clause
along with conjunction of nouns: in this case nominative case nouns define hyper-
nym synset of the given sense of head word. Some definitions in the cluster do
not fall into either of the two categories, as is the case with (9).

8 Conclusion

Here we presented a semi-supervised approach to relation extraction. The novelty
of the approach as compared to traditional rule-based approaches is preceding
the rule-writing with clustering.

This little change appears very beneficial in many aspects:

1. The approach allows to extract a majority of definitions with limited and
very predictable amount of work.

2. As compared to similar works, the approach seems to considerably increase
accuracy of rule extraction without noticeable loss in amount of extracted
relations, although precise comparison is not possible.

3. The approach is driven by the corpus. Along with the obvious frequent cases
the annotator is put into position to pay attention to some of the rare defi-
nition styles if they are well-defined.

Mixed n-gram features used for the clustering deserve special mention. The
feature set is very trivial to construct and requires minimal resources. The fea-
tures proved suitable for the task of detecting small similar clauses. This is an
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important tool for the cases where quality syntax is unavailable, such as corpora
with restricted language.

Combined with word sense disambiguation this approach allows to create
prototype WordNets for low-resource languages bypassing the commonly-used
translation approach. The prototyping requires some limited expert effort and
very primitive linguistic resources: a machine-readable monolingual dictionary,
a POS tagger and a word sense disambiguation tool.
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Abstract. Discriminative language models (DLMs) have been widely
used for reranking competing hypotheses produced by an Automatic
Speech Recognition (ASR) system. While existing DLMs suffer from
limited generalization power, we propose a novel DLM based on a dis-
criminatively trained Restricted Boltzmann Machine (RBM). The hid-
den layer of the RBM improves generalization and allows for employing
additional prior knowledge, including pre-trained parameters and entity-
related prior. Our approach outperforms the single-layer-perceptron
(SLP) reranking model, and fusing our approach with SLP achieves up to
1.3% absolute Word Error Rate (WER) reduction and a relative 180%
improvement in terms of WER reduction over the SLP reranker. In par-
ticular, it shows that proposed prior informed RBM reranker achieves
largest ASR error reduction (3.1% absolute WER) on content words.

1 Introduction

Reranking models have been shown effective for reducing errors in a variety
of Natural Language Processing tasks such as Named Entity Recognition [1,
2], Syntactic Parsing [3,4] and Statistical Machine Translation [5]. A reranking
model typically treat the baseline system as a black box and is trained to rank
the competing hypotheses based on more complex or global information.

In Automatic Speech Recognition (ASR), discriminative language model
(DLM) was first introduced by Roark et al. [6] for reranking ASR hypotheses.
They adopt a single perceptron to modify the confidence scores of hypothe-
ses generated by a baseline ASR system. By using only n-gram features, their
reranking model was shown capable of reducing the Word Error Rate (WER)
of an ASR system. His work is followed by several variants with a variety of
feature choices such as syntactic features [7,8], which try to capture correlation
between simple features on the feature level. However, existing DLMs still suffer
from poor generalization power and are vulnerable to shortage of training data,
c© Springer Nature Switzerland AG 2018
A. Gelbukh (Ed.): CICLing 2017, LNCS 10761, pp. 503–514, 2018.
https://doi.org/10.1007/978-3-319-77113-7_39
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because most of them rely on linear or log linear models that fail to take into
consideration the correlation of input features on the model level. Apart from
feature engineering, using hidden variables encoding semantic information helps
improving the generalization power.

Koo et al. [4] proposes a hidden-variable model to rerank syntactic parsing
trees. By linking input features to hidden states corresponding to word senses or
classes, they achieves improved accuracy over a linear baseline. Inspired by the
success of Koo et al., we propose to use the computational structure of Restricted
Boltzmann Machine (RBM) [9] for the task of ASR hypotheses reranking. RBM
is a neural network composed of one hidden layer and one input layer. The
hidden layer of RBM has been shown capable of capturing high-order correlation
and semantic information in the context of language modeling [10,11]. These
approaches model the probability of a fixed length of word sequences, i.e., N -
grams, using only local information, and are trained with a generative objective
function. However, RBM cannot be directly used for ASR reranking due to its
generative training manner.

We propose two modifications to train RBM in a more task-specific way. We
modify the energy function of RBM to incorporate the ASR confidence score,
which has been proved critical for reranking by previous DLMs [6–8]. We then
propose a novel discriminative objective function for training RBM with N -best
lists of ASR hypotheses. Our method differs from existing RBM-based language
models [10,11] in two major aspects. Firstly, the proposed RBM reranker is
trained discriminatively. Secondly, RBM in our method represents sentences of
variable length as global feature vectors. Another attractive property of RBM
is that the computational structure is flexible enough to incorporate various
sources of prior knowledge [12]. As function words have little meanings and
are less important for language understanding [13], we decide to focus more on
content words, e.g., named entities. We hence further integrate to our model two
types of prior knowledge: named entity related prior and a pre-trained hidden
layer.

To our knowledge, this paper is the first to consider using hidden layer and
prior knowledge in the context of ASR hypotheses reranking. The remainder of
this paper is structured as follows: Sect. 2 describes in detail the proposed work;
Sect. 3 shows the empirical results as well as analyses; finally, Sect. 4 concludes
this paper and discusses about future work.

2 Training RBM for ASR Reranking

2.1 Restricted Boltzmann Machine

A Restricted Boltzmann Machine [9] (see Fig. 1) is a neural network composed
of: one n-dimension input feature layer φ(t) = [φ1(t), φ2(t), · · · , φn(t)], which is
a global feature vector extracted for a raw input t, and one d-dimension binary
hidden layer h = [h1, h2, · · · , hd]. The joint probability PRBM(t, h) of hidden
variables and raw input is defined as
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PRBM(t, h) =
e−ERBM(t,h)

∑
t,h e−ERBM(t,h)

ERBM(t, h) = −φ(t)T Wh − bT φ(t) − cT h,

where W ∈ Rn×d is the matrix specifying the weights of connections between
hidden and input layer, and b ∈ Rn and c ∈ Rd are the bias vectors of the two
layers. ERBM(t, h) is called the energy function of RBM. The probability of a
raw input t is then defined as the marginal probability of t

PRBM(t) =
∑

h

PRBM(t, h),

and the training objective is to maximize the log likelihood of training data D

∑

t∈D

ln PRBM(t)

2.2 Maximum Margin Training for RBM-based Reranker

The goal of generative training of RBM is to learn a probability distribution,
which is not necessary for choosing correct ASR hypotheses. Instead, the discrim-
inative training allows the model to explicitly select ASR hypotheses containing
fewer errors. In this section, we describe our discriminatively trained RBM-based
reranking model, denoted as dRBM.

Before introducing the training objective function, we first introduce the
energy function of RBM model. ASR posterior probabilities produced by the
baseline ASR system have been shown useful for reranking in previous works on
DLM [6–8]. We hence add ASR posterior to the energy function of RBM. The
modified energy function is expressed as

EdRBM(t, h) = ERBM(t, h) + Easr(t)
Easr(t) = −w0 ln(P (t|a)),

where P (t|a) is the posterior probability of a given ASR hypothesis t given the
acoustic input a, and w0 is the weight of ASR confidence score fixed during
training. We represent each hypothesis as a global feature vector φ(t) using
a predefined set of feature functions. In this paper, we mainly consider using
unigram features, yet using more complicated features does not need to change
the model.

Inspired by the maximum margin training for Bayesian Networks [14], we
adopt a discriminative objective function L using likelihood ratio,

L =
1

|D|
∑

a∈D

∑

t′∈GEN(a)

max(1 − ln
PdRBM(t̂)
PdRBM(t′)

, 0),

where D is the training set for the discriminative training of RBM and |D|
denotes the number of utterances in training set. GEN(a) refers to the list of
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N -best hypotheses generated by the baseline ASR system for the acoustic input
a, while t̂ is the oracle-best in the N -best list of t. Intuitively, the learning
process finds the parameter setting maximizing the margin between the oracle-
best hypotheses and other hypotheses in the N -best list. The subgradient of the
objective function is

∂L

∂θ
=

∑

a∈D

∑

t′∈GEN(a)

I(F(t̂) − F(t′) < 1)(
∂F(t′)

∂θ
− ∂F(t̂)

∂θ
),

where F(·) is the free energy of RBM defined as

F(t) = − ln
∑

h

e−EdRBM(t,h)

Algorithm 1. Discriminative training for RBM
Input:
D: the training data set
GEN(a): N -best list for an utterance t in the reference
λ: learning rate
for k=1:K do

for a ∈ D do
Positive:
t̂ = argmint′∈GEN(a)WER(t′)
Negative:
T − = {t′|1 + Score(t′) > Score(t̂)}, t′ ∈ GEN(t)}
for t′ ∈ T − do

θ ← θ + λ ∂−F(t̂)
∂θ

θ ← θ − λ ∂−F(t′)
∂θ

The training algorithm is described in Algorithm 1. For each acoustic input
in training set, we select a set of hypotheses T−, which are ranked higher than
the oracle best hypothesis. Based on our analysis of the loss function, we boost
the score of oracle best with its derivate of negative free energy and penalize
hypothesis in T− with their derivates of negative free energy. Note that, as
compared with standard standard RBM training [15], which iterates over input
space or samples of input space, our discriminative training needs only to iterate
over the N -best list which grows linearly with the size of training data and
N -best list.

2.3 Training with Prior Knowledge

The binary hidden layer of RBM allows for easily incorporating prior knowl-
edge into the reranking model. We consider using two types of prior knowledge:
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Named En ty Classes
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…

Fig. 1. Structure of RBM with entity-related prior

named entity labels and pretrained latent layer from texts. Firstly, to improve
the capability of recognizing content words, we capture prior of a special class
of content words – named entities. As entity related prior also encodes informa-
tion about word classes, it helps improving the generalization power of language
models [16] as well.

Specifically, we extract pairs of named entity words and their classes from
texts using a named entity tagger, which annotates the text with 3 widely-
adopted named entity classes, i.e., LOCATION, ORGANIZATION and PER-
SON. As show in Fig. 1, 3 variables in the hidden layer of RBM are used to
represent named entity classes. For purpose of reducing ambiguity, we remove
words belonging to multiple entity classes. We denote the list of entity-class pairs
as G = {w, e}, where w is an index of the unigram feature in the input layer, and
e an index of entity-class variable in the hidden layer. The objective function is
then augmented with an entity-related regularizer,

L − λ ln
∏

w,e∈G

∏
(P (he = 1|φw) − 1)2,

P (he|φw) = σ(ce + We,wφw).

As introduced in Wang et al. [12], P (he|φw) denotes the probability of a hidden
variable he being activated by a given input feature φw.

To handle the data sparsity, we initiate connection matrix W of RBM with
values pretrained using a large text corpora and the generative training. The
pretraining captures the distributional semantics of input features [17].

2.4 Scoring ASR Hypotheses

To score a given hypothesis, we propose two scoring functions using our RBM-
based reranker and its combination with SLP. First of all, the RBM-based
reranking score SRBM is defined as the logarithm of the unnormalized probability
P̃dRBM(t) assigned by the RBM-based reranker solely,
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SRBM(t) = ln P̃dRBM(t)

= w0 ln(P (t|a))
︸ ︷︷ ︸
ASR posterior

+
n∑

i

biφi(t)

︸ ︷︷ ︸
linear part

+
d∑

j

ln(1 + e(ci+Wiφ(t)))

︸ ︷︷ ︸
hidden variable part

.

As shown above, the re-scoring function is composed of the original ASR pos-
terior, a linear bias, and the hidden variable component. In addition, SLP and
RBM are likely to have encoded information complementary to each other due
to their different structures and training methods. Therefore, we propose a late
fusion of the two methods, which combines their confidence scores in the testing
phase. The combined reranking score is

S(t) = SRBM(t) + αSSLP(t),

where SSLP(t) is the single perceptron based confidence score weighted by α.

3 Related Work

DLM has been first introduced by Roark et al. in [6], where simple features like
N -gram was shown able to effectively reduce WER. This previous work is using
a Single Layer Perceptron (SLP) to modify the original posterior probabilities
of the outputs of a baseline ASR system using a linear function,

log P (t|a) +
∑

i

wifi(t),

where log P (t|a) is the log probability of a word sequence t given the acoustic
signal a, and {fi(·)} are the set of feature functions of an utterance weighted by
{wi}. Different types of features extracted from syntactic trees [7] and depen-
dency trees [8] have also been used to enrich the feature set.

Apart from feature engineering and using linear combination of feature func-
tions, inferring hidden variables from the observed input captures semantic infor-
mation related to word classes and word senses. Our work is closely related with
Koo et al. [4] who proposed a hidden-variable model to rerank syntactic parsing
trees. For the tractability of their model, they put constrains on the connections
between latent variables and visible variables (i.e., input layer) by splitting fea-
tures into two sets. However, the way they divide features is specific to syntactic
parsing, and thus is not applicable to our task. Our model differs from Koo
et al. [4] in the sense that the connection is not constrained by their feature
type, but instead relying on the structure of RBM to build connections between
input and hidden layer.

RBM-based models [10,11] have been explored for language modeling. Both
approaches model the probability of a fixed length of word sequences, i.e., N -
grams, and trained with a generative objective function. Our method differs from
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these methods in two major aspects: the training of proposed RBM reranker is
discriminative, and it represents sentences of variable length as global feature
vectors.

4 Experiment

4.1 Dataset

We evaluate our work on the latest release of TedLium Corpus [18] which is a
set of audio and manually transcribed texts of Ted talks. As shown in Table 1.
We split the training set of TedLium Version 2 into two parts: former Tedlium
Training set Version 1 and the rest. The Version 1 part is a set of 774 Ted
talks consisting of 56,800 utterances and more than 1.7 million words, while the
remaining of the TedLium training set contains another 718 talks. The evaluation
set of our experiment is the testing set of TedLium corpus, which is composed
of 11 talks. Our text corpus is the ukWaC corpus [19], which is a collection of
texts containing about 1.8 billion words.

Table 1. Characteristics of the data sets used in experiments

Utterances Talks Words

ASR AM train 56.8K 774 1.7M

Reranking train (speech) 36.2K 718 0.9M

Reranking train (text) 24M - 1.8B

Reranking test 1.15K 11 29K

4.2 Baseline

The baseline ASR system is based on KALDI1 toolkit [20] including a DNN-
based acoustic model. It uses a pre-trained language model2, which is released
as part of Sphinx project [21] and has achieved a perplexity of 158.3 on a corpus
of Ted Talks. The acoustic model is trained using the training set of TedLium
Version 1. The rest of training set of TedLium Version 2 is used for training
reranking models. The baseline SLP reranker is trained by following the work of
Lambert et al. [8] that randomly selects K pairs of hypotheses from the N -best
lists. Specifically, we randomly select 100 pairs from the 100-best list. Learning
process is ran for 10 iterations, as we cannot observe further WER reduction
with more iterations.

1 http://kaldi.sourceforge.net/.
2 http://cmusphinx.sourceforge.net/2013/01/a-new-english-language-model-release/.

http://kaldi.sourceforge.net/
http://cmusphinx.sourceforge.net/2013/01/a-new-english-language-model-release/
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4.3 RBM Setup

We refer to the system integrating prior knowledge with dRBM as p-dRBM.
Both dRBM and p-dRBM use 200 hidden units and are trained using the same
data set and 100-best hypotheses as SLP reranker. Since our focus is not on
feature engineering, and for simplicity of interpreting our experiment results,
we use only unigram features (i.e., single words) in our experiments, which have
also been shown as the most effective features by previous works [8]. For training
p-dRBM, we first crawled down a set of text summaries of ted talks from Ted
website. We then create a list of 20 words for each entity category by tagging
the collected text summaries with Stanford named entity recognition tool [22]
following description in Sect. 2.3. A basic RBM is trained using ukWaC corpus
and used for initiating the connection matrix W of p-dRBM. The late fusion
of SLP and our proposed methods are denoted as SLP + dRBM and SLP +
p-dRBM. We use λ = 0.01 and α = 1.0 as weights of entity-related regularizer
and SLP scores in late fusion.

4.4 Evaluation

First of all, we analyze the behavior of p-dRBM by computing the most-activated
words by p-dRBM as shown in Table 2. As shown in previous section, the scoring
function used by our method is a combination of ASR confidence score, a linear
component (denoted as p-dRBM-L) and a hidden-variable component (denoted
as p-dRBM-H). p-dRBM then takes as input one-hot vectors of words to compute
their reranking scores. It shows that the linear component is mainly accounting
for the function words, while the hidden component favors content words that
are mostly nouns and adjectives. The final scoring function is a trade-off between
function words and content words through a combination of the two components.

Table 2. Most activated word by p-dRBM

p-dRBM-H p-dRBM-L p-dRBM

integrated of integrated

demeanor and demeanor

disgust the disgust

tattoo to tattoo

formula a formula

To investigate on what is captured by RBM and potentially effective for
improving the Word Error Rate (WER), we represent each hidden variable as
a vector of words. These vectors represent how much a word is activated by a
given hidden variable. Table 3 shows a selected set of hidden variables that can
be seen as a set of topics. We found that RBM can capture meaningful topics by
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Table 3. Example topics learned by p-dRBM

Working Media Higher education Entertainment

Security News Cambridge Scene

Services Forum Mary Story

Office Business Professor Tv

Home Press William Songs

For New Royal Moving

using only sentence-level co-occurrence. We then represent each word as a vector
of hidden variables by taking the rows of the matrix W ∈ R|V |×d of p-dRBM.

We rank words based on their cosine similarity with the queries and select
the top 5 words for four query words. As shown in Table 4, the top ranked
words all seem very relevant to the query words. Since our RBM is trained with
sentence-level concurrence, which is different from the window-based methods,
the ’similarity’ looks more like a topical relatedness rather than syntactical sim-
ilarity. In general, we can conclude that the resultant RBM-based reranking
model to some extent captures the distributional semantics related to the topics
of words.

Table 4. Most-similar words for queries using p-dRBM word embeddings

Japan Film Bible Computer

India Story Greatest Software

Italy Music Holy Database

Asia Beautiful Truth Digital

Germany Famous Gospel User

China Classic Spirit Server

As shown in Table 5, we evaluate WER of reranking systems. It shows that
the proposed discriminatively trained RBM produces greater WER reduction
than baseline SLP rerankers. Effectiveness of using prior knowledge is validated
by further improving WER over dRBM. The greatest absolute WER reduction
(1.3%) is achieved by the late fusion of SLP and p-dRBM, which confirms that
our reranker captures information complementary to SLP.

Since the latent layer of p-dRBM incorporates prior knowledge related to con-
tent words (e.g., named entities), it is desirable that the proposed method can
better recognize content words, which are more critical for downstream appli-
cations such as spoken language understanding. To evaluate the performance
of our proposed methods on recognizing content words in a more general way,
we words that have higher TF-IDF scores are more likely to be content words.
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Table 5. Performance of reranking model on TedLium corpus

WER WER (TF-IDF≥ 3)

ASR 1-best 18.23 46.9

Oracle 1-best 11.42 36.1

SLP 17.76 46.3

dRBM 17.51 44.6

p-dRBM 17.36 43.8

SLP + dRBM 17.11 45.2

SLP + p-dRBM 16.91 44.2

We hence assign more weight to errors involving a set of keywords with high
TF-IDF instead of treating all words equally. Specifically, the list of keywords
are chosen based on TF-IDF scores (≥ 3.0) computed from whole TedLium cor-
pus. We use the weighted-word-scoring implementation in NIST SCLITE tool3

by aggressively assigning weight 1.0 to words on the list and 0.0 to the rest.

Fig. 2. WER reduction for words versus TF-IDF scores

Table 5 clearly shows that baseline reranking systems (SLP) fail to reduce
much WER for selected keywords. In comparison, proposed RBM rerankers,
especially p-dRBM, have reduced more errors on chosen keywords without sac-
rificing overall performance. We further break down the TF-IDF scores into 3
bins. Figure 2 shows the WER reduction by all three approaches. Thanks to hid-
den variables, our methods are capable of better capturing the discriminative
information for most content words. In particular, p-dRBM is shown working

3 http://www1.icsi.berkeley.edu/Speech/docs/sctk-1.2/sclite.htm.

http://www1.icsi.berkeley.edu/Speech/docs/sctk-1.2/sclite.htm
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significantly better than other methods on words with medium TF-IDF scores
(<5), which is a result of injecting named entity words, e.g., washington (TF-
IDF= 3.87), that mostly have TF-IDF between 3.0 and 5.0.

5 Conclusion

In this paper, we proposed an RBM-based language model that is discrimina-
tively trained for reranking ASR hypotheses. In comparison with single per-
ceptron based reranker, our proposed approach reduces more word errors. The
success of fusing single perceptron and RBM-based reranker suggests that two
models actually capture complementary information useful for selecting less erro-
neous ASR hypotheses. In addition, we found that introducing prior knowledge
to RBM-based reranker results in a better recognition of content words. In the
future, we would like to explore the use of lexical knowledge obtained from differ-
ent resources, e.g., WordNet [23] or SenticNet [24], as additional prior knowledge
for the proposed model.

Acknowledgements. This work was conducted within the Rolls-Royce@NTU Corp
Lab with support from the National Research Foundation Singapore under the Corp
Lab@University Scheme.
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Abstract. This paper presents a comparative study of several different
approaches to speech recognition for the Tatar language. All the compared
systems use a corpus-based approach, so recent results in speech and text cor-
pora creation are also shown. The recognition systems differ in acoustic mod-
elling algorithms, basic acoustic units, and language modelling techniques. The
DNN-based system shows the best recognition result obtained on the test part of
speech corpus.
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1 Introduction

The conventional way of building large vocabulary speech recognition systems is to
obtain required acoustic models, a pronunciation dictionary, a language model, and use
some of the decoders. The situation can be worse whenever you have to recognize the
speech of an under-resourced language. In that case some (or all) of the required
resources and algorithms may not exist. In this article we present our recent results in
creating a very large vocabulary continuous speech recognition system for the Tatar
language. Tatar is spoken by several million people but still is an under-resourced
language. Therefore, we have to determine an acoustic alphabet, to record and annotate
speech corpora, to build models with different existing approaches and to evaluate the
recognition quality of combinations of the system’s parts.

The paper is organized in the following way. In Sect. 2, the main acoustic and
linguistic features of the Tatar language are presented. Section 3 gives an overview of
our speech corpus and the text corpus of the Tatar language that are used to train and
test acoustic and language models. Section 4 shows different types of developed Tatar
speech recognition systems. Section 5 discusses the experiment results of proposed
recognition systems. Last section concludes the paper.

2 The Tatar Language

Tatar is the second spoken language in Russia. There are 4.2 million of speakers in
Russia and near 5.2 million of speakers in the world [1].
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The Cyrillic alphabet (unified in 1939) consists of 39 characters. There are 12
vowel and 28 consonant sounds. Different dialects of Tatar can be identified: Western,
Kazan (Middle) and Eastern. Based on the existing language classification [2, 3], in
2013 it was assigned to the under-resourced language class [4]. However, recent results
in machine translation [5–7], speech analysis and synthesis [8, 9] fields can change this
situation.

3 Data

The size and the quality of training data play an essential role in modern recognition
approaches. To train speech recognizers for the Tatar language we have created a
continuous speech data set representing different types of speakers. The data set consists
of read speech mostly spoken by native speakers with a common Kazan dialect. As for
training language models we have used the preprocessed Tatar National Corpus [10].

3.1 Speech Corpus

The most modern systems use speech corpora with a total duration of hundreds and
thousands hours to create robust acoustic models. This amount of training data gives a
possibility to create robust recognizers. The robustness in that case means relatively
equal recognition accuracy for male and female speakers, speakers of different sex and
age, noise conditions, etc.

Building and annotating the multi-speaker speech corpus for the Tatar language is
currently in progress. Now it consists of two main parts. The first part – “Core part” –
has been created to cover all the Tatar phonemes pronounced by the large number of
speakers. Due to this goal, each speaker has been asked to utter approximately 2 min:
11 sentences from literature texts, 13 separate words, and 7 sentences from news. Each
of the resulting set of 31 text fragments has been adjusted to contain all the Tatar
phonemes and the maximum number of phonemes’ contexts (left and right phonemes)
based on 2- and 3-grams number. The “Core part” is now used in several algorithms in
their first stages to create initial monophone models (see Sect. 4 for details).

The second part of the corpus is “Read part”. We asked people to read randomly
selected texts for 30-min. The source of used texts is the Tatar National Corpus
described in 3.2. The only text adaptation was transcribing of all abbreviations and
numbers.

Both “Core” and “Read” parts have been manually annotated, for now the speech
corpus contains speech files, corresponding text and phonetic transcriptions. The cor-
pus also contains additional meta-information about speakers (sex, age, mother tongue)
and an expert’s score of speakers’ proficiency in Tatar. In addition, we plan to continue
recording and annotating the “Spontaneous” and start collecting/transcribing “Radio
and TV” parts of this corpus.

The main characteristics of the speech corpus are presented in Table 1.
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3.2 Text Corpus

Texts that have been used to create language models are from the Tatar National
Corpus. Some preprocessing steps have been implemented to prepare texts for lan-
guage modelling:

1. Duplicate fragments have been removed;
2. All texts have been lower-cased;
3. Abbreviations, numbers, dates have been transcribed;
4. Texts have been split into separate sentences.

The main characteristics of the text corpus after the processing steps are presented
in Table 2.

Table 1. The characteristics of multi-speaker speech corpus for the Tatar language

Parameter Value

Number of speakers 377
Male speakers 109
Female speakers 268
Duration 57:55:09
Number of speakers in training subcorpus 361
Duration in training subcorpus 52:50:15
Number of speakers in test subcorpus 16
Duration in test subcorpus 5:04:54
Number of speakers in “Core” part 251
Duration of “Core” part 8:12:16
Average duration per speaker in “Core” part 1:58
Number of speakers in “Reading” part 126
Duration of “Reading” part 49:42:53
Average duration per speaker in “Reading” part 23:40

Table 2. The characteristics of the text corpus

Parameter Value

Number of files 217 294
Number of words 69 810 033
Number of words in learning part 64 629 794
Number of words in test part 5 180 239
Number of syllables 186 014 478 (2,66 per word)
Number of morphemes 110 280 448 (1,58 per word)
Number of letters 434 636 548 (6,23 per word)
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4 Systems Description

4.1 General Overview

We have built and evaluated several recognition systems that differ in an acoustic
modelling unit, the size of used training data, and in the algorithms used for models’
creation and decoding phases. All the training and evaluation have been done using the
Kaldi toolkit [11].

We experimented with two different types of acoustic units: monophones and
triphones. As we have already mentioned in Sect. 3.1, we used short utterances from
the “Core” part of the speech corpus to create acoustic models in the initial training
stages (see Training audio data column in Table 3).

The basic speech feature we used is mel-frequency cepstral coefficients (MFCCs),
but also delta and delta-delta coefficients have been used to form 39-dimension feature
vector. In more advanced systems (Tri2, Tri3, Tri4, NN) we have used LDA/MLLT
feature transformation algorithm, SAT and fMLLR speaker adaptation techniques [12].

LDA-MLLT stands for Linear Discriminant Analysis – Maximum Likelihood
Linear Transform. LDA reduces feature space for all data, whilst MLLT takes this
reduced feature space from LDA and calculates a transformation for each speaker to
implement speaker normalization.

SAT stands for Speaker Adaptive Training and performs speaker and noise nor-
malization. After SAT training, the acoustic models are trained on speaker-normalized
features. fMLLR stands for Feature Space Maximum Likelihood Linear Regression.
The inverse of the fMLLR matrix is used to remove the speaker identity from the
original features.

Three language models have been created: pruned and full 3-gram and 4-gram
models.

We have used step by step training process so each next system should improve
recognition quality by using more training data, advanced adaptation techniques and
larger language models.

The resulting set of speech recognition systems is presented in Table 3.
The latter system from listed in Table 3 is DNN-based recognizer. This neural

network uses a p-norm activation function and predicts the posterior probabilities of

Table 3. The overview of built Tatar speech recognition systems

System Acoustic unit Training audio data Features Language models

Mono monophone separate words MFCCs small 3-gram
Tri1 triphone separate words +delta, delta-delta +3-gram full
Tri2 triphone “Core” part +LDA/MLLT as above
Tri3 triphone “Core” part +fMLLR as above
Tri4 triphone full training corpus as above +4-gram
NN triphone full training corpus as above as above
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context-dependent states [13]. It has been trained on the training corpus data aligned by
Tri4 recognition system.

All the systems use the same 200 k words vocabulary consisting of most frequent
words.

4.2 Acoustic Models

In this work we have created acoustic models for rather good quality recordings:
16 bits, 22 kHz. We could use them to recognize speech in offices, in front of
home PC, to analyze speech in not very noisy conditions. In future, we plan to create
separate acoustic models for speech transmitted over telephone, TV and radio channels.

The simplest monophone and triphone acoustic models are created for 32 non-
silence and 2 silence phones. Context dependency is introduced with left and right
adjacent phonemes. Therefore, each context-dependent (CD) phoneme is presented
with a triple of context-independent phonemes designated as a − b + c where b is a
central phoneme name, a and c are names for left and right context phonemes
respectively.

Phonemes names are taken from the basic phoneme alphabet for Tatar (a, ae, b, ch,
d, dzh, e, f, g, h, i, j, k, kh, l, m, n, ng, o, oe, p, r, s, sh, t, ts, u, ue, v, y, z, zh)
accomplished with a silence sil and short-pause sp, which makes total 34 items.

4.3 Language Models

Language model creation task arises in many applications from spellchecking to
machine translation systems. In all the cases, language model has to describe language
grammar rules and has the ability to estimate the probabilities of word sequence in a
specified language.

We have built the language model for the Tatar language using the SRILM toolkit
(Speech Technology and Research (STAR) Laboratory) [14]. This tool has the func-
tionality to create n-gram models, can interpolate different models and estimate the
quality of built models. The common way to use SRILM is as follows:

1. Executing “ngram-count” function to calculate the count of n-grams.
2. Executing “ngram-count” function to build the language model based on the results

of the first step. A smoothing algorithm has to be specified.
(a) Executing “ngram” function with –prune option with threshold as a value.

3. Model quality estimation using “ngram” function with ‘ppl’ parameter.

In addition to conventional 3- and 4-gram models, we have built a pruned 3-gram
model. Language model pruning can help in dealing with the limited amount of
memory in computing device. Used algorithm prune n-gram probabilities if their
removal causes perplexity of the model to increase by less than threshold value
(0.0000003 in our experiment) [15].

According to the limit of the corpus size, the developed language models cannot be
complete. Thus, there will be unseen n-grams with a zero probability. As the proba-
bility of the entire speech utterance is calculated as the multiplication of separate n-
grams, this can lead to the situation, in which even one unseen n-gram zeroes out the
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total utterance probability. To overcome this drawback, we used Kneser-Ney
smoothing algorithm [16].

The Tatar language belongs to the agglutinative language family. Thus, its main
characteristic is rich morphology. In case of word-based models, the only approach to
better cover the entire lexicon is to use large vocabulary. Our experiments have shown
that 20 k words vocabulary gives 17% OOV rate, 50 k – 10%, even 200 k vocabulary
shows 4.4% OOV on test data set.

For these experiments we have chosen 200 k words vocabulary, because using
bigger vocabulary will reduce the speed of the recognition system, while reducing the
size of the vocabulary will increase the number of OOV words to an unsatisfactory
level.

The quality of built models have been evaluated on the following parameters:
memory usage, perplexity (model confidence level in analysis of the test data set),
Table 4.

4.4 Evaluation Method

The most common performance metric in speech recognition is word error rate (WER),
that is computed as follows:

WER ¼ IþDþ S
N

� 100%;

where I is the number of insertion errors, D – deletion errors, S – substitution errors, N
– the total number of words in uttered text.

The agglutinative nature of the Tatar language can lead to such a situation where
one incorrectly recognized affix will be counted as a whole word error in WER. For
example, in the third record from the test subcorpus word “кaлтыpaдым” have been
recognized as “кaлтыpaды”, and the WER statistics can’t show real quality of this
recognition result since it observes only the substitution error. To give a different
source of evaluation information we have computed an additional metric: syllable error
rate (SER).

One of the applications of speech recognition systems is the dictation system. In
this type of programs users estimate the recognition quality mostly by the number of
corrections they have to make in recognized texts. Therefore, such characteristic as
character error rate (CER) can be representative.

Table 4. Language models’ features

Language models Memory Perplexity OOV

pruned 3-gram 25 MB 1600.9 4.4%
3-gram 152 MB 299.5 4.4%
4-gram 189 MB 422.8 4.4%
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5 Results

Table 5 shows the performance of the different recognizers on the 5-h test subcorpus.

The analysis of the WER values shows the main component of the errors: the
substitution errors. For the conducted experiments the number of substitution errors is
from 5 to 10 times bigger than the insertion or deletion errors. For example, for the best
NN 4-gram LM system error numbers are as follows: 496 insertions, 395 deletions,
2362 substitutions.

We have found two possible reasons for these results. The first one is the OOV rate,
and the second one is the rich morphological structure of the Tatar words. The number
of OOV words in speech test corpus is near 1% (213 from 25240 words). The influence
of rich morphological structure can be seen in SER and WER difference: syllable-based
error rates are nearly two times less than word-based.

As it can be seen from Table 1, the number of male speakers is only one third from
the total number of speakers in the corpus. Therefore, we have calculated the WER for
NN with 4-gram LM system in per speaker manner to see if this difference in the
amount of training data for male and female speakers causes recognition quality dif-
ference. The results of this experiment are given in Table 6.

A similar result is obtained on the test data set for male and female speakers (12.5%
and 13.1% WER, respectively). This fact supports that our speech corpus can be used
for training acoustic models for speaker-independent systems despite of two times less
audio data available for male voices.

Table 5. Evaluation results for Tatar speech recognition systems

System Language models WER SER CER

Mono pruned 3-gram 52,06 39,65 28,70
Tri1 pruned 3-gram 28,80 18,32 12,54
Tri1 3-gram 22,59 14,09 9,78
Tri2 pruned 3-gram 24,14 13,95 8,69
Tri2 3-gram 19,08 10,86 6,91
Tri3 pruned 3-gram 21,16 11,35 6,67
Tri3 3-gram 17,21 9,04 5,37
Tri4 pruned 3-gram 18,57 9,29 5,24
Tri4 3-gram 15,19 7,46 4,18
Tri4 4-gram 15,10 7,41 4,15
NN pruned 3-gram 16,47 8,27 4,94
NN 3-gram 12,99 6,44 3,86
NN 4-gram 12,89 6,38 3,83
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6 Conclusions

In this paper we present a comparative study of several different approaches to create
speech recognition systems for the Tatar language. First multi-speaker speech corpus
has been created and used to model Tatar acoustic units (monophones and triphones).
The Tatar National Corpus has been used to build three language models.

The best result obtained on the test part of speech corpus by DNN-based system is
more than 87% word recognition accuracy on 200 k words vocabulary. The resulting
recognition system also showed robustness to speaker’s sex.

For the future work we plan to implement sub-word units’ recognition, that can
give an opportunity to reduce vocabulary size and OOV rate, making a step to
unlimited vocabulary recognition system for the Tatar language.
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Abstract. In this vision paper, we argue that current solutions to data
analytics are not suitable for complex tasks from the humanities, as they
are agnostic of the user and focused on static, predefined tasks with
large-scale benchmarks. Instead, we believe that the human must be put
into the loop to address small data scenarios that require expert domain
knowledge and fluid, incrementally defined tasks, which are common for
many humanities use cases. Besides the main challenges, we discuss exist-
ing and urgently required solutions to interactive data acquisition, model
development, model interpretation, and system support for interactive
data analytics. In the envisioned interactive systems, human users not
only provide annotations to a machine learner, but train a model by
using the system and demonstrating the task. The learning system will
actively query the user for feedback, refine its model in real-time, and is
able to explain its decisions. Our vision links natural language processing
research with recent advances in machine learning, computer vision, and
data management systems, as realizing this vision relies on combining
expertise from all of these scientific fields.

1 Challenges in Analyzing Humanities Data

Automated data analytics, aka. data mining and machine learning, is a key tech-
nology for enriching and interpreting data, making informed decisions, and devel-
oping new data-driven scientific methods across many disciplines in industry and
academia. Although the potential of interactive problem solving was recognized
early on [16], this field has not progressed very far beyond the initial work.
In particular, interactive machine learning and data analytics have only recently
received increased attention [98]. Current data analytics solutions focus predomi-
nantly on well-defined tasks that can be solved by processing large, homogeneous
datasets available in a structured form. Consider for example recommender sys-
tems, which suggest new products based on the product’s properties, the prod-
ucts that the customer has previously bought, and the collective behavior of the
customer database [43]. The state-of-the-art relies on huge amounts of data—
over one billion pairs of users and news items passively gathered—to train a
c© Springer Nature Switzerland AG 2018
A. Gelbukh (Ed.): CICLing 2017, LNCS 10761, pp. 527–549, 2018.
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deep neural network [28]. This may explain, why data analytics is conceived in
a rather impersonal way, with algorithms working autonomously on passively
collected data, although practice is quite the opposite. Most of the influence
practitioners have, comes through interacting with data, including crafting the
data and examining results.

In the late 1990s, digitized data became widely available in the humanities
as well. Since then, there has been a clear demand for data analytics approaches
to tap into these textual and visual data, including cultural heritage collections.
The research questions and strategies in the humanities are, however, radically
different from data analytics tasks in other disciplines.

First, despite the large amount of digitized data, there is typically only a tiny
fraction that qualifies as training data for machine learning systems, because
most of the data lacks cleaning, preprocessing, and gold standard labels. Data
preparation tasks are often highly complex in the humanities. For text, they
range from transcribing Gothic script or handwriting through the labeling of
references to persons and their actions to a manual analysis of the text’s argu-
mentative structure. For images and video, e.g., we need to correct distortions,
annotate gestures, or manually describe scenes. Rather than depending on big
input data, future data analytics methods for the humanities must therefore be
able to cope with small data scenarios, generalize from few input signals, and at
the same time avoid overfitting to the idiosyncrasies of the dataset.

Second, the analysis of humanities data requires highly specific expert knowl-
edge. This may include historical and legal facts, understanding ancient and
special languages, or recognizing gestures or architectural properties in images
and video. Relying on expert knowledge further limits our possibilities to man-
ually label data, as common annotation procedures, such as crowdsourcing [54]
or gamification [2], can only be used for certain subproblems or must be cus-
tomized for laypeople. An even more severe problem is, however, interpreting the
output of a data analytics system, which is only possible with expert domain
knowledge. So far, training such a system requires vast machine learning exper-
tise, preventing domain experts from directly participating in the development
process. Inspecting and refining a model is particularly challenging in neural
network architectures, as there is still little insight into the internal operation
and behavior of complex models [109]. Future methods need to communicate
directly with domain experts and allow them to steer the data analytics process.

Third, most research questions in the humanities are not clearly defined in
advance, but developed over time as the research hypothesis evolves. We there-
fore need data analytics methods that allow for fluid problem definitions. This is
particularly true for subjective tasks, for which multiple, partially contradicting
theories co-exist. Examples are different schools and traditions in philosophy as
well as disparate sources and opinions in history or law. Rather than aiming
at a single, universal problem definition, we thus need methods that adapt to
particular users or theories and recognize shifting goals.

Although some of these challenges are relevant for data science tasks in gen-
eral (e.g., the small data scenario in the biomedical domain [93]), fluid problem
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definitions are prototypical for the humanities, as researchers have to pursue
and develop competing theories and standpoints before judging them according
to their merits. The humanities therefore need specific solutions for future data
analytics. This requires a close cooperation of natural language processing and
computer vision with machine learning and data management systems research.

2 Interactive Data Analytics

In this paper, we advocate research on interactive machine learning approaches
for data analytics tasks in the humanities. Interactive machine learning is char-
acterized by incremental model updates based on a user’s actions and feedback,
yielding a system that is simultaneously developed and used. Rather than teach-
ing a machine learning system with a predefined set of training instances, as is
the most common practice today, we envision an intelligent system that a user
teaches by using it. This is triggered by the insight that a user will not neces-
sarily start with a pre-defined concept that must be modeled as accurately as
possible (as is often assumed in machine learning); the concept sought after is
likely to evolve during the discovery process and, hence, during the process of
selecting data and training a machine learning system.

Indeed, this is akin to active learning—the system may ask the user to label a
certain instance while learning—but transgresses it by removing the strong focus
on data labeling. Active learning removes the passivity of the learning system
which, in the classical setting, only receives data, and allows it to actively pose
questions on the data. However, the teacher (i.e., the human expert) is passive in
the sense that she has no direct influence on the models that the learner induces
from the data. Her only way of influencing the results is via the provided data
or labels. For that reason Shivaswamy and Joachims [94] extended this towards
coactive learning, where the teacher can also correct the learner during learning
if necessary, providing a slightly improved but not necessarily optimal example
as feedback.

In interactive learning, we envision a process where the teacher and the
learner not only interact at the data and example level, but also at the model
level itself. The user should be enabled to directly interact with the model, to
provide feedback on the model that influences the learner, or to even directly
modify parts of the learner. This way, learning becomes a fully co-adaptive pro-
cess, in which a human is changing computer behavior, but the human also
adapts to use machine learning more effectively and adjusts his or her data
and goals in response to what is learned. This requires on the one hand ways
for communicating information or feedback about the models to the learner,
and, on the other hand, relies on innovative methods for communicating learned
models to a domain expert who is typically inexperienced in machine learning.
Thus, we envision future interactive data analytics to essentially consist of four
components:
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Interactive Data Acquisition: The domain expert and the learning system
need to interact to acquire the appropriate data as well as for annotating and
labeling the data.

Interactive Model Development: Besides influencing the learning process
by providing suitable training data, the domain expert can interact with the
learning algorithm during the model’s construction and use this to continually
alter and refine the model.

Interactive Model Interpretation: The learned model is not passive and
intransparent, but can be actively understood and explored by the domain
expert.

Interactive System Support: To support the iterative learning process and
the effective human–computer interaction under real-time constraints, it is
essential to link interactive machine learning with data management systems.

All four components have, to some extent, been explored in the literature
before, but for interactive data analytics it is essential that all four are real-
ized and tightly integrated so that their synthesis facilitates the interaction
between the domain expert and the analytics tool at multiple levels. Figure 1
shows how the four components enrich the traditional data analytics process
based on explicit feedback in the form of labeled data. By putting the human in
the loop, we can approach data analytics methods also in small data scenarios
requiring expert knowledge, as it is the case in the humanities. The interactive
learning paradigm does not only allow a user to steer the learning process, but
also to simultaneously develop the actual task and learning goal.

It should be noted that the general idea of interactive machine learning is
anything but new. De Raedt and Bruynooghe [80] used the term already in 1992
for a logical rule learning system that interactively queries the user whether
a newly learned rule is considered correct. Interactive machine learning gained
also some attention during the Intelligent User Interfaces conference series, since
Fails and Olsen [29] introduced an interactive approach for image segmentation
in 2003. Unlike in previous works, the users of Fails and Olsen’s system are
more than oracles for assessing the learning process. Instead, the users roughly
crayon the outlines of an object and iteratively refine their input as the system
updates its prediction. Or consider the GrabCut system due to Rother et al.
[86]. It takes this further and considers different interaction modes to make the
communication between the user and the learner more efficient. This is what
Amershi et al. [4] later entitled as “power to the people”: the users teach a
machine learning system by demonstrating how it should behave, rather than
just providing a (large) number of hand-labeled training instances.

This learning paradigm is known as imitation learning or learning from
demonstration [5,6,77,88]. Though it is an active research topic at the Neu-
ral Information Processing Systems (NIPS) conferences, research continues to
focus mostly on teaching robots. To facilitate data analytics for the humani-
ties, however, we need to leverage methods for text and visual data, which to
date have only been cursorily researched. Despite image segmentation [29,37,86],
there is recent work on natural language generation [55] and natural language
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Fig. 1. Overview of our interactive data analytics vision: Besides the traditional app-
roach (gray arrows) of training a learner by explicit feedback in the form of labeled
data, the learner should be enabled to actively pose questions to the teacher, integrate
implicit feedback and direct changes to the underlying model as well as foster interpre-
tation of the learned model yielding a fluid task definition. The machine learning setup
is backed by interactive system support to ensure the learner’s response in real-time.

understanding [104]. The advantages of learning from demonstration are backed
up by the user study by Cakmak et al. [15], who found that a standard app-
roach to active learning is not perceived as a “real interaction” and some users
complained about an imbalanced and badly structured stream of inquiries that
hindered effective teaching to some extent. This was different in a setup that
allowed users to ask the robot themselves, as the learning felt more natural.

Moving on with interactive approaches to data analytics for text and visual
data is relevant for a large number of tasks in the humanities. A prototypi-
cal application is argumentation analysis. This is relevant for communication
science (e.g., the analysis of political speeches), philosophy and ethics (e.g., con-
troversial standpoints about cloning), history (e.g., changes in the public debate
about corruption), and journalism (e.g., evidence retrieval and fact checking in
news items). Typically, these use cases have a high impact on our society, but
no clear, predefined task definition. There are, for instance, multiple competing
theories of argumentative structures or how to define a fact. Instead, researchers
approach a task from different perspectives with research questions that evolve
while working with the data. Most tasks would benefit from a multimodal anal-
ysis, as text, images, and video (e.g., of political debates or to generate evidence
for fact checking) contain complementary information.

In the remainder of the paper, we describe in detail our vision of interac-
tive data analytics for the humanities and how we need to go beyond previ-
ous work. In Sect. 3, we introduce an integrated example for a fluid task in
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argumentation analysis within the social sciences. We cover a wide range of
methods and techniques from machine learning, natural language processing,
computer vision, and data management systems. Following our four components,
we first discuss techniques for interactive data acquisition in Sect. 4. In Sect. 5,
we then argue for means of allowing users to directly participate in the model
development, for instance, by demonstrating how the learner should behave.
This is closely linked to interactively interpreting the learned model in Sect. 6
by tracing a learner’s decision and understanding the model internals, allowing
the teacher to effectively guide the learning. Finally, we discuss methods of inter-
active system support in Sect. 7 to deal with real-time constraints and effective
visualization of the results. In Sect. 8, we conclude the paper.

3 A Visionary Example: Argumentation Analysis

To demonstrate the potential of the interactive data analytics paradigm, we con-
sider the following integrated example targeted towards argumentation analysis
in the humanities. Imagine a social scientist (S) investigating a controversial
research question such as “Should Europe accept more refugees?” by using the
envisioned interactive data analytics system (D) with the goal of compiling a
customized summary of the relevant standpoints and arguments present in arbi-
trary web sources.

In the first step, S acquires data by advising D to crawl relevant documents
and video clips from a newspaper, YouTube, and a number of online forums
dedicated to discussing the European Union. Instead of implementing this step
as a preprocessing step tweaked by an information retrieval specialist, D would
come up quickly with a few first results and asks S to select the ones that
best fit her needs. D would pick up this feedback and iteratively refine both
the crawling and the relevance ranking of the results. Already while the corpus
is growing, S and her team would annotate some of the retrieved documents
and individual scenes in the video clips, e.g., for claims and premises. From
these annotations, D would develop a machine learning model that cannot only
improve the information retrieval and exploration, but also pre-annotate the
crawled documents to allow S to correct the system responses rather than having
to create all annotations from scratch. Since S is not satisfied with the initial
quality of the model, she first asks her colleague for a large annotated dataset of
claims and premises and guides the system in transferring knowledge about how
to effectively detect claims and premises although the newly crawled data spans
totally different genres and domains. In the interplay of responding to system
queries and annotating new data, S explores the dataset while it is developing.
By observing which documents S prefers and that she tends to skip the first two
minutes of a video, D gets a better notion of what is important for the task.

As the data grows and S feels that the claim and premise annotations work
much better, she starts to label argumentative fallacies, such as the shifting the
burden of proof fallacy as in: “There must be thousands of terrorists immigrating
to our country. I challenge you to prove me wrong!” To this end, S starts with
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rather broad fallacy categories and iteratively refines them. D needs to adapt
the learned model on-the-fly and assist S, for example, by suggesting a decision
boundary between overly large, inhomogeneous groups of fallacious arguments.
At several points, S is puzzled why D suggests a certain fallacy type, so she asks
the system for explanation. D might respond that the decision is largely influ-
enced by certain parts of a neural network, for which D shows a visualization.
S soon finds that the voice recognition component keeps conflating refugee and
refuse. Therefore, she draws an improved decision boundary into the visualiza-
tion, which yields a strong constraint during retraining of the model.

Having analyzed much of the crawled data, S gets interested in ordering the
arguments in a timeline. She asks D to do this by marking where the document
or video creation time can be found. She also demonstrates that D should select
the most important arguments and place the oldest argument at the top and the
newest argument at the bottom. While doing so, she decides that it would make
more sense to mark related arguments, which is why she introduces a separate
column per argumentative strand.

This integrated example demonstrates that concepts sought after are likely to
evolve during the discovery process and, hence, when selecting data and training
a system. S starts with practically no data, but generates everything while she
develops the research question and the result format. The envisioned system has
to be highly flexible and interactive so that S can make all these inputs herself
while D responds in real-time—even though the processing of the entire dataset
might still be running in the background.

4 Interactive Data Acquisition

In a traditional data analytics setup, a machine learning algorithm is trained
with massive amounts of data. This is particularly true in recent approaches
making heavy use of deep neural networks [57]. Acquiring such large amounts of
data is, however, a key problem in the humanities, where annotations typically
depend on expert knowledge. We are thus facing small data scenarios, in which
the learner often has no initial data for the current domain or task at all—which
is generally known as the cold-start problem

To address this problem, new methods are needed to make better use of
existing data and obtain new annotations for learning as efficiently as possible.
Interactive annotation processes offer the opportunity for learners to request
feedback when they are uncertain (active learning) and for human teachers to
gradually refine the model while they are annotating (online learning) or inter-
vene when they encounter mistakes. With interactive data acquisition, learning
and annotation should become a single intertwined process that is guided by the
teacher to rapidly learn a good model.

Research in active learning provides a first step into interactive data analyt-
ics by transgressing the conventional model of machine learning [20,91]. Active
learning has already found frequent use in natural language processing (e.g.,
[3,33,70]), in particular also for annotating texts [103]. For example, the open-
source annotation tool WebAnno has recently added active learning techniques



534 I. Gurevych et al.

for suggesting potential annotations to the annotator [108]. In computer vision,
active learning has been investigated for object categorization [45], where a
human teacher interactively labels images with the corresponding object cat-
egories, or for object attributes [74]. This paradigm has also been applied to
domains where only experts are able to provide the appropriate fine-grained
category information [12].

Typically, active learning techniques focus on identifying examples for which
the currently learned hypothesis is most uncertain in its prediction. Using the
most unreliable matches of the current hypothesis in the text to query the anno-
tator for more information is the key idea of uncertainty sampling [58], a variant
of which has, e.g., been applied to learning statistical grammars [8]. Bayesian
active learning is a commonly used technique to globally optimize uncertainty
[44]. Many classifiers not only yield a prediction but also a confidence score
or probability value indicating the reliability of the prediction. Alternatively,
uncertainty can be measured using the disagreement in a committee of diverse
classifiers [92]. It may also be good to select batches of examples instead of single
ones [13].

The active learning paradigm is particularly suited for dealing with the cold-
start problem in the humanities, as it yields very steep learning curves [42]. To
date, however, the available active learning methods are severely limited in the
types of annotation and learning tasks they may be applied to. For instance, the
active deep learning networks proposed by Zhou et al. [110], focus on atomic user
annotations (e.g., sentiment labels). In contrast, our humanities setting requires
a suitable representation of complex analysis units composed of multiple vari-
ables of different types, such as events, claims, or gestures. The representation
also has to reduce the burden of the domain experts to express their exper-
tise to the learning system. Experts may have many years of experience, and
simply using only data and labels ignores all of the valuable insights that they
could offer. As an example, the expert may say that if the author of a short
story is “Edgar Allan Poe” then the preferred genre of the story is “mystery”.
Thus, users may provide programs that label some subset of the data as pro-
posed by Ratner et al. [82]. This data programming is an instance of statistical
relational learning [26], which learns models in domains such as the humanities
with both complex relational structure—variable number of objects of different
types with relations among them—and rich probabilistic structure. This gener-
alizes weakly-supervised learning [107] and allows for a seamless integration of
different learning systems and knowledge bases.

However, while users are domain experts they are not machine learning
experts. Thus, deciding what knowledge to provide to the learner apriori is a
difficult problem. Even if users were able to intuitively offer their knowledge, it
is impractical for them to completely summarize years of experience before the
learning starts. Hence, the learning algorithm should actively seek advice from
the user as proposed by Odom and Natarajan [69]. For instance, the learner
may ask the user, “What is your choice of label if a student and a professor are
co-authors?” The expert replies saying, “I prefer the student to be advised by
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the professor”. This preference is then explicitly weighed against the data while
continuing to learn the model.

Making use of unlabeled data for training is generally an attractive way
of addressing the cold-start problem and small data scenarios. Unsupervised
(as well as semi- and weakly-supervised) learning methods incorporate general
knowledge in the model design and use this to extract latent structure from
unlabeled data. This latent structure simplifies the learning problem without
relying on annotated training data. Early work aimed at giving recommendations
based on sparse data [89]. Similar techniques have been transferred to a number
of natural language processing (e.g., semantic analysis [10,102]) and computer
vision [73,84] tasks. Unsupervised methods can further accelerate the learning
process by identifying structure in the data before training data is available.
Bayesian and approximate Bayesian methods, such as variational auto-encoders
[52], provide novel techniques for handling this uncertainty within a deep model.
The challenge is to identify such suitable models that are general enough to suit
the variety of learning tasks that the system must adapt to.

We can also leverage data that has been labeled for different, but related
annotation schemes or tasks using transfer learning [72]. Daumé III [25] intro-
duced a simple method for domain adaptation using an augmented feature space,
and Kim et al. [51] suggest using label embeddings for cases in which the anno-
tation schemes vary substantially. Recent work has introduced new methods for
transferring information from different hidden layers in deep neural networks
for image representations [62,71]. The potential for transfer learning in expert-
based data analytics tasks has not yet been fully explored and typically has not
considered the transfer of personalized models between similar people. However,
this will be necessary for subjective tasks in which humanities researchers follow
alternative hypotheses or analysis strategies (e.g., different argumentation theo-
ries). Though these researchers aim at developing a personalized, user-centered
model, they can benefit from integrating general latent properties of the task
that hold across multiple strategies, or that are highly similar to other users.

Crowdsourcing has been successfully used to generate large amounts of
labeled data in both natural language processing and computer vision. Major
challenges to applying crowdsourcing for humanities tasks are fluid task defi-
nitions and the need for expert knowledge. There have been several attempts
at modeling complex annotation tasks as games with a purpose [2] (e.g., for
predicting protein structures [21]), but so far there is little work for humanities
data. As crowdsourcing is limited to clearly defined tasks [14], it will be neces-
sary to interactively translate a vaguely defined task to a clear-cut description
that is comprehensible for lay workers – or identify subproblems for which this
is possible. Recent work approached the task of intelligently selecting a worker’s
task to optimize annotation cost and quality [47,95,105]. While this improves
learning rates, it is also a way to iteratively match a worker’s skills with the
(latent) demands of the task. Other works have focused on machine learning
methods that are suitable for learning in the presence of the high numbers of
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comparably unreliable labels that often result from crowdsourcing annotations
[41].

5 Interactive Model Development

Humanities experts each have their own personal working style and complex,
changing goals, yet existing tools typically assume a static model that cannot
adapt on-the-fly to the user’s needs. These tools do not account for the different
steps the user may take to complete a task, and do not learn how best to present
information to assist the user at each stage. Furthermore, model development
depends entirely on explicit annotations from the user. A new, dynamic approach
for interactive model development is needed to adapt to such fluid problem
definitions through both explicit and implicit user feedback.

Explicit annotation is time-consuming and typically constrains the user to a
single, narrow way for passing information to the model—most often by labeling
instances with one of multiple predefined classes. Annotation costs can often be
considerably reduced by learning from multiple types of user feedback, including
the implicit information in user navigation patterns recorded as mouse clicks.
This feedback may not be in the form of class labels that can directly be used to
train a model but may instead represent a choice for one action over another. For
example, a user clicking on an item in a list may be interpreted as a preference for
that item over the other items in the list [79]. Developing a ranking model from
such pairwise comparisons is the goal of preference learning [31]. For example,
Dzyuba et al. [27] infer a general ranking function for patterns from user-provided
feedback over a small set of patterns. Training preferences for such models can
be implicitly inferred from the user’s behavior [79].

A further complication is the inconsistency of such implicit feedback signals,
which are likely to have varying levels of noise or bias over time. Bayesian tech-
niques have been successfully used to handle such unreliability when learning
from pairwise preferences [18] or combining crowdsourced classifications with
labelers whose behavior changes over time [96]. Such techniques could be used
to train models for analyzing language or image data with multiple types of user
feedback, and can be integrated using variational inference [7], which allows
composition of models in a modular fashion. Recent works on deep exponential
families [81] and variational auto encoders [52] show how this idea can be exe-
cuted to create deep models using approximate Bayesian methods for complex
modeling tasks.

As well as tailoring models of data to individual users, an interactive app-
roach to humanities tasks could adapt the way that models are used to select and
present information to assist users with different steps in a complex analysis task.
Depending on the end user’s perspective, the way that model outputs are pre-
sented may have very different costs or benefits. For example, omitting a crucial
piece of information from a summary of an argument may have higher cost than
including redundant text. The learner may also request feedback explicitly, but
the future benefits of learning from this information must be traded off against
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the time the user takes to provide it and the need to provide her with immediate
benefits. This balance is known as the exploration vs. exploitation trade-off, and
can be optimized using reinforcement learning (RL) techniques [99]. To apply
RL, we view our interactive scenario as a partially observable Markov decision
process (POMDP), in which the agent aims to maximize a cumulative future
reward by choosing an action given the current state of its environment. The
state includes the available text and visual data, latent structures inferred from
that data, such as arguments, as well as user behavior data (e.g., a record of
clicks) and latent variables representing the user’s preferences and task. The
agent can perform different actions such as choosing information to present to
the user, how this should be presented (e.g., the order of a list), and explicitly
requesting feedback. The reward indicates the value of the new state to the user
but may not be provided explicitly, so may need to be inferred from implicit
feedback. The task of the learning system is to learn a so-called policy that lets
it choose its actions in a way that maximizes the expected reward. A successful
approach for complex tasks with large state spaces are relational RL [56] and
deep RL [66], but this may require a large number of steps to train. In practice,
the agent may encounter previously unseen states, which can be handled effec-
tively using Bayesian RL to account for the uncertainty in the best course of
action [34].

A crucial issue for interactive model development is that the learning system
develops a model of the user and her task, so that techniques such as RL can
effectively reduce the amount of interaction required. In machine learning, sev-
eral techniques have recently been developed to facilitate what is also known as
apprenticeship learning. Such techniques can be employed to learn human skills
that the experts cannot directly communicate, or to personalize interaction pro-
cesses.

Most notably, variants of RL have been developed that do not aim at opti-
mizing a system’s behavior by trial and error given a numeric feedback signal,
but instead try to mimic observed behavior. The corresponding field—learning
from demonstration—has become particularly successful in robotics [5,6,88] but
has not yet been popularized in applications in the humanities. Inverse rein-
forcement learning [1,67,68,77] is such a technique, where the goal is to learn a
hidden reward function, which may guide the teacher’s observed behavior.

When working with a fluid problem definition, the relevance of previously
accumulated data varies over time depending on the user’s current task. Models
must adapt to this concept drift, for example, by employing Bayesian techniques
to handle the uncertainty caused by changing user behavior [96]. The long-term
value of data must also be taken into account when acquiring explicit feedback
from a user. Techniques for lifelong machine learning [19] could be brought to
bear on this problem by providing mechanisms for balancing long-term value
against the cost of interrupting a user [46].

A necessity for an interactive collaboration between a data analytics system
and a human domain expert is that the machine learning algorithm does not
need to be configured by a data science expert. This includes problems such as
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the automated selection of an appropriate algorithm [60] and tuning its hyper-
parameters [40]. For example, Auto-Weka is an extension of the Weka data
mining and machine learning library, which can automatically find an appropri-
ate configuration for a given learning task [101]. Humanities experts could also
be empowered to directly modify the model, for example, by defining logical
rules that alter neural networks models [39]. Another relatively unexplored app-
roach would be to allow users to provide feedback to an attention mechanism,
which directs a neural network to focus on the relevant parts of an image [24]
or piece of text [63]. Given suitable user interfaces, humanities users could also
create new features on the fly that provide useful abstractions from raw data.
Intuitive latent features, such as topic clusters, could be modified directly by
users, for example, by moving items between clusters. However, extensive mod-
ification of the internal components of a model depends on suitable techniques
for interpreting models, which we discuss in the next section.

6 Interactive Model Interpretation

Most existing machine learning algorithms are integrated into applications as a
black box that presents users with one type of output, such as classifications,
without exposing them to the underlying workings of the method. However,
sophisticated models for vision or language understanding often have multiple
components, such as the different layers in a deep network, or multiple algorithms
used together in a pipeline. While users should not be expected to understand
the details of how a method works, complete opaqueness can undermine a user’s
confidence in an algorithm because its mistakes become unpredictable, meaning
that the user may spend more time checking the automated method’s work.
An algorithm can indicate confidence in its decisions through probabilities, but
these do not provide an explanation of the decision and therefore do not solve
the problem. Understanding the model or important parts of it can be crucial
when the algorithm encounters a new domain and must transition from a state of
ignorance to earn the user’s trust in carrying out its intended task. Moreover, in
many applications the goal is not so much to maximize predictive performance,
but to gain insight into the data. For this reason, one commonly distinguishes
between predictive and descriptive data mining.

Algorithms for descriptive data mining typically rely on a rule-based repre-
sentation of the results because rules offer the best trade-off between human and
machine understandability [30]. Nevertheless, the aspect of interpretability still
needs to be further explored. For example, it is conventional wisdom in machine
learning that shorter explanations are better. Occam’s Razor, “Entia non sunt
multiplicanda sine necessitate”,1 is often cited as support for this principle. Typ-
ically, it is understood as “given two explanations of the data, all other things
being equal, the simpler explanation is preferable”. However, there are a few rule
learning algorithms that explicitly aim for longer rules, and it is not clear that

1 Entities should not be multiplied beyond necessity.
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shorter rules are indeed more comprehensible for human experts [97]. Other cri-
teria, such as semantic coherence of the conditions of a rule, should thus be
considered in the learning process [32].

For other types of learning algorithms, it is harder but often nevertheless
crucial to be able to explain and justify the outputs of the learned model to the
user. For example, the strength of many recent learning algorithms, most notably
deep learning [57,90], word embeddings [64] or topic modeling [11], is that latent
variables are formed during the learning process. Understanding the meaning of
these hidden variables is crucial for transparent and justifiable decisions. Con-
sequently, visualization of such model components has recently received some
attention [17,85,109]. Several works addressed the visualization of a network’s
long short-term memory (LSTM) and attention mechanisms, e.g., in machine
translation [87]. Hendricks et al. [38] identify discriminating features in a deep
visual classification task and learn to associate explanations in natural language
with such features. Learning human-readable explanations at an appropriate
level of abstraction is a core open research question. In any case, the need for
learning interpretable models has been identified in several disciplines, and, not
surprisingly, workshops at various conferences have been devoted to this topic
[35,49,106].

A common restriction for most of the above methods is that even though the
explanation quality is lifted from a technical to a semantic level, the user is still
a comparably passive consumer of the presented models. A key step forward
would be if users could directly interact with the provided models, visualize
them from different (semantic) angles, pose multiple question types to the data,
and, eventually, even correct the models. Systems like MiningZinc [36] and
relational mathematical programming frameworks [48,65], which allow users to
declaratively define a data analytics problem with a high-level constraint-based
language, are currently being developed.

A further step ahead would be to allow the user to directly modify parts of
the model in interaction with the learner. For example, Beckerle [9] explored an
interactive rule learning process where learned rules could be directly modified
by the user, thereby causing the learner to re-learn subsequently learned rules.
Alternatively, one can imagine a user who is able to directly interact with other
types of model components, such as hidden layers in a neural network. For exam-
ple, Hu et al. [39] proposed a combination of deep neural models with structured
logic rules to foster the interpretation of the model and allow users to (indirectly)
steer the learning process. Such an interactive approach is perhaps closer to the
way that people train each other – by explaining how they make decisions as well
as providing examples. This approach could therefore improve both the user’s
trust in the model and increase training speed for new tasks and domains by
reducing the need to provide numerous examples before the important features
are identified. Research towards such truly interactive machine learning systems
has just started.
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7 Interactive System Support

Many systems and tools exist already to support developers when curating com-
plex machine learning models for text and image data (e.g., R and Spark MLLib
or TensorFlow). However, these tools are limited in a number of fundamen-
tal ways in their support for a human-in-the-loop when curating or developing
models. First, existing tools require well-trained data scientists to select the
appropriate techniques and adjust the hyperparameters to build models and to
evaluate their outcomes. Second, even when working on small labeled datasets,
many of these tools still require large amounts of data as background knowledge
(e.g., large knowledge bases, corpora, pre-trained embeddings) and thus are often
too slow to provide interactive feedback to domain experts in the model devel-
opment process. Third, many of the machine learning techniques require heavy
data pre-processing steps before text and visual data can be used for the actual
analytics task. This can further limit the overall interactivity of the system.

In this section, we discuss how existing machine learning tools have to change
to better support interactive data analytics from a systems perspective. This sys-
tems perspective complements the interactive data acquisition, model develop-
ment, and model interpretation components described in the previous sections.

Interactive Data Acquisition: The first step in data acquisition is typically the
pre-processing of the text and visual data used as input or background knowl-
edge. One important step when pre-processing text documents is, for example,
to retrieve the embeddings for each word from an existing corpus of pre-trained
word vectors and then apply the pre-trained model (e.g., for classifying argu-
ments as supportive or not). However, corpora of word embeddings can be huge
(e.g., billions of vectors in the case of [76]). Therefore, we require efficient tech-
niques for storing and retrieving embeddings or similar input data. Further-
more, pre-processing steps must be able to be applied incrementally to new data
sources to support a progressive execution of the upstream machine learning
pipeline. In the computational argumentation example, the user does not first
want to pre-process the complete set of documents before applying it to the clas-
sification model to find out which arguments support her hypothesis. Instead,
pre-processing and classification should be intertwined to provide progressive
answers to the user while streaming over the text of the document.

The already mentioned cold-start problem is another challenge for system
support to data acquisition. While there exist many techniques in active learn-
ing, none of these techniques focuses on how to suggest new examples at interac-
tive speeds. Instead, their main objective is to find examples where the current
model is most uncertain in its prediction, since labeling these items promises the
biggest benefit. However, finding the most uncertain examples can be extremely
expensive if large amounts of data are involved. One idea to achieve interactivity
in this learning process is to use ideas from neighbor-sensitive hashing [75] to
quickly find the k-nearest unlabeled neighbors of already labeled examples that
are close to the decision boundary (i.e., where the model is the most uncertain).
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For solutions based on transfer learning, we require systems that are able
to store a large number of datasets and models and provide efficient search
capabilities that allow users to interactively retrieve related data or pre-trained
models that are best suited for their task and data at hand.

Interactive Model Development: Throughout the overall model training and
development process, data analytics tools must consistently provide response
times low enough to guarantee fluid user interactions and integrate user feed-
back. In fact, a recent study [61] has shown that even small delays of more than
500 ms significantly decrease a user’s activity level, dataset coverage, and insight
discovery rate. However, none of the existing tools can guarantee interactive
latencies [53]. Previous work by Crotty et al. [23] approached this problem for
structured data, but we are not aware of any work focusing on unstructured data
or use cases in the humanities.

One important challenge for incorporating user feedback is to enable the
retraining of models in real-time when new user input is available either through
explicit labeling or through implicit feedback. While there has been significant
work in online machine learning that allows models to be progressively updated,
existing techniques often cannot be applied directly, as the incremental retrain-
ing might not be able to keep up with the high update rate resulting from
implicit feedback (e.g., clickstreams). Another issue is that models may become
too complex and thus updating the model incrementally might exceed the inter-
active threshold. There are multiple ways to tackle this issue: adaptively batch-
ing updates based on the incoming update rate, employing parallelization [83]
or online learning algorithms such as MIRA [22], and avoiding that the model
forgets already learned concepts, e.g., by applying experience replay [59] to speed
up an RL-based learner.

Since implicit feedback with its heavily varying quality is of a different nature
to explicit feedback, it might turn out useful to adaptively drop low quality
updates by applying techniques known in the systems community for load shed-
ding [100]. However, these techniques must be adapted to perform load shedding
based on the quality of the user input. Another interesting direction to address
this problem is to approximate the model (e.g., by representing weights in a
neural network in an approximate manner). Finding the right approximation to
achieve the best model quality under a fixed time budget to apply the update
appears a promising avenue of research.

To make interactive learning tools accessible to humanities experts, we dis-
cussed automatically selecting machine learning algorithms and their hyperpa-
rameters in Sect. 5. However, this is a challenging task due to the large search
space, which means that näıve grid search approaches, for instance, do not allow
us to compute a good set of hyperparameters in real time. Recent techniques
such as scalable kernel composition [50] provide viable solutions for certain types
of machine learning models, but further research is required to enable automated
model selection in real time.
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Interactive Model Interpretation: Interactive systems support is also required for
many of the model interpretation tasks outlined in Sect. 6. The reason is that
models, such as neural networks, can get large and thus exploring the model and
summarizing important aspects at interactive speeds is a challenge on its own.
Furthermore, as a result of model interpretation, users might want to manually
adjust the model internals. These techniques are sometimes referred to as Spe-
cialized Programming [78]. That is, the user “programs” the machine learning
model, for instance, by directly modifying internal layers of a neural network.
The corresponding challenge from the systems perspective is again to retrain
the model based on the user modifications and interactively allow the user to
inspect the model quality after updating the model.

Generally, if interactive systems are to have truly broad impact, building and
maintaining them needs to become substantially easier. They should support
the rapid combination, deployment, and maintenance of existing data analytics
algorithms and domain knowledge. For that, one should identify and validate
programming and data abstractions as building blocks. Identifying, optimizing,
and supporting abstractions as primitives could make systems for interactive
data analytics substantially easier to setup, to understand the user, and to scale.
This can bring us a step closer to unleashing the full potential of data analytics
in various domains, even beyond humanities. To ensure that such a platform is
accessible to many users, the programming interface must be small, clean, and
composable to enhance productivity and enable users to try and accommodate
many data analytics algorithms; the ability to integrate diverse data sources and
types requires the data model of the programming interface to be versatile. A
combination of the relational data model and a statistical relational language
such as Markov logic and relational mathematical programs [26] satisfies these
criteria. In combination with imperative languages this seems to be a promising
direction but further research is required to realize interactiveness.

8 Conclusions

Current data analytics is mostly limited to tasks for which large-scale homoge-
neous benchmarks exist. However, real-world use cases typically have different
properties: they are highly heterogeneous and involve infrequent and complex
phenomena, for which only small-scale datasets are available. The need for new
data analytics approaches is particularly pressing for the humanities, as the
use cases in these disciplines do not only require background expert knowledge
for developing a system, labeling data, and interpreting the results, but are also
only vaguely defined in advance. Such a fluid problem definition – which a human
expert develops while doing the actual task – calls for a totally different approach
to data analytics.

In this paper, we have laid out our vision towards future data analytics
in the humanities based on interactive machine learning. The main idea is to
put the human in the loop and iteratively refine the model based on the user’s
feedback. By focusing on the (expert) user and her task, we need to think beyond
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natural language processing and closely cooperate with computer vision to enable
multimodal systems to learn jointly from text and visual data and mutually
benefit from recent advances in the research of suitable (deep) machine learning
architectures. Interactive data analytics also requires core research in machine
learning, since existing techniques almost exclusively learn from indirect input
in the form of labeled examples or an algorithm’s parameter settings. Instead,
our vision is that a human expert can steer the learning process by using the
system for her task, demonstrating how the system should behave and interpret
the learned model in order to identify specific patterns or errors. Even though
there is little labeled data, we will have to include large amounts of background
knowledge and computationally heavy learning algorithms, which must be able
to return their estimations in real-time. Research into efficient data management
and systems engineering is therefore the fourth major pillar of our vision.

In all four fields of study, there is already a vast body of existing work with
which we can fulfill parts of our vision. However, there is a clear demand for
future efforts to close the gaps in interactive model development and interpreta-
tion as well as systems supporting this approach. If natural language processing
joins forces with computer vision, machine learning, and data management sys-
tems, we can make a great leap forward.
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Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-540-75197-7
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Database Systems, pp. 1632–1636. Springer, New York (2009). https://doi.org/
10.1007/978-1-4899-7993-3 211-2

101. Thornton, C., Hutter, F., Hoos, H.H., Leyton-Brown, K.: Auto-WEKA: com-
bined selection and hyperparameter optimization of classification algorithms. In:
19th ACM SIGKDD International Conference on Knowledge Discovery and Data
Mining, pp. 847–855. ACM, New York (2013)

102. Titov, I., Khoddam, E.: Unsupervised induction of semantic roles within a
reconstruction-error minimization framework. In: Conference of the North Amer-
ican Chapter of the Association for Computational Linguistics: Human Language
Technologies (NAACL-HLT), pp. 1–10. ACL, Stroudsburg (2015)

103. Tomanek, K., Olsson, F.: A web survey on the use of active learning to support
annotation of text data. In: NAACL HLT 2009 Workshop on Active Learning for
Natural Language Processing, pp. 45–48. ACL, Stroudsburg (2009)

104. Wang, S.I., Liang, P., Manning, C.D.: Learning language games through interac-
tion. In: 54th Annual Meeting of the Association for Computational Linguistics
(ACL), pp. 2368–2378. ACL, Stroudsburg (2016)

105. Welinder, P., Branson, S., Belongie, S., Perona, P.: The multidimensional wisdom
of crowds. In: 23rd International Conference on Neural Information Processing
Systems (NIPS), pp. 2424–2432. Curran Associates, Red Hook (2010)

106. Wilson, A.G., Kim, B., Herland, W. (eds.): Proceedings of the NIPS 2016 Work-
shop on Interpretable Machine Learning for Complex Systems, Barcelona, Spain
(2016). https://sites.google.com/site/nips2016interpretml/

107. Yang, Z., Cohen, W., Salakhutdinov, R.: Revisiting semi-supervised learning with
graph embeddings. In: Balcan, M.F., Weinberger, K.Q. (eds.) 33rd International
Conference on Machine Learning (ICML). JMLR: Workshop and Conference Pro-
ceedings, vol. 48, pp. 40–48 (2016)

108. Yimam, S.M., Biemann, C., Eckart de Castilho, R., Gurevych, I.: Automatic anno-
tation suggestions and custom annotation layers in WebAnno. In: 52nd Annual
Meeting of the Association for Computational Linguistics (ACL): System Demon-
strations, pp. 91–96. ACL, Stroudsburg (2014)

109. Zeiler, M.D., Fergus, R.: Visualizing and understanding convolutional networks.
In: Fleet, D., Pajdla, T., Schiele, B., Tuytelaars, T. (eds.) ECCV 2014. LNCS,
vol. 8689, pp. 818–833. Springer, Cham (2014). https://doi.org/10.1007/978-3-
319-10590-1 53

110. Zhou, S., Chen, Q., Wang, X.: Active deep networks for semi-supervised sentiment
classification. In: 23rd International Conference on Computational Linguistics
(COLING), pp. 1515–1523. Tsinghua University Press, Beijing (2010)

https://doi.org/10.1007/978-3-319-46307-0_18
https://sites.google.com/site/ijcai2016iml/
https://doi.org/10.1007/978-1-4899-7993-3_211-2
https://doi.org/10.1007/978-1-4899-7993-3_211-2
https://sites.google.com/site/nips2016interpretml/
https://doi.org/10.1007/978-3-319-10590-1_53
https://doi.org/10.1007/978-3-319-10590-1_53


Language Technology for Digital
Linguistics: Turning the Linguistic Survey
of India into a Rich Source of Linguistic

Information

Lars Borin1 , Shafqat Mumtaz Virk1(B) , and Anju Saxena2

1 Spr̊akbanken, University of Gothenburg, Gothenburg, Sweden
lars.borin@svenska.gu.se, virk.shafqat@gmail.com

2 Linguistics and Philology, Uppsala University, Uppsala, Sweden
anju.saxena@lingfil.uu.se

Abstract. We present our work aiming at turning the linguistic mate-
rial available in Grierson’s classical Linguistic Survey of India (LSI) from
a printed discursive textual description into a formally structured digi-
tal language resource, a database suitable for a broad array of linguistic
investigations of the languages of South Asia. While doing so, we develop
state-of-the-art language technology for automatically extracting the rel-
evant grammatical information from the text of the LSI, and interactive
linguistic information visualization tools for better analysis and compar-
isons of languages based on their structural and functional features.

1 Introduction

South Asia (also “India[n subcontinent]”)1 with its rich and diverse linguistic
tapestry of hundreds of languages, including many from four major language
families (Indo-European, Dravidian, Austroasiatic and Tibeto-Burman), and a
long history of intensive language contact, provides rich empirical data for studies
of linguistic genealogy, linguistic typology, and language contact.

South Asia is often referred to as a linguistic area, a region where, due to close
contact and widespread multilingualism, languages have influenced one another
to the extent that both related and unrelated languages are more similar on
many linguistic levels than we would expect. However, with some rare exceptions
(e.g., [12]) most studies are largely impressionistic, drawing examples from a
few languages [5]. To the best of our knowledge, there has not been any large-
scale investigation – involving a substantial number of South Asian languages
– of the claim that South Asia constitutes a linguistic area. Any such study
will require access to linguistic information about a large number – hundreds –
of languages in an easily comparable format. Traditionally such information is
1 In linguistic works, South Asia is defined as the seven countries Pakistan, India,

Nepal, Bhutan, Bangladesh, Sri Lanka, and the Maldives, plus some immediately
adjacent areas (e.g., Tibet).
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manually extracted from written descriptive grammars, i.e., linguistically trained
individuals read grammatical descriptions and record the relevant information
in a formally structured format.

In recent times there have been efforts to build large-scale typological
databases of linguistic features intended to be useful for wider linguistic studies.
Examples of such databases include the World Atlas of Language Structures
(WALS),2 the Atlas of Pidgin and Creole Language Structures (APiCS),3 the
South American Indigenous Language Structures,(SAILS)4 and the Phonetics
Information base and Lexicon (PHOIBLE).5 Collecting this data is very labor-
intensive and makes the information-gathering process slow and also inconsis-
tent, in that many data points will be missing from the resulting databases.

In this paper we present some results of the methodology that we are devel-
oping for automatic extraction and visualization of linguistic information – using
South Asian language data. This work forms a part of a larger linguistic project,
aiming at investigating the hypothesis about South Asia as a linguistic area.

The information source for this project is Grierson’s classical Linguistic Sur-
vey of India (LSI; [7]; see the next section). Because of the size of the LSI, we
cannot extract useful information manually, so we have decided to investigate to
which extent this could be automated using language technology. The language
technology related aims of this project are: (1) to turn the linguistic material
available in the LSI into a digital language resource, a database suitable for a
broad array of linguistic investigations; (2) to develop state-of-the-art language
technology for automatically extracting the relevant linguistic information from
the text of the LSI – a novel application field, to our knowledge; (3) to develop
interactive linguistic information visualization tools for better comparison and
easier analysis of languages based on their functional and structural charac-
teristics. The methodology and tools that are being developed in this project
will be beneficial for others working in typological, genealogical, historical, and
other related areas of linguistics. Notably, we expect its utility to extend beyond
the LSI; hopefully the resulting information extraction method will be general
enough to be applicable to the vast number of descriptive grammars of languages
from all over the world written in English over the last century or so.

2 Background: Linguistic Survey of India

The LSI presents a comprehensive survey of the languages spoken in South
Asia conducted in the late nineteenth and the early twentieth century by the
British government. Under the supervision of George A. Grierson, the survey
resulted into a detailed report comprising 19 books comprising around 9500 pages
in total. The survey covered 723 linguistic varieties representing major language

2 wals.info.
3 apics.org.
4 sails.clld.org.
5 phoible.org.

http://wals.info
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http://sails.clld.org
http://phoible.org
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families and some unclassified languages, of almost the whole of nineteenth-
century British-controlled India (modern Pakistan, India, Bangladesh, and parts
of Burma). For each major variety it provides (1) a grammatical sketch (including
a description of the sound system); (2) a core word list; and (3) text specimens
(including a glossed translation of the Parable of the Prodigal Son). The LSI
grammar sketches provide basic linguistic information about the languages in
a fairly standardized – although still discursive free-text – format. The focus is
on the sound system and the morphology (nominal number and case inflection,
verbal tense, aspect, and agreement inflection, etc.), but as we will see below in
Sect. 4, there is also some syntactic information to be found in them. Crucially,
the sketches provide information on some of the features that have been used
in defining South Asia as a linguistic area, e.g. retroflexion, reduplication, com-
pound verbs, word order, converbs/conjunctive participles, etc. This offers the
possibility of a broad comparative study of South Asian languages.

3 Data Preparation

3.1 Preprocessing

As a first step, we are in the process of digitizing all LSI volumes dealing with the
four main South Asian language families (16 out of the 19 books). This part of
the work is almost completed. Since OCR software deals poorly with the complex
typography and multitude of languages of the language examples and language
specimens in the LSI, the digitization is accomplished by an initial scanning
and OCR step, followed by a manual correction step, so-called double keying,
done by a commercial provider. During the latter, we deliberately chose not to
represent the many diacritic characters appearing in the text in their original
shape, but rather replace them with unique character combinations easily entered
using an ordinary QWERTY keyboard (e.g. X$V instead of Xv). However, we
want these characters restored back to their original shapes in the text that we
will be working with. Also, there was a lot of metadata present on each page,
in the form of page headers and footers, that we wanted to separate from the
language descriptions. So a natural first step was to do some cleaning and pre-
processing. Using a set of regular expressions, and mostly relying on a search and
replace strategy, both these tasks were completed. Though the process overall
went smoothly, there are still some known issues, having to do with rendering
superscript characters and characters with complex combinations of diacritics.

3.2 Text Processing and Annotation

The amount of text that has been digitized so far is well in excess of one million
words. In order to be able to explore this amount of data – which is not feasible
to do manually – we have strived to use existing language tools to the greatest
extent possible, even if these tools were not designed explicitly for the kind of
large-scale comparative linguistic investigations that we have in mind, but rather
for more traditional corpus-linguistic studies.
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The text data, i.e., grammar sketches excluding tabular data (e.g., inflec-
tion tables) and text specimens, have been imported and made searchable using
Korp, a versatile open-source corpus infrastructure developed and maintained
by our group [1].6 Currently, the LSI “corpus” comprises about 1.3 MW, and
contains data about around 550 linguistic varieties that we identified during the
pre-processing step. The comparative dictionary and the tabular data from the
grammar sketches still remain to be processed in a similar way.

Korp is a modular system with three main components: a (server-side) back-
end, a (web-interface) front-end, and a configurable corpus import and export
pipeline. The back-end offers a number of search functions and corpus statis-
tics through a REST web service API. As the main corpus search engine, it
uses Corpus Workbench [6]. The front-end provides options to search at sim-
ple, extended, and advanced levels in addition to providing a comparison facility
between different search results, as well as various visualization options.

The corpus pipeline is a major component and can be used to import, anno-
tate, and export the corpus to other formats. For annotations, it relies heavily
on external annotation tools such as segmenters, POS taggers, and parsers. The
vanilla distribution comes preconfigured with tools for Swedish. For our pur-
poses, we have instead plugged in the English Stanford dependency parser [11]
for lexical and syntactical annotations, but we are still relying on the default
sentence and paragraph segmentation tools provided with the Korp distribution
as we achieved reasonable performance also for English text. We have added the
following word and text level annotations to the LSI data:

Word-level annotations: lemma, part of speech (POS), named-entity infor-
mation, normalized word-form, dependency relation.

Text-level annotations: LSI volume/part number, language family, language
name, ISO 639-3 language code, longitude, latitude, LSI classification, Ethno-
logue classification, Glottolog classification, page number, page source URL,
paragraph and sentence level segmentation.

While most of the annotations are self-explanatory, there are a few which
may need some explanation. The normalized word form is the form produced
by removing the diacritics and replacing phonetic characters with their closest
English-alphabet counterpart. The purpose is to make it easy to search the
corpus, since the LSI consistently renders language names and glosses in a kind of
phonetic transcription which will most likely be unfamiliar to many users, as well
as hard to enter using a standard national keyboard. Thus, the normalization
allows the user to search for, e.g., Bihār̄ı using the search string “Bihari”, or
“bihari” (with case-sensitivity disabled).

The text-level annotations mostly represent the metadata which were col-
lected from different sources7 in addition to the LSI volumes themselves, and
are maintained as part of the corpus. The page source URL, for example, is a

6 https://spraakbanken.gu.se/eng/korp-info.
7 For instance, location data come mainly from the Glottolog: http://glottolog.org.
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link to the corresponding page image in University of Chicago’s Digital South
Asia Library.8

Figure 1 shows a screenshot of the Korp front-end displaying results of a
simple corpus query in Korp’s KWIC (Key Word In Context) view. The box
to the right of the KWIC sentences shows annotations (Word and Text level
attributes) and metadata for the selected word.

Fig. 1. Korp KWIC view resulting from searching the LSI for the string “order of
words is”

In addition to these annotations, we have used the Stanford English Named
Entity recognizer together with GeoNames9 to extract all locations and their
coordinates from within the description of a particular LSI language. The Korp
front-end provides functionality for displaying locations on a map. All the proper
names found in the query results are looked up in a database of locations, which
also contains the coordinates. These locations then are displayed on a map by
the front-end. See Fig. 2, where the map resulting from a text-level attribute
search using the expression language begins with “konkani” is displayed. For

8 http://dsal.uchicago.edu/books/lsi/ (Page images, no text search available.).
9 http://www.geonames.org/.

http://dsal.uchicago.edu/books/lsi/
http://www.geonames.org/
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identifying locations, the Korp front-end thus relies on POS tag information
and a database of locations, a solution which is not perfect, but which gives
reasonable accuracy for the purpose of providing a quick overview.

Fig. 2. Korp map view resulting from a text-level attribute search in the LSI for
language begins with “konkani”

4 Grammatical Feature Extraction

After having cleaned the LSI data and stored it in a structured way, the next
step is to extract information about particular grammatical features of LSI lan-
guages. The extracted grammatical feature values are to be used to investigate
genetic relations and areal influences among the LSI languages during the later
stages of the project. However, in the present paper our focus will be more on
methodological development than on linguistic analysis of the results.
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We have identified an initial list of about 100 features potentially retrievable
from the LSI, that we judge to be most relevant for the purposes of the project.
In this paper, however, the information extraction part is restricted to the fol-
lowing five features, for most of which tentative gold values could be manually
extracted from the LSI comparative vocabulary, a much simpler task compared
to retrieving them from the grammar sketches.

1. Apos: What is the order of adjective and noun in the NP?
2. NLPos: What is the order of numeral and noun in the NP?
3. NLBase: What numeral base the language has (decimal, vigesimal, or some

other)?
4. Reflexive: Is reflexive indicated by a verbal affix, or by a pronoun?
5. Aagr: Does an adjectival modifier in the NP agree with its head noun?

4.1 Automatic Feature Extraction

The automatic feature extraction procedure consists of the following two steps:

(1) Using the standard search API of Korp, retrieve a set of potential sentences
from the language descriptions by searching for a particular text string (rep-
resenting a particular feature) and by limiting the search to ‘within sen-
tence’. The resulting sentences are further processed as described below to
extract the feature values.

(2) Parse the sentences retrieved from step 1 using the Stanford dependency
parser [10], and further process the resulting dependencies using a set of
hand-built rules to extract the required information and to formulate the
feature values.

Suppose that we are interested in extracting information about the order of
adjective and noun in the Siyin10 language. With step 4.1, we can extract all
sentences containing the lemma “noun” or “adjective” from the grammar sketch
of that particular language. One of the extracted sentences will be:

The adjectives follow the noun they qualify.

When we parse this sentence with the Stanford dependency parser, it will return
the following dependencies:

det(adjectives-2, The-1)
nsubj(follow-3, adjectives-2)
root(ROOT-0, follow-3)
det(noun-5, the-4)
dobj(follow-3, noun-5)
nsubj(qualify-7, they-6)
acl:relcl(noun-5, qualify-7)

10 A Tibeto-Burman language spoken in southern Tedim township, Chin State, Burma.



Language Technology for Digital Linguistics 557

Algorithm 1. Extract Adjective Noun Order
1: procedure ExtractAdjectiveNounOrder(parse)

2: for <every rel,arg1,arg2 in parse> do
3: AdjectiveSubjFollow ← False

4: NounObjFollow ← False

5: AdjectiveSubjPrecede ← False

6: NounObjPrecede ← False

7: if rel = nsubj then
8: if lemmatize(arg1) = follow ∧ lemmatize(arg2) = adjective then
9: AdjectiveSubjFollow ← True

10: else if lemmatize(arg1) = precede ∧ lemmatize(arg2) = adjective then

11: AdjectiveSubjPrecede ← True
12: end if
13: else if rel = dobj then

14: if lemmatize(arg1) = follow ∧ lemmatize(arg2) = noun then

15: NounObjFollow ← True
16: else if lemmatize(arg1) = precede ∧ lemmatize(arg2) = noun then

17: NounObjPrecede ← True
18: end if

19: end if
20: end for

21: if AdjectiveSubjFollow = True ∧ NounObjFollow = True then

22: return NA

23: else if AdjectiveSubPrecede = True ∧ NounObjPrecede = False then
24: return AN
25: end if

26: end procedure

These dependencies can be processed further with a set of rules to extract the
required information. Algorithm 1 shows a simplified version of a procedure that
can be used to extract noun-adjective order information from the dependencies
given above.

The algorithm checks for a particular relation type (line 7 and 13) first, and
then checks for the contents of arguments of the relation (lines 8–12 and 14–18)
to adjust appropriate boolean parameters. For the above given dependencies,
two boolean parameters AdjectiveSubjFollow and NounObjFollow will get the
values True, and based on this the algorithm will formulate and return the value
NA (the fact that adjectives follow nouns) for the adjective-noun-order feature
(lines 21–25). Note that the algorithm shows how to extract noun-adjective order,
and takes care of a couple of relation types and argument contents only. A full
implementation will take care of other possible verbal predicates (e.g. come,
placed, etc.), relation types, and argument contents including anaphora relations
as described below.

The sentence containing the description of a particular feature may have
anaphoric expressions referring to an antecedent or subsequent expression. For
example, the sentence They follow the nouns they qualify may appear instead
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of The adjectives follow the nouns they qualify in the description, with the
antecedent expression adjectives appearing somewhere else. To extract feature
values from such sentences properly, such anaphoric relations need to be resolved.
There exist many anaphora resolution systems [14,18], and a classical solution
will involve using a state-of-the art system for this purpose. However, at the
current stage of our experiments, we have chosen to employ a simple rule-
based strategy to resolve such co-reference relations and extract feature val-
ues/description. The main idea is to investigate the context with a particular
window size to resolve such co-references (if any). For example, if an argument in
a relation is a pronoun (e.g. they, it, or them), we just investigate the arguments
of one or more preceding or following sentences, and if those arguments contain
the potentially linked entity (e.g. nouns or adjectives, etc.), we just assume that
they are related to each other. This procedure can easily be incorporated in
the above given algorithm with an extra if condition, but for simplicity reasons,
we have excluded it. It is worth mentioning here that the rule-based anaphoric-
resolution solution was chosen not only for its simplicity, but we also observed in
experiments that in many cases this simple strategy was actually able to relate
the arguments, whereas the Stanford anaphora resolution system [14] failed to
do so.

Table 1 shows the number of languages for which we were able to extract the
feature values using the strategy described above.

Table 1. Number of languages for which feature values were automatically extracted

Feature Number of languages

Apos 66

NLPos 15

NLBase 31

Reflexive 39

Aagr 12

This simple dependency parsing and rule based approach allowed us to get off
the ground quickly, but it has serious limitations. This strategy will very strictly
match particular sentence structures and contents of arguments. This probably
will not cover all possible ways the same information could have been encoded
unless one designs rules rich enough to catch all possible verbal predicates and
their argument strings – which does not seem realistically achievable. To address
the limitations of this strategy, we plan to experiment with open information
extraction based techniques, as well as with utilizing resources such as WordNet
in order to handle alternative ways of expressing the same content.
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4.2 Evaluation

Table 2 shows how accurately the proposed feature extraction methodology was
able to extract different feature values. For each feature, the accuracy value was
computed using the following simple formula:

Accuracy =
Ncorrect

Nextracted

where Ncorrect is the number of languages for which the feature value was cor-
rectly extracted, and Nextracted is the total number of languages for which the
feature value was extracted. To decide if an extracted value is correct or not, it
was compared to the gold value which was retrieved manually by a human expert
from the comparative vocabulary (most cases) or from the language descriptions.

Table 2. Evaluation results

Feature Accuracy (%)

Apos 0.818

NLPos 1.0

NLBase 0.823

Reflexive 0.739

Aagr 0.857

At present, we do not have the information needed to compute the traditional
evaluation metrics of precision, recall, and f-measure, since we do not know
how many grammar sketches contain information about a particular feature.
However, we plan to evaluate the proposed methodology on other available gold
data sets (e.g. the SAILS11 dataset) for which it will be possible to compute the
above mentioned evaluation metrics.

5 Visualization of Extracted Grammatical Features
for Linguistic Research

As mentioned earlier, the work presented here is part of a larger effort to design
and deploy language-technology based e-science tools for research in large-scale
comparative linguistics. There are indications that data visualization and visual
analytics will play a crucial role in this connection (e.g., [2,3,9,15–17]). Conse-
quently, one of the objectives of this project is to develop state-of-the-art tools
for visualization of the extracted grammatical features in a way that makes it
easy to observe the genetic relations between multiple languages and the areal
influences of languages on each other. For this purpose, we have developed an
11 sails.clld.org.

http://sails.clld.org


560 L. Borin et al.

Fig. 3. Map showing numeral position w.r.t. the noun in Tibeto-Burman languages

interactive mapping solution where the users can choose to view values of par-
ticular feature(s) of the languages belonging to one or more families. Further,
we provide switchable shape/color combinations for visualizing and differenti-
ating family/feature characteristics. Figure 3 shows a snapshot visualizing the
feature NLPos (i.e. the position of cardinal numerals w.r.t. the noun) for the
languages belonging to the Tibeto-Burman family. As can be noticed, we have
selected feature values to be encoded by the color, while the symbol ‘T’ shows
that these languages belong to the Tibeto-Burman family. The user can select
multiple families and multiple features at the same time by checking the appro-
priate check-boxes. From this map, it can be observed that the numerals mostly
follow the noun (indicated by yellow/lighter color) in the languages spoken in
the southeast, while it mostly precedes (indicated by purple/darker color) in
the languages spoken in the nortwest. Such an interactive mapping facility pro-
vides a useful way to show the genetic relations and areal influences among lan-
guages spoken in different geographical areas and belonging to different language
families.

In addition to this, we are aiming to convert the grammatical sketches into
a typological database and store and visualize them appropriately. For this
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purpose, we have chosen cross-linguistic linked data (CLLD),12 which is an open
source python-based framework for storing and visualizing linguistic data from
multiple languages. Previously, it has been used to store a number of well-known
linguistic data sets including WALS [4], Glottolog [8], APiCS online [13], etc.
It provides a number of useful mapping and navigation facilities in addition to
storing the linguistic data using linked data principles. Figure 4 shows a snapshot
of the LSI dataset as seen through the CLLD web interface.

Fig. 4. The LSI dataset in CLLD

6 Conclusions and Future Work

Turning the LSI into a structured digital resource will provide a rich empirical
foundation for large-scale comparative studies of genealogical, typological and
areal linguistic relationships in South Asia. Today, the tendency is increasingly
that such studies are not conducted manually, but need to draw on extensive
12 http://clld.org/.

http://clld.org/
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digitized language resources and state-of-the-art computational tools. This is the
goal and motivations of our on-going work with the LSI. In addition to this, we
aim to contribute to the methodological development of large-scale comparative
linguistics drawing on digital language resources.

We are also planning to take into account the phonological and other related
information present in the extensive tabular data found in the grammar sketches
as well as the parallel annotated data present in the LSI text specimens. Further,
we would like to experiment with open information extraction based techniques
to improve the proposed feature extraction methodology, as well as including
information from WordNet in order to cater for alternative ways of expression
used in the descriptive grammars.

Acknowledgments. The work presented here was funded by the Swedish Research
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Abstract. The spread of English has led to the emergence of new
English varieties worldwide. Existing quantitative approaches made use
of several linguistic criteria, particularly morphological and syntactical
features, in investigating variations across English varieties. Taking an
alternative lexical perspective to the classification of World Englishes,
this paper adopts a corpus-based approach in investigating the lexical
frequency across 20 regional English varieties. Specifically, the lexical
items in focus include culture-bound terms and words that have under-
gone semantic shift. The English varieties are categorized following a
series of filtering rules and normalization techniques, and a hierarchical
cluster of the varieties is subsequently formalized. Our findings generally
corroborate with Kachru’s Three Circle of English model, with subtle
differences to the Inner Circle-Outer Circle groupings. The taxonomy
of the English varieties additionally reveals geographical and cultural
correlations.

Keywords: English · World Englishes · Lexicology · Word frequency
Classification · Corpus linguistics

1 Introduction

The colonial expansion of the British Empire in the 19th century and the rise of
the United States as a major economic and military powerhouse in the 20th cen-
tury have led to the spread of English across the globe. Today, it has become the
leading world language, and is recognized as the official language in over 60 coun-
tries. English has gradually nativized into new localized varieties, and currently
co-exists as an indigenized language alongside other local languages in several
countries [2]. The implantation of English in novel linguistic settings resulted
in the emergence of New Englishes, or non-native English varieties in former
British colonies, which have distinctive linguistic forms and structures. These
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new English varieties differ from standard English in several aspects including,
inter alia, pronunciation, grammar, syntax and lexicon [7].

Comparisons between the lexicon of World Englishes have revealed that the
lexis of new English varieties contain idiosyncratic words that are absent in
historically input English (i.e., British English), including loanwords (from non-
English languages), calques (or loan translations) and English-derived words
that have undergone morphological derivation and semantic shift, among others
[1,5]. However, such studies have been centered around qualitative approaches,
which simply identified the general lexical similarities and/or differences between
varieties. Meanwhile, those adopting quantitative approaches primarily focused
on other linguistic aspects, in particular morphological and syntactical fea-
tures [6,10,11,13,18]. This paper hence explores cross-varietal lexical variations
using a corpus-based, quantitative approach, which can potentially provide new
insights into the taxonomic relations between varieties.

The remainder of this paper is organized as follows: Sect. 2 discusses previous
works investigating variations in World Englishes; the methodological design is
outlined in Sect. 3; classification results are interpreted from multi-aspects in
Sect. 4, followed by a hierarchical classification of the varieties and comparisons
to findings of existing research; finally, Sect. 5 concludes with a brief summary
of the findings.

2 Related Works

Scholars have proposed various theoretical models in the classification of World
Englishes to explain the differences between varieties [9,16,21]. The Three Cir-
cles of English model [7], an influential account of the spread of English, groups
English varieties into three concentric circles: Inner Circle, Outer Circle and
Expanding Circle. The Inner Circle includes the traditional bases of English, like
the UK, the US, Canada, Australia and New Zealand, where English is now the
native language of the region’s inhabitants. The Outer Circle came about as a
result of the spread of English to Asia and Africa through extended colonization
by Inner Circle powers, where English now serves as a chief institutional lan-
guage and an important second language. The Outer Circle consists of former
UK and US colonies, such as Singapore, Hong Kong and the Philippines. The
Expanding Circle represents regions with no history of colonization by Inner Cir-
cle countries, like Japan and China, where English varieties are used in limited
contexts, typically in business and scientific domains.

In the attempt of providing empirical support for the theoretical models,
computer scientists employed quantitative approaches to discover the similari-
ties and differences in linguistic patterns between the varieties. Nam et al. [18]
investigated the use of syntactic alternations (more specifically, verb complica-
tion patterns of ‘give’) in the written texts of Indian English, Pakistani English
and British English. Statistical analysis of the data involved the use of Akaike
Information Criterion (AIC), which was employed to select model from a group
of multi-nominal logistic regression. Hundt [6] looked into the use of progressive
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passive (which is formed by the combination of the verb ‘be’, the progressive aux-
iliary ‘being’ and a past participle) in Inner and Outer Circle English varieties.
A frequency analysis was conducted on the data adapted from the International
Corpus of Englishes (ICE). Biermeier [1] conducted a corpus-based study (from
ICE) on word formation patterns across seven varieties of English.

To determine the trends in word coinage in the targeted varieties, the
researcher analyzed the frequency data of lexical tokens through the lens of var-
ious word-formation categories such as compounding, conversion and affixation.
Szmrecsanyi et al. [23] performed a large-scale investigation of 76 morphosyn-
tactic variations (adapted from the morphosyntactic database of Handbook of
Varieties of English) in 46 English varieties, which included not only native
vernacular and traditional English dialects (L1 varieties), but also English as
Second Language variants (L2 varieties) and English-based pidgins and creoles.
A typological classification of these variants was performed using a series of
quantitative analysis techniques (multidimensional scaling, clustering, and prin-
ciple component analysis). These studies revealed common findings - i.e., the
cross-varietal variations defy the neat Inner circle-Outer circle groupings, and
the linguistic variations investigated can bring about subtle differences in the
classification of English varieties.

Our paper looks into the variations exhibited by national varieties of English,
which could consist of both standardized and localized forms used within the
locality. An example is Singapore English, which can been described as a soci-
olect continuum consisting of Singapore Standard English and Singapore Col-
loquial English (or Singlish) on opposite ends of the spectrum [19]. This study
approaches the categorization of English varieties from a lexical, rather than syn-
tactic and morphosyntactic (as in previous works), perspective. Specifically, our
approach investigated lexical frequency, or the frequency of word occurrences, in
the different English varieties in order to establish their taxonomic relation via
lexical distance and clustering.

3 Method

3.1 Dataset and Wordlist

The dataset used in this study is obtained from The Corpus of Global Web-
Based English (GloWbE), which has a huge volume of available English texts.
Firstly released in 2013 by Brigham Young University, GloWbE has now over
1.9 billion words from webpages and blogs from 20 countries, as well as data
on word frequency. Our wordlist consists of 109,582 English words compiled
and corrected in 1991 from lists obtained from the Interociter bulletin board
maintained by SIL International1. Inflected forms are included in the wordlist,
such as pluralized nouns and verbs in their past, present and progressive forms.
In the analysis, we used the country codes provided in GloWbE (Table 1) to
represent the varieties of English in their respective countries.

1 http://www-01.sil.org/linguistics/wordlists/english/.

http://www-01.sil.org/linguistics/wordlists/english/
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Table 1. Countries and Regions featured in GloWbe and their respective codes

Country Code Country Code

Australia AU Malaysia MY

Bangladesh BD New Zealand NZ

Canada CA Nigeria NG

Ghana GH Philippines PH

Great Britain GB Pakistan PK

Hong Kong HK Singapore SG

India IN Sri Lanka LK

Ireland IE South Africa ZA

Jamaica JM Tanzania TZ

Kenya KE United States US

We have identified two types of lexical items that systematically exhibit vari-
ations in word frequency across English varieties, namely culture-bound terms
and words that have undergone semantic shift.

Culture-Bound Terms. Culture-bound terms are words that are unique to the
local culture. They include borrowings from indigenous languages that describe
the local fauna and flora, and words for distinctive items and customs [21].
These words are likely to be used more frequently in the region of origin than
other areas. For example, ‘kangaroo’, a hopping marsupial that is the cultural
symbol of Australia, is likely to appear more frequently in Australian English
than other English varieties. Similarly, ‘ackee’, a fruit eaten in Jamaica and West
Africa, is less likely to appear in English varieties of other regions. However, the
lexical frequency of certain words appears to be high in regions sharing cultural
commonalities. For instance, given the sophisticated food culture of Hong Kong
and Singapore and the fastidious attitude of their inhabitants towards food,
‘restaurant’ is used much more frequently in the English varieties spoken in
these regions than others.

Semantic Shift. Words can undergo semantic shift, or a change in meaning,
when used in new language settings. The divergence between the meanings of a
particular word in different English varieties could be caused by the retention
of the original meaning in one variety and its loss, and possibly the acquisition
of a new meaning, in another [5]. For example, ‘fall’ is used to describe some-
one tumbling over in several English varieties, but can additionally refer to the
autumn season in North American English. Similarly, in India, Malaysia and
Singapore, ‘auntie’ can be used to refer to female elders, in addition its origi-
nal meaning of the sister of one’s parents (common in other English varieties).
Semantic change is expected to affect the lexical frequency of words, since words
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with broader meanings are likely to appear more frequently than those with
narrower meanings.

3.2 Dissimilarity

Measure of dissimilarity, or the overall difference in lexical frequencies, is a good
indicator of differences between two English varieties. To assess cross-varietal
lexical variations, we used the aforementioned types of lexical items (i.e., culture-
bound terms and words that have undergone semantic shift) as the main com-
ponents of the variance of relative frequency.

In the analysis, we employed the variance S2 to calculate the pairwise dis-
similarity values. F1j , F2j , . . . , Fkj is used to denote word frequency in different
countries, where k = 20 is the total number of countries investigated and j is
the index of valid words. The variance can be represented as:

S2(m,n) =
∑

j=1

(
Fmj − Fnj

F̄j
)2

where F̄j is the weighted average of Fmj and Fnj given by the chosen database.
We extracted the frequency distribution of the target words in our wordlist
from GloWbE in the format shown in Table 2. Each table contains the absolute
frequency, or the count of appearance of a particular word (FREQ), and its
relative frequency per million words (PerMil). In the case of the word ‘red’, for
instance, the values are F̄ = 131.77, F1 = 131.17, · · · , F20 = 165.99.

Table 2. Frequency distribution of the word ‘red’ in GloWbE

Region All US CA GB · · · JM

FREQ 248332 50736 19776 58148 · · · 6568

PerMil 131.77 131.17 146.74 150.01 · · · 165.99

3.3 Filtering Rules and Penalty Items

Filtering of Hapax legomenona. Hapax legomenon refers to words that are
rarely used and have very low lexical frequency. Based on the lexical frequency
values provided in GloWbE, we observed that these words are mainly culture-
bound terms. The lexical frequency of such words are likely to be high in certain
varieties but similarly low in others. In addition, the semantics of these words
tend to be much less variant across varieties as compared to those of more
lexically frequent words. Due to their low lexical frequency and semantic uni-
formity, hapax legomenon is an unsuitable measure to investigate cross-varietal
variations, and are hence excluded from our analysis.

For this study, words that have an overall FREQ of less than 20 are con-
sidered as hapax legomenon, and are removed from the data. Examples include
‘concessioners’ (FREQ = 1), ‘minitower’ (FREQ = 1), ‘squalled’ (FREQ = 7)
and ‘banjax’ (FREQ = 9).
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Stoplist. The stoplist is made up of words with very high average relative fre-
quency. These words are terms that commonly appear across English varieties,
and they show a remarkably low dissimilarity values when calculated using our
algorithm in Sect. 3.2. We consider this dissimilarity to be random. Due to their
high average relative frequency, these words demonstrated resistance to the fre-
quency regulation process performed in the later stage, and are hence omitted
from our analysis.

For this study, words having an average relative frequency value of over 200
were removed from the dataset prior to the analysis. This includes words like
‘the’, ‘even’ and ‘men’, which have average relative frequency values of 56371.98,
1193.94 and 329.11 respectively.

Frequency Regulation. After hapax legomenona and stoplist words were dis-
carded, only words that exhibit moderate lexical frequency remained, of which
those with a larger cross-varietal frequency variance are of a higher importance
than those with a more evenly distributed frequency. This applies to words with
relatively low, as well as high, absolute frequency. In addition, absolute fre-
quency also has an effect on statistics. As absolute frequency decreases, sample
size decreases and arbitrariness increases. The estimated frequency would have
a wider confidence interval as a result. Therefore, we added a penalty item
−β|F̄j/ ¯FAll|2 to the relative frequency of word j. This formula harmonizes two
considerations: (1) This regulation is more relevant for words with high relative
frequency F̄j ; and (2) for words with lower relative frequency, a larger portion
of low frequency variance words are trimmed. We thus use a parabola function
to present the penalty item.

Parameter β is empirically set. From Fig. 1, we observe that β pulls the rank
of word frequency (x-axis) towards negative. Using different β values, we found
that frequency penalty item starts to dominate the rank measure from β = 0.1.
In other words, the frequency distribution is overly distorted. As such, we decided
on β = 0.05 and discarded all the words that fall into the negative side of x-axis
plane.

Orthography. The spelling of words can differ across varieties. For instance,
certain words are spelled differently in American English and British English
(e.g., ‘color’, ‘organize’, ‘theater’, ‘traveler’ versus ‘colour’, ‘organise’, ‘theatre’,
‘traveller’). In this study, English words that exhibit orthographic variants were
normalized as a preprocessing step. Such a measure is necessary to prevent
semantically similar words with different cross-varietal spellings from being pro-
cessed as separate entries, which will in turn affect the lexical frequency values.

4 Results

After filtering, we sorted the wordlist by the regulated measure mentioned in
Sect. 3. We then take the remaining words as lexical representatives of the dif-
ferent English varieties. In our two stage interpretation, we provide a descriptive
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Fig. 1. The effect of adding penalty items to different words

analysis of the top 100 extracted words followed by a quantitative analysis of
the entire wordlist in the latter part of this section.

4.1 Word Feature

Table 3 presents the top 100 most frequently recurring words in the dataset,
which includes:

(i) Core English words (e.g., terminologies)
(ii) Culture-bound terms, consisting of (1) demonyms (e.g., ‘nigerian’,

‘jamaican’), (2) geographic places (e.g., ‘manila’, ‘nairobi’), and (3) loan-
words that denote flora or fauna (e.g., ‘carabao’, a type of animal), distinc-
tive items (e.g., ‘pimento’, a type of spice) and concepts (e.g., ‘salaam’, a
greeting borrowed from Arabic)

(iii) Miscellaneous words (including grammatical loanwords)

4.2 Classification of Varieties

Hierarchical clustering was performed on the frequency data that was obtained
from prior analysis. We assume that the frequency difference for the dis-
tribution of each word between two countries represents the overall lexi-
cal difference between the two varieties. For each country, we use a vector
(fm1, fm2, . . . , fmj . . .) to denote its lexical distribution, where fmi is the i -th
word’s relative frequency in the country m. We then calculate the “distance”
D = S2(m,n), between every two countries.



Classifying World Englishes 571

Table 3. Top 100 words with the highest frequency

Core English
words

gleaner deejay patois safaris maroons chieftaincy

breadfruits wailer wailers crater greasers mattocks

jamb albinos arsenic artiste tusker mainlanders

logwood tings breadfruit deejays acclimatization

Demonyms tanzanians zanzibar tanzanian ghanaians jamaicans jamaican

kenyans malaysians sinhalese nigerians filipinos philippine

malays swahili filipino malaysian nigerian malay

caribbean philippines afrikaans singhalese barbados tagalog

cantonese

Geographic
places

tamale tanzania jamaica natron ghana volta

colombo penang ceylon nairobi manila kenya

nigeria malaysia trinidad pretoria lahore

Loanwords salaam reggae jute kopjes obeah wildebeest

bazar rastafarian pimento dhow pap ganja

carabao imam

Miscellaneous
words

es whiles orang kl arroyo tun

sutta tented atty jackroll sri yaw

kong sundowns bogle dagoba deles moi

delly lambie daystar

The color map in Fig. 2 reveals two distinct groups of English varieties that
corroborated with the classifications in Kachru’s Three Circle of English model.
The varieties denoted by the lighter color appears to represent those from Inner
Circle countries (CA, GB, IE, AU and NZ), while the varieties denoted by the
darker color group are those from Outer Circle countries. Interestingly, the cal-
culated distance between IN (Indian English) and the varieties of the Inner
Circle countries is smaller than between IN and varieties of the Outer Circle
countries. Several reasons may explain the lack of a lexical distinction between
Indian English and the Inner Circle varieties: British English is still held as the
‘idealized linguistic norm’ in India’s education institutions [8], and English in
India is largely confined to the educated, urban population [12].

The calculated distance between varieties of the lighter color group showed
higher consistency than those of the darker color group. This indicates that
the Inner Circle countries share more commonalities in lexical usage than the
Outer Circle countries. The higher homogeneity of varieties of the Inner Circle
group can be explained by the majority of the inhabitants of these countries
being descendants of British emigrants and hence, the continuous transmission
of English without major linguistic changes [17]. On the other hand, the lower
homogeneity of varieties of the Outer Circle group may be indicative of the
greater influence of indigenous languages and cultures in the development of
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Fig. 2. Distance map showing the calculated distance between English varieties

these English. Additionally, disparate language contact settings might be present
in the formation of these varieties, in which English interacted with distinct
indigenous languages in various regions [5,17].

Following distance calculations, hierarchy clustering was conducted by con-
tinually merging two nearest country according to the distance map. Countries
merged together are regarded as a distinct cluster, from which the distance to
another country is the average distance from every member to it. This merging
process continued until all the countries have been merged into their respec-
tive clusters, ultimately yielding a hierarchical tree of the 20 English varieties
investigated, as shown in Fig. 3.

The visual representation of the hierarchy clustering in Fig. 3 shows how the
individual varieties largely correlate with the geographical proximity and cultural
affinity of the countries. Since English originated from the Great Britain, its vari-
ety (GB) is positioned to the left end, with which the lexical distance of the other
varieties is compared. The varieties of New Zealand (NZ) and Australia (AU) are
first merged with GB, since the inhabitants of these countries principally orig-
inated from the British Isles. The next to merge are CA and US, the varieties
of Canada and the United States, which are also members of the Anglosphere.
Canada English and American English (in this case, North American English)
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Fig. 3. Hierarchical classification of the 20 English varieties from a lexical perspec-
tive, where L1 and L2 varieties (based on Kachru’s model) are labeled red and green
accordingly (Color figure online)

are more lexically related to each other than to British English. English varieties
of the Indian subcontinent, such varieties of India (IN), Bangladesh (BD) and
Sri Lanka (LK), form another distinct cluster. These countries were once part
of British India, except for Sri Lanka which was a separate Crown Colony geo-
graphically close to India. Another distinct cluster consists of varieties of Kenya
(KE), Tanzania (TZ) and Ghana (GH), which are former British colonies in
Africa.

The taxonomic relation between varieties found in this study is similar to the
early Strevens’ Model of English in the World [22], which indicates the genealog-
ical relationships of the English varieties through a tree diagram overlaid on the
world map. In the model, American English and British English formed the main
branches, and the different English varieties, classified as leaf nodes, are grouped
according to their geographical and historical affinities.

In our study, no strong lexical relationship is found among varieties of Singa-
pore (SG), Malaysia (MY) and Hong Kong (HK), even though linguists attested
typological similarities between Singapore English and Malaysian English [20],
and between Singapore English and Hong Kong English [15]. Our findings sug-
gested a tight cluster for Inner Circle varieties, but not for Outer Circle varieties.

Fig. 4. Hierarchical agglomerative clustering result based on morphosyntactic varia-
tions, where GB/n and GB/s refer to North and South England respectively, and O/S
refers to Orkney & Shetland; adapted from Szmrecsanyi et al. [23]
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This is unlike the findings in [23], which indicated a distinct split between Amer-
ican varieties and British varieties. As shown in Fig. 4, Szmrecsanyi et al. found
that British varieties are more closely related to Commonwealth Englishes than
American varieties. Noting that morphosyntactic features are more resistant to
language change, the differences in findings may be attributed to other predictors
of variance in World Englishes besides geographical proximity [23]. Nonetheless,
the two dendrograms generally reveal an alignment with Kachru’s Inner Circle-
Outer Circle distinction.

5 Conclusion

This study provides a novel account of the classification of World Englishes from
a lexical perspective via hierarchical clustering of 20 English varieties based on
data from a large-scale corpus. A descriptive analysis of the top 100 frequently
recurring words revealed three distinct lexical categories. Culture-bound terms
made up the bulk of the extracted terms, which included borrowing of words into
the English variety to describe distinctive concepts and entities. The remain-
ing words consists of English words describing certain terminologies or subject-
matters, and miscellaneous words (including grammatical loanwords).

The classification of the English varieties revealed the presence of two dis-
tinct groups that corroborates with Kachru’s Inner Circle-Outer Circle contrast.
From hierarchical clustering, it is observed that English varieties share a relation-
ship that largely correlates to their geographical and cultural proximities. The
varieties in Africa form a distinctive cluster. Indian English, Sri Lankan English
and Bangladeshi English form another cluster, and these varieties appear to be
more lexically similar to that of the Inner Circle countries as compared to other
Asian varieties like Hong Kong English and Singapore English. This classifica-
tion is coherent with Strevens’ Model of English in the World, which maps the
relation of English varieties based on their geographical and historical affinities.

Our findings, however, did not show Singapore English, Malaysia English
and Hong Kong English forming a distinctive cluster despite being typologically
similar to each other. There could be other factors (for instance, language contact
situation, depth of penetration of English in society and effects of language
policies) contributing to the difference between these English varieties, which
might be worth exploring in our future works. Additionally, using a more recent
wordlist can potentially provide a more accurate classification of the English
varieties as they are today.
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Abstract. In this paper we propose a computational method for deter-
mining the syntactic similarity between languages. We investigate mul-
tiple approaches and metrics, showing that the results are consistent
across methods. We report results on 16 languages belonging to vari-
ous language families. The analysis that we conduct is adaptable to any
languages, as far as resources are available.

1 Introduction

Language similarity and language classification are some of the most addressed
research problems in historical and comparative linguistics, attracting not only
academic scholars, but also the general public.

Traditionally, historical linguists have used the classical comparative method
to (re)construct language phylogeny [17]. Another popular method used for iden-
tifying the language classification tree is Greenberg’s method [18]. In spite of the
fact that linguistic literature abounds in claims of classification of natural lan-
guages, [27] notes that the computational historical linguistics did not receive
much attention until the beginning of the 1990s, and argues for the necessity
of development of quantitative and computational methods in this field. In [31]
the authors note a “tremendous increase in the use of computational techniques
for estimating evolutionary histories of languages” in the last decade, and sur-
vey the attempts to use computational methods in historical linguistics. In spite
of the diversity of the used datasets, the linguistic objects used by the large
majority of methods employed in (computational) historical linguistics were the
lexical items – “the most externally accessible elements” [25]. Instead, syntactic
approaches were much less present in language classification.

However, the last decades have witnessed pioneering work on language phy-
logeny based on syntax. One of the most remarkable works in this direction is
[25], which proposes a method for classifying the languages based on syntactic
characters.1
1 The authors also present a brief history of the syntactic approaches and acknowledge

the work of [30], a pioneer in this field and a forerunner of their approach.
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We want to provide a map of the syntactic similarity of the natural languages
(i.e., to compute a quantitative degree of syntactic similarity between any two
languages). We take word order into account, but we aim at going beyond the
standard analysis of linguistic typology, which considers the normal order in
which subject, object and verb occur in an “unemotional” statement, [3,8,10]
and rather attempt to determine the overall quantitative degree of similarity
between the sequences of POS tags between a given sentence in a source language
L1 and its translations in the target language L2.

Contributions. We present a large-scale study on the syntax of 16 languages
from 5 language families. To the best of our knowledge, this is one of the first
endeavors of quantifying the syntactic similarities of the languages (that is, to
provide a similarity score for a pair of languages).

Our Approach. We propose a computational method for determining the syn-
tactic similarity between the natural languages. We proceed as follows: given a
sentence-aligned multilingual parallel corpus, we measure the similarity between
parallel sentences at a syntactic level: given a sentence S in a source language L1

and its translation T in a target language L2, we are interested in quantifying
the similarity between POS(S) and POS(T), where by POS(S) we denote the
string obtained from S by labeling each word with its corresponding POS tag.
Further, for a finer-grained analysis of the syntactic similarity, and to take into
account the syntactic structure of the sentences, we apply a similarity measure
between the syntax trees of the sentences, labeled with POS tags.2 Our results
show that the metrics we proposed lead to consistent language classifications, a
fact which vindicates the importance and soundness of a “multiple” approach as
ours.

Fig. 1. Our methodology for computing the syntactic similarity.

2 We use dependency parsing [21], so we rely on dependency trees to compute the
syntactic similarity.
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2 Methodology

Our goal is to asses the syntactic similarity between languages. To this end,
we train a state-of-the-art POS tagger and dependency parser [26] for each
language.3 As training data we use a collection of treebanks with consistent
dependency annotations [33] using the universal POS tagset of [35].

Having the parallel sequences of POS tags and the syntax trees, we investigate
multiple methods of determining the syntactic similarity between the languages:
a coarse-grained baseline, a finer-grained method that uses indexed POS tags
(both methods quantifying word order distribution), and a method that leverages
the syntactic structure of the sentences, using the syntax trees. To obtain an
overall degree of similarity between two languages L1 and L2, we proceed as
follows: for each sentence si from L1 and its translation ti in L2, we compute
the similarity score between si and ti, and then we compute the average of these
scores. The metrics that we propose are normalized in the [0, 1] interval, where
a similarity degree of 1 means that the input sequences are identical, while the
lower the similarity, the more different the sequences are. The three methods are
represented in Fig. 1.

2.1 Data

We run our experiments on Europarl [20], a multilingual parallel corpus extracted
from the proceedings of the European Parliament, a very popular choice for
experiments involving parallel texts [12,13].4 We extract sentences in 16 lan-
guages belonging to various language families: Spanish (Es), French (Fr), Ital-
ian (It), Portuguese (Pt), Romanian (Ro) (the Romance family), Danish (Da),
German (De), English (En), Dutch (Nl), Swedish (Sv) (the Germanic family),
Bulgarian (Bg), Czech (Cs) (the Slavic family), Estonian (Et), Finnish (Fi),
Hungarian (Hu) (the Finno-Ugric family), Greek (El) (the Hellenic family).

This dataset enables us to conduct a thorough analysis on the syntactic
similarities between closer and more remotely related languages. Our dataset of
parallel sentences contains 143,908 sentences for each language, but we trim the
dataset to the maximum sentence length of 20. We only select sentences that we
are able to identify in all 16 languages, because our experiments are designed for
parallel corpora. While for very popular languages the number of sentences is
much bigger than 143,908, for other languages the number of sentences is much

3 Tagging and parsing accuracy for each language: Bg: 0.96,0.87; Cs: 0.98,0.82; Da:
0.95,0.82; De: 0.92,0.67; El: 0.96,0.82; En: 0.94,0.85; Es: 0.95,0.59; Et: 0.94,0.80;
Fi: 0.93,0.75; Fr: 0.96,0.61; Hu: 0.92,0.79; It: 0.97,0.47; Nl: 0.89,0.77; Pt: 0.96,0.83;
Ro: 0.95,0.82; Sv: 0.95,0.84.

4 We believe that our investigation is not negatively influenced by the choice of corpus
because we are consistent across all experiments in terms of text gender and we
report results obtained solely by comparison between languages on the same dataset.
In future work, we intend to apply the proposed methods on other datasets as well
(for example, the EUR-Lex Corpus [2]).
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lower, so we reduce the datasets for all languages to keep only parallel sentences
in all 16 languages. After length pruning, we obtain about 62,000 sentences.5

Table 1. Example of raw and indexed POS tags for a German-French parallel sentence.

De: Ich bin Ihnen für Ihre konstruktiven Beiträge sehr dankbar

(1) pron verb pron adp det adj noun adp adj

(2) pron0 verb1 pron2 adp3 det4 adj5 noun6 adp7 adj8

Fr: Je vous suis très reconnaissante pour votre apport constructif

(1) pron pron verb adv adj adp det noun adj

(2) pron0 pron2 verb1 adv7 adj8 adp3 det4 noun6 adj5

3 Experiments

In this section we describe our approach for computing the syntactic similarity
and report the similarity degrees obtained on the Europarl dataset.

3.1 Baseline (Exp. #1)

For each sentence from the dataset, we obtain the sequence of POS tags by apply-
ing a POS tagger [26]. Given the parallel sequences of POS tags, we employ the
edit distance to determine degrees of syntactic similarity between the languages.6

The edit distance [22] counts the minimum number of operations (insertion, dele-
tion and substitution) required to transform one string into another. We use a
normalized version of this metric, dividing the edit distance by the length of the
longest string, and we convert it to similarity by subtracting it from 1. In Fig. 2
we report the results for this experiment, above the main diagonal of the matrix.

3.2 Indexed POS Tags (Exp. #2)

Although sequences of POS tags have been shown to display language-specific
characteristics [28], we believe that such a similarity metric is not very reliable
on its own, because we might obtain false positives when computing the edit
distance on sequences of POS tags – that is, words that have the same POS tag
and occupy the same position in the parallel sequences of POS tags, but are not
actually the equivalent words.

5 While the effect of translation cannot be denied, we rely on the fact that the inter-
preters/translators of Europarl are native speakers of the target language, which
reduces the impact of the source language on translations significantly (as opposed
to the translations performed by language learners, for example).

6 We repeated Exp. #1 and #2 using the rank distance [7] instead of the edit distance,
and there were no significant differences in the results.
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As an example, consider the sentence from Table 1. Comparing the sequences
of POS tags from (1) in De and Fr – that is, non-indexed POS tags – we
observe that we have a match on the last position (adj). However, the actual
words on the last position do not match (dankbar and constructif ), so it is a
false positive match. To overcome this drawback, we introduce an alignment
step in our method: we align the parallel sentences using MGIZA++ [16], the
multi-threaded version of the GIZA++ tool [34]. Thus, based on the alignment
of the corresponding words, we are able to identify the matching tokens and to
index the matching POS tags. Comparing the sequences of POS tags from (2)
– that is, indexed POS tags – we observe that even though we have adjectives
on the last position in both languages, we are able to tell they do not match
based on the POS tags’ indices. Having the POS tags indexed, we apply the
edit distance again. For the sentence alignment phase, unaligned words received
an index such that no word from the other sentence would match it (so that it
would be penalized accordingly when computing the distance). We report the
results in Fig. 2, below the main diagonal of the matrix.

Fig. 2. Heatmap of syntactic similarity measured on sequences of POS tags (Exp. #1
– above the main diagonal) and on indexed sequences of POS tags (Exp. #2 – below
the main diagonal).



Towards a Map of the Syntactic Similarity of Languages 581

3.3 Syntax Trees (Exp. #3)

The third metric that we apply on our parallel dataset is based on the depen-
dency trees of the sentences [26]. We employ the tree edit distance [39] using the
implementation of [1]. Similar to the version on strings, the tree edit distance rep-
resent the minimum number of operations (insertion, deletion or substitution)
required to transform one tree into the other. The tree edit distance between
trees T1 and T2 is normalized dividing the edit distance by max(N(T1), N(T2)),
where N(T) is the number of vertices of tree T. We compute the tree edit distance
between the dependency trees of the sentences, labeled with their POS tags. We
do not use the labeled dependencies, but only the tree structure extracted from
the dependency parsing (see an example in Fig. 3).

We chose dependency parsing because dependency is a 1:1 correspondence:
every node in the syntactic tree corresponds to an element (a word) from the sen-
tence. Thus, dependency structure serves our purpose better than constituency
structure because having more nodes in the tree corresponding to a single word
from the sentence would skew the values of the syntactic measures that we apply
on parallel syntactic trees. We report the results in Fig. 4.

4 Discussion

Our initial goal was to provide a map of the syntactic similarity of the natural
languages. To this end, we chose a multilingual parallel corpus in which a sen-
tence, provided in a source language, is translated by professional translators
into all the other target languages, and we attempted to determine a quantita-
tive method to compare sequences of POS tags of the source sentence and of
its translations in the target languages. The three experiments described in the
previous section report the results of our experiments. Thus, we deem that, given
a source language, the values reported on the line or column corresponding to
it in the heatmaps represent the syntactic similarity with the other investigated
languages.

De VERB

PRON PRON ADP

NOUN

DET ADJ

ADJ

ADV

Fr VERB

PRON PRON ADJ

ADV

ADP

NOUN

DET ADJ

Fig. 3. Syntax trees with POS tag labels for sentences from Table 1.
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Fig. 4. Heatmap of syntactic similarity measured on syntax trees (Exp. #3).

4.1 Experimental Results and Interpretation

In Fig. 2 we report the results for Exp. #1 and #2. With a few exceptions, each
language is most similar to the languages belonging to the same language family.
For example, for Romance languages, in the first two experiments Pt is closest
to Es, followed by It, Fr, En and Ro, En being the only one to break this
rule. This observation stands for the other Romance languages as well. Thus,
for any of Fr, Pt, It, Es, the similarity between them and En is higher than
the similarity between them and Ro. We identify two possible explanations for
this phenomenon: on the one hand, there is the strong influence of Latin on En
(and, subsequently, on the entire kernel of Romance languages, especially Fr).
On the other hand, there is the isolated development of Ro, far from te Romance
kernel, in an environment where Bg and Old Slavic were very influential contact
languages between the 9th and the 17th centuries [36]. This influence can be
observed in the high similarity between Ro and Bg, comparable to the similarity
between Ro and the other Romance languages (even higher than the similarity
with Fr and It – the closest languages to Ro, measured at the lexical level [6]).

Regarding the Germanic languages, we observe a high similarity between En,
Da and Sv, higher than the similarity between these languages and any other of
the investigated languages. The grouping of En with Sv and Da is, to a certain
extent, consistent with previous results: [25] state that a similar grouping of En



Towards a Map of the Syntactic Similarity of Languages 583

and Norwegian is in accordance with the historical influence of the Scandinavian
languages on English, that is disclosed at the lexical level as well.

We remark that the similarity between Sv and Da is the highest of all the
language pairs, followed by En-Sv and Pt-Es. In contrast, the lowest similarity
is between Ro and Hu. In addition, Hu is the most distant language from all
the others. Nl is most similar to De, followed by the other Germanic languages.
Regarding En, we observe that, besides the high degrees of similarity with Sv
and Da, the next languages, in terms of similarity, are Fr and Es (and, surpris-
ingly, Bg). Among the Slavic languages, we note that Bg is most similar to Cs
(and vice-versa in Exp. #1, while in Exp. #2 Cs is surpassed by En). Among
the Finno-Ugric languages, we observe the highest degree of similarity between
Fi and Et. As a general observation, the values reported for Exp. #1 are higher
than those reported for Exp. #2.

For Exp. #3, we note that, for some of the languages, the dependency parsing
accuracy was less than 75% (e.g., De, Es, Fr, It; see Sect. 2.1). We acknowledge
the fact that the performance of the dependency parsing might influence the
results.

We observe smaller values of similarity than in the previous experiments.
Generally speaking, our previous observations still stand, with a few notable
differences. For the Romance family, the languages from the Romance kernel
(Fr, It, Es, Pt) are close to languages from the same kernel, but En plays
a more important role. For example, for Fr, En is the closest language. Ro is
drawn closer to the Slavic family, Cs and Bg being about as similar to Romanian
as the other Romance languages. The cluster formed by Sv, Da and En has
the same behavior as in the previous experiments. Thus, the highest degree
of similarity belongs to the Sv-Da language pair, followed by Sv-En, En-Fr,
Es-Fr, Pt-Es. Thus, we observe much higher similarities between En and the
Romance languages. De is the closest language to En, and Nl is closest to De.
Bg and Cs remain the closest languages, but their next similar language is Ro.
Ro has a completely different rank of similarity than in Exp. #1 and #2, being
closest to Bg, Cs, Es, En, followed by the other Romance languages.

We ran the experiments Exp. #1 – Exp. #3 again, but having the datasets
split in multiple subsets: sentences with 1–5 words, 6–10 words, 11–15 words,
16–20 words. The results do not vary significantly. Removing outliers does not
influence the reported values significantly as well. We compute the quartiles Q1,
Q2 and Q3 with regard to the length of the sentences and we use the interquartile
range IQR = Q3 − Q1 to find outliers. We consider outliers the observations
that fall below Q1 − 1.5(IQR) or above Q3 + 1.5(IQR).

4.2 Language Clustering

The next step in our investigation was to analyze whether the degrees of syn-
tactic similarity that we obtained can be used in language clustering. Grammar
has been previously used in historical linguistics, as an indicator of the ancient
relationship between the languages, but not so much directly, for phylogeny
reconstruction [11]. A natural step was to apply clustering algorithms on the
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similarity matrices resulted from our three experiments. We used hierarchical
clustering (the Ward method). The dendrograms obtained for Exp. #1 and #2
have an almost identical topology. Thus, due to space constraints, we only report
one of them – for Exp. #2 – in Fig. 5a. We note that Romance languages are
clustered together, as well as the Germanic (with two distinct clusters: Da-Sv-
En and Nl-De), Slavic and Finno-Ugric languages. El is linked to the Slavic
family. Regarding the membership to language families, we obtain a fairly good
classification of the languages. However, we note that the Romance families is
exterior to the Germanic family, and the Finno-Ugric family is much closer to
the Germanic family, having the same parent, which is generally not the case in
linguistic phylogeny (Finno-Ugric languages are usually external).

Applying the same clustering algorithm on the results of Exp. #3 pro-
duces the dendrogram from Fig. 5b. We observe an essential difference from
the previous dendrogram: the Romance languages are clustered together with
the Germanic languages, having the same parent, as it is generally unanimously
accepted. The only problem that arises is that Romanian does not belong to the
Romance group, it migrates towards the Slavic group, together with Bg and Cs,
which is also linked to El. The grouping of Ro with the Slavic languages (Bg
and Cs) is not singular in this study. [12] obtained a similar grouping of the
languages. A possible explanation could be the cultural evolution of Romanian,7

factor with possible influence in its linguistic structure [10].
In Exp. #3, the Finno-Ugric languages are exterior to Romance and Ger-

manic languages, having the same parent as the Slavic languages (and not being
exterior to the entire group of Indo-European languages, as in the standard
phylogenetic tree).

4.3 Comparison with Previous Work

The linguistic problem that we tackle, namely the syntactic language similarity,
involves a certain “vagueness of reported values” (also noted by [12] in the prob-
lem of semantic language classification), as there isn’t a gold standard that we
can compare our results to. To overcome this drawback, we performed several
experiments to compare our method with previous methods and results.

Comparison with Longobardi and Guardiano [25]. One of the very few
studies that report quantitative measures to capture the syntactic similarity of
languages is [25]. According to the authors, syntax has not been traditionally
used as historical evidence for language relatedness mainly for two reasons: (1)
the syntactic structures to be compared are difficult to identify; and (2) the

7 Developing of Romanian far from the big Romance kernel made the contact of Roma-
nian with Romance languages difficult until the 18th century. Instead, from the 9th
to the 17th century there was a significant cultural influence of the South Slavic
languages (especially Old Slavic), due in part to the exclusive use of Old Church
Slavonic for religious purposes, which lead to giving South Slavic “the status of a
cultural superstrate language” [36].
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syntax is not as variable as the lexicon, and thus it might not provide enough
variation to be able to draw conclusions. However, their results do not support
this claim. The authors identified a series of syntactic parameters, and for each
language they marked the presence or absence of each parameter with + or –
(or 0, if the parameter cannot be accounted for in a language). Using a metric
derived from the Hamming distance, the authors produced a distance matrix
and a dendrogram. As the languages used in this study are not exactly the same
as ours, we computed the correlation between the results reported on the subset
of languages that are common in our studies. We obtained a high correlation
(over 80%) for the Romance languages. In their experiments, much like in ours,
Ro is, to some extent, exterior to the Romance kernel. In both experiments,
Bg is close to Ro, but in our experiment Bg is also close to En, while in their
experiment it is not so. Another similarity is that De and En are very close, as
expected. Also, El is close to Bg in their experiments as well as in ours. As for
the similarity with En, the previous remark still stands: our experiments draw
El closer to En than the experiment of Longobardi and Guardiano.

Comparison with BLEU. So far, we have applied our syntactic metrics on
different languages, to compute the similarity between them. In this section we
describe a different use of our methods, as evaluation measures for the machine
translation output. The values of syntactic similarity that we have obtained
might be used as indicators of the quality of machine translation: a higher sim-
ilarity between the reference sentence and the translated sentence indicates a
better translation.

The most popular machine translation evaluation metrics rely on lexical fea-
ture to asses the performance of the machine translation systems. This approach
on its own has some drawbacks, since there are other very important factors that
contribute to a good translation, besides the lexicon. Syntax is one such factor.
Initial attempts for including syntactic features in machine translation evalua-
tion have been made by [9,23]. We further analyze and quantify the usefulness
of the proposed syntactic metrics in the evaluation of the machine translation
systems. To this end, we analyze the correlation of our syntactic metrics with
BLEU, one of the most popular machine translation evaluation measures that
relies on lexical features.

BLEU captures lexical similarity, while our methods capture syntactic sim-
ilarity. Thus, we expect to not have a high correlation between them. On a
random subset of 1,000 from Europarl, we took the English sentences and trans-
lated them with Bing8 and Google Translate9 in the other 14 languages. We then
computed BLEU and our measures between the translated sentences and the ref-
erence translations (the sentences from Europarl, in all 14 languages except for
English). We computed the Pearson correlation coefficient between the methods.
For both translation systems, correlation is about 0.70 between our methods and
BLEU.
8 www.bing.com/translator.
9 www.translate.google.com.

www.bing.com/translator
www.translate.google.com
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To have a more informative comparison, we then computed the BLEU score
on the same subset of 1,000 sentences translated with Bing and Europarl, but
using sequences of POS tags instead of words. Thus, we compared our method
with a “syntactic version” of the BLEU measure, on both sequences of raw POS
tags and indexed POS tags. In other words, we applied Exp. #1 and Exp. #2
using the BLEU metric instead of the edit distance. Computing the Pearson
correlation between the two versions (BLEU vs edit), for each language, we
notice that the results are highly correlated. We obtain an average correlation of
0.88 for Exp. #1 and 0.90 for Exp. #2 on the sentences translated with Google
Translate, and 0.87 for Exp. #1 and 0.89 for Exp. #2 on the sentences translated
with Bing.

Comparison with Human Judgement. We analyze the correlation of our
syntactic metrics with human judgments for automatically translated sentences.
To determine how well the syntactic metrics capture the syntactic differences
between translated sentences and reference sentences, we evaluate the correlation
between the syntactic metrics and human judgments. We conduct this experi-
ment on the dataset of the 2012 Workshop on Statistical Machine Translation
[4]. We used an experimental setup similar to [9]: we extracted the test English-
German dataset and selected 7 out of the 15 systems that participated in the
translation task: DFKI [37], JHU [15], KIT [32], UK [38] and the anonymized
systems OnlineA, OnlineB, OnlineC. After computing the syntactic similarity
between the automatically translated sentences (for each system) and the refer-
ence sentences, we evaluated our methods at system level.

To evaluate the syntactic metrics at system level, we computed Spearman’s
rank correlation coefficient between the human judgments and the average syn-
tactic similarity (for the entire dataset), converting the syntactic similarities and
the human judgments into rankings. The average results for the syntactic metrics
and the values of Spearman’s rank correlation coefficient are reported in Table 2.
We obtained the highest correlation 0.75, which shows that the proposed syntac-
tic metrics are able to capture the syntactic features of the translated sentences
and to serve as evaluation measure for machine translation (in combination with
metrics that capture other aspects of the translation quality).

5 Related Work

The syntactic similarity has been used mainly for the evaluation of the machine
translation systems, to asses the similarity between the candidate and the ref-
erence translation. [5] proved the potential of syntax-based language models in
statistical machine translation. They showed that the evaluation measures based
on word n-grams (such as BLEU and NIST) have certain limitations in terms
of assessing the fluency and the semantic accuracy of the candidate transla-
tion. The evaluation metrics that rely on lexical features cannot capture the
structural similarity [9]. To overcome this drawback, the focus has shifted to
structural (syntactic or semantic) machine translation evaluation metrics. [9,23]
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have developed several syntactically-motivated evaluation metrics, based on the
syntax trees (or subtrees) of the candidate and the reference translation.

An application of the cross-language syntactic similarity in historical linguis-
tics has been emphasized by [25]: while most of the previous methods focused
on lexical comparisons to identify relatedness indicators, the authors proposed a
novel approach to study the genetic relationships between languages by focusing
on syntactic structures. [24] further investigated the syntactic similarity of the
languages by analogy with the patterns of genomic variation in Europe. [29] pro-
posed an aggregate measure of syntactic distances using part-of-speech trigrams

Table 2. Average syntactic similarity for each machine translation system. The last col-
umn reports Spearman’s correlation coefficient between syntactic similarity and human
judgment, evaluated at system level.

Exp DFKI JHU KIT OnlineA OnlineB OnlineC UK ρ

#1 0.53 0.54 0.55 0.56 0.55 0.55 0.52 0.71

#2 0.36 0.38 0.40 0.42 0.40 0.40 0.36 0.75

#3 0.28 0.30 0.32 0.33 0.32 0.32 0.28 0.67
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Fig. 5. Dendrograms for representing the arrangement of the language clusters, based
on two of the three proposed syntactic metrics.
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as markers of syntactic differences and measuring the overall distance between
different corpora as the distance between frequency vectors of part-of-speech
trigrams. However, they only apply the measure on a single language (English
spoken by native vs. English spoken by Finnish immigrants), without providing
a cross-language analysis. [28] studied mother tongue interference (the transfer
of linguistic rules from L1 to L2) for non-native English speakers. They found
that several syntactic features are informative in reconstructing phylogenies and
in native language identification. [19] recently proposed a socio-linguistics study
on the syntactic variation with respect to demographic variables, showing that
several age and gender-specific variations hold across languages. [14] conducted
a thorough analysis on the word order freedom in dependency corpora, showing
the reliability of the conditional entropy measures. They reported results of 34
languages independently, without performing a cross-language analysis.

6 Conclusions

In this paper we proposed a methodology for computing the syntactic similarity
of natural languages. We used Europarl, a large dataset of parallel sentences,
from which we extracted sentences in 16 languages from various language fam-
ilies. Results on the underlying geometric structure are comparable and signifi-
cantly stable across the various methods with different levels of granularity that
we employed. We showed that the syntactic similarity correlates well with human
judgment, promising to provide useful information in the evaluation of machine
translation output.
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Abstract. Languages borrow words from one another for various rea-
sons. How the borrowing process takes place, how new words enter
a recipient language are key questions of historical linguistics. In this
paper, we propose a multilingual method for word form production based
on the orthography of the words. For borrowed words, we investigate
the derivation from a donor language into a recipient language. We also
address the problem of genetic cognates derivation. We experiment with
Romanian as a recipient language and we investigate borrowings from
multiple donor languages. The advantages of the proposed method are
that it does not use any external knowledge, except for the training
word pairs, and it does not require the phonetic transcriptions of the
input words.

1 Introduction

Natural languages are living eco-systems, they are constantly in contact and, by
consequence, they borrow from one another. The process in which words enter
one language from another is called linguistic borrowing. A borrowed word, also
called loanword, is defined as a “lexical item (a word) which has been ‘borrowed’
from another language, a word which originally was not part of the vocabulary
of the recipient language but was adopted from some other language and made
part of the borrowing language’s vocabulary” [6].

The unprecedented contact between languages in today’s context of high
mobility and the explosion of communication tools conduct to an inherent enrich-
ment of languages by borrowings.1 Why and how the borrowing process takes
place are fundamental questions which, by their nature, invite to experimental
perspective [7]. To answer the first question, [6] notes that ‘Languages borrow
words from other languages primarily because of need and prestige”. Further,

1 A dictionary of recent word which entered Romanian [12] counts 4,853 new words
entered after 1965, most of them entering the language after 1990.
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the author states that the result of the borrowing process depends on numerous
factors, such as the length and intensity of the contact and the extent to which
the populations in question are bilingual. Hence, the outcome of the contact
between two populations is a challenging and interesting research problem.

1.1 Related Work

Historical linguistics addresses two main questions [28]: (i) how are languages
related? and (ii) how do languages change across space and time? Traditionally,
both problems were investigated with comparative linguistics instruments [6] and
required a manual process. Modern approaches impose the use and development
of quantitative and computational methods in this field [2,18,25], or even cross-
disciplinary methods (such as those borrowed from biology). In this paper we
focus on the second question. More specifically, we investigate how words enter
a recipient language from a donor language. Most of the previous approaches to
word form production relied on phonetic transcriptions [13,17,19]. Nowadays,
computers are able to learn these changes from pairs of known related words.
[3] proposed such a method for cognate production. Aligning the related words
to extract orthographic changes from one language to another has proven very
effective, when applied to both the orthographic [15] and the phonetic form of
the words [21]. Another contribution belongs to [26], who introduced an algo-
rithm for cognate production based on edit distance alignment and the identifica-
tion of orthographic cues when words enter a new language. Other probabilistic
approaches to word form production belong to [4,5,16].

1.2 Problem Formulation/Our Approach

We propose a method for word form production based on the orthography of
the words, building on the idea that orthographic changes represent sound corre-
spondences to a fairly large extent [11]. We account for the type of relationship
between the words, making a clear distinction between borrowed words (also
known as loanwords: words that entered a recipient language from a donor lan-
guage) and genetic cognates (words in different languages having the same ety-
mology and a common ancestor). Our goal is to perform word form production
without using any external resources (e.g., a lexicon or a dataset in the recipient
language). We use sequence labeling, an approach that has been proven useful
in generating transliterations [1,14].

For borrowed words, we investigate the derivation of a word from a donor
language into a recipient language. Given the form of a word u in a donor
language L1, we intend to develop a methods that predicts the form v of the
word u in a recipient language L2, in the hypotheses that the word v will be
derived in L2 from the word u (through a borrowing process).

For cognate production, we begin with cognate pairs in two related language
L1 and L2, and investigate the derivation of a word from L2 starting with words
from L1 and viceversa. We also conduct a comparison between recipient lan-
guages: given a donor language whose words were borrowed in multiple recipient
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languages, we compare the performance of the system for each recipient lan-
guage. We also include here the information given by the common ancestor.

We conduct our experiments on Romanian as recipient language, which bor-
rows words from 20 donor languages. In other words, we want to see how well our
approach models the form of foreign words which have been borrowed by Roma-
nian, and which donor language was modeled better by our approach. Why
Romanian? Romanian is a Romance language, belonging to the Italic branch
of the Indo-European language family. It is surrounded by speakers of non-
Romance languages, namely Hungarian and several Slavic languages (Ukrainian,
Bulgarian, Serbian), and throughout history, Romania has also had Poland,
Czechoslovakia, USSR, Ottoman Empire and the Austro-Hungarian Empire as
neighbours. Thus, its relationship with the big Romance kernel was difficult.
While the contact with the Romance languages was difficult, the contact with
various other languages was much easier. For example, from the 9th to the 17th
century there was a significant cultural influence of the South Slavic languages
(especially Old Slavic), due in part to the exclusive use of Old Church Slavonic
for religious purposes, which lead to giving South Slavic “the status of a cultural
superstrate language” [29]. Due to the expansion of the Ottoman Empire in the
Balkans, Romanian was in contact with Turkish via multiple channels: politics,
administration, commerce, military. Starting with the 19th century, Romania’s
orientation towards Western European culture and lifestyle led to an increased
contact between Romanian and predominantly written French, Italian and Ger-
man, which allowed a large numbers of loanwords to enter the language [29].

Thus, Romanian is very interesting to study not only in terms of its similari-
ties with other natural languages [9], but also regarding the borrowings, and espe-
cially the form in which borrowings from various languages entered Romanian.
Our study aims to investigate, among others, what words have a better chance
of being correctly predicted: those that entered the language via the phyloge-
netic branch, or those for which the contact was due to cultural, geographic or
political circumstances?

2 Word Form Production: Methodology

From the alignment of the related words in the training set we learn orthographic
cues and patterns for the changes in spelling, and we attempt to infer the form,
in the recipient language, of the words related to the input words in the test set.

We use a word form production method that is based on sequence labeling
(assigning a sequence of labels to a sequence of tokens). This approach has
been proven useful for cognate production [8] and for generating transliterations
[1,14]. From the alignment of the related words in the training set we learn
orthographic cues and patterns for the changes in spelling. For the words in the
test set, using the trained system, we infer the form of their related words in the
recipient language. In this section we describe the proposed approach.
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2.1 Orthographic Alignment

To align pairs of words we employ the Needleman-Wunsch global alignment
algorithm [27], with words as input sequences and a very simple substitution
matrix, which gives equal scores to all substitutions, disregarding diacritics (e.g.,
we ensure that e and è are matched). For example, for the Romanian word
traducător (meaning translator) borrowed from the Italian word traduttore, the
alignment is as follows:

t r a d u t - t o r e
t r a d u c ă t o r -

2.2 Sequence Labeling

In our case, the words in the donor language are the sequences, and the characters
are the tokens. Our purpose is to obtain, for each input word, a sequence of
characters that compose its related word. To this end, we use first- and second-
order conditional random fields (CRFs) [22].

For each character in the donor word (after the alignment), the label is the
character which occurs on the same position in the recipient word. In the case of
insertions, because there is no input character in the donor language to which we
could associate the inserted character as label, we add it to the previous label. We
account for affixes separately: for each input word we add two more characters
B and E, marking the beginning and the end of the word. The characters that
are inserted in the recipient word at the beginning or at the end of the word are
associated to these special characters. In order to reduce the number of labels,
for input tokens that are identical to their labels we replace the label with *.
Thus, for the previous example, the labels are as follows:

B t r a d u t t o r e E
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
* * * * * * că * * * - *

3 Experimental Setup

In this section we describe the experimental setup used to assess the performance
and to analyze the proposed method for word form production.

3.1 Datasets

We use a dataset of word-etymons and cognate pairs [9], from which we extract
Romanian words having etymons in 20 languages.2 The dataset was built from
2 Romanian borrowed words from over 40 languages. In our experiments, we use the

top 20 languages in terms of number of borrowed words, so that we have enough
training data. See Table 1 for the complete list of languages.
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an aggregation of machine-readable dictionaries3 that contain information about
the origin of the words. The information about the etymology of the words was
extracted from those definitions. The dataset of cognates was built similarly,
using resources with etymological information for the other languages as well.
For a proper comparison, we use datasets of equal length (800 word pairs) for
all languages.

For each borrowing, the donor word (the etymon, or the ancestor) is provided,
together with the donor language. The dataset is structured as a list of word
pairs having the form: w1(L1) → w2(L2), where word w2 entered L2 from the
L1 word w1. Example: victoria (Latin) → victorie (Romanian).

3.2 Task Setup

We split each of the datasets in three subsets for training, development and
testing with a 3:1:1 ratio. We use the CRF implementation provided by the
Mallet toolkit for machine learning [24]. As features we use n-grams of characters
from the input word around the current token, in a window of size w, where n
∈ {1, ..., w}. For parameter tuning, we perform a grid search for the number of
iterations in {1, 5, 10, 25, 50, 100} and for the size of the window w in {1, 2, 3}.

We use a “majority class” type of baseline that does not take context into
account, as described in [8].

3.3 Evaluation Measures

Following previous work in this area [3,5], we use the evaluation measures listed
below to assess the performance of our method:
Coverage. The coverage (also known as top n accuracy) is a relaxed metric
which computes the percentage of input words for which the n-best output list
contains the correct cognate pair (the gold standard). We use n ∈ {1, 5, 10} for a
better understanding of our system’s performance. The practical importance of
analyzing the top n results is that we offer a filter to narrow down the possible
forms of the output words to a low-dimensional list, that linguists can analyze,
aiming to identify the correct form of the word. Note that the coverage for n =
1 is the well-known measure accuracy.
Average Edit Distance. To assess how close the production is to the correct
form of the words, we report the edit distance between the produced words
and the gold standard. The edit distance [23] counts the minimum number of
operations (insertion, deletion and substitution) required to transform one string
into another.

4 Experiments

In this section we describe the experiments we conducted on word form pro-
duction, having Romanian as a recipient language. We report the results of our
3 https://dexonline.ro.

https://dexonline.ro
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method and we analyze and compare the performance of the system in different
scenarios.

4.1 Experiment #1: Borrowings

In this experiment we aim to produce the orthographic form of borrowings in
Romanian. We use etymon-word pairs: given a word in a donor language L1, we
aim to produce the form in which this word entered a recipient language L2. We
use Romanian as the recipient language and experiment with a wide range of
donor languages (20), covering all the European language families.

Table 1. Exp. #1.1: Word form production for borrowings, using lemmas as input.
The Language column indicates the donor language. The recipient language is, in all
cases, Romanian. We report the average edit distance between the produced form and
the correct form of the borrowing (edit) un-normalized (and between parentheses the
normalized version) and the coverage (cov for n ∈ {1, 5, 10}) for the baseline and for
the method presented in this paper.

Language Baseline This work

edit cov1 cov5 cov10 edit cov1 cov5 cov10

English 2.04 (0.23) 0.02 0.16 0.25 1.33 (0.15) 0.36 0.56 0.61

French 2.16 (0.24) 0.06 0.25 0.35 1.42 (0.15) 0.32 0.63 0.70

Italian 2.60 (0.32) 0.00 0.17 0.23 1.62 (0.23) 0.35 0.47 0.53

Latin 2.75 (0.34) 0.00 0.08 0.17 1.76 (0.22) 0.28 0.48 0.55

Neo-Greek 2.39 (0.29) 0.08 0.17 0.25 1.82 (0.24) 0.25 0.53 0.58

Old Slavic 2.34 (0.33) 0.08 0.18 0.23 1.84 (0.27) 0.17 0.39 0.47

German 2.36 (0.32) 0.07 0.23 0.26 2.00 (0.29) 0.26 0.41 0.45

Turkish 1.88 (0.27) 0.11 0.17 0.21 2.01 (0.29) 0.23 0.37 0.41

Bulgarian 2.33 (0.34) 0.06 0.20 0.21 2.22 (0.33) 0.15 0.23 0.28

Ruthenian 2.33 (0.35) 0.09 0.19 0.25 2.31 (0.35) 0.11 0.18 0.21

Russian 2.24 (0.33) 0.09 0.19 0.23 2.33 (0.33) 0.13 0.20 0.25

Albanian 2.60 (0.42) 0.06 0.11 0.12 2.35 (0.38) 0.08 0.20 0.25

Serbian 2.43 (0.37) 0.01 0.19 0.21 2.38 (0.36) 0.11 0.23 0.27

Polish 2.49 (0.38) 0.04 0.12 0.15 2.43 (0.36) 0.08 0.13 0.19

Portuguese 2.95 (0.52) 0.00 0.03 0.08 2.50 (0.43) 0.07 0.30 0.33

Slavic 2.88 (0.42) 0.05 0.11 0.17 2.66 (0.41) 0.12 0.27 0.31

Provencal 3.01 (0.49) 0.01 0.04 0.07 2.70 (0.44) 0.05 0.17 0.21

Hungarian 2.80 (0.43) 0.05 0.16 0.21 2.73 (0.42) 0.05 0.19 0.21

Spanish 3.22 (0.53) 0.02 0.06 0.11 3.06 (0.50) 0.05 0.12 0.15

Greek 4.36 (0.49) 0.01 0.08 0.08 4.28 (0.48) 0.05 0.15 0.15
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Experiment #1.1: Lemmas as Input. First, we experiment using lemmas
(dictionary word forms) as input. The results for this experiment are listed in
Table 1. We observe that the best results are obtained from French and English
donor words. The top 8 ranked languages are those with which Romanian had
the most intense cultural collaboration, either more recently (English, for exam-
ple) or in the past (in the period of the “languages” of Romanian, when the
Italian and French influence was remarkable) or by continuous contact (with
Turkish). The word production performance is lower even for related langauges
(as Portuguese and Spanish); these languages are more remote from Romania,
from a geographical point of view, and this might have made the contact between
languages more difficult. What is more, for Spanish, for example, there has never
been a significant Spanish cultural influence on Romanian.
The method we propose outperforms the baseline significantly for all languages
except for Turkish, as measured by the edit distance. Our assumption was that
context is very relevant in word form production and our hypothesis is confirmed
by the difference in performance between our method and the baseline (since the
baseline does not take context into account).
We repeat Exp. #1 with a modified version of the dataset, in which we discard
diacritics, in order to see if (and how) diacritics influence the learning process.
The results are slightly improved when diacritics are not taken into account. The
coverage values (n = 10) for both versions of the dataset, for the CRF system,
are represented in Fig. 1.

Table 2. Exp. #1.2: Word form production for borrowings, using stems as input.
The Language column indicates the donor language. The recipient language is, in all
cases, Romanian. For our method, we mark with * the results for which the difference
to Exp. #1.1 is statistically significant (pairwise T-test, p < 0.05).

Language Baseline This work

edit cov1 cov5 cov10 edit cov1 cov5 cov10

French 1.65 (0.20) 0.27 0.44 0.49 1.43 (0.17) 0.41 0.56 0.61

English 1.94 (0.22) 0.18 0.34 0.39 1.48 (0.17) 0.38 0.51 0.56

Portuguese 2.13 (0.45) 0.06 0.20 0.23 1.67 (0.36)* 0.18 0.33 0.38

Italian 1.83 (0.27) 0.25 0.32 0.33 1.70 (0.26) 0.31 0.45 0.45

German 1.99 (0.29) 0.17 0.31 0.33 1.75 (0.27)* 0.28 0.49 0.51

Russian 2.18 (0.33) 0.12 0.20 0.29 1.97 (0.32)* 0.20 0.29 0.33

Turkish 1.96 (0.31) 0.13 0.23 0.25 2.12 (0.33) 0.20 0.30 0.33

Spanish 2.53 (0.46) 0.13 0.21 0.23 2.26 (0.44)* 0.15 0.23 0.26

Hungarian 2.48 (0.43) 0.08 0.16 0.21 2.38 (0.42)* 0.12 0.20 0.24

Experiment #1.2: Stems as Input. In this experiment we use stems instead
of lemmas. Both lemmatization and stemming reduce the form of inflected or
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derived words to a common base word form, but stemming does this in a more
drastic manner. That is, it reduces the words to much shorter forms than lemma-
tization. Furthermore, stemming might also remove prefixes from the words,
which lemmatization does not. We believe that this might make a difference.
We are interested to see if training and testing the system on stems, instead of
lemmas, leads to better results. We use the Snowball Stemmer4, which provides
stemmers for 9 of our 20 donor languages. The results for this experiment are
reported in Table 2. We observe that stemming does not improve the perfor-
mance of the system. This shows that Romanian is a complex language, and
foreign influences, in the case of new words entering the languages, occur in the
root of the words as well. Thus, the root is not necessarily easier to produce than
the entire word, including affixes.

Fig. 1. cov10 for Exp. #1.1, with and without diacritics. The error bars repre-
sent standard deviation, estimated by 10,000 iterations of bootstrap resampling with
replacement [20]. We mark with * the languages for which the difference between the
two versions of the dataset is statistically significant (pairwise T-test, p < 0.05).

4.2 Experiment #2: Cognates

Further, we address cognate production. This task is very similar to word form
production for borrowings (Exp. #1). The only difference is that instead of
using a dataset of etymon-word pairs, we use a dataset of cognate pairs. We ana-
lyze genetic cognates, i.e. pairs of words with a common ancestor. In the recent
years, there has been a significant interest in identifying cognates using compu-
tational methods [10], but very few studies addressed the automatic production
of the cognate pairs. Our purpose is to determine whether the system behaves
differently, in terms of performance, for cognates and for borrowings. To this
end, we conduct the following two experiments:
4 http://snowball.tartarus.org.

http://snowball.tartarus.org
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Table 3. Exp. #2.1: Word form production for cognates. The Language column
indicates the donor language. The recipient language is, in all cases, Romanian. For
this experiment, we also perform the experiment in the reverse direction (from recipient
to donor). The arrows (→, ←) indicate the direction of the production process. For
our method, we mark with * the results for which the differences to Exp. #1.1 are
statistically significant (Mann-Whitney U-test, p < 0.05).

Language Baseline This work

edit cov1 cov5 cov10 edit cov1 cov5 cov10

Spanish → 1.71 (0.19) 0.10 0.34 0.41 0.91 (0.11)* 0.49 0.75 0.80

← 1.60 (0.18) 0.12 0.19 0.22 0.94 (0.12)* 0.48 0.66 0.70

Italian → 2.05 (0.23) 0.06 0.22 0.29 1.24 (0.15) 0.36 0.61 0.70

← 1.85 (0.21) 0.08 0.19 0.22 1.25 (0.14)* 0.43 0.56 0.64

Turkish → 1.30 (0.17) 0.27 0.32 0.35 1.28 (0.17)* 0.33 0.56 0.60

← 1.33 (0.18) 0.29 0.45 0.50 1.29 (0.17)* 0.41 0.61 0.65

Portuguese → 1.54 (0.18) 0.17 0.42 0.50 1.29 (0.16)* 0.38 0.55 0.61

← 1.77 (0.21) 0.17 0.27 0.31 1.36 (0.16)* 0.32 0.51 0.55

English → 2.01 (0.27) 0.01 0.14 0.19 1.30 (0.18) 0.35 0.62 0.70

← 2.08 (0.27) 0.03 0.13 0.18 1.47 (0.20)* 0.38 0.50 0.56

Table 4. Exp. #2.2: Word form production for parallel lists of cognates. The
Language column indicates here the recipient language. The donor language is Latin
in (4a) and French in (4b).

(a) Cognates with Latin ancestors

Language Baseline This work

edit cov1 cov5 cov10 edit cov1 cov5 cov10

Italian 1.14 (0.14) 0.44 0.52 0.54 0.98 (0.12) 0.48 0.63 0.69

Romanian 2.37 (0.31) 0.03 0.22 0.40 1.06 (0.16) 0.47 0.61 0.66

Spanish 1.67 (0.21) 0.16 0.39 0.44 1.16 (0.15) 0.45 0.60 0.63

Portuguese 2.93 (0.33) 0.07 0.16 0.17 2.62 (0.30) 0.20 0.28 0.33

(b) Cognates with French ancestors

Language Baseline This work

edit cov1 cov5 cov10 edit cov1 cov5 cov10

Romanian 1.90 (0.21) 0.14 0.26 0.28 0.86 (0.12) 0.46 0.73 0.77

Turkish 2.15 (0.27) 0.15 0.23 0.29 1.56 (0.19) 0.38 0.53 0.56

Experiment #2.1: Cognate Production. In the first experiment we
use cognates between Romanian and 5 languages: Spanish, Italian, Turkish,
Portuguese and English. We are interested in investigating if, for a given pair of
languages, having one word from a cognate pair, we can automatically determine
the orthographic form of its cognate. The results for this experiment are reported
in Table 3. For all five languages, the system performs, in both directions (i.e.,
from L1 to L2 and from L2 to L1) better than for deriving modern word forms
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from their ancestors (Exp. # 1). In Table 5 we report several examples of our
system on cognate production.

Experiment 2.2: Cognate Derivation. Further, we take into account the
common ancestor of the cognate pairs and investigate in which language the
production is better. To this end, we extract two datasets: one dataset of Latin
words that entered Romanian, Spanish, Portuguese and Italian (Table 4a), and
another dataset of French words that entered Romanian and Turkish (Table 4b).
We observe that for the first dataset (Latin ancestors) the performance is best
for Italian, followed by Romanian and Spanish.
We perform the one-way ANOVA F-test (p < 0.05) with the null hypothesis
H0: editRo = editEs = editPt = editIt, where editL is the average edit
distance between the produced and the correct word form, on the test set, for
language L. Since the p-value is less than 0.05, we reject the null hypothesis.
Further pairwise T-tests show that difference is statistically significant (p < 0.05)
for Italian-Portuguese, Portuguese-Romanian and Portuguese-Spanish. For the
second dataset (French ancestors), the system was able to learn orthographic
patterns much better for Romanian than for Turkish. A pairwise T-test shows
that the difference between the two languages is statistically significant (p <
0.05).

Table 5. Examples of cognate production output. Language column indicates the
donor language. The recipient language is, in all cases, Romanian. The arrows (→, ←)
indicate the direction of the production process. In the Output column, we emphasize
the true cognate (in bold).

Language Cognate pair Output (5-best list)

Italian millenario - milenar → milenar , milenarium, millenar,
millenarium, milenariu

← milenario, milenare, milenarro,
millenario, milanario

Spanish petrificado - petrificat → petrificat , petrificatum, petrificatus,
petrificart, petrificant

← petrificado, petrificados, petrificacio,
petrificacin, petrificada

Portuguese hipnose - hipnoză → hipnoză , hipnosiune, ipnoz, ipnosiune,
hipnos

← hipnoză, hipnos, hipnose, hipnoser,
hipnos

Turkish otokrasi - autocraţie → autocrasie, autocraţie, otocrasie,
autocracie, otocraţie

← otokrasyon, otokrasi , otokrasiyon,
otokraţyon, otokrasyalamak
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5 Conclusions

In this paper, we proposed an automatic method for word form production,
based on the orthography of the words. We applied our method using Romanian
as the recipient language and we experimented with multiple donor languages.
Our results are encouraging. They show that even though the rules for adapting
borrowed words to the recipient language are sometimes not uniform, there are
certain patterns and regularities that allow the production of n-best lists of
output words, to be further analyzed by linguists. We conclude that languages
are grouped, in the ranking, rather by their cultural influence on Romanian,
than by the language families. We emphasize the difference in behavior between
learning and producing borrowings, given their etymons (ancestors), and learning
and producing genetic cognates. The direction of the cognate production does
not seem to influence the results. Even when the output sequence doesn’t match
the true cognate, it might be a valid word in the recipient language. Sometimes,
the produced sequences represent older forms of the words used today or, for
nouns, the feminine form of the word. We observe that learning patterns from
cognates leads to much better results than learning patterns from borrowings.
We plan to study further means of improving our method with the purpose of
obtaining high quality word form production without external knowledge.
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