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Abstract

With accelerated advances in internet technologies users
make listen to a staggering amount of multimedia data
available worldwide. Musical genres are descriptions that
are used to characterize music in music stores, radio
stations and now on the Internet. Music choices vary
from person to person, even within the same geographical
culture. Presently Apple’s iTunes and Napster classify
the genre of each song with the help of the listener,
thus manually. We propose to develop an automatic genre
classification technique for jazz, metal, pop and classical
using neural networks using supervised training which
will have high accuracy, efficiency and reliability, and can
be used in media production house, radio stations etc. for
a bulk categorization of music content.
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52.1 Introduction

With accelerated advances in internet technologies users
make listen to a staggering amount of multimedia data
available worldwide. Apple’s website iTunes, MP3.com,
Napster.com, all boast millions of songs and over 15 genres
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Musical genres are descriptions that are used to characterize
music in music stores, radio stations and now on the Internet.
Music comes in many different types and styles ranging from
traditional rock music to world pop, jazz, easy listening and
bluegrass.

Data mining is a process of analyzing data from different
perspectives and summarizing it into useful information
that can be used to classify music samples. Basically data
mining is the process of finding correlations or patterns
among dozens of fields in large relational databases. Machine
learning is a branch of artificial intelligence which works
with construction and study of systems that can learn from
data. The core of machine learning deals with represen-
tation and generalization. Representation of data instances
and functions evaluated on these instances are part of all
machine learning systems. Generalization is the property
that the system will perform well on unseen data instances.
Neural networks techniques will be used in this paper for
classification.

Music choices vary from person to person, even within
the same geographical culture. Presently Apple’s iTunes and
Napster classify the genre of each song with the help of
the listener, thus manually. But manual classification is time
consuming and classification is difficult when the song is in
a language unknown to the listener. Classifying songs au-
tomatically into proper genres using machine learning rather
than manual process which will save time and manpower and
there is little research on this topic due to the difficulty to
achieve low error rates [1].

We propose to develop an automatic genre classification
technique for jazz, metal, pop and classical using neural
networks using supervised training which will have high
accuracy (between 80% and 90%), efficiency and reliability.

The paper is organized as follows. In Sect. 52.2 we present
basic concepts, followed by related work in Sect. 52.3. A
detailed description of our hardware-software system and
what it achieves is given in Sect. 52.4. Experimental results
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are shown in Sect. 52.5. Concluding remarks and future work
are presented in Sect. 52.6.

52.2 Basic Concepts

Machine learning is a subset of artificial intelligence where
programs and systems are able to learn how to accomplish
a task by learning through a training algorithm and a large
amount of data. Supervised learning is a learning method
where a program or model is trained with inputs that have
target outputs. In other words, the input variables are mapped
to output variables, allowing the system to learn in an assisted
manner and be able to perform classification by adjusting
for errors [2]. Regression and classification are the most
common tasks for supervised learning, and it is also the most
commonly used form of machine learning.

The robust capability of neural networks has made it a
trending flavor of machine learning due to the complexity
of modern classification and pattern matching problems, in
addition to the rise in availability of large datasets [3].

Unlike other and older methods of classification, neural
networks function as both a feature extractor and a classi-
fier, providing both efficiency and capability in a range of
machine learning tasks. A neural network is a system that
is designed to model the way a human brain processes and
performs a task, and it achieves this by employing a massive
interconnection of simple computing cells that work as a
parallel distributed processor [2]. These computing cells are
referred to as “neurons” and are also regarded as “nodes” in
the context of discussing the architecture of neural networks.
Neural networks are visualized as consisting of multiple
layers of nodes that are connected to each other. The basic
structure of a simple neural network in modern applications
consists of three layers: an input layer, hidden layer (or
middle layer), and output layer. The input layers consist of
the number of attributes or values, such as the 17 values
of the five descriptors. The middle layer consists of one or
more hidden layers, of which are responsible for the majority
of the transformations on the input data into output signals,
depending on their various synaptic weights and activation
function [4]. The last layer, the output layer, combines
all the signals or outputs from the last hidden layer and
performs a classification or output transformation, such as
the categorization of the song into the four genre. Most often,
the output of the neural network does not match the actual
(correct) result, so the error values acquired by comparing the
output of the neural network against the actual target value
for multiple such instances are then propagated backwards to
each layer of the network to do adjustments to the weights.
This process is called backpropagation and it is what gives
the ability of neural networks to learn and improve from
input data and solve problems beyond those that are only
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linearly separable [5]. Thus, backpropagation provides a
method of splitting the total output error backwards into
error values per node in every layer. The amount of which to
adjust the weights based on the error values is handled by the
method called gradient descent. Gradient descent utilizes the
error function realized from the training process of the neural
network and selects adjustments to the synaptic weights that
causes a decrease in the slope of the error function until it
reaches the minimum [1]. The change in synaptic weights via
these adjustments from gradient descent can be very small,
especially if it is applied on a per input basis, but over time it
will cause the error value to converge to the minimum of the
error function after many training samples [4].

There has been work done in the area of automated
categorization [6]. This involves labeling texts to a set of
predefined categories, this is otherwise known as text catego-
rization. Text categorization is applied to document indexing,
document filtering, metadata generation, word sense disam-
biguation, and in any scenario where document organization
is required. In the past, text categorization was based on
knowledge engineering, which classified documents under a
set of given categories by manually defining a set of rules
to the expert knowledge engine to perform the classification.
This method has become less popular and this mechanism
has been applied by using a machine learning paradigm
where a general inductive process automatically builds a text
classifier by learning from a set of pre-classified documents.

Neural networks also provide a sound knowledge repre-
sentation for information retrieval systems. In an information
representation using a neural network, each node can be
a keyword or an author and a link used as an association
in the network. Information is retrieved using a parallel
relaxation method where nodes are activated in parallel and
are traversed until the network reaches a stable state using
a single-layered interconnected neurons and weighted links.
The strategy is explained in [7].

Symbolic learning has also been applied for information
retrieval systems. In [8], the ID3 and ID5R algorithms were
introduced. The ID3 is a decision tree based algorithm that
used divide and conquer strategy to classify mixed objects
into their associated classes based on the attribute values of
the objects. Each node from the tree contains either a class
name (leaf node) or contains an attribute test (a non-leaf
node). Every training instance is an attribute-value pair. The
ID3 strategy picks an attribute and categorizes to a list of
objects based on this attribute. Using the divide and conquer
approach, the ID3 method minimizes the number of expected
tests to classify an object.

There has been work done in the area of genetic algo-
rithms involving information retrieval. The method in which
a genetic algorithm solves a problem is that given a problem,
we apply a function on the input (normally known as a
fitness function) and obtain a result from the fitness function.
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Typically, we have a set of various inputs and we apply the
fitness function onto each of the inputs. Once we generate
the outputs we place them into a pool in which they are
used again with the fitness function. When new solutions are
added into the pool, certain solutions get discarded if they
do not show improvement from previous generations. Then
the idea is that the fitness functions generates new solutions
from the pool and then inserts new solutions and/or discards
new or old solutions (which is a generation), and this process
continues until we obtain the desired solution.

Selecting a solution in the pool can be determined by
applying a cross over which attempts to find the next best so-
lution in the pool for the next generation and then we mutate
the item to create a new generation. A genetic algorithm can
be applied on NP problems to attempt to generate a solution
quickly, or a quicker method than the brute force approach.
The fitness function for a genetic algorithm can use some
heuristic to speed up the process and try to obtain a solution
without having too many generations.

Feature extraction is part of data mining technique in
which set of features will be created by decomposing the
original data. A feature is a combination of attributes that
is of special interest and captures important characteristics
of the data. A feature becomes a new attribute. Feature
extraction make us describe data with a far smaller number
of attributes than the original set. Feature extraction is an
attribute reduction process which results in a much smaller
and richer set of attributes.

52.3 Related Work

Genetic algorithms can be applied in information retrieval
and document indexing, as in [9]. The keywords in a docu-
ment are altered using genetic mutation and crossovers. The
association of words with the documents are preserved in
the chromosomes and each gene of the chromosome is a
keyword associated to a document. After several generations
and using a fitness function with the fitness score, the best
population is generated which is a set of keywords that
best describes the document. In [10] the authors extend the
method to document clustering. Document clustering has
been studied in [11, 12] where a genetic algorithm is applied
on a weighted information retrieval system and a Boolean
query was modified to improve recall and precision. In [13],
a genetic algorithm approach is used for parallel information
retrieval strategy.

Classifying songs automatically into proper genres using
machine learning is a much needed but challenging task,
due to the large rate of songs uploaded daily on Internet.
Ujlambkar and Attar [14] analyzed various classification
algorithms in order to learn, train and test the model for
Indian music classification. Okuyucu et al. [15] performed a
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feature and classifier analysis for the recognition of similar
Environmental sound categories using MFCC along with
Zero Crossing Rate as audio feature. Vyas and Dutta [16]
used three set of features, namely MFCC, peak difference
and frame energy, followed by the K-means algorithm to
classify Indian music. Baniya et al. [17] combined the
extreme learning machine (ELM) with bagging classifier; a
majority score decided the final classification. Baniya et al.
[18] uses various audio features of different weights to decide
on the final score for genre classification.

52.4 Research Approach and Methodology

In this section, we first present the dataset of song fragments,
the features chosen, and the neural network. We used the mu-
sic dataset from GTZAN Genre Collection. Marsyas (Music
Analysis, Retrieval, and Synthesis for Audio Signals) is an
open source framework from which audio tracks, each 30 s
long. It contains 10 genres, each represented by 100 tracks.
The tracks are all 22,050 Hz Mono 16-bit audio files in .wav
format. For this project we have chosen only four genre out
of 10 genres as related past work has indicated that accuracy
decreases when classification categories increases. The cho-
sen genre are jazz, classical, metal and pop. The genre of a
song is available under song’s properties (Fig. 52.1).
Feature extraction is an attribute reduction process which
results in a much smaller and richer set of attributes. We have
chosen six features (with 16 values in total) which will be

Sleep Away Properties X
General Secuty Detals  Previous Versons

Property Value =
Description

Title Sleep Away

Subtitle

Rating

Comments Blujazz Productions
Media

Contributing artists Bob Acr

Album artist Bob Acn

Album Bob Acn

Year 2004

s 3

Length 00:03:20
Audio

Bt rate 192<bps
Origin

Publisher -

[ ok ][ cancel
[ -]

Fig. 52.1 Genre of a song, stored as a file
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Fig. 52.2 Values of the 17-value
features for the first 20 songs

MFCC-12

Fig. 52.3 Neural network used for classification of songs

extracted using the back propagation algorithm: Root Mean
Square level, Zero Crossing Rate, Signal Energy, Spectral
Flux, and Mel Frequency Cepstral Coefficients (12 in total).
A snapshot of how the values are computed for the first 20
songs is shown in Fig. 52.2.

The neural network consists of 16 neurons in input layer,
4 neurons in output layer, and 10 neurons in hidden layer (see
Fig. 52.3).

The number of neurons in hidden layer is not fixed but it is
usually kept as an average of the neurons in input and output
layer. We have chosen this network by trials and error, all the
other networks gave worse performance in classification.

Input Output
20 4
20 4

Hidden Output

Since the neural network uses a supervised learning tech-
nique, out of 400 data samples, 300 data samples are used
for training and validation, and remaining 100 are used for
testing. The input to the neural network are the 16 values
(from the five features) which are extracted during feature
process (Fig. 52.4).

The network will give labels to the output neurons corre-
sponding to a particular genre. The output for the first four
songs is shown in Fig. 52.5.

52.5 Experimental Results

All experimental results were gathered in the MATLAB
environment using the Signal Processing Toolbox to extract
features and Neural Network Toolbox: used for training
& classification. The performance of the neural network
is shown in the confusion matrix. The confusion matrices
produced by MATLAB show two green squares which rep-
resent correct classifications and two red squares represent-
ing incorrect classifications. Correct classifications on the
confusion matrix are represented as true positive and true
negative, where true positive refers to correct classifications
of class membership and true negative refers to correct classi-
fications of class non-membership. Conversely, the incorrect
classifications are represented as false positive and false
negative rates. Intuitively, false positives represent incorrect
class membership classification and false negatives represent
incorrect class non-membership.

The performance percentages are calculated by dividing
the total number of correct classifications by the total number
of classifications.

MATLAB also displays multiple instances of confusion
matrices of each phase of the neural network: training,
validation, and testing. These individual confusion
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Fig. 52.4 The five features with 16 coefficients for genre classification
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Fig. 52.5 Output of the neural network for the first four songs

matrices offer a better glimpse into the performance of
the network and insights onto possible improvements.
The confusion matrix of the training sequence usually
yields the highest performance rate and is normally
regarded as the weakest indicator of true classification

performance.

Validation and testing confusion matrices are the best
indicators of true classification performance with validation
performance usually being regarded as the indicator to be
maximized when searching for the optimal number of hidden
nodes in a network. The confusion matrix is shown in
Fig. 52.6 the green squares represent correct classifications,
the red squares represent incorrect classifications, and the
blue square at the bottom right edge represents the total
performance of the model’s accuracy. The peak performance

of the 10-hidden node neural network is for pop music at
91.7%, followed by metal at 90% (see Fig. 52.6).

52.6 Conclusions and Future Work

Music genre classification was achieved with 90% accuracy.
Classification accuracy for pop (91.7%) and metal (90%) was
higher while jazz (85%) and classical (89.5%) was lesser
due to similarity in features. The adaptability and versatility
of neural networks, along with the strong performance of
classifying genre based on short music fragments, show a
clear potential for the application of neural networks in
automatic genre classification of songs. Addition of spectral
features may further improve accuracy.
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Validation Confusion Matrix

Training Confusion Matrix

1 2 3 4 1 2 3 4
Target Class Target Class
Test Confusion Matrix All Confusion Matrix

1 2 3 4 1 2 3 4
Target Class Target Class

Fig. 52.6 Confusion matrix of the 400 songs (top left is metal, top right is jazz, bottom left is pop, and bottom right is classical)
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