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Abstract

Artificial Neural Networks (ANN) MultiLayer Perceptron
(MLP) are widely applied in a variety market segments to
handle with real complex problems. The ability to deal
with tasks in real time is essential in an environment that
uses large volume do information available. In each new
project, a decision-making system using ANN with time
reduction and data processing is a key issue to test various
learning algorithms; containing a variety of parameters
when using this technology. From this starting point, the
MLPs used data collected from a specific phenomenon
and, based on statistical estimators, applied a data extrac-
tion algorithm for stratified sampling, aiming to reduce
the time of ANN processing. In this context, this work
proposes a Stratified Sampling algorithm (SSA), which
was developed to minimize processing MLPs time with-
out losing coverage and assertiveness, when comparing
with training conducted on a population database. The
case study consisted of a ANN performance influence
with a population database and with its sample data
obtained by the SSA model. This procedure with the
RNAs aimed to evaluate the following properties: (1) meet
the pre-established criteria of reliability of the model; (2)
have a computer-automated procedure; (3) sort and select
records more correlated, and (4) maintain sampling results
within a track of assertiveness of total results obtained.
From the realization of this case study, it was possible to
identify the following gains made by the (1) reduction of
ANN processing time by providing: (2) optimization of
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processing time; (3) automatic network selection; and (4)
automatic parameters selection for training algorithms.
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38.1 Introduction

There are several phenomena in nature that can only be ex-
plained by means of variables set. For example, the behavior
of bank fraud in credit card use or credit risks analysis.
For a wide range of making decision support situations,
those behaviors can be monitored and classified through
Artificial Intelligence (AI) techniques approaches. From this
AI concepts, Artificial Neural Networks (ANN) MultiLayer
Perceptron (MLP) [1] can be used to perform complex
financial tasks.

Due to the databases size and the calculations amount
required to reach the results, it has been possible to con-
textualize an inability to diagnose real time credit card
risks analysis or detect frauds. In this context, to diagnose
and improve results for this scenario, it was necessary to
consider statistical approaches, providing a hybrid compu-
tational solution. However, was it possible to decrease data
volume considering computational process and get the same
performance rate? One possible way to handle this issue is
the use of statistical concept called sampling.

The sampling approach aims to reduce the amount of
data records from the database, obtaining a data sample with
similar characteristics of the population database. However,
there are some limitations that may occurs, such as the
inability to deal with data mining without distorting behavior,
as well as need to use a large data amount. This type of
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restrictions has been creating difficulties to apply real time
computational models for financial segment [2].

Statistical sampling models can be applied in databases
to be able to reproduce an original population pattern [8]. In
ANN approaches conducted for finantial tasks, these models
enable same detection performance level. However, in a
shorter time interval [2].

There are some limitations when these techniques are
used separately [2]. Due the high complexity of most non-
linear real problems, some techniques applied alone have
more difficulties to address some behaviors. For example,
situations that have many variables, many input/output map-
ping and huge amount of available data. In order to over-
come these model’s limitations, there is a possibility to use
statistical data sampling for the neural system optimization
learning [3–5], a stratified sampling algorithm based on an
index of reliability, producing low computational processing
cost [2].

In this work, a sample extraction algorithm has been
enhanced, using statistical fundamentals in an algorithm that
traverses the vector of size N. Using a computer program
developed with MATLAB

®
software [6], some results and

comments are shown in the following sections.
This article is organized as follows: Sect. 38.1

Introduction discusses elements of a stratified sampling
characterization to interact with an MLP ANN; Sect.
38.2 the Stratified sampling applied for real problems
is described; Sect. 38.3 the SSA algorithm is described;
Sect. 38.4 Artificial Networks; Sect. 38.5 describes
Neural Networks and Sampling for Banking Credit
Risks Analysis; Sect. 38.6 Computational Model Results
evaluation; Sect. 38.7 presents the conclusion and future
work and, we finsih with Acknowledgements and general
considerations.

38.2 Stratified Sampling Applied for Real
Problems

The stratified sampling used in this work belongs to probabil-
ity samples family and consists of dividing the entire popu-
lation or “study object” in different subgroups or different
strata. So, that an individual can be part only of a single
stratum or layer [3].

After the layers were defined, to create a data sample, the
model selects individuals using any sampling technique in
each layer separately [3].

A stratified sample is considered excellent, as this sam-
pling that has a small standard deviation. This concept was
fundamental to calculate: (1) layers size; (2) sample blocks
size; as well as (3) sample size.

On the other hand, the extraction of the samples in each
layer was progressively adjusted during the calculation of the
standard deviation of the studied variables.

The program extracted from each layer only some data
that met the population standard deviation, aiming that the
final sample was obtained to obtain the best possible popula-
tion representation [3].

The SSA developed was applied in a variety of real case
studies, aiming to obtain representative samples, dealing with
large volumes of data, in linear time “n”. However, due the
confidentiality context, in this article the case studies are
explored to provide a better demonstration about the results
and application possibilities.

Any population data can be divided into “n” subdata
groups, or in “K” stratified cluster, with enough size to be
processed by the available hardware used. For the experi-
ments, the data cluster size was tested arbitrarily, exploring
different scenarios. The data extraction process in the popu-
lation database can be conducted just once, for each subdata
cluster [3], Fig. 38.1 shows an overview.

38.3 SSA Algorithm

During the sampling process, the SSA model take decision
based on statistical indicators. The algorithm was designed
to identify which data records can statistically be selected
for the sample database. The sample process stops after the
criterias are reached, as well can also perform a swap of data
records by another more appropriate between the sample and
population databases.

The population database is divided in data cluster, with
size “n” predefined by the user (n > 0). The input vector “V”
of the data cluster is processed by the SSA to provide volume
reduction of this vector “V” as the following steps:

SSA algorithm steps:
A- Plan (P) –Algorithm structuring:

1. Parameters definition for the algorithm execution.

B-Do (D) – Population Analysis

2. Get the data Cluster.
3. Parameters definition.
4. Correlation analysis (Cluster/Population).
5. Estimated population indicators calculations.

X1- Analysis and data visualization.

6. Cluster Indicators evaluation.
7. Outsiders analysis.
8. Indicators (cluster without Outsiders) evaluation.
9. Cluster Variances calculation sample size calculation.

10. Data analysis and visualization.
11. Sample extraction and Verification.
12. Implementation of Qualitative Sampling
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Fig. 38.1 Data clusters process
overview

Cluster 2

Cluster 1 Sample 1

Sampling
Process

Sampling
Process Sample 2

Cluster N

Database
Database
Sample

Confidence
Analysis
Process

Sampling
Process Sample N

Fig. 38.2 Descriptive statistical indicators used in Algorithm AEN

C - Check (C) – Sapling consolidation

13. Final reconciliation of all clusters. Statistical indicators
calculation and lower and upper limits of final sample.

14. X13 Data Visualization and Analysis

D – Act (A) - Corrective Actions and Results evalua-
tion
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From line 1 to 14 of SSA algorithm steps, various statisti-
cal calculations are performed in sample obtained.

The algorithm AEN complexity is estimated as follows,
being log (10 n), 10 (n), O (n) advance only indicators
calculations are held, where n is data amount generated. If
> and > n, being O (n) complexity order (Fig. 38.2).

From SSA explanation above, identified that an asymp-
totic order was estimated in O(n) for each cluster. Even so, N
times (n), an estimated order is maintained, clusters number
regardless.

38.3.1 Statistical Concepts Used

The SSA proposed algorithm uses statistical indicators, in
order to assist in selection sampling procedure criteria. A
unique feature of this algorithm consisted in fact that their
parameters use is flexible, and need to be continuously
defined [6, 7].

In other words, numerical parameters definition can be
assigned arbitrarily on bookmarks each. However, each de-
scriptive statistical indicator [3] may or may not participate
in data extraction criteria of sampling SSA. In sampling
integrated process with ANN.

This approach advantage could be established, consider-
ing fundamentally: (1) Descriptive data analysis use tech-
niques in a program to sort the data, keeping your rep-
resentativeness; (2) Processing time reduction; (3) Some
quantitative properties maintenance in final sample. The SSA
algorithm can be used in different applications [10].

Table 38.1, we have the SSA Algorithm insert contain-
ing some requirements applied to RNA training process
[3, 4].
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Table 38.1 Parameters identified in SSA algorithm

Parameter ID ID Valuation Range

1 Population size 621

2 Sample size 175

3 Confidence interval identified 0.99

4 Cluster size 200

5 Classification of interest columns C Continuous data type = “C”

6 Reliability parameter 0.7 0.7

7 Correlation test 1 Selected to explain problem

8 Indicators set selection, set number 1 1 set of indicators uses: ‘Arithmetic’; ‘Weighted Average’; ‘Median’; ‘Variance’;
‘Standard Deviation’; ‘Amplitude’, P; ‘Quartile 1’; ‘Quartile 2’; ‘Quartile 3’;
‘Quartile 4’

9 Graphs set selection, the number 1 1 set of indicators uses: (1) pizza; (2) bar; (3) points of the population; (4)
population x sample points; (5) BoxPLot; (6) the confidence interval (CI); (7)
convergence

10 Parâmetros de conexão a base de
dados database connection
parameters

1 1 set of connection parameters to the database: (1) path; (2) user; (3) password;
(4) access privilege

11 Sample database connection
parameters

1 1 set of connection parameters to the database: (1) path; (2) user; (3) password;
(4) access privilege

In order to reduce: (1) the processing time, (2) bandwidth
and (3) response time, a MLPs RNA technology was used by
sampling aimed to reduce and avoid the large data amounts.
After describing some SSA algorithm properties, then an
introduction about this algorithm were presented.

This algorithm has several adjustable parameters to adjust
the sampling performance in each new established phe-
nomenon. A statistical parameterization analysis of SSA
scores could be performed around a central concept (CI) con-
fidence interval. Initially, each analyzed cluster is calculated,
some indicators were described in Table 38.2.

The SSA algorithm calculates the values of the cluster, in
other indicators [3], the values were accumulated to obtain a
mean of all the multiple groupings, according to these data
had to be processed as well as processed in the computer’s
memory.

38.3.2 Data Representativeness Evaluation

In this session, some graphs obtained during the process were
presented. During the realization of the representation, the
same calculation application filters were applied for both
the population and the samples. In this context, in order to
filter and remove the Outliers, an identified way to perform
the confidence interval (CI) calculation was designed to test
decrementally from 1 to 0.00. For this achievement, the
population data were used in all indicators, being exemplified

Table 38.2 Descriptive statistical indicators used in the algorithm
AEN

Confidence interval (CI) 0.99 0.01

Average values from “N” cluster-assumed to population values

Statistical indicators Lower bound Indicated value r Upper bound

‘Arithmetic Mean’ 2375.33 2387.26 2399.20

‘Weighted Average’ 2375.33 2387.26 2399.20

‘Median’ 2017.86 2028.00 2038.14

‘Variance’ 2,039,490.33 2,049,739.02 2,059,987.72

‘Standard Deviation’ 1424.53 1431.69 1438.85

‘Interquartile Range’ 6478.45 6511.00 6543.56

‘Quartile 1’ 1311.41 1318.00 1324.59

‘Quartile 2’ 2017.86 2028.00 2038.14

‘Quartile 3’ 3133.26 3149.00 3164.75

‘Quartile 4’ 6727.20 6761.00 6794.81

in Table 38.2 and in Fig. 38.3. In these cases, the same results
obtained in sample were presented in Table 38.2.

This was a structured form that the SSA algorithm used
to compare the Reliability Index (IC). This was one of tests
performed to identify whether the sampling was within the
confidence range obtained from the population.

The consolidated data from this SSA program processing
was shown in Fig. 38.3. The SSA program recursively
examined the NEA to refine and progressively improve and
dynamize the IC.
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Fig. 38.3 Descriptive statistical indicators used in SSA Algorithm

By means of these parameterized tests, the algorithm re-
cursively processed to the moment that SSA stop conditions
program were satisfied and the final sample was obtained.

38.4 Artificial Neural Networks

Artificial Intelligence (AI) is a knowledge field that has being
used in various market segments all around the world [4].
Nowadays AI can be experienced on market in a variety
of services, products and business analysis. The Artificial
Neural Networks (ANNs) is a specific AI subset that has
a similar behavior as human brain natural network, both
can analyze information, interpreting the data and making
decisions [4, 7].

There are many types of ANNs in the scientific literature.
A common neural network architecture is called MultiLayer
Perceptron (MLP) [4, 7], widely applied in real complex
problems. MLP network is structured by layers of neurons,
an input layer, one or more hidden layers and the output
layer, performing nonlinear interpolations for many prob-
lems. There are many learning algorithms that can be used
to perform learning tasks, a common one used is called
Backpropagation algorithm.

Financial Market attracts interest of many applications of
AI, especially dealing with banking frauds detection, stock
markets and bank credit risks analysis. Such issues have
distinct characteristics like big data information available
for analysis (non-structured) and many different variables
involved. High computational power, complex computational
algorithms and big data analysis capability, should support
this kind of environment, providing real time effective
solutions.

38.5 Neural Networks and Sampling for
Banking Credit Risks Analysis

This work concentrates details only for the application with
banking credit risk analysis. The computational model de-

veloped was also applied and evaluated in others real prob-
lems case studies. For example, applied for banking frauds
detection and tax evaders identification, facing with millions
of data, high power computed required and showing good
performance results.

In this work, a sampling algorithm and ANN computa-
tional model were developed to perform a banking credit risk
analysis.

This task is often done by finance specialist professionals,
that analyze a variety amount of information, providing a
score to allow or not financial credit for customers. To
provide better analysis in real time, these companies are also
using expert computational systems to handle this problem
and reach good results.

For this study case, the data used have information about
bank’s customers, like age, profession, if have kids, if is
employed or not, has car (new or used), education and so
on. According with this information, 70% of customers were
considered as good credit, with low risk. The other 30%
of customers were labeled as bad credit, with high risk of
compliance.

This unbalanced data proportion of good and bad credit
profile can influence the neural network model performance
during the learning phase. To avoid unwanted behavior to
analyze credit risks by neural networks, some experiments
performed data sampling process with good credit user
profile.

An exploratory data analysis is performed in the database
and the data behavior influence for credit risks was statisti-
cally studied. Some data variables can influence the neural
networks learning performance and should be individually
structured.

For this study, the neural network model was composed
by a MLP neural network, its architecture was configured
combining variety for strategies like, for example, with one
and two hidden layers, different learning algorithm functions,
momentum term, learning rate adaptative, different error
thresholds, different data proportions for training, validation
and test sets, different approaches for data normalization and
so on.
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After execution all experiments, the results were ana-
lyzed, aiming to find the best configuration for banking credit
risks analysis.

38.5.1 Strategy Applied for Banking Credit
Risk Analysis

Figure 38.4 shows the computational model process adopted
for the banking credit risks analysis simulations. In each
process step it was considered a variety of specific ap-
proaches. For a better comprehension about this study case
simulation, four experiments were conducted, using or not
the removing database’s outliers and performing or not the
sampling process.

This scenario provides a contextualization for understand-
ing the ANN performance influence combining the sample
process and data quality (without outliers). Figure 38.5
shows the experiments approaches.

The model works as follow. First the database (1) provides
the data information used as an input for the computational
model.

The next phase is to perform data analysis (2) consid-
ering different aspects like, for example, quantitative and
qualitative data, missing data, performing data treatment
and exploring some statistical approaches. This type of data
analysis is required to produce a structured data (3), with
useful information considered for banking risk analysis.

The stratified sampling algorithm developed (4) consid-
ered the following scenario: only records with good credit
were sampled by SSA. The records labeled with bad credit
were maintained integrally with the data sample obtained of
the records with good label. The database sample was applied
for the neural model learning process. Figure 38.6 shows the
sampling process conducted for credit risks analysis.

Figure 38.7 shows de Neural network model (5) applied
for experiments. The structured database was pre-processed
by data normalization and division for training, validation
and test sets. The MLP architecture was also configured
according different strategies. The MLP network is trained
to identify good and bad credit risks. After de MLP network
training process, the post processing phase analyses the
learning performance by the model.

Fig. 38.4 Computational model
approach
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Sampling
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Fig. 38.5 Experiments
approaches
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Fig. 38.6 Sampling process approach

Fig. 38.7 Neural Network Model

38.5.2 Sampling Algorithm andMLP Neural
Networks Application

The development computational model used MATLAB®

software. Once implemented, the execution works auto-
matically for each experiment, evaluating different neural
networks configurations. An html report was produced with
all simulation details.

38.6 Computational Model Results
Evaluation

The database was composed by 1.000 registries and 30
different variables about costumer’s information, 700 records
labelled with good credit and 300 with bad credit of com-
pliance. All data were analyzed and pre-processed, resulting
a structured database to be used in the simulations experi-
ments.

For the experiments conducted using data sampling pro-
cess, only quantitative data variables were considered by the
SSA. It was tested different parameterization aspects for the
SSA sampling process. The best configuration found reduced
the 700 registries labelled with good credit to 362 patterns,
51% of reduction. The model representativeness obtained
84% confidence interval. After the sampling process by SSA,
the 300 registries labelled with bad credit were grouped
with 362 registries sampled with good credit, totalizing 652
patterns for the neural model phase.

Before the neural model learning process, the data should
be binaryzed and normalized between [0,1] range, consid-
ering quantitative and qualitative data aspects. Each nor-
malized registry/pattern was composed by a vector with 39
data entries. All processed data were divided into training,
validation and test sets, with different amount proportions for
each group. For this study case, the sort data considered pro-
portions like 70%, 80% and 90% for training set respectively,
15%, 10%, and 5% for validation and test set.
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Fig. 38.9 Test set matrix confusion by ANN

The MLP neural network considered different learning
algorithms like, for example, Levenberg-Marquardt, Scaled
Conjugate Gradient, Bayesian Regularization, Conjugate
Gradient, and Gradient Descent with Momentum. Random
initial weights and bias values were used for the learning
process [3].

After widely exploration of all experiments for banking
credit risk analysis, the best ANN model found has only one
hidden layer, with 50 neurons (Fig. 38.8). Logistic sigmoidal
functions were applied for all neurons layers, Bayesian
Regularization [9] training algorithm, adaptative momentum
term and learning rate parameters were considered for this
MLP network.

For the model learning performance evaluation, the test
set was analyzed. Figure 38.9 shows the MLP network matrix
confusion for the test set classification by ANN.

Other analysis carried out for this case study was to
analyze the coverage and assertiveness of the neural model
classification for unseen data (test set). Figure 38.10 shows
set Coverage X Assertiveness and Test Set Alerts produced
analysis.

Using 0.4 value for threshold, neural outputs more than
this threshold value normalize to 1 and 0 instead, Figure
11 shows the MLP performance, considering coverage, as-
sertiveness, alerts produced, with correct and wrong classifi-
cation.

The four experiments conducted for banking credit risk
analysis showed good results for the neural network general-
ization (test set), up to 90% of coverage and assertiveness.

The experiments conducted with sampling process take
much less computational time consumption and reach good
results. These results show de possibility of use this approach
for real time problems.

38.7 Conclusion and Further Work

This work presented a sampling Stratified Sampling Algo-
rithm for data reduction. SSA uses statistical descriptive data
analysis techniques to sort data, allowing sample selection
containing only the most relevant data for application.

The SSA model was applied in different real databases,
reducing in same cases 90% of volume data and
scoring the samples with 80% or more for confidence
intervals.

The experiments conducted showed the ability for the
SSA computational model handle with huge amounts of data,
processing in linear time. All the samples extracted con-
sidering different databases (some databases with millions
of data), producing samples with high confident intervals.
The sampling results presented in this work, considering the
banking risk credit analysis case study, showed the strategy
for the sampling process, reducing the unbalanced data by
good credit risk customers and reflecting a good neural
network performance.

As a future work, extend the SSA algorithm to handle
qualitative data, as well as performing an extra permu-
tation data between sample and database, increasing the
confidential interval for the data sample obtained by the
model.
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Fig. 38.10 Test set performance
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