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Abstract

In wireless sensor networks, each wireless sensor node
records events occurred in its observation area with their
observation time. Each wireless sensor node possesses its
own local clock whose drift and offset are generally dif-
ferent from the others. In conventional clock synchroniza-
tion methods, wireless sensor nodes exchanges control
messages with their local clock values and estimate their
transmission delay. However, it is difficult to adjust their
local clocks since transmission delay of control messages
are difficult to estimate. By using observation records of
the commonly observed events by neighbor wireless sen-
sor nodes, this paper proposes a novel method to estimate
the relative drift and offset between local clocks of the
neighbor wireless sensor nodes. Here, each sensor node
only detects the occurrences of events and cannot achieve
the locations where the events occur. Hence, commonly
observed events between neighbor wireless sensor nodes
are required to be detected. Our proposed method applies
a heuristic that multiple observation records in neighbor
wireless sensor nodes whose intervals are the same are
estimated to be commonly observed events.
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26.1 Introduction

A wireless sensor network consists of numerous number
of wireless sensor nodes with their sensor modules for
achieving environmental data and wireless communication
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modules for transmission of data messages containing the
environmental data to one of stationary sink nodes by using
wireless multihop communication based on wireless ad-hoc
communication. Each wireless sensor node possesses its
local clock and the sensor node records observed events
with the clock value at that time [7]. Since the wireless
sensor nodes work autonomously and their local clocks
have individual differences, it is almost impossible for the
local clocks in the wireless sensor nodes to be completely
synchronized [3]. Especially due to individual differences
in their crystal oscillators, incremented clock values in the
same time duration are generally different one by one and
networks with numerous number of nodes with their local
clocks should be designed and managed on the assumption of
the asynchronous local clocks [8]. Same as [10], this paper
assumes that a local clock value Ci(t) of a wireless sensor
node Si is represented with its offset Oi and drift dti/dt

as Ci(t) = (dti/dt)t + Oi . Since each local clock of Si
has its own offset and drift, it is expected that a clock value
difference |Ci(t)−Cj (t)| between local clocks of Si and Sj is
required to be kept small by a certain clock synchronization
procedure with a certain short interval. In addition, local
clock values recorded when a wireless sensor node observes
events are also required to be corrected according to the clock
synchronization procedure.

In environments where GPS (Global Positioning System)
or wave clocks are not available, relative offset and drift
between two local clocks of wireless sensor nodes are re-
quired to be estimated. Various conventional methods for
clock synchronization in wired networks have been pro-
posed. Here, control messages carrying local clock values are
exchanged among wired nodes and transmission delay for the
messages are estimated for clock synchronization. However,
in wireless networks, due to collision avoidance methods
such as CSAM/CA and RTS/CTS control in wireless LAN
protocols, dispersion of transmission delay of the control
messages carrying local clock values is large and it becomes
difficult to achieve precise synchronization of local clocks
based on estimation of relative offset and drift between
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the local clocks of neighbor wireless sensor nodes. Hence,
this paper proposes a novel clock synchronization method
without control message transmissions with local clock val-
ues whose transmission delay is difficult to estimate. Our
proposed method is based on the fact that observation areas
of neighbor wireless sensor nodes are usually overlapped and
events which occurs in the overlapped area are observed by
the wireless sensor nodes simultaneously.

26.2 RelatedWorks

The problem of synchronization among local clocks in a
network has been discussed and various synchronization
methods have been proposed. The most fundamental ap-
proach to solve the problem is the algorithm discussed in [1].
Here, between two computers, local clock value request and
reply control messages are exchanged where these control
messages carry local clock values of sender computers.
However, since the receiver computer cannot achieve its
local clock values when the received control message is
transmitted, the transmission delay of the received control
message is required to be estimated. Therefore, the methods
for clock synchronization by exchange of local clock values
require more precise estimation of transmission delay of
control messages. Even with variation of transmission delay
of control messages, it may be practically applicable for

proposed methods to wired networks whose variation of
transmission delay is not so large.

For synchronization of local clocks of wireless nodes in
wireless ad-hoc networks, RBS [2], FTSP [4] and TSPN [6]
have been proposed. All these methods are based on the
transmissions of control messages carrying local clock val-
ues as discussed before. Hence, for achieving highly pre-
cise synchronization among local clocks in wireless nodes,
more precise estimation of transmission delay of control
messages carrying local clock values are required. However,
due to collision avoidance methods such as CSMA/CA
and RTS/CTS control, it becomes much more difficult to
estimate transmission delay of control messages for clock
synchronization. The backoff timer for collision avoidance
in CSMA/CA introduces unpredictable waiting time for data
message transmissions and RTS/CTS control for avoiding
collisions due to the hidden terminal problem requires much
longer suspension of data message transmission procedure
causing much higher unpredictability of total transmission
delay as shown in Fig. 26.1. Especially in wireless sensor
networks, high congestions of sensor data messages around
the stationary wireless sink nodes are unavoidable so that
prediction of transmission delay of control messages be-
comes difficult or almost impossible. In addition, burst traffic
of data messages caused by some critical events also makes
difficult to estimate transmission delay of control messages.
In order to solve this problem, another approach without
transmissions of control messages to which current local
clock values are piggybacked are required to be considered.

Fig. 26.1 Unpredictable
transmission delay of control
messages for clock
synchronization in wireless
ad-hoc networks
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26.3 Proposal

26.3.1 Commonly Observed Events

Each wireless sensor node consists of a sensor module which
detects events occurred within its observation area and a
wireless communication module which transmits/receives
wireless signals from/to its neighbor wireless nodes within
its wireless signal transition area. A wireless sensor node Si
which detects an occurrence of an event within its observa-
tion area records kinds of the events with some additional
related attributes including the clock value Ci(t) of its local
clock at the instance t when Si observes the event. For
simplicity, this paper assumes that each event is detected by
all the wireless sensor nodes whose observation areas include
the location of the event at that instance, i.e. without any
observation delay. In reality, each sensor device requires its
specific response time for an event observation and the effect
of the delay is discussed in our future work. In addition, all
events are assumed to be the same kind.1 Hence, in accor-
dance with the event observation records by a wireless sensor
node Si , a sequence ESeqi := |Ci(t0), Ci(t1), . . . , Ci(tNi

)〉
of the clock values at the instances when Si observes the
events is induced. Here, Ci(tj ) is the value of the local clock
of Si at the instance tj when Si observes an occurrence of
an event ei(tj ) in its observation area. On the other hand,
each wireless sensor node Si communicates with its neighbor
wireless sensor nodes within its wireless signal transmission
area. Thus, it is possible for Si to exchange its clock value
sequence ESeqi at occurrences of locally observed events
with its neighbor wireless sensor nodes. Generally, the ob-
servation area of a wireless sensor node is included in its
wireless signal transmission area. In addition, in a wireless
sensor network, an observation area where all the event
occurred are surely observed and recorded by at least one
wireless sensor node is required to be covered by observation
areas of multiple wireless sensor nodes as shown in Fig. 26.2
[5, 9]. Hence, observation areas of neighbor wireless sensor
nodes usually overlap and the wireless sensor nodes whose
observation area overlap can communicate directly by using
wireless ad-hoc communication.

Suppose the case where observation areas of wireless
sensor nodes Si and Sj overlap as shown in Fig. 26.3. As
mentioned, Si and Sj can communicate directly by wire-
less ad-hoc communication since they are included in their
wireless transmission areas one another. Here, all the events
occurred in the overlapped observation area are observed by
both Si and Sj and recorded with clock values of their own

1If various kinds of events are observed and identified by wireless
sensor nodes, more precise estimation of commonly observed events
is realized.

Fig. 26.2 Whole coverage of observation area by overlap observation
areas of all sensor nodes
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Fig. 26.3 Local clock values of observation time in Si and Sj

local clocks. These events are called commonly observed
events of Si and Sj . The other events, i.e. events observed
by only one of Si and Sj , are called solely observed events.

Commonly/Solely Observed Events
An event which occurs at a certain instance t in an overlapped
area of observation areas OAi and OAj of wireless sensor
nodes Si and Sj respectively and is observed and recorded
with local clock values Ci(t) and Cj (t) into clock value
sequences ESeqi and Eseqj by Si and Sj respectively is
called a commonly observed event of Si and Sj . On the other
hand, an event which occurs at a certain instance t in an area
included by OAi and excluded by OAj and is observed and
recorded with a clock value Ci(t) into only a clock value
sequence ESeqi by Si is called a solely observed event of Si
against Sj . �

Each wireless sensor node Si assumes to observe all the
events occur within an observation area OAi of Si . As various
widely available sensor modules, Si only identifies the occur-
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rence of the events and gets the clock values of its local clock
at the instance of the occurrence of the events; however, it
cannot identify the precise locations of the events in its obser-
vation area. Hence, it is impossible for Si to identify whether
an observed event is a commonly observed event with a
neighbor wireless sensor node Sj or a solely observed event
against Sj . Even though clock values at an instance when
an event occurs are recorded by wireless sensor nodes which
observe the event, since clock values Ci(t) and Cj (t) of wire-
less sensor nodes Si and Sj at any instance t are generally
different, it is impossible for a wireless sensor node to iden-
tify its commonly observed events with a specified neighbor
wireless sensor nodes only by comparison of local clock
values in their clock value sequences as shown in Fig. 26.3.
Since clock values Ci(t) and Cj (t) of Si and Sj for a
commonly observed event at an instance t are different and it
is impossible to identify commonly observed events of Si and
Sj only by simply comparing the sequences of clock values.

26.3.2 Relative Offset Estimation

By using commonly observed events defined in the previous
subsection, this paper proposes a method to estimate a
relative drift dtj /dti = (dtj /dt)/(dti/dt) and a relative
offset Oj − Oi under an assumption that local clock values
Ci(t) and Cj (t) of wireless sensor nodes Si and Sj are given
as Ci(t) = (dti/dt)t + Oi and Cj (t) = (dtj /dt)t + Oj ,
respectively. This subsection discusses a method to estimate
only a relative offset where a relative drift is assumed to be
1. The method to estimate both a relative drift and a relative
offset is discussed in the next subsection.

In case that a relative drift of Ci(t) and Cj (t) is 1, i.e.
dtj /dti = 1, Cj (t) − Ci(t) = Oj − Oi , i.e. a difference
between clock values at any instance equals to their relative
offset. Hence, if one of pairs of clock values of commonly
observed events is identified, the difference between the
clock values is their relative offset. However, it is difficult
to identify a pair of clock values of a commonly observed
event from local clock value sequences of neighbor wireless
sensor node. This is because, as discussed in the previous
section, even if wireless sensor nodes Si and Sj observe
the same event, i.e. their commonly observed event, at an
instance t , their local clock values Ci(t) and Cj (t) at t are
usually different, i.e. Ci(t) �= Cj (t). In addition, even if
the instances t and t ′ of solely observed events observed by
Si and Sj respectively are different, i.e. t �= t ′, their local
clock values Ci(t) and Cj (t

′) might be the same, i.e. Ci(t) =
Cj (t

′). Hence, the simple comparison between individual
clock values Ci(t) and Cj (t

′) recorded in sequences ESeqi
and ESeqj of local clock values of Si and Sj does not result
in correct estimation of the relative offset between their local
clocks.

In order to solve this problem, this paper proposes a novel
method to estimate the relative offset and drift between the
local clocks of neighbor wireless sensor nodes by using
multiple pairs of clock values recorded in the sequences of
local clock values. As discussed, a clock value sequence
ESeqi of local clock values of a wireless sensor node Si when
it observes events in its observation area OAi includes local
clock values of commonly observed events with its neighbor
wireless node Sj . Though local clock values of Sj for the
same commonly observed events are surely included in a
clock value sequence ESeqj of local clock values of Sj when
it observes them, it is impossible to detect the commonly
observed events by simple comparison of local clock values
in ESeqi and ESeqj . However, since the commonly observed
events, i.e. events which occurs in the overlapped area of
observation areas OAi and OAi of Si and Sj , are observed
at the same instance t by Si and Sj even though Ci(t) and
Cj (t) may be different, intervals between the same pair of
commonly observed events in Si and Sj are the same. That
is, suppose that clock values of Si and Sj when they observe
two commonly observed events occur at instances t and t ′
are Ci(t), Ci(t

′), Cj (t), Cj (t
′), respectively. Even if Ci(t) �=

Cj (t) and Ci(t
′) �= Cj (t

′), Ci(t
′) − Ci(t) = Cj (t

′) − Cj (t)

is surely satisfied.
Since both locations where events occur and intervals

between successive events contain a certain randomness, i.e.
a certain unpredictability, this paper introduces a heuristic
based on a reversed proposition of the above one into estima-
tion of commonly observed events. Thus, if there exist local
clock values Ci(t1) and Ci(t2) in ESeqi of Si and Cj (t3) and
Cj (t4) in ESeqj of Sj and Ci(t2)−Ci(t1) = Cj (t4)−Cj (t3)

is satisfied though Ci(t1) �= Cj (t3) and Ci(t2) �= Cj (t4),
it is highly possible for Si and Sj to have been observed
two same events, i.e. there are two commonly observed
events occurred at t1 = t3 and t2 = t4 respectively in the
overlapped area of their observation areas. Needless to say, it
might be possible for solely observed events whose recorded
clock values are Ci(t1), Ci(t2), Cj (t3) and Cj (t4) to satisfy
Ci(t2) − Ci(t1) = Cj (t4) − Cj (t3) on accident. Hence,
our heuristical method regards the possible relative offset
that provides the maximum number of estimated commonly
observed events which satisfies the above condition as an
estimated relative offset.

Estimation of Relative Offset
Let ESeqi and ESeqj be sequences of local clock values
Ci(t) and Cj (t) at instances when wireless sensor nodes
Si and Sj observe events. An estimated relative offset is
what provides the maximum number of estimated commonly
observed events where the transformed clock values with
the estimated relative offset are the same. That is, with the
estimated relative offset O, if the number of pairs of local
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Fig. 26.4 Estimation of relative
offset (a)

(b)

(c)

(d)
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clock values satisfying Ci(t) + O = Cj (t
′) where Ci(t) ∈

ESeqi and Cj (t
′) ∈ ESeqj is the maximum for all possible

relative offsets, O is regarded as the estimated relative offset
for Si and Sj . �

For example, Fig. 26.4a shows two sequences of local
clock values ESeqi and ESeqj . Figure 26.4b,c and d show the
results of parallel translation of ESeqj with possible relative
offsets, i.e. where a pair of a local clock value Ci(t) and a
transformed local clock value with a possible relative offset
Cj (t

′) + O become the same value. There are one, two and
three estimated commonly observed events with the same
transformed local clock values. If the maximum number of
estimated commonly observed events is 3, the relative offset
in Fig. 26.4c is the estimation result in our method.

Now, we design an algorithm for estimation of a relative
offset based on the heuristics. Here, for every pair of local
clock values Ci(t

i
k) and Cj (t

j
l ) in ESeqi and ESeqj respec-

tively, it is assumed that these local clock values represents
those at a certain commonly observed event, that is the
difference O = Cj (t

j
l ) − Ci(t

i
k) is regarded as the estimated

relative offset of Si and Sj , and the number of estimated
commonly observed events where Cj (t

i
l′) = Ci(t

i
k′) + O

is satisfied is counted. Here, the possible related offset is
between the maximum Ci(t

i
Ni
) − Cj (t

j

0 ) and the minimum

Ci(t
i
0) − Cj (t

j
Nj
) and the algorithm counts the estimated

commonly observed events for every possible relative offset
in this range. If there is an upper limit of relative offset
between Si and Sj , it is possible for the proposed algorithm
to work with this limitation to reduce the time duration
required for the proposed algorithm.

Relative Offset Estimation Algorithm
1. Initialize the maximum number of estimated commonly

observed events of wireless sensor nodes Si and Sj as 0
by MCOiv := 0.

2. A temporary relative offset and the number of estimated
commonly observed events are initialized as Soff iv :=
Ci(t

i
Ni
) − Cj (t

j

0 ) and COij := 0.

3. For each local clock value Ci(t
i
k) ∈ ESeqi =

|Ci(t
i
0), Ci(t

i
1), . . ., Ci(t

i
Ni
)〉, search events Cj (t

j
l ) ∈

ESeqj = |Cj (t
j

0 ), Cj (t
j

1 ), . . ., Cj (t
j
Nj
)〉 satisfying

Ci(t
i
k) = Cj (t

j
l ) + Soff ij and increments COij .

4. If COij ≥ MCOij , MCOij := COij and an estimated
relate offset Eoff ij := Soff ij .

5. If Soff ij = Cj (t
j
Nj
) − Ci(t

i
0), jump to step 8).

6. Search a relative offset update Uoff ij := min(Cj (t
j
l ) +

Soff ij − Ci(t
i
k)) where Cj (t

j
l ) + Soff ij − Ci(t

i
k) > 0.

7. Soff ij := Soff ij − Uoff ij and COij := 0. Then, jump to
step 3).

8. Return Eoff ij as the required estimated relative offset and
the algorithm terminates. �

26.3.3 Relative Drift Estimation

This subsection proposes an extended algorithm for esti-
mation of both the relative offset and the relative drift for
recorded local clock values in two neighbor wireless sensor
nodes whose observation areas overlap. Figure 26.5 shows
the overview of our proposed method. Same as the method
proposed in the previous subsection which supports only
the cases with one relative drift, the number of estimated
commonly observed events between local clock value se-
quences ESeqi and ESeqj for every possible relative offset

Ci(t
i
k) − Cj (t

j
l ). In addition, for estimation of the relative

drift, another pair of local clock values Ci(t
i
k′) ∈ ESeqi and

Cj (t
j

l′ ) ∈ ESeqj (k �= k′ and l �= l′) is needed. Here,

an estimated relative drift is (Ci(t
i
k′) − Ci(t

i
k))/(Cj (t

j

l′ ) −
Cj (t

j
l )). After applying the transformation of local clock

values with the estimated relative offset and the estimated
relative drift, the number of estimated commonly observed
events whose local clock values are the same is evaluated.
Same as the previous subsection, according to a heuristic that
the correct pair of relative offset and relative drift provides
the maximum number of estimated commonly observed
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Fig. 26.5 Estimation of relative
drift (a)

(b)

(c)
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events, our proposed method estimate them. In order to apply
our proposed method, for neighbor wireless sensor nodes
to estimate relative offset and drifts to transform the local
clock values for synchronization, there should be more than
three commonly observed events. Hence, enough observation
period to record local clock values are required.

Figure 26.6 shows a case of correct estimation of com-
monly observed events with correct estimation of a relative
drift dtj /dti and a relative offset Oj − Oi . Here, pairs of

local clock values Ci(t
i
1) and Cj (t

j

1 ), Ci(t
i
2) and Ci(t

j

3 ), and

Ci(t
i
3) and Cj (t

j

4 ) are those for commonly observed events,

i.e., t i1 = t
j

1 , t i2 = t
j

3 and t i3 = t
j

4 , respectively, and

the rest Ci(t
i
4) and Cj (t

j

2 ) are local clock values for solely
observed events in Si and Sj , respectively. By consideration

that Ci(t
i
1) and Cj (t

j

1 ) are local clock values in Si and Sj
when a commonly observed events of Si and Sj occurs,

the relative offset is estimated as Oj − Oi = Cj (t
j

1 ) −
Ci(t

i
1) and the line representing the local clock value in Sj

is parallelly displaced as the points representing the local
clock values Ci(t

i
1) and Cj (t

j

1 ) of the commonly observed
event are overlapped. Then, by consideration that Ci(t

i
2) and

Cj (t
j

3 ) are local clock values in Si and Sj when a commonly
observed events of Si and Sj occurs, the relative drift is

estimated as dtj /dti = (Cj (t
j

3 )−Cj (t
j

1 ))/(Ci(t
i
2)−Ci(t

i
1))

and the line representing the local clock value in Sj is rotated
around the point representing the local clock value Ci(t

i
1)

as the points representing the local clock values Ci(t
i
2) and

Cj (t
j

3 ) of the commonly observed event are overlapped.
Now, the lines representing the local clock values of Si and
Sj are overlapped and all the commonly observed events

including that for Ci(t
i
3) and Cj (t

j

4 ) are correctly estimated.
On the other hand, Figs. 26.7 and 26.8 show the cases

when estimation of relative drift and/or offset is incorrect and
estimation of commonly observed events is also incorrect as
a result. In Fig. 26.7, same as in Fig. 26.6, Ci(t

i
1) and Cj (t

j

1 )

are considered to be local clock values in Si and Sj when

Si

Sj

t

C Transformation by
Relative Drift

Transformation by
Relative Offset

Fig. 26.6 Estimation of commonly observed events by offset and drift
estimation (correct)

Si

Sj

t

C Transformation by
Relative Drift

Transformation by
Relative Offset

Fig. 26.7 Estimation of commonly observed events by offset and drift
estimation (incorrect drift)

a commonly observed events of Si and Sj occurs, and the

relative offset is correctly estimated as Oj −Oi = Cj (t
j

1 )−
Ci(t

i
1) and the line representing the local clock value in Sj
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Si

Sj

t

C Transformation by
Relative Drift

Transformation by
Relative Offset

Fig. 26.8 Estimation of commonly observed events by offset and drift
estimation (incorrect offset and drift)

is parallelly displaced as the points representing the local
clock values Ci(t

i
1) and Cj (t

j

1 ) of the commonly observed
event are overlapped. However, by incorrect consideration
that Ci(t

i
2) and Cj (t

j

4 ) are local clock values in Si and Sj
when a commonly observed events of Si and Sj occurs, the

relative drift is incorrectly estimated as dtj /dti = (Cj (t
j

4 )−
Cj (t

j

1 ))/(Ci(t
i
2)−Cj (t

i
1)) and the line representing the local

clock value in Sj is rotated around the point representing the
local clock value Ci(t

i
1) as the points representing the local

clock value Cj (t
j

4 ) has the same C value (virtual axis) as
Ci(t

i
2). Here, pairs of points on the two lines representing

the local clock values in Si and Sj with the same C value
(vertical axis) correspond to a commonly observed event of
Si and Sj . However, in Fig. 26.7, though pairs of Ci(t

i
2) and

Cj (t
j

3 ), and Ci(t
i
3) and Cj (t

j

4 ) are those of local clock values
for commonly observed events, their C values are not the
same, i.e., these pairs of local clock values are not estimated
to be those for commonly observed events.

Moreover, in Fig. 26.8, both relative offset and drift are
incorrectly estimated. Here, Ci(t

i
1) and Cj (t

j

2 ) which is local
clock value in Sj when its solely observed event occurs are
considered to be local clock values in Si and Sj when a
commonly observed event of Si and Sj occurs. A relative

offset is incorrectly estimated as Oj −Oi = Cj (t
j

2 )−Ci(t
i
1)

and the line representing the local clock value in Si is
parallelly displaced as the points representing the local clock
values Ci(t

i
1) and Cj (t

j

2 ) have the same C value (vertical

axis). Then, Ci(t
i
2) and Cj (t

j

4 ) are considered to be local
clock values of the commonly observed event of Si and
Sj , that is, the relative drift is also incorrectly estimated as

Dej/dti = (Cj (t
j

4 )−Cj (t
j

1 ))/(Ci(t
i
2)−Ci(t

i
1)), and the line

representing the local clock value in Sj is rotated around the

point representing Cj (t
j

1 ) which has already displaced from

the original position as the points representing the local clock
value Cj (t

j

4 ) has the same C value (vertical axis) as Ci(t
i
2).

Here, pairs of points on the two lines representing the local
clock values in Si and Sj with the same C value (vertical
axis) correspond to a commonly observed event of Si and Sj .
In Fig. 26.8, no correct pairs of local clock values in Si and Sj
are estimated to be those of commonly observed events and
two pairs of local clock values in Si and Sj are incorrectly
estimated to be those of commonly observed events.

As shown in these three examples in Figs. 26.6, 26.7
and 26.8, the number of estimated commonly observed
events with incorrect estimation of relative offset and drift is
usually smaller than that with correct estimation of them. It
may be possible for pairs of local clock values of different
events to be estimated as those of commonly observed
events since the transformed C values are coincidentally
the same. However, since the probability of such coinci-
dental cases is low, the proposed heuristic that the correct
relative drift and offset provides the maximum number of
estimated commonly observed events is almost always
applicable.

Relative Offset and Draft Estimation Algorithm
1. Initialize the maximum number of estimated commonly

observed events of wireless sensor nodes Si and Sj as 0
by MCOiv := 0.

2. A temporary relative offset is initialized as Soff iv :=
Ci(t

i
Ni
) − Cj (t

j

0 ).
3. For every possible temporary relative drift Sdriiv :=

(Ci(t
i
k′) − Ci(t

i
k))/(Cj (t

j

l′ ) − Cj (t
j
l )) > 0, apply the

following steps 4), 5) and 6).
4. The number of estimated commonly observed events is

initialized as COij := 0.
5. For each local clock value Ci(t

i
k) ∈ ESeqi =

|Ci(t
i
0), Ci(t

i
1), . . . , Ci(t

i
Ni
)〉, search events Cj (t

j
l ) ∈

ESeqj = |Cj (t
j

0 ), Cj (t
j

1 ), . . . , Cj (t
j
Nj
)〉 satisfying

(Ci(t
i
k′′) − Ci(t

i
k))/(Cj (t

j

l′′) − Cj (t
j
l )) = Sdriij and

increments COij .
6. If COij ≥ MCOij , MCOij := COij , an estimated relate

offset Eoff ij := Soff ij and an estimated relative drift
Edriij := Sdriij .

7. If Soff ij = Cj (t
j
Nj
) − Ci(t

i
0), jump to step 10).

8. Search a relative offset update Uoff ij := min(Cj (t
j
l ) +

Soff ij − Ci(t
i
k)) where Cj (t

j
l ) + Soff ij − Ci(t

i
k) > 0.

9. Soff ij := Soff ij − Uoff ij and COij := 0. Then, jump to
step 3).

10. Return Eoff ij and Edriij as the required estimated relative
offset and the required estimated relative drift and the
algorithm terminates. �
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Fig. 26.9 Ratio of correct
estimation of commonly
observed events
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Figure 26.5 shows an example. According to the method
proposed in the previous subsection, a pair of local clock
values Ci(t

i
k) and Cj (t

j
l ) is assumed to be for a possible

commonly observed events. In addition, another pair of local
clock values are also assumed to be for another possible
commonly observed events and all the local clock values
are transformed according to parallel translation. Then, the
number of estimated commonly observed events with the
same transformed local clock values are assigned is counted
and the relative offset and drift that provide the maximum
number of estimated commonly observed events is regarded
as the correct ones.

26.4 Evaluation

Precision of our proposed method depends on the number
of commonly observed events of neighbor wireless sensor
nodes. Form this point of view, this section evaluates the
performance of our proposed method by simulation exper-
iments. Suppose two stationary wireless sensor nodes with
10 m observation ranges are located with their distance 0.5–
19.5 m. Locations of events and intervals of two successive
events are randomly determined according to the unique
distribution and the exponential distribution,2 respectively.
With various event density, the ratio of correct estimation
of commonly observed events, i.e. the ratio of correct es-
timation of relative offset and drift of their local clocks, is
evaluated.

Figure 26.9 shows the simulation results. Red points rep-
resent correct estimation ratio higher than 99%, green points
represent correct estimation ratio higher than 90%, and blue
points represent others. Except for cases with extremely
low event density and with extremely narrow overlapped
observation area, our proposed method provides high correct
estimation ratio. Less than 0.3 × 10−5/m2s event occurrence
density, too few commonly observed events occur. Hence,
it is almost impossible to synchronize local clocks since

2Events occur according to position arrivals.

our method requires more them three commonly observed
events for the drift and offset estimation. On the other hard,
the authors have been afraid that the correct estimation
ratio decreases as the event density becomes higher since
incorrect estimation of the commonly observed events might
be caused. However, the simulation result shows that no such
degradation is observed even with event density higher than
20.0 × 10−5/m2s (out of Fig. 26.9).

The performance is independent of the wireless transmis-
sion traffic of sensor data messages, e.g. around stationary
wireless sink nodes, which is the most important advantage
against the conventional method in which precise estimation
of transmission delay of control messages are required.

26.5 Conclusion

This paper has proposed a novel clock synchronization
method for wireless sensor networks. Different from the
conventional methods by exchanging control messages with
current local clock values and by estimation of transmis-
sion delay of the control messages, the proposed method
estimates the relative offset and drift between two local
clocks of neighbor wireless sensor nodes based on records
of local clock values of event observations and estimation
of commonly observed events of them. This paper has also
designed estimation algorithms of relative offset and drift and
evaluated their performance.
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