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Preface

The International Conference onMartensitic Transformations (ICOMAT) was held on July 9–14,
2017, at the Hyatt Regency in Chicago, Illinois, USA. The event was hosted by the Chicago-based
CHiMaD Center for Hierarchical Materials Design in downtown Chicago.

Located on the shores of Lake Michigan in the heart of the Great Lakes Region of North
America, the city of Chicago is truly an epitome of the “melting pot” reputation of the United
States, evidenced by a diverse array of cultural, economic, and social experiences that draw
tourism, science and technology, arts, and music to its streets year-round. The “Chicago
School” represents a unique tradition of innovation across many fields, notably including
materials, as the birthplace of Materials Science in the 1950s and Materials Design in the
1990s.

ICOMAT 2017 was organized around the central theme of “Martensite by Design.”
Symposia included design for microstructures, properties, advanced manufacturing, and per-
formance. Topics included:

• Theory & Methods for Martensite Design
• Interactions of Phase Transformations and Plasticity
• Quenching and Partitioning of Martensite and Other Advancements in Steels
• Novel Shape Memory Alloys
• Novel Functional Behaviors: Beyond Shape Memory Effect & Superelasticity
• Martensitic Transformations in Non-Metallic Materials
• Size Effects in Martensitic Transformations
• Advanced Characterization of Martensite—3D & High Resolution
• Quasimartensitic Modulations
• Advanced Processing Techniques: Additive, Porous, and Others
• Engineering Applications and Devices
• MSMnet: Magnetomechanics of Magnetic Shape Memory Alloys

The next ICOMAT conference will be held in 2020 in Jeju Island, South Korea.

Aaron P. Stebner
Gregory B. Olson
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Phase Transformations Under High Pressure
and Large Plastic Deformations: Multiscale
Theory and Interpretation of Experiments

Valery I. Levitas

Abstract
It is known that superposition of large plastic shear at
high pressure in a rotational diamond anvil cell (RDAC)
or high-pressure torsion leads to numerous new phenom-
ena, including drastic reduction in phase transformation
(PT) pressure and appearance of new phases. Here, our
four-scale theory and corresponding simulations are
reviewed. Molecular dynamic simulations were used to
determine lattice instability conditions under six compo-
nents of the stress tensor, which demonstrate strong
reduction of PT pressure under nonhydrostatic loading.
At nanoscale, nucleation at various evolving dislocation
configurations is studied utilizing a developed phase field
approach. The possibility of reduction in PT pressure by
an order of magnitude due to stress concentration at the
shear-generated dislocation pileup is proven. At micro-
scale, a strain-controlled kinetic equation is derived and
utilized in large-strain macroscopic theory for coupled
PTs and plasticity. At macroscale, the behavior of the
sample in DAC and RDAC is studied using a
finite-element approach. A comprehensive computational
study of the effects of different material and geometric
parameters is performed, and various experimental effects
are reproduced. Possible misinterpretation of experimen-
tal PT pressure is demonstrated. The obtained results offer
new methods for controlling PTs and searching for new
high-pressure phases (HPPs), as well as methods for
characterization of high-pressure PTs in traditional DAC
and RDAC.

Keywords

Strain-induced phase transformations ⋅ High pressure
Four-scale theory ⋅ Nucleation at dislocation pile-up
Rotational diamond anvil cell

Introduction

In situ studies of material behavior, including phase trans-
formations (PTs), under high pressure up to several hundred
GPa are performed in a diamond anvil cell (DAC). PTs are
usually characterized in terms of pressure for initiation and
completion of direct and reverse PTs, and in some cases for
the concentration of phases versus pressure. It is recognized
that the entire process of producing high pressure is
accompanied by large nonhydrostatic (deviatoric) stresses
and large plastic deformations that drastically affect PTs.
A specially-designed device [1, 2], the RDAC (Fig. 4a), is
utilized to study the strong, multifaceted, and unique effects
of large plastic shear on PTs:

(a) Plastic shear under high pressure leads to the forma-
tion of new phases that may not be producible without
shear [1–7].

(b) Plastic shear under high pressure reduces the trans-
formation pressure by a factor between 2 and 10 for
some PTs [1–4, 6–9], e.g., for transformations from
highly disordered hexagonal hBN into superhard
wurtzitic wBN from 52.5 to 6.7 GPa [8].

(c) The concentration of the high-pressure phase is an
increasing function of plastic shear [1–8]. Plastic strain
is a time-like parameter, so one needs to consider
strain-controlled kinetics instead of time-controlled
kinetics.

Here, we review our results on the development of
four-scale theory and corresponding simulations for under-
standing and description of the reasons for the phenomena
mentioned above in (a)–(c).
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and Material Science and Engineering, Iowa State University,
Ames, IA 50011, USA
e-mail: vlevitas@iastate.edu

V. I. Levitas
Ames Laboratory, Division of Materials Science & Engineering,
Ames, IA 50011, USA

© The Minerals, Metals & Materials Society 2018
A. P. Stebner and G. B. Olson (eds.), Proceedings of the International Conference on Martensitic Transformations: Chicago,
The Minerals, Metals & Materials Series, https://doi.org/10.1007/978-3-319-76968-4_1

3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76968-4_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76968-4_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76968-4_1&amp;domain=pdf


Pressure-Induced Versus Strain-Induced
Phase Transformations Under High Pressure

Note that classical macroscopic thermodynamics fails to
explain a strong reduction in transformation pressure due to
nonhydrostatic stresses. A thermodynamic treatment leads to
a simplified condition in which the transformation work
W reaches some critical value k, given by
W = − pε0t + τγt = k, where ε0t < 0 and γt are the volumetric
and shear transformation strains, and p and τ are the pressure
and the shear stress. Under hydrostatic conditions
− phε0t = k, which determines k. Then the maximum dif-
ference between transformation pressure under hydrostatic
and nonhydrostatic conditions is ph − p= τyγt ̸jε0tj, taking
into account that maximum shear stress is limited by the
yield strength in shear τy. Let us assume as a simple estimate
that τy = 1GPa and γt ̸jε0tj = 1 − 5. Then the reduction in
transformation pressure is just 1–5 GPa. If PT pressure under
hydrostatic conditions is 15 or 50 GPa, then maximum
pressure reduction is 33 or 10%, considerably below than
observed in experiments, e.g., in [8].

The first step in understanding the PTs in RDAC was
recognition in [6, 7] that there is a basic difference between
plastic strain-induced PTs under high pressure in RDAC and
pressure- or stress-induced PTs in DAC under
quasi-hydrostatic conditions. Pressure- and stress-tensor-
induced PTs occur predominantly at pre-existing defects
(e.g., dislocations and various tilt boundaries) at stress levels
below the yield strength. These defects represent stress
(pressure) concentrators. The number of nucleation sites is
limited, so one has to increase pressure to activate less potent
defects, i.e., defects with smaller stress concentration.

Strain-induced PTs occur by nucleation at new defects,
e.g., dislocation pileups generated during plastic flow. That
is why it is possible to increase local stresses and promote
PTs near the new defects by increasing plastic shear at
constant pressure. Since concentration of all components of
a stress tensor is proportional to the number of dislocations
in a pileup, which can be as large as 10–100, new defects
may be much stronger than the pre-existing defects. Such
high local pressure and deviatoric stresses may cause
nucleation of the HPP at an external pressure much below
that under hydrostatic conditions. Note that shear stresses
within small nanoscale regions may be limited by the the-
oretical shear strength that could range from one to two
orders of magnitude larger that τy. It was concluded in [6, 7]
that strain-induced PTs require a completely different
experimental characterization as well as new thermodynamic
and kinetic descriptions.

Nanoscale Continuum Treatment: Phase Field
Approach

A simple analytical model of nucleation at the tip of the
dislocation pileup [6, 7] demonstrated that, with a sufficient
number of dislocations, nucleation of HPP can indeed occur
at external pressures an order of magnitude smaller than
under hydrostatic conditions. This model, however, con-
tained a number of simplifying assumptions. For a more
precise and advanced proof of the complex, the first phase
field approach (PFA) for the interaction of PTs and dislo-
cations was developed [10–13], which synergistically com-
bines the most advanced fully geometrically nonlinear
theories for martensitic PTs [14–16] and dislocations [17,
18], with nontrivial interactions and inheritance of disloca-
tions during PTs. This approach combined with the
finite-element method (FEM) was applied for the first sim-
ulation of PT under pressure and shear (Fig. 1) [11–13] in a
nanograined bicrystal. A model material with phase equi-
librium pressure peq = 10 GPa and instability pressure of 20
GPa was considered; transformation strains were ε0t = − 0.1
and γt = 0.2. Under hydrostatic pressure and single disloca-
tion in the grain, PT occurs at 15.75 GPa. Under a com-
pressive stress σn = 3.05 GPa (corresponding to an averaged
pressure of 2.0 GPa) and shear, dislocations are generated in
the left grain and pile up against grain boundaries. Strong
concentration of all components of the stress tensor near the
pileup tip leads to a combination of stresses that satisfy local
lattice instability criterion and lead to barrierless nucleation
of a HPP. For the configuration shown in Fig. 1a, HPP is
observed at γ = 0.15 and pressure p ̄= 1.2 GPa averaged over
the transforming grain. When shear increases to 0.2 (Fig. 1
b), a major part of a grain transforms and, in the stationary
state due to volume decrease, pressure drops to 0.8 GPa
(averaged over both grains) and 0.06 GPa averaged over the
transformed grain. Such averaged pressures (rather than σn)
are usually reported by experimentalists. Thus, a dislocation
pileup can indeed cause a reduction in transformation
pressure more than an order of magnitude below that under
hydrostatic conditions.

The above results have been obtained for neglected
plasticity in the transforming grain. When plasticity is
included (Fig. 1c), the volume fraction of the HPP reduces
in comparison with cases without plasticity. Thus, disloca-
tions play a dual role: they promote PT by producing strong
stress concentrators and also suppress PT by relaxing the
stresses. Some combinations of normal and shear stresses
have been found in [12] where the volume fraction of HPP
either with or without plasticity in the transformed grain

4 V. I. Levitas



does not essentially differ. Figure 1d shows a nanostructure
obtained under compression and shear that includes grain
rotation and switching between slip systems. Major parts of
both grains are transformed despite the fact that dislocations
in the left grain disappeared. Some additional studies with-
out [11] and with normal stress are presented in [13].

Lattice Instability Criteria: PFA Approach
and MD Simulations

Since shear (deviatoric) stresses near the tip of a dislocation
pile are not limited by the macroscopic yield strength but are
limited by the theoretical strength, unique stress states not
achievable in bulk can be produced. Such stresses may cause
PTs into stable or metastable phases that are not or even
could not be achieved in bulk under hydrostatic or nonhy-
drostatic conditions without significant plastic deformation.
The next step is to find the maximum possible effect of
deviatoric stresses, i.e., their effect on PT (lattice instability)
criteria of an ideal (defect-free) single crystal under complex
loading.

A general lattice instability (or PT) criterion was derived
under complex stress states and large strains utilizing PFA
[15]. To test and specify this criterion for silicon (Si),
molecular dynamics (MD) simulations [19, 20] were per-
formed for direct and reverse Si I ↔ Si II PTs (Fig. 2).
Lattice instability criteria are thus linear in terms of normal
to cubic faces stresses σi and they are independent of shear
stresses, at least below 3 GPa. The effect of nonhydrostatic
stresses is drastic. Thus, under hydrostatic conditions, the
PT pressure is 80 GPa; under uniaxial loading, the stress is
12 GPa, i.e., the mean pressure is 4 GPa, so reduction in PT
pressure is by a factor of 20. While the uniaxial stress of 12
GPa definitely cannot be applied to the real (defective) bulk
sample because it is much higher than the macroscopic
yield strength, it can be obtained at the tip of the dislocation
pileup and drastically reduce the external pressure required
for PT.

Microscale Strain Controlled Kinetic Equations

To produce high pressure in DAC, one must compress a
sample plastically. Thus, not only in RDAC, but in most
cases in DAC without a hydrostatic medium, PTs should be
treated as plastic strain-induced PTs. It was suggested in [6,
7] that strain-induced PTs should be described theoretically
and characterized experimentally with the help of
strain-controlled kinetic equations for concentrations of
high-pressure phases ck and parameters Dm characterizing
the defect structure of the type

dck ̸dq= fk σ, Ep, q, ck,Dm

� �
, ð1Þ

where q is the accumulated plastic strain that plays a role of a
time-like parameter and σ and Ep are the stress and plastic
strain tensors. A simplified version of this equation for a
single PT was derived in [6, 7], taking into account con-
ceptually all information learned from the nanoscale model
in [6, 7]:

dc

dq
=A

1− cð Þpd̄H p ̄dð ÞM − cprH p ̄rð Þ
c+ 1− cð ÞM ;

pd̄ =
p− pdε
pdh − pdε

and p ̄r =
p− prε
prh − prε

; M =
σy2
σ 1y

.
ð2Þ

Here, four characteristic pressures are utilized: pdε is the
minimum pressure below which a direct plastic
strain-induced PT to HPP does not take place, prε is the
maximum pressure above which a reverse strain-induced PT
to low pressure phase cannot occur, and pdh and prh are the
pressures for direct and reverse PTs under hydrostatic
loading, respectively. These pressures are combined into two
dimensionless characteristic pressures for direct and reverse
PTs, pd̄ and pr̄, respectively. In addition, A is the kinetic
parameter, σ 1y and σ 1y are the yield strengths in compres-
sion of low- and high-pressure phases, respectively, and H is

Fig. 1 Stationary nanostructures for coupled evolution of dislocations
and high-pressure phase (red) in a two-grain sample under pressure and
prescribed shear γ = 0.15 (a), and in the right grain without (b) and with
(c) dislocations for prescribed shear of 0.2. Due to dislocation pileup,
PT occurs at applied pressure more than an order of magnitude lower
than for hydrostatic conditions with one dislocation. Plasticity plays a

dual role: it promotes PT by stress concentrators (a, b) but suppresses it
by relaxing these stresses (c). d Complex phase and dislocation
nanostructure obtained under compression and shear, which includes
grain rotation and switching between slip systems. Reproduced with
permission from [12]
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the Heaviside function (H yð Þ= 1 for y ≥ 0 and H yð Þ= 0 for
y < 0). The barrierless character of nucleation at defects
results in time not being a parameter in Eq. (2). Since the
number of pileups and the number of dislocations in each
grow with increasing plastic strain, and when plastic
straining stops, PT stops as well, the accumulated plastic
strain q is a time-like parameter. Defects like dislocation
pileups generate both compressive and tensile stresses of the
same magnitude but in different regions. Consequently,
strain-induced defects simultaneously promote both direct
and reverse PTs, as reflected in the two opposite terms in
Eq. (2). In addition, due to different yield strengths in dif-
ferent phases, plastic strain localizes in the weaker phase,
explaining the ratio of the yield strength of phases in Eq. (2).

Equation (2) was generalized for multiple PTs in [21] and
analysed in [6, 7, 21] for interpretation of experimental
phenomena. Some of the general results are:

(1) If pdε < prε (i.e., direct PT can start at pressure below the
maximum pressure for the reverse PT) and
pdε < p < prε; for q→∞ there is a stationary solution
0 < c < 1 of Eq. (2). This explains incomplete PT and
existence of the stationary concentration, see [22].

(2) The solution explains the zero-pressure hysteresis
observed in [1] for B1 to B2 PT in KCl. However, this
PT pressure is not the phase equilibrium pressure that
cannot be determined from a macroscopic plastic
strain-induced experiment because it is not present in
Eq. (2). At the same time, as was found in [11, 12] with
the PFA, the phase equilibrium stress tensor governs the
stationary morphology of the nanostructure, both
locally and in terms of stresses averaged over the
transformed region or grain.

(3) The stationary concentration of the HPP increases with
the ratio σy2 ̸σy1, i.e., a strong HPP is promoted more
by plastic strain than a weak one. Similarly, hard (soft)
inert particles promote (decelerate) plastic
strain-induced chemical reactions [23, 24] that can also
be described by Eq. (2).

Figure 3 presents a solution for strain-controlled kinetics
for PTs between Si I, Si II, and Si III at a pressure of 7 GPa.
Note that under hydrostatic pressure of 7 GPa, Si I is stable.
For strain-induced PTs, Si III, which is not present on the
equilibrium phase diagram, monotonically increases in
concentration until completion. Si II appears and disappears
with straining. If one assumes that Si II is an unknown phase
to be discovered, then traditional wisdom—the larger the
plastic strain, the larger the promotion for PT—fails. Plastic
strain should be optimal, as also found in [25] for PT in
boron nitride.

Macroscale Modeling Coupled Phase
Transformation and Plastic Flow of a Sample
in DAC and RDAC

Kinetic Eq. (2) was incorporated into macroscale theory for
stress- and plastic strain-induced PTs for the description of
coupled plastic flow and PTs in a sample treated in DAC and
RDAC. An initial simplified version of the theory for small
elastic and transformational strains (but large plastic strains),
linear elasticity, and pressure-independent yield strength was
developed and applied in [26–34]. Strain hardening was

Fig. 2 a Crystal lattice instability criterion in space of normal to cubic
faces stresses σi obtained within phase field approach [15] (plane) and
confirmed by MD simulations [20] (points) for PT Si I → Si II. b The

same plot but twisted until plane is visible as a line, to demonstrate
closeness of MD and phase field results. Reproduced with permission
from [20]

Fig. 3 Change in volume fraction of Si I (1), Si II (2), and Si III
(3) with plastic straining at pressure of 7 GPa. Reproduced with
permission from [21]
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neglected based on experimental and theoretical results
given in [35]. Even for a model material, the results of a
parametric study changed the fundamental understanding of
the interpretation of experimentally observed effects and
measurements and the extraction of information on material
behavior from sample behavior. Some results for processes
in RDAC both without and with a gasket are presented in
Figs. 4 and 5, respectively. In particular, the results in Fig. 4
reproduce the following experimental phenomena.

(a) A pressure self-multiplication effect [1, 3, 4], i.e.,
pressure growth during PT during torsion at fixed force,
despite the volume reduction due to PT. Even though
this sounds like violation of the Le Shatelie principle, as
mentioned above, strain-induced PTs require
non-traditional thermodynamic treatment. This effect
was automatically reproduced when the yield strength
grew during PTs, similar to that described in a simpli-
fied analytical treatment in [6, 7]. It represents positive

mechanochemical feedback in promotion of PTs by
torsion of an anvil.

(b) Note that even when the pressure exceeds pdε by a factor
of two (line 3 in Fig. 4b and c), PT is not complete.
Experimentalists would say that PT is spread over the
range from pdε to more than 2pdε . However, according to
Eq. (2), this is not kinetic property of the PT, which
could occur until completion at pressure slightly above
pdε under large plastic strains. While not required for PT,
such high pressure appears because of a coupled PT and
plastic flow under such loadings, i.e., as system (sam-
ple) behavior rather than material properties. Pressure
growth can be suppressed by using a sample-gasket
system, see [25, 33] and Fig. 5. Thus, for synthesis of
HPP at minimal pressure, one must design the
sample-gasket system and loading program. The results
shown in Fig. 5 show smaller heterogeneity of all
parameters and a smaller change in pressure during
anvil rotation.

Fig. 4 a Schematics of RDAC; b and c distributions of pressure and
concentration of high-pressure phase, respectively, along the radius of
the contact surface of a sample; d distribution of concentration of
high-pressure phase within a quarter of a sample. Simulations are for
the case without gasket, with the yield strength σ2y = 5 σ1y, for
dimensionless applied axial force F = 4.44, and different values of

angle of rotation φ. 1: φ = 0.09, 2: φ = 0.38, 3: φ = 0.61, 4: φ = 0.94,
5: φ = 1.10, and 6: φ = 1.30 rad [27]. White lines in the concentration
distribution in (d) correspond to pressure p= pdε . Reproduced with
permission from [27]

Fig. 5 Evolution of distributions of a concentration of the
high-pressure phase c, b pressure p, and c accumulated plastic strain
q in the quarter of a sample within a gasket at a fixed compressive force

F = 6.19 and different values of angle of rotation φ. 1: φ = 0, 2:
φ = 0.1, 3: φ = 0.3, 4: φ = 0.5, 5: φ = 0.8, and 6: φ = 1.0 rad.
Reproduced with permission from [33]

Phase Transformations Under High Pressure … 7



(c) Steps (horizontal plateaus) at the experimental pressure
distribution [1, 3, 4]. Since the pressure gradient is
proportional to the frictional stress at the contact surface
between the anvil and a sample, for intense plastic flow
equal to the yield strength in shear [35], these steps led
to the conclusion that the yield strength reduces to zero
in the PT region [1]. This, however, could not be true,
because, e.g., TRIP steels show high strength during
PT. In Fig. 4b, these steps appear automatically as a
result of the solution when PT kinetics is fast enough.
Also, the pressure at the steps lies between two char-
acteristic pressures pdε and prε, allowing experimental
determination of their range.

(d) For relatively large rotations, HPP is detectable in the
region where p < pdε (Fig. 4d), where transformation is
by definition impossible. HPP is brought into this
region by radial plastic flow that occurs due to reduc-
tion of sample thickness during rotation of an anvil.
Since pressure is usually measured after each
rotation-PT increment, an experimentalist may report
pressure where HPP is found as the PT pressure, which
would be a misinterpretation.

In [36], a fully geometrically and physically nonlinear
model for elastoplasticity under high pressure without PTs
was developed, and the problem for compression of a rhe-
nium in DAC was solved, producing results in good corre-
spondence with experiments in [37] for pressures up to 300
GPa. The same model was used in [38, 39] for compression
and torsion in RDAC, revealing a pressure-self-focusing
effect, and suggesting how to utilize it to increase maximum
achievable pressure. In [40], this model was generalized by
including strain-induced PTs and subsequently used to study
PT in BN.

Concluding Remarks

The main mysterious experimental results obtained under
compression and torsion of materials in RDAC are the
reduction in PT pressure by up to an order of magnitude in
comparison with that under quasi-hydrostatic loading, and
appearance of new phases that were not or could not be
obtained under quasi-hydrostatic conditions. Classical
macroscopic thermodynamics fails in explaining these phe-
nomena. In this paper, we review our four-scale theory and
simulations, demonstrating how events at each scale con-
tribute to the explanation of these phenomena. MD simula-
tions demonstrated reduction in PT (lattice instability)
pressure for uniaxial loading of perfect Si by a factor of 20 in

comparison with that from hydrostatic loading. However,
such uniaxial loading cannot be applied to an actual defec-
tive sample because it significantly exceeds the macroscopic
yield strength. At the same time, such stresses can be
obtained at the tip of strong defects as dislocation pileups.
Concentration of all components of the stress tensor is
proportional to the number of dislocations in a pileup that
can be as many as 10–100. Plastic deformation generates
dislocation pileups with high concentration of both pressure
and deviatoric stresses near their tips, satisfying the lattice
instability criterion, and cause barrierless nucleation of an
HPP. Because of the large increase in local stresses, applied
pressure required for nucleation can be significantly reduced.
The possibility of reduction of PT pressure by more than an
order of magnitude was first confirmed by a simple analyt-
ical model and then by advanced PFA. Plasticity plays a dual
role: it promotes PT by producing stress concentrators but
also suppresses PT by relaxing these stresses. Thus, some
combinations of compression and shear were found for
which PT wins this competition. Since such unique stress
states with extremely high deviatoric components, limited by
the theoretical strength (rather than the macroscopic
strength, which is one to two orders of magnitude smaller),
cannot be obtained in a bulk real (defective) material, they
can lead to the appearance of new phases that were not or
even could not be obtained without plastic deformation.

Such an understanding may lead to new directions in
design and synthesis of high-pressure novel phases and
compounds under much lower pressure than under hydrostatic
conditions. Instead of increasing external pressure, succes-
sively filling the material with strain-induced defects causing
unique stress tensor states at the limit of lattice stability and
barrierless PT near their tips is suggested. Classical thermo-
dynamics and kinetics should be conceptually advanced to
multiscale thermodynamics and kinetics in 12 + D parameter
space (six components each of the stress and plastic strain
tensors, and quantitative characteristics of the strain-induced
defect structures). However, nanoscale understanding alone is
not sufficient for achieving this goal. Micro- and macroscale
theories and measurements give important information on
how to characterize PTs in terms of strain-controlled kinetic
equations of the type given in Eqs. (1) and (2) and how to
design a sample-gasket system and loading programs to pro-
duce desired phases at lowest pressure in RDAC or, for larger
scale, during high-pressure torsion. The key points are related
to the heterogeneities of stress and strain fields at both
microscale and macroscale. At microscale, they are caused by
specifics of the stress field of the dislocation pileup that gen-
erate both compressive and tensile stresses of the same mag-
nitude in different regions and thus simultaneously promote
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both direct and reverse PTs. Also, at both scales they are
related to essentially different two- or multiphase system
behaviors depending on the ratio of the yield strength of the
high- and low-pressure phases, as well as that of a gasket.
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Activation Energy of Time-Dependent
Martensite Formation in Steel

Matteo Villa and Marcel A. J. Somers

Abstract
The kinetics of 5 5 7f gc lath martensite formation in (wt
%) 17Cr-7Ni-1Al-0.09C and 15Cr-7Ni-2Mo-1Al-0.08C
steels was assessed with magnetometry at sub-zero
Celsius temperatures. Samples were cooled to 77 K by
immersion in boiling nitrogen to suppress martensite
formation. Thereafter, thermally activated martensite
formation was monitored during: (i) isochronal (re)
heating at different heating rates; (ii) isothermal holding
at temperatures between 120 and 310 K. The activation
energy, EA, of thermally activated martensite formation
was quantified from the results of both isochronal and
isothermal tests by applying a Kissinger-like method. In
addition, the isothermal data was interpreted applying the
approach presented by Borgenstam and Hillert. The
results of the independent quantification methods were
consistent and indicated an EA in the range 9–13 kJ
mol−1. Thereafter, the two methods were applied to
evaluate the data available in the literature. The overall
analysis showed that EA varies in the range 2–27 kJ
mol−1 and increases logarithmically with the total fraction
of interstitials in the steel.

Keywords
Isothermal martensite � Transformation kinetics
Martensitic steel

Introduction

The design of martensitic steels requires models to accu-
rately describe the kinetics of the austenite-to-martensite
transformation in this class of materials. In early work,
martensitic transformations were considered athermal,
meaning that the degree of transformation is determined
exclusively by the lowest temperature reached, independent
of time [1]. This approach has remained [2] and, in the large
majority of cases, allows a consistent description of the
transformation kinetics. Nevertheless, martensite formation
can also proceed isothermally or, rather, time-dependent,
particularly at sub-zero Celsius temperatures.

The first evidence of time-dependent martensite forma-
tion was reported in 1948 [3]. Extensive evidence followed
(see Refs. [4, 5]) and in the 1990s the isothermal behaviour
was brought to a rationalization as a common characteristic
of martensite formation in ferrous alloys [6]. This implies
that martensite formation in steel can be suppressed by
sufficiently fast cooling to a temperature where the trans-
formation proceeds (virtually) infinitely slowly. Consis-
tently, it was shown in several cases (see Refs. [4, 5, 7]) that
martensite formation can be partly suppressed by fast
cooling to temperatures T � 77 K, and the transformation
can continue on subsequent (re)heating. Also, the transfor-
mation can be fully suppressed, as firstly demonstrated in
1953 for Fe-Ni-Mn alloys [8], in 1960 for stainless steel [9]
and in 1990 for Fe-Ni alloys [10].

Conversely, the possibility to form martensite at tem-
peratures as low as 4 K was demonstrated already in 1950
[11] and is evidence that the transformation in the investi-
gated alloys is un-suppressible (i.e., intrinsically athermal).
Martensite formation at 4 K also indicates that the growth of
martensite units does not determine the overall rate of the
isothermal process. It was established as early as the 1930–
1950s [12–14] that the duration of an austenite-to-martensite
transformation event can be of the order of a small fraction
of a second and that the growth rate of the martensite units
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can be independent of temperature within a significantly
large temperature interval (i.e., growth is athermal) [14, 15].
Nevertheless, time-dependent growth of martensite has been
observed several times (see Ref. [16]).

To reconcile the above experimental observations, it has
been suggested that the martensite sub-structure controls the
kinetics of martensite formation [13, 17–19]: athermal
martensite is internally twinned and time-dependent marten-
site is internally slipped. This straightforward description is,
unfortunately, not consistent with all experiments. Slow
growth of martensite always involves slipped sub-structures;
however, slipped martensite can also grow instantaneously
[20, 21]. Furthermore, the transformation of austenite into
slipped martensite can be suppressed by fast cooling [22–24];
on the other hand, slipped martensite can form at 4 K (see, for
example, Ref. [11]). Evidently, the kinetics of martensitic
transformations, the roles of nucleation and growth and the
significance of the martensite substructure are incompletely
understood.

Following Huizing and Klostermann [25], we recently
suggested that the products of martensitic transformations in
steel should be classified into two groups [26]:

i. Schiebung, S, martensite corresponds to internally
slipped 5 5 7f gc lath martensite and to the internally
slipped product growing on 2 2 5f gc plate and 2 5 9f gc
lenticular martensites. S martensite is suppressible and
cannot form at an observable rate at temperatures
approaching absolute zero. The growth of S martensite
can be time dependent.

ii. Umklapp, U, martensite corresponds to twinned
3 10 15f gc thin plate martensite, to the twinned parts of

the 2 2 5f gc plate and 2 5 9f gc lenticular martensites, as
well as to internally slipped strain induced and 1 1 2f gc
martensites. U martensite is un-suppressible and can
form at 4 K. The growth of U martensite is
instantaneous.

Additionally, we suggested that the existing kinetics
models, which typically describe the kinetics of martensite
formation in steel as nucleation-controlled (i.e., implicitly
assuming instantaneous growth) and define nucleation as
un-suppressible upon reaching a certain critical driving force
for transformation, DGC (see Ref. [4]), apply to Umartensite,
but cannot describe the kinetics of S martensite formation.
For the latter case, a different approach appears necessary.

An alternative approach to describe the kinetics of
isothermal martensite formation was presented by Borgen-
stam and Hillert [27]. They focused on the evolution of the
transformation rate versus temperature and described the
transformation rate in terms of chemical reaction rate theory
as the product of the normalized chemical driving force,

DG=RT ; and the probability for growth, exp �EA=RTð Þ,
where DG is the chemical driving force for martensite for-
mation, R is the gas constant, T is the temperature and EA is
the activation energy for the formation of isothermal
martensite. This approach can be considered to describe the
kinetics of S martensite formation because it (i) does not
require a priori assumptions on the rate-determining mech-
anism and (ii) indicates that, provided that cooling is suffi-
ciently fast, martensite formation can be suppressed.
However, modelling of the kinetics of transformation
requires information on EA.

Following Borgenstam and Hillert, EA is determined from
the slope of the straight line obtained by plotting isothermal
data in terms of �1=T versus ln t Msi=T � 1ð Þð Þ, where T, t,
and Msi are the temperature of isothermal holding, the time
for obtaining a low fraction, say <0.05, of martensite, and
the maximum temperature at which martensite formation can
progress isothermally, respectively. Unfortunately, this
quantification method can be applied only in a very limited
number of cases, where marked isothermal behaviour is
obtained, which makes it suitable only for the case of
Fe-Ni-Mn and Fe-Ni-Cr alloys transforming isothermally at
sub-zero Celsius temperatures.

In recent work [26], EA was determined by applying a
Kissinger-like approach (see Ref. [28]). In a Kissinger-like
analysis, EA is determined either from the time lapse to a
fixed degree of transformation in a series of isothermal tests
at various holding temperatures or from the evolution of the
temperature at which a certain transformed fraction is
reached in a series of isochronal experiments at various
heating/cooling rates. Kissinger-like methods are less robust
than the approach by Borgenstam and Hillert because they
do not take DG into account. Practically, this would imply a
systematic underestimation of EA. The effect is more pro-
nounced for data acquired close to equilibrium conditions
(i.e., at temperatures close to Msi). An advantage of a
Kissinger-like method is that it can be applied for isochronal
conditions, thus allowing determination of EA in all systems
where martensite formation can be, at least partially, sup-
pressed upon fast cooling to a sufficiently low temperature.
Consistently, in Ref. [26], various Fe-based alloys and
commercial steel grades, developing 5 5 7f gc, 2 2 5f gc, and
2 5 9f gc martensites, were cooled to 77 K by immersion in

boiling nitrogen. The transformation was then followed
during subsequent isochronal (re)heating and EA was
determined from the slope of the straight line obtained by
plotting lnðT2

f 0=/Þ versus 1=Tf 0 , where Tf 0 is the temperature
corresponding to a fixed stage of transformation, f 0, and / is
the heating rate.

In relation to the results of these analyses, Borgenstam
and Hillert [27] suggested that small variations of chemical
composition do not significantly affect the kinetics of the
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transformation. Under this assumption, isothermal data col-
lected for Fe-Ni-Mn and Fe–Cr-Ni alloys with comparable
total contents of substitutional atoms, but different levels of
interstitial purity, were grouped together. For both series of
alloys, their analysis yielded an approximate value of
EA = 7 kJ mol−1. On the other hand, the Kissinger-like
method applied to a broad range of alloys [26] indicated that
EA increased with the fraction of interstitial atoms and ran-
ges from 8 to 27 kJ mol−1. Extrapolation of this data set to
low interstitial contents showed striking compatibility with
the results obtained according to the approach of Borgen-
stam and Hillert. The present work aims to validate the two
analyses and to obtain reliable information on EA for future
modelling of the transformation kinetics. The following two
steps were taken to arrive at this validation.

Firstly, a new series of experiments was conducted on
(wt%) 17Cr-7Ni-1Al-0.09C (17-7 PH) and 15Cr-7Ni-2Mo-
1Al-0.08C (15-7 PH) stainless steels, wherein 5 5 7f gc lath
martensite (i.e., interpreted as pure S martensite) develops at
sub-zero Celsius temperatures. The experiments included
both isothermal and isochronal tests, and the two sets of data
were used to assess EA according to the approach presented
by Borgenstam and Hillert and the Kissinger-like methods
for isothermal and isochronal analysis (cf. Ref. [28]),
respectively. This part of the work aimed at exploring the
importance of the systematic underestimation of EA by
Kissinger-like methods.

Secondly, isothermal data considered in Ref. [27] were
re-evaluated. As suggested in Ref. [26], EA varies with the
logarithm of the interstitial content. Consequently, small
variations in low purity level can significantly affect the
kinetics of the transformation. To verify this, each data set in
Ref. [27] was re-evaluated independently. Additionally, it is
noted that the analysis in Ref. [27] did not distinguish
between 5 5 7f gc, 2 2 5f gc and 1 1 2f gc martensites, which
cannot be reconciled with our interpretation of S martensite.
Data referring to 1 1 2f gc martensite were excluded in the
present analysis.

Materials and Methods

The materials chosen for investigation were steels of types
17-7 PH (17Cr-7Ni-1.Al-0.08C) and 15-7 PH (15Cr-7Ni-
2Mo-1Al-009C). In these alloys, the kinetics of the trans-
formation can be adjusted at convenience by varying the
austenitization conditions, and martensite formation on
cooling can be fully suppressed [9]. Samples were Ø 3 mm
disks with a thickness of 0.15 lm (17-7 PH) and 0.25 lm
(15-7 PH) thick, supplied by Goodfellow Inc. in as-rolled
(17-7 PH) and annealed (15-7 PH) condition, respectively.
Samples were electro-plated with a layer of pure Ni (approx.

0.5 lm thick) prior to austenitization in order to prevent
preferential formation of martensite at the free surface.
Austenitization was performed in a continuous Ar flow and
consisted in heating at an average rate of 1 K s−1 to the
austenitization temperature, followed by 180 s austenitiza-
tion at temperature and cooling to room temperature at an
average rate of 0.7 K s−1. The austenitization temperatures
chosen were 1253 K (980 °C) for PH 15-7 and 1283 K
(1010 °C) for PH 17-7. In both cases, the microstructure of
the material upon cooling to room temperature consisted of
austenite and a minor (3–5%) presence of delta ferrite situ-
ated at the austenite grain boundaries.

The formation of martensite was followed applying
magnetometry. Details on the experimental setup as well as
on the quantification procedure were given elsewhere [26,
29, 30]. Two types of tests were performed: isothermal and
isochronal. In order to attain identical starting conditions for
the isochronal and isothermal data sets, the samples were
first cooled to 77 K in the vibrating sample magnetometer
before investigation.

Results and Discussion

From Isothermal and Isochronal Transformation
Curves to Sub-zero Celsius Transformation
Diagrams

Examples of the experimentally obtained transformation
curves for 17-7 PH are presented in Fig. 1. Isothermal data
in Fig. 1a indicates that martensite formation is time
dependent in the investigated temperature interval, 120–
270 K. The highest transformation rate was observed at
195 K. The lowest fraction of martensite forms at 270 K,
where less than 0.2% martensite is obtained after 76 ks
isothermal holding. Isochronal data in Fig. 1b shows that
martensite forms during continuous heating starting from
77 K. For the highest heating rate of 0.833 K s−1 (i.e.,
50 K min−1), the transformation barely starts and the pro-
cess stops at approx. 272 K with only 1.5% martensite
formed. This temperature is interpreted as Msi. For the
slowest applied heating rate of 0.00167 K s−1 (i.e., 0.1 K
min−1), the transformation starts at approx. 110 K and sat-
urates at Msi at a maximum value of 74.5% fraction of
martensite, f . In the case of PH 15-7 (not shown), the
investigated temperature interval was 130–310 K, the
highest transformation rate was observed at 230 K and Msi

equalled 315 K.
All data fromFig. 1 forPH17-7 and thedata forPH15-7 are

presented in Fig. 2a, b, respectively. The isothermal data are
represented by the data arranged along horizontal lines, while
the isochronal data are arranged along the curves with
increasing slope. Interconnecting points of equal transformed
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fraction provide Time-Temperature-Transformation (TTT)
and Continuous-Heating-Transformation (CHT) diagrams.
Analogous to Continuous-Cooling-Transformation, (CCT)
diagrams, where the transformation lines are shifted to a lower
temperature as compared to the corresponding TTT diagrams,
the transformation lines for aCHTdiagramare shifted tohigher
temperature as compared to the lines for the corresponding
TTT diagrams. In the following, the experimental data were
used to quantify EA.

Assessment of Activation Energy for Martensite
Formation

Following the analysis introduced by Borgenstam and Hil-
lert [27], isothermal data in Fig. 2 are presented as �1=T
versus ln t Msi=T � 1ð Þð Þ in Fig. 3. At a transformed fraction
of 0.4%, there is good correspondence between data for PH
17-7 (open symbol) and PH 15-5 (closed symbols). For the
higher transformed fractions, the slope of the low tempera-
ture asymptote, which is used to quantify EA, is of compa-
rable magnitude for the two steels and remains virtually

unchanged during transformation. This indicates that the
rate-determining step for time-dependent martensite forma-
tion in the two materials is comparable and remains largely
unaltered during the transformation. Differences in absolute
kinetics are ascribed to the effect of the microstructure on the
evolution of the phase fraction versus time. The activation
energy, EA, was evaluated from the slopes of the low tem-
perature asymptotes. To secure a sufficiently robust analysis,
only data acquired at temperatures equal or lower than the
maximum transformation rate were considered. The analysis
was performed for every increase in f by 0.001 and yielded
EA within the ranges 9.8–14 kJ mol−1 and 8.6–15.3 kJ
mol−1 (mean values 11.3 kJ mol−1 and 12.9 kJ mol−1) for
PH 17-7 and PH 15-7, respectively.

The same data sets were used to estimate EA according to
Kissinger-like isothermal method [28], where EA is evalu-
ated from the slope of the straight line obtained by 1=T
versus ln tð Þ. Additionally, isochronal analysis was per-
formed as previously reported [26] using the second data
set. Isothermal analysis yielded 7.4–12 kJ mol−1 and 7.7–
13 kJ mol−1 (mean values 9.1 kJ mol−1 and 10 kJ mol−1)
for PH 17-7 and PH 15-7, respectively; isochronal analysis

Fig. 1 Fraction of martensite Df formed in 17-7 PH during a isothermal holding at various temperatures and b isochronal heating from 80 K at
various heating rates. The legend refers to a the temperature of isothermal holding in K and b the rate of isochronal heating in K min−1

Fig. 2 Superposition of TTT (full colour) and CHT (faint colour) transformation diagrams for: a 17-7 PH stainless steel austenitized at 1283 K
(1010 °C) and b 15-7 PH stainless steel austenitized at 1253 K (980 °C)
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yielded EA within the ranges 7.1–11.9 kJ mol−1 and 9.9–
12.7 kJ mol−1 (mean values 9.8 kJ mol−1 and 11.5 kJ
mol−1) for PH 17-7 and PH 15-7, respectively. Evidently,
isothermal and isochronal analyses yield consistent results.
Moreover, there is a fair agreement between the results of the
Kissinger-like methods and the Borgenstam-Hillert method.
As anticipated, the self-consistent (and driving force omit-
ting) Kissinger-like methods yield systematically lower
values, albeit negligible within experimental accuracy. The
trend is that the Kissinger analysis of the isochronal data set
yields activation energy values in between those obtained
with the Borgenstam-Hillert analysis and the Kissinger-like
analysis of the isothermal data set.

In the following, isothermal data from the literature for
Fe-Ni-Mn and Fe–Cr-Ni and previously used in Ref. [27] are
revisited to determine EA according to the Borgenstam-
Hillert method and the Kissinger-like method. The analysis
considered only those alloys developing 5 5 7f gc and
2 2 5f gc martensites and was performed for individual com-

positions to verify the dependence on interstitial content.
Only data sets consisting of at least 3 data points at and below
the maximum transformation temperature were taken into
account, provided that a linear regression coefficient better
than 0.8 was obtained. The results are presented in Fig. 4
along with the values obtained for PH 17-7 and PH 15-7 as
described above and compared with the data in Ref. [26].

Again, a systematic underestimation of EA for the
Kissinger-like method is found as compared to the
Borgenstam-Hillert analysis. Clearly, the data is consistent
with those for the PH steels investigated in this work.
A trend is observed that the activation energy increases with
interstitial content for the data in Refs. [31–35], which
remained unobserved in the evaluation in Ref. [27]. In

comparison with an assessment of the dependence of the
activation energy on interstitial content obtained for a broad
range of iron-based alloys and steels in Ref. [26] (and earlier
in Ref. [7]), excellent correspondence is obtained and the
trend of decreasing activation energy with logarithmic low-
ering of the interstitial content is confirmed (cf. Fig. 4).
A rough quantitative relationship can be obtained by linear
fit of data. Recognizing that the data in Ref. [26] rely on a
Kissinger-like analysis of isochronal data, the linear fit in
Fig. 4 was restricted to this type of analysis, yielding:

EA ¼ 27:0 � 1:9ð Þ þ 7:0 � 0:8ð Þ � Log C þ Nð Þ ð1Þ
where C + N represents the total content of C and N atoms
in at. fraction. In line with the above-mentioned omission of
the driving force in Kissinger-like analyses, this equation is
likely to represent an underestimation.

The strong dependence of the activation energy on the
interstitial content would be consistent with solid-solution
strengthening of austenite and with the idea by Ghosh and
Olson [36] that the interaction of solute atoms with the ther-
mally assisted motion of the martensitic interface rate control
the isothermal process. At present it is not clear whether EA

would eventually reach zero for a sufficiently low interstitial
content, or whether the formation of S martensite is intrinsi-
cally time-dependent. In perspective, to fully understand the
nature of martensitic transformation in steel, work should be
initiated to address this fundamental question.

Fig. 3 Isothermal data presented in Fig. 2 according to the analysis
proposed by Borgenstam and Hillert [27]. Open symbols connected by
dashed lines and full symbols connected by dotted lines refer to PH
15-7 and PH 15-7 steels, respectively. In this present form, data are
used to quantify EA from the slope of the low temperature asymptote
(schematically presented for 0.4% fraction transformed)

Fig. 4 Activation energy, EA, for time-dependent martensite formation
as a function of the total atomic fraction of interstitials in the alloy/steel,
C + N. Full symbols refer to data obtained based on the method
presented by Borgenstam and Hillert. Isothermal data: Refs. [32, 33]
extracted at 1 and 5% Df from the reported Figs.; Ref. [31], extracted at
1 and 5% from Fig. 1 present tabulated at 0.2%; Ref. [34], extracted at
20% f from Fig. 2; Ref. [35], data at 1% f extracted from the presented
figure. Isochronal data were reported in previous work by the present
authors [26]. The data is presented such that the error bars in EA are
given as the minimum, maximum and average values taking into
account the standard error of the estimate for linear regression. Dashed
line represent linear fit of data obtained by Kissinger-like methods

Activation Energy of Time-Dependent Martensite Formation in Steel 17



Conclusions

The time-dependent formation of martensite in (wt%)
17Cr-7Ni-1Al-0.09C and 15Cr-7Ni-2Mo-1Al-0.08C steels
can be fully suppressed by immersion in boiling nitrogen. The
transformation kinetics were studied in isothermal tests and
isochronal heating experiments and yielded TTT and CHT
(continuous heating transformation) diagrams for martensite
formation in the sub-zero Celsius temperature regime.

The activation energy of time-dependent martensite for-
mation was determined by applying the Borgenstam-Hillert
and Kissinger-like methods for isothermal and isochronal
analysis. The two approaches yield consistent results and
indicated that the activation energy in these steels is 9–
13 kJ mol−1.

The present data were combined with a large number of
partly re-interpreted literature data and establishes a loga-
rithmic dependence on the total fraction of interstitials in the
Fe-based alloys/steels, suggesting that solution strengthening
determines the rate of isothermal martensite formation at
sub-zero Celsius temperature.
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The Effects of Prior-γ Grain Boundary
Segregation of Phosphorus, Manganese
and Molybdenum on Intergranular Fracture
Stress in Low Carbon Martensite Steels

Masahide Yoshimura, Manabu Hoshino, Masanori Minagawa,
and Masaaki Fujioka

Abstract
Influence of prior-γ grain boundary segregation of alloy
elements on intergranular fracture stress is important for
the mechanism of temper embrittlement. There are a few
efforts based on pure-iron [1], but no report on low carbon
martensitic steels. In this study, the effect of segregation
of phosphorus (P), manganese (Mn) and molybdenum
(Mo) was investigated. The samples were melted by
changing the amount of P, Mn and Mo based on the base
Fe-0.1%C-3%Mn-90 ppmP. The martensitic steels with
coarse prior-gamma (γ) were made by quenching and
tempering. The segregation was measured by Auger
electron spectroscopy, and the intergranular fracture stress
was regarded as the yield strength at ductile brittle
transition temperature of Charpy V-notch test. This study
revealed that the segregation of P weakened the fracture
stress mostly in the order of P and Mn, and that of Mo
strengthened the fracture stress quantitatively. Mn-P
co-segregation was not observed. The segregation of P
was decreased by the addition of Mo.

Keywords

Temper-embrittlement ⋅ Segregation ⋅ Intergranular
fracture ⋅ Fracture stress ⋅ Martensite
Grain boundary ⋅ Phosphorus ⋅ Manganese
Molybdenum ⋅ Steel

Introduction

For conventional low carbon steels, with the increase in
tensile strength, Charpy toughness decreases. Low temper-
ature fractures are normally transgranular. However, tem-
pered martensite shows embrittlement in some cases with
fracture surfaces along prior-gamma (γ) grain boundaries.
Charpy toughness deteriorates significantly. According to
conventional knowledge [2], firstly phosphorus (P) segre-
gates to the grain boundaries during tempering, the mini-
mum energy required for fractures, so-called grain boundary
cohesive energy decrease, intergranular fracture stress
decreases, and finally ductile-brittle transition temperature
(DBTTGB) shifts to a higher temperature.

On the other hand, manganese (Mn) and molybdenum
(Mo) are empirically known as embrittlement and toughness
elements [3], but the mechanisms are not clear especially for
carbon containing martensite. It is required to divide the
direct effect of segregation of itself and the indirect effect
mediated by the segregation of P. That is to say, it is
important to determine whether Mn weakens grain bound-
aries or Mo strengthens grain boundaries quantitatively. In
addition, it is important to determine whether Mn assists the
segregation of P and Mo suppresses the segregation of P [4,
5]. The purpose of this work is to clarify the influence of
grain boundary segregations of P, Mn, Mo on intergranular
fracture stress and the influence of Mn, Mo on grain
boundary segregations of P. Therefore, grain boundary
segregations and intergranular fracture stress are measured
independently.

Experiments

In order to investigate the influence of alloy elements, the
samples were melted by changing the amount of P, Mn, Mo
based on Fe-0.1%C-3%Mn-90 ppmP (see Table 1). The
martensitic steels with coarse prior-γ were made by
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quenching from 1473 K and tempering at 873 K containing
the embrittlement range below Ac1 and subsequently,
quenching (Fig. 1). For the measurement of prior-gamma
grain boundary segregation, Auger electron spectroscopy
was used. Analysis conditions are beam voltage: 10 keV,
beam current:10 nA. Segregation was determined by relative
sensitivity methods. Auger peak values of analysis are P:
120 eV, C: 272 eV, Mn: 542 eV, Mo: 186 eV, Fe: 703 eV.
Relative sensitivity coefficient value was used from JEOL
data set. The samples were broken in a vacuum chamber at
77 K and measurements were performed except for precip-
itates with dispersion.

Experimental Results

Samples in this work are typical martensitic steels with lath
structures (Fig. 2). Prior-gamma size is coarse 360–577 μm.
All samples fracture along prior-γ grain boundaries in low
temperature Charpy test. All samples have the almost same
yield stress, between 615 and 688 MPa.

DBTTGB deteriorated with the increase in segregation of
P (Fig. 3 line). By the addition of Mn, toughness remarkably
deteriorates and the segregation of P was not changed
(Fig. 3). Mn-P co-segregation was not observed. If the
deterioration by added Mn was only caused by segregation
of P, about 8% of segregation of P was required. On the
other hand, by the addition of Mo, toughness improves and
the results show suppression of the segregation of P and the

direct effects of Mo itself (Fig. 3). The results show that Mn
has only the direct effect of segregation of Mn itself, Mo has
the direct effect and the indirect effect mediated by segre-
gation of P.

Discussion

Intergranular fracture stress was estimated in this study as
yield stress at DBTTGB temperature. When yield stress
approaches intergranular fracture stress, fracture occurs. That

Table 1 Chemical compositions

Ferrous alloys C P* Mn Mo Others mass%, *ppm

3Mn-P 0.095 50 3.0 – Al = 0.025, Si ≤ 0.01,
S* ≤ 20 N* ≤ 11, O* ≤ 10,
Fe

3Mn 0.094 90 3.0 –

3Mn + P 0.094 450 3.0 –

5Mn 0.099 100 5.0 –

3Mn + 0.25Mo 0.097 90 3.0 0.25

Fig. 1 Process

400μm

Fig. 2 Microstructure of 3Mn with nital eching

Fig. 3 Influence of P, Mn, Mo on the relationship between grain
boundary segregation of P and DBTTGB. The range of low concen-
tration of P is shown in the inserted figure
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was calculated by yield stress in a tensile test at room tem-
perature and conversion of the strain rate of the Charpy
impact test from 10−3(/s) to 103(/s) by using the strain rate
temperature effect (Eq 1). Influence of temperature on yield
stress was used by the reference [6] (Eq 2).

R = T × lnð108 ̸e ̇Þ ð1Þ

σYS = − 2.5 × T + Const. ð2Þ
R is the strain rate temperature effect index. T is tem-

perature (K). e ̇ is strain rate (/s). σYS is yield stress (MPa).
By calculating intergranular fracture stress without the

indirect effect mediated by segregation of P, the influence of
yield stress can be excluded, and intergranular fracture stress

corresponds to the segregation of P, Mn and Mo itself
independently (Fig. 4). Influence of alloy elements on
intergranular fracture stress was clarified quantitatively. This
study revealed that the segregation of P weakened the
fracture stress mostly in the order of P and Mn, and that of
Mo strengthened the fracture stress. The degree of contri-
bution per 1 at % in this work approximately corresponds to
the grain boundary cohesive energy of sigma 3 ab initio
calculations based on pure-Fe [7, 8].

Summary

This study revealed that the segregation of P weakened the
fracture stress mostly in the order of P and Mn, and that of
Mo strengthened the fracture stress quantitatively. The
results of this work agree with ab initio calculations. As an
indirect effect, the addition of Mo depresses the segregation
of P. Mn-P co-segregation was not observed.
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Effect of Molybdenum Content
on Hardenability of Boron and Molybdenum
Combined Added Steels

Kyohei Ishikawa, Hirofumi Nakamura, Ryuichi Homma,
Masaaki Fujioka, and Manabu Hoshino

Abstract
The upper limit of the Mo-B combined effect on
hardenability was investigated in 0.15%C-B added steels
containing 0 to 1.5%Mo. The hardenability of Mo-B
steels increases up to 0.75%Mo suppressing the precip-
itation of Fe23(C,B)6. In contrast, the effect decreases over
0.75%Mo where Mo2FeB2 precipitates instead of Fe23(C,
B)6. By thermodynamic calculation, it is suggested that
Mo2FeB2 precipitates during reheating and the precipita-
tion of Mo2FeB2 decreases the solute B content in
reheating, which determines the limit of the Mo-B
combined effect.

Keywords
Hardenability � Boron � Segregation � Molybdenum
Combined effect

Introduction

In making high tensile steels by low alloying cost, it is
important to utilize Boron (B), because the addition of only
several ppm B dramatically increases the hardenability of
steel [1, 2]. The solute B atoms that are segregated on
austenite grain boundaries increase the hardenability of
steels [3–5], whereas, the precipitation of borides like BN,
Fe23(C,B)6, or Fe2B decrease hardenability [6–9]. To pre-
vent the precipitation of Fe23(C,B)6 and Fe2B [8, 10–12],
Mo has an important role. Mo expands the optimal value of
B content in increasing hardenability by suppressing Fe23(C,
B)6, which is called the “Mo-B combined effect” [11].

However, the upper limit of Mo content in the combined
effect is not clear. For instance, H. Asahi [1] reported that the
combined effect decreases at more than 13 ppm of B content
even in the 0.5%Mo steels. Therefore, in this study, to reveal
the upper limit of the Mo-B combined effect, we investigated
the effect of Mo and B content on the hardenability in a
wider range of Mo contents than these previous studies up to
1.5%Mo. We also observed the borides to obtain the
mechanism for determining the limit.

Experimental Procedure

The chemical compositions of the steels are given in
Table 1. Each steel is named after the contents of Mo and B,
for example, 0.50% Mo steel with 20 ppm B is named
05Mo20B. To prevent the precipitation of BN, Ti is added to
all steels to fix N as TiN. Mo is added up to 1.5%. These
steels are prepared in laboratory facilities, by being melted in
a vacuum induction furnace, and cast into 50 kg ingots. The
ingots were re-heated at 1250 °C for 60 min and hot-rolled
into 35 mm thick plates, from which specimens were
machined.

The ordinary Jiminy end-quench test was conducted to
measure the hardenability of the steels. Figure 1a shows heat
patterns of the specimens for the Jiminy test. The specimen
dimensions are 25 mm in diameter and 100 mm in length.
All specimens were water quenched at one end after being
austenitized at 950 °C for 45 min. Hardness distribution
from the quench end was measured on two pieces of flat
ground 1 mm deep by a Rockwell hardness tester. In this
study, the critical cooling rate Vc-90 (°C/s) at which the
hardness corresponds to 90% martensite structure was
employed as the hardenability index [13, 14]. The reported
data was used as the hardness corresponding to the 90%
martensite structure [15].

Figure 1b shows heat patterns of the specimens for
observations of B precipitation behavior. The specimen
dimensions are 8 mm in diameter and 12 mm in length.
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These specimens were reheated at 1200 °C for 600 s for
solid solution treatment and quenched by helium gas
blowing. Then they were austenitized at 950 °C for 20 s and
helium(He)gas quenched after cooling down to 550 °C by
He gas blowing to investigate the state of borides in the
austenite phase. The cooling rate after being austenitized was
0.5 °C/s. After these heat treatments, the identification of B
precipitates was conducted using a transmission electron
microscope (TEM). The TEM sample used in this observa-
tion was prepared by the extraction replica method after
electrolytic etching.

Results

Effect of Mo on the Hardenability

Figure 2 shows the effect of the Mo content on the Vc-90 of
Mo steels (B-free) and Mo-B steels (20 ppm B added). In
B-free steels, the hardenability index Vc-90 of each steel
decreased with the increase in the Mo content. On the other
hand, in Mo-B steels, the Vc-90 decreased up to 0.75%Mo
and saturated over 0.75%Mo. If we assume that the effect of
Mo itself on hardenability in Mo-B steels is equal to that in
B-free steels, we can recognize the hatched zone in Fig. 2 as
the Mo-B combined effect. This suggests that the Mo-B
combined effect has an optimum Mo content around 0.75%,
and it decreases more than 0.75%.

Precipitation Behavior

To understand the origin of the change in the Mo-B com-
bined effect with Mo content, which decreases over 0.75%
Mo, it is important to investigate borides mainly in the prior
austenite grain boundary. In 15Mo20B steel, at the cooling
rate of 0.5 °C/s, there was no Fe23(C, B)6 reported in pre-
vious studies regarding B added steel. On the other hand, a
different type of boride, Mo2FeB2 was observed. Figure 3a
shows the extraction replica TEM photograph of Mo2FeB2

in 15MoB20 steel. Figure 3b shows EDS spectra of

Table 1 Chemical compositions
of sample steels (mass%, *ppm)

No. C Si Mn P* S* Ti Al Mo B* N* O*

(0, 20)B 0.15 0.27 1.31 <20 19 0.020 0.020 0.00 (0, 20) 7 <10

05Mo(0, 20)B 0.14 0.27 1.29 <20 20 0.020 0.017 0.50 (0, 20) 8 <10

07Mo(0, 20)B 0.14 0.27 1.28 <20 20 0.020 0.017 0.76 (0, 20) 8 <10

10Mo(0, 20)B 0.14 0.28 1.27 <20 20 0.020 0.017 1.01 (0, 20) 13 <10

15Mo(0, 20)B 0.14 0.28 1.26 <20 20 0.020 0.017 1.52 (0, 20) 18 <10

950 ×2700s

Water 
Quench 

550

Mo=1.5%,B=20ppm
0.5 /s

950 ×20s

He gas
quench

1200 ×600s

He gas
quench

(a) (b)
Fig. 1 Heat patterns of the
specimens for a Jiminy test and
b TEM
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Fig. 2 Effect of Mo content on Hardenability of B-free steel and
B-added steel
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Mo2FeB2 and Fig. 3c shows the electron diffraction pattern.
The precipitations shown in Fig. 3a were determined as
Mo2FeB2 by the electron diffraction analysis. The intensity
of Mo peaks in EDS spectra were almost twice as large as
that of Fe, which is consistent with the diffraction analysis.
Although Mo2FeB2 type bridges have already been reported
in many studies, especially in the field of Maraging Steels
[16] and cermets produced by the sintering method [17], it is
the first time to report the precipitation in low-carbon steels
and to have a role in determining the upper limit of the Mo-B
combined effect on hardenability.

Discussion

In this study, we observed the increase of the Mo-B combined
effect on the hardenability by 0.75%Mo and the decrease of
the combined effect over 0.75%Mo where Mo2FeB2 precip-
itated instead of Fe23(C,B)6. It is clear that the hardenability
property is affected by the precipitation of Mo2FeB2.

To estimate the effect of precipitation of Mo2FeB2, we
conducted thermodynamic calculations by using
Thermo-calc. In this calculation, considering the experi-
mental results, we used a thermodynamic database [18]
which contains M3B2 phases. To focus on the effect of
Mo2FeB2, this calculation is composed of only M3B2 and
FCC phases with 0.15%C, 1.3%Mn, 0.002%B and 0-1.5%
Mo assuming bulk content.

Figure 4 shows the B contents in M3B2 and FCC phases
calculated by Thermo-Calc. In the case of 1.5%Mo,
Mo2FeB2 can precipitate below 1130 °C. Considering the
reheating temperature of the experiment was 950 °C, the
calculation means that Mo2FeB2 observed in 15Mo20B steel
precipitated during reheating. Furthermore, the B content in
FCC, which corresponds to the solute B content, decreases
by the precipitation of Mo2FeB2. By this result, it is sug-
gested that the decreases of the combined effect over 0.75%
Mo were caused by the precipitation of Mo2FeB2 through
the decrease of solute B content in reheating.

Conclusions

• The hardenability of Mo-B steels increases up to 0.75%
Mo. In contrast, the effect decreases over 0.75%Mo, and
in 1.5%Mo-20 ppm B added steels, Mo2FeB2 was
observed instead of Fe23(C,B)6.

• By experimental results and thermodynamic calculation,
it is suggested that the decreases of the combined effect
over 0.75%Mo were caused by the precipitation of
Mo2FeB2 decreasing the solute B content in reheating.
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Interaction of Martensitic Microstructures
in Adjacent Grains

John M. Ball and Carsten Carstensen

Abstract
It is often observed that martensitic microstructures in
adjacent polycrystal grains are related. For example,
micrographs of Arlt (J Mat Sci 22:2655–2666, 1990) [1]
(one reproduced in (Bhattacharya, Microstructure of
martensite, 2003) [10, p 225]) exhibit propagation of
layered structures across grain boundaries in the
cubic-to-tetragonal phase transformation in BaTiO3. Such
observations are related to requirements of compatibility
of the deformation at the grain boundary. Using a
generalization of the Hadamard jump condition, this is
explored in the nonlinear elasticity model of martensitic
transformations for the case of a bicrystal with suitably
oriented columnar geometry, in which the microstructure
in both grains is assumed to involve just two martensitic
variants, with a planar or non-planar interface between the
grains.

Keywords
Bicrystal � Compatibility � Grain boundary
Hadamard jump condition

Description of Problem

Consider a bicrystal consisting of two columnar grains X1 ¼
x1 � ð0; dÞ (grain 1), X2 ¼ x2 � ð0; dÞ (grain 2), where
d[ 0 and x1;x2 � R

2 are bounded Lipschitz domains
whose boundaries @x1; @x2 intersect nontrivially, so that

@x1 \ @x2 contains points in the interior x of x1 [x2 (see
Fig. 1). Let X ¼ x� ð0; dÞ. The interface between the
grains is the set @X1 \ @X2 \X ¼ ð@x1 \ @x2 \xÞ �ð0; dÞ.
Since by assumption the boundaries @x1; @x2 are locally the
graphs of Lipschitz functions, and such functions are dif-
ferentiable almost everywhere, the interface has at almost
every point (with respect to area) a well-defined normal
nðhÞ ¼ ðcos h; sin h; 0Þ in the ðx1; x2Þ plane. We say that the
interface is planar if it is contained in some plane
fx � n ¼ kg for a fixed normal n and constant k.

We use the nonlinear elasticity model of martensitic
transformations from [6, 8], with corresponding free-energy
density wðry; hÞ for a single crystal at temperature h and
deformation y ¼ yðxÞ with respect to undistorted austenite at
the critical temperature hc at which the austenite and
martensite have the same free energy. We denote by R

n�n
þ

the set of real n� n matrices A with det A[ 0, and by
SOðnÞ the set of rotations in R

n. At a fixed temperature
h\ hc, we suppose that

K ¼ SOð3ÞU1 [ SOð3ÞU2 ð1Þ
is the set of A 2 R

3�3
þ minimizing wðA; hÞ, where

U1 ¼ diag ðg2; g1; g3Þ, U2 ¼ diag ðg1; g2; g3Þ and
g2 [ g1 [ 0, g3 [ 0. This corresponds to a tetragonal to
orthorhombic phase transformation (see [10, Table 4.6]), or
to an orthorhombic to monoclinic transformation in which
the transformation strain involves stretches of magnitudes
g1; g2 with respect to perpendicular directions lying in the
plane of two of the orthorhombic axes and making an angle
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of p=4 with respect to these axes.1 Alternatively, for
example, taking g3 ¼ g1 the analysis of this paper can be
viewed as applying to a cubic to tetragonal transformation
under the a priori assumption that only two variants are
involved in the microstructure.

We suppose that X1 has cubic axes in the coordinate
directions e1; e2; e3, while in X2 the cubic axes are rotated
through an angle a about e3. By adding a constant to w we
may assume that wðA; hÞ ¼ 0 for A 2 K. Then a zero-energy
microstructure corresponds to a gradient Young measure2

ðmxÞx2X such that

supp mx � K for a:e: x 2 X1; supp mx � KRa for a:e: x 2 X2;

ð2Þ
where

Ra ¼
cos a � sin a 0
sin a cos a 0
0 0 1

0@ 1A:

It is easily shown that KRa ¼ K if and only if a ¼ np=2 for
some integer n, and that KRaþp=2 ¼ KRa. We thus assume
that 0\ a\ p

2, since this covers all nontrivial cases.
As remarked in [5], by a result from [9] there always

exists a zero-energy microstructure constructed using lami-
nates, with gradient Young measure mx ¼ m satisfying (2)
that is independent of x and has macroscopic deformation

gradient �m ¼ R
R

3�3
þ

A dmðAÞ ¼ ðU1Þ1. Our aim is to give

conditions on the deformation parameters g1; g2; g3, the
rotation angle a and the grain geometry which ensure that
any zero-energy microstructure has a degree of complexity
in each grain, in the sense that it does not correspond to a
pure variant with constant deformation gradient in either of
the grains.

Rank-One Connections Between Energy Wells

Let U ¼ UT [ 0, V ¼ VT [ 0. We say that the energy wells
SOð3ÞU, SOð3ÞV are rank-one connected if there exist
R;Q 2 SOð3Þ, a; n 2 R

3, nj j ¼ 1 with RU ¼ QVþ a� n,
where without loss of generality we can take Q ¼ 1. By the
Hadamard jump condition this is equivalent to the existence
of a continuous piecewise affine map y whose gradient ry
takes constant values A 2 SOð3ÞU and B 2 SOð3ÞV on
either side of a plane with normal n. The following is an
apparently new version of a well-known result (see, for
example, [2, Theorem 2.1, 6, Prop. 4, 12]), giving necessary
and sufficient conditions for two wells to be rank-one con-
nected. A similar statement was obtained by Mardare [13].

Lemma 1 Let U ¼ UT [ 0, V ¼ VT [ 0. Then SOð3ÞU,
SOð3ÞV are rank-one connected if and only if

U2 � V2 ¼ cðm� nþ n�mÞ ð3Þ
for unit vectors m, n and some c 6¼ 0. For suitable a1; a2 2
R

3 and R1;R2 2 SOð3Þ, the rank-one connections between
V and SOð3ÞU are given by

R1U ¼ Vþ a1 � n; R2U ¼ Vþ a2 �m: ð4Þ

We omit the proof, which is not difficult. The main point of
the lemma is that the normals corresponding to the rank-one
connections are the vectors appearing in (3). An interesting
consequence is that if U, V correspond to martensitic vari-
ants, so that V ¼ QTUQ for some Q 2 SOð3Þ, then, taking
the trace in (3) shows that the two possible normals are
orthogonal (see [2, Theorem 2.1]).

Using Lemma 1 we can calculate the rank-one connec-
tions between K and KRa. For example, for the rank-one
connections between SOð3ÞU1 and SOð3ÞU1Ra we find that

U2
1 � RT

aU
2
1Ra ¼ ðg22 � g21Þ sin aðm� nþ n�mÞ ð5Þ

where n ¼ ðsinða=2Þ; cosða=2Þ; 0Þ, m ¼ ðcosða=2Þ;�
sinða=2Þ; 0Þ, so that the two possible normals n ¼ ðn1; n2; 0Þ
satisfy tan a ¼ 2n1n2=ðn22 � n21Þ. Swapping g1 and g2 we see
that the possible normals for rank-one connections between
SOð3ÞU2 and SOð3ÞU2Ra are the same. Similarly, we find

Fig. 1 Bicrystal consisting of two grains X1 ¼ x1 � ð0; dÞ;X2 ¼
x2 � ð0; dÞ

1The general form of the transformation stretch for an orthorhombic to
monoclinic transformation is given in [8, Theorem 2.10(4)]. In general
one can make a linear transformation of variables in the reference
configuration which turns the corresponding energy wells into the form
(1). However, in [4, Sect. 4.1] and the announcement of the results of
the present paper in [5] it was incorrectly implied that the analysis
based on K as in (1) applies to a general orthorhombic to monoclinic
transformation. This is not the case because the linear transformation in
the reference configuration changes the deformation gradient corre-
sponding to austenite in [4] and to the rotated grain in the present paper.
A more general, but feasible, analysis would be needed to cover the
case of general orthorhombic to monoclinic transformations.
2For an explanation of gradient Young measures and how they can be
used to represent possibly infinitely fine microstructures see, for
example, [2].
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that the possible normals for rank-one connections between
SOð3ÞU1 and SOð3ÞU2Ra or between SOð3ÞU2 and
SOð3ÞU1Ra satisfy tan a ¼ ðn21 � n22Þ=2n1n2.

Main Results

Suppose there exists a gradient Young measure of the form
(2) such that mx ¼ dF for a.e. x 2 X1 for some F 2 K, cor-
responding to a pure variant in grain 1. It follows that the
corresponding macroscopic gradient ryðxÞ ¼ �mx ¼R
M3�3

þ
AdmxðAÞ satisfies

ryðxÞ ¼ F for a:e: x 2 X1;
ryðxÞ 2 ðKRaÞqc for a:e: x 2 X2;

ð6Þ

where Eqc denotes the quasiconvexification of a compact set
E � R

3�3, that is the set of possible macroscopic deformation
gradients corresponding to microstructures using gradients in
E. As determined in [6, Theorem 5.1] (and more conveniently
in [10, p 155]) Kqc consists of those A 2 R

3�3
þ with

ATA ¼
a c 0
c b 0
0 0 g23

0@ 1A and ða; b; cÞ 2 P; ð7Þ

P ¼fða; b; cÞ : a� 0; b� 0; ab� c2 ¼ g21g
2
2;

aþ bþ 2cj j � g21 þ g22g;
ð8Þ

and is equal to the polyconvexification Kpc of K. It follows
that ðKRaÞqc ¼ KqcRa ¼ KpcRa. The proof of (7) shows

also that the quasiconvexification eK qc of eK ¼ SOð2ÞeU1 [
SOð2ÞeU2, where eU1 ¼ g2 0

0 g1

� �
, eU2 ¼ g1 0

0 g2

� �
, is

equal to eKpc and is given by the set of eA 2 R
2�2
þ such thateAT eA ¼ a c

c b

� �
for ða; b; cÞ 2 P.

Let x0 ¼ ð~x0; dÞ, where ~x0 2 @x1 \ @x2 \x, 0\ d\ d,
be such that the interface has a well-defined normal n ¼
ðcos h; sin h; 0Þ ¼ ð~n; 0Þ at x0. By [7], there exists e [ 0
such that in U :¼ Bð~x0; eÞ � ðd� e; dþ eÞ, 0\ e\ d, the
map y is a plane strain, that is

yðxÞ ¼ Rðz1ðx1; x2Þ; z2ðx1; x2Þ; g3x3 þ cÞ for a:e: x 2 U
ð9Þ

for some R 2 SOð3Þ, z : Bð~x0; eÞ ! R
2 and c 2 R, where

Bð~x0; eÞ denotes the open ball in R
2 with centre ~x0 and

radius e. Without loss of generality we can take R ¼ 1.
Then, for ~x ¼ ðx1; x2Þ 2 Bð~x0; eÞ we have

rzð~xÞ ¼ eF 2 eK for a:e: ~x 2 x1;

rzð~xÞ 2 ðeK eRaÞpc ¼ eKpc eRa for a:e: ~x 2 x2;
ð10Þ

where ~Ra ¼ cos a � sin a
sin a cos a

� �
. By a two-dimensional

generalization of the Hadamard jump condition proved in
[3] this implies that there exists ~A 2 ð~K ~RaÞpc such that

eF � eA ¼ ~a� ~n ð11Þ

for some ~a 2 R
2. Conversely, if the interface is planar with

normal n ¼ ð~n; 0Þ, then the existence of ~A 2 ð~K ~RaÞpc sat-
isfying (11) implies the existence of a gradient Young
measure m ¼ ðmxÞx2X satisfying (6). Indeed there then exists

a sequence of gradients rzðjÞ generating a gradient Young
measure ðl~xÞ~x2x such that

�l~x ¼ eF for a:e: ~x 2 x1; �l~x ¼ eA for a:e: ~x 2 x2; ð12Þ

and then ryðjÞðxÞ ¼
zðjÞ1;1 zðjÞ1;2 0

zðjÞ2;1 zðjÞ2;2 0
0 0 g3

0B@
1CA generates such a

gradient Young measure.
It turns out that we can say exactly when it is possible to

solve (11). Set s :¼ g2=g1 [ 1, s	 ¼ ðs4 � 1Þ=ðs4 þ 1Þ and
define for 0� s� 1 the C1 convex increasing function

f ðsÞ :¼ ðs4 þ 1� 2s2
ffiffiffiffiffiffiffiffiffiffiffiffi
1� s2

p
Þ=ðs4 � 1Þ if s� s	;

s if s[ s	:

�
ð13Þ

Theorem 2 There exist ~F 2 ~K and ~A 2 ~Kpc ~Ra with ~F�
~A ¼ ~a� ~n for ~n ¼ ðcos h; sin hÞ and some ~a 2 R

2 if and
only if

cos 2hj j � f cos 2ðaþ hÞj jð Þ: ð14Þ

Proof It is easily checked that the existence of ~F 2 SOð3Þ~Ui

and ~A is equivalent to the existence of ða; b; cÞ 2 P such that
~Ui~n?
�� ��2¼ aN2

1 þ bN2
2 þ 2cN1N2, where ~n? ¼ ð�n2; n1Þ and

N ¼ ðN1;N2Þ ¼ ~Ra~n?. That is

either n21g
2
1 þ n22g

2
2 or n22g

2
1 þ n21g

2
2 2 ½m�ðNÞ;mþ ðNÞ
;

ð15Þ
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where m�ðNÞ ¼ min
max

ða;b;cÞ2P
ðaN2

1 þ bN2
2 þ 2cN1N2Þ. Changing

variables to x ¼ aþ b and y ¼ a� b we find that mþ ðNÞ ¼
maxðx;yÞ2P2

wþ ðx; yÞ, m�ðNÞ ¼ minðx;yÞ2P2
w�ðx; yÞ,

where

2w�ðx; yÞ ¼ xþ yðN2
1 � N2

2Þ � 2 N1N2j j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � y2 � 4g21g

2
2

q
;

ð16Þ

P2 ¼

(
ðx; yÞ 2 R

2 : yj j � g22 � g21 and

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2 þ 4g21g

2
2

q
� x� y2 þ 4g21g

2
2 þ g21 þ g22

� �2
2 g21 þ g22
� � )

:

The region P2 is bounded by the two arcs C1 :¼ x ¼fffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2 þ 4g21g

2
2

p
g; C2 :¼ x ¼ y2 þ 4g21g

2
2 þ g21 þ g22

� �2	 

=

n
2 g21 þ g22
� �� �o

, defined for yj j � g22 � g21, which intersect at

the points ðx; yÞ ¼ g21 þ g22; � g22 � g21
� �� �

. Note that
w�ðx; yÞ have no critical points in the interior of P2. In fact it
is immediate that rwþ cannot vanish, while rw�ðx; yÞ ¼ 0
leads to y ¼ xðN2

2 � N2
1Þ and hence to the contradiction

0 ¼ x2 � y2 � 4x2N2
1N

2
2 ¼ 4g21g

2
2 [ 0. Thus the maximum

and minimum of w�ðx; yÞ are attained on either C1 or C2.
After some calculations we obtain

mþ ðNÞ ¼ 1
2
ðg21þ g22 þðg22 � g21ÞjN2

1 � N2
2 jÞ;

m�ðNÞ ¼
g21g

2
2

g21 þ g22
1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� jN2

1 � N2
2 j2

q� �
if N2

1 � N2
2

�� ��� s	;

1
2 g21þ g22 � N2

1 � N2
2

�� �� g22 � g21
� �� �

if N2
1 � N2

2

�� ��� s	:

8><>:

Noting that m�ðNÞ� 1
2 g21 þ g22
� ��mþ ðNÞ, that mþ

ðNÞþm�ðNÞ� g21 þ g22, and that 1
2 n21g

2
1 þ n22g

2
2

� �þ
1
2 n22g

2
1 þ n21g

2
2

� � ¼ 1
2 g21 þ g22
� �

it follows that (15) is equiv-
alent to

m�ðNÞ�min n21g
2
1 þ n22g

2
2; n

2
2g

2
1 þ n21g

2
2

� �
¼ 1

2
g21 þ g22
� �� 1

2
n22 � n21
�� �� g22 � g21

� �
: ð17Þ

With the relations n21 � n22 ¼ cos 2h and N2
2 � N2

1 ¼
cos 2ðhþ aÞ this gives (14). h

Theorem 3 If the interface between the grains is planar
then there always exists a zero-energy microstructure which
is a pure variant in one of the grains.
Proof The case of a pure variant in grain 2 and a zero-energy
microstructure in grain 1 corresponds to replacing h by hþ a
and a by �a in the above. Hence, since f ðsÞ� s, if
the conclusion of the theorem were false, Theorem 2

would imply that cos 2hj j > f cos 2ðaþ hÞj jð Þ�
cos 2ðhþ aÞj j > f ð cos 2hj jÞ� cos 2hj j; a contradiction.
Thus to rule out having a pure variant in one grain the
interface cannot be planar.

Theorem 4 There is no zero-energy microstructure which
is a pure variant in one of the grains if the interface between
the grains has a normal nð1Þ ¼ ðcos h1; sin h1; 0Þ 2 E1 and
a normal nð2Þ ¼ ðcos h2; sin h2; 0Þ 2 E2, for the disjoint
open sets

E1 ¼ h 2 R : f cos 2ðhþ aÞj jð Þ\ cos 2hj jf g;
E2 ¼ h 2 R : f cosð2hÞj jð Þ\ cos 2ðhþ aÞj jf g:

Proof This follows immediately from Theorem 2 and the
preceding discussion. h

In the case a ¼ p=4 the sets E1; E2 take a simple form
(note that the normals not in E1 [ E2 correspond to the
rank-one connections between the wells found in Sect. 2).

Theorem 5 Let a ¼ p=4 and suppose3 that

g22=g
2
1\1þ ffiffiffi

2
p

. Then

E1 ¼
[
j

ðð4j� 1Þp=8; ð4jþ 1Þp=8Þ;

E2 ¼
[
j

ðð4jþ 1Þp=8; ð4jþ 3Þp=8Þ:
ð18Þ

Proof Note that g22=g
2
1 \ 1þ ffiffiffi

2
p

if and only if s	 \ 1=
ffiffiffi
2

p
.

Therefore if sin 2hj j\ 1=
ffiffiffi
2

p
then f ð sin 2hj jÞ\f ð1= ffiffiffi

2
p Þ

¼ 1=
ffiffiffi
2

p
\ cos 2hj j. Hence f sin 2hj jð Þ\ cos 2hj j if and

only if sin 2hj j\ 1=
ffiffiffi
2

p
. This holds if and only if

h 2 ðp=2ÞZþð�p=8; p=8Þ ¼ E1. The case of E2 is treated
similarly. h

Discussion

Compatibility across grain boundaries in polycrystals using a
linearized elastic theory is discussed in [10, Chapter 13, 11].
Whereas we use the nonlinear theory we are restricted to a
very special assumed geometry and phase transformation.
Nevertheless we are able to determine conditions allowing or
excluding a pure variant in one of the grains without any a
priori assumption on the microstructure (which could
potentially, for example, have a fractal structure near the
interface). This was possible using a generalized Hadamard
jump condition from [3]. The restriction to a
two-dimensional situation is due both to the current

3This extra condition, typically satisfied in practice, was accidentally
omitted in the announcement in [5].
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unavailability of a suitable three-dimensional generalization
of such a jump condition, and because the quasiconvexifi-
cation of the martensitic energy wells is only known for two
wells.
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Different Cooling Rates and Their Effect
on Morphology and Transformation Kinetics
of Martensite

Annika Eggbauer (Vieweg), Gerald Ressel, Marina Gruber,
Petri Prevedel, Stefan Marsoner, Andreas Stark, and Reinhold Ebner

Abstract
The characteristics of martensitic transformation is
strongly dependent on the cooling rate applied to the
material. For a quenched and tempered steel, the marten-
sitic transformation occurs below 500 °C, but in industry,
cooling rates are normally characterized for cooling in the
temperature regime between 800 and 500 °C. The effects
of different cooling rates in the lower temperature regime
were thus, not intensively investigated in the past. To this
end, a 50CrMo4 steel is quenched in a dilatometer
applying varying cooling rates below 500 °C. The
martensite microstructure is analyzed by APT, TEM
and EBSD in regard to carbon distribution, lath width and
block sizes. Additionally, hardness measurements are
carried out and martensite start temperatures as well as the
retained austenite phase fractions are evaluated. It can be
shown, that lowering the cooling rate leads to increased
carbon segregation within the martensitic matrix. The
main effect is a decrease in martensite hardness. Also the
block size increases with lower cooling rate.

Keywords

Cooling parameter ⋅ Cooling rate ⋅ Martensite
Auto tempering ⋅ Quenched and tempered steel

Introduction

Steel offers the possibility to achieve a diversity of
microstructures and mechanical properties just by adapting
the cooling program from the austenitic state. For a con-
ventional quenched and tempered (QT) steel, fast cooling
procedures lead to a hard martensitic microstructure, while
slow air cooling causes a soft ferritic-pearlitic microstructure
[1–3].

For industrial applications the cooling rate is often
specified by means of the cooling parameter λ, which is
defined as the time passing from 800 to 500 °C divided by
100 [1]. Looking into typical time temperature transforma-
tion diagrams (Fig. 1) it becomes obvious that the time from
800 to 500 °C is important for the transformation of
austenite to phases such as ferrite or pearlite. For a
martensitic microstructure, however, the cooling parameter
is solely defining the cooling rate needed to avoid bainite or
ferrite phase formation. However, below 500 °C there is still
room for a diversity of cooling strategies to achieve a fully
martensitic microstructure. Since for common quenched and
tempered steels the martensite start temperature (Ms) is
around 300 °C, cooling below 500 °C will continue to affect
the formation of martensite.

Martensitic transformations are defined as diffusionless
transformations, although local atomic diffusion might occur
to some extent within the martensitic state at high temper-
atures during the cooling procedure. This behavior is
described as auto-tempering [4]. Carbon can either segregate
to lattice defects or, if cooling is sufficiently slow, carbides,
e.g. cementite, are formed. Both segregation and precipita-
tion can lead to different martensitic properties, such as
hardness and toughness in the as-quenched state.
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Furthermore, the tempering kinetics might change for dif-
ferent martensitic structures.

Therefore, this study discusses the differences within the
martensitic microstructure as a consequence of different
cooling strategies below 500 °C in regard to segregation and
auto-tempering phenomena as well as transformation kinet-
ics. To analyze the differences, a comprehensive set of high
resolution methods such as dilatometry, 3D atom probe
tomography (3D-APT), transmission electron microscopy
(TEM), electron back scattered diffraction (EBSD) as well as
high energy X-ray diffraction (HEXRD) is used.

Experimental

The investigated steel in this study was a 50CrMo4-steel
with 0.49 wt% C, 0.71 wt% Mn, 1.05 wt% Cr, 0.18 wt%
Mo, 0.27 wt% Si, 0.02 wt% P and 0.01 wt% S.

For dilatometer experiments, cylindrical samples with a
diameter of 4 mm and a length of 10 mm were manufac-
tured at half radius of a rolled material.

The heat treatments were conducted using a DIL 805L/A
dilatometer from TA Instruments (formerly BAEHR).

Austenitization of all samples was done at 850 °C for
20 min. To obtain different quenching rates, the gas flow
during quenching was either set to maximum (Q1) or was
regulated according to the specific programs (Q2-Q4). The
quenching rate from 850 to 500 °C was constant (2300 K/s,
t = 0.15 s) for all experiments. All cooling programs were
conducted twice and exhibited equal phase transformation
behavior. The different cooling procedures are depicted in
Fig. 1, which shows a time temperature transformation
(TTT) diagram calculated with JMAT ProTM for the ana-
lyzed steel grade. Table 1 lists the cooling times from 500 to
300 °C (t500/300), from Ms to 100 °C (tMs/100) and the overall
cooling time from 850 to 100 °C (t850/100). The dilatometer
data were analyzed to determine the volume fraction of
martensite using the lever rule. To apply the lever rule, linear
fits for austenite were done between 500 and 300 °C, linear
fits for martensite between 100 and 50 °C for all data.

The TEM analysis was carried out on a FEI Tecnai F20,
equipped with a field emission gun at an accelerating voltage
of 200 kV. The samples were electrochemically etched on a
Struers Tenupol 5, using a 7% solution of perchloric acid at
temperatures around −10 °C. In order to achieve reasonable
statistics, lath widths were determined by acquiring and
evaluating 10 TEM images of each condition, hence around
150 laths were evaluated per condition.

The 3D-APT measurements were carried out at a
LEAPTM System 3000XHR in voltage mode at a tempera-
ture of 60 K with a pulse frequency of 200 kHz and a pulse
fraction of 20%. The tips were reconstructed using the IVAS
3.6.8. software tool provided by CAMECA.

Block sizes were analysed using electron backscattered
diffraction (EBSD). Samples were ion-polished using a
Hitachi IM4000plus ion milling device. EBSD measure-
ments were carried out with a Zeiss Auriga cross beam
workstation by investigating an area of 70 × 70 µm and a
step size of 50 nm. The data were analysed using the Ori-
entation Imaging Microscopy (OIM) data analysis software
from EDAX and subsequently the data was cleaned using
grain dilatation, with a dilation angle of 10.5° (as seen to be
the best fit for martensitic materials in literature [5])

To obtain the amount of retained austenite, diffraction
patterns of the samples were acquired by means of high
energy X-ray diffraction (HEXRD) measurements at the
HEMS beamline (P07) at Petra III [6]. For these measure-
ments, the as-quenched martensitic microstructures were

Fig. 1 Time temperature transformation (TTT-) diagram for the
investigated steel grade calculated with JMAT ProTM. Black circles
correspond to 0.1% ferrite, light green circles to 0.1% pearlite and dark
green circles to 99.9% pearlite. Light blue squares refer to 0.1% bainite
and dark blue squares to 99.9% bainite. The experimental cooling
curves Q1 (solid line), Q2 (dashed line), Q3 (dotted line) and Q4
(dashed-dotted line) are depicted within the diagram

Table 1 Nomenclature of the different cooling strategies. t500/300 time gives the cooling time from 500 to 300 °C, tMs/100 from Ms to 100 °C and
t850/100 from 850 to 100 °C

Name t500/300 [s] tMs/100 [s] t850/100 [s]

Q1 0.13 0.4 0.59

Q2 0.8 3 3.95

Q3 2.2 10.5 12.85

Q4 4.1 12.9 17.15
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placed into the beam at room temperature with an exposure
time of 0.2 s. In order to penetrate the 4 mm thick samples,
high energy X-rays were used with a photon energy of
87.1 keV, corresponding to a wavelength of 0.14235 . The
beam size was 0.7 × 0.7 mm. The resulting diffraction
rings were recorded with a Perkin Elmer XRD1621 flat
panel detector. The data were integrated using the fit2D
software from ESRF [7]. Retained austenite amounts were
analyzed using TOPAS 4-2 and the Rietveld Method [8].
The hardness measurements were performed on a Qness
Q10A+ Vickers hardness tester.

Results

The dilatometer data were evaluated in regard to the trans-
formation kinetics using the lever rule. The evolution of the
martensite volume fraction over temperature is depicted in
Fig. 2 for the four different cooling strategies. Differences in

“zero” level occur due to the evaluation method, since all
data were fitted in the same temperature region, this is not a
transformation effect. Only distinct bends are real transfor-
mation phenomena. Figure 2 shows that no significant dif-
ference in martensite start temperature (Ms) occurs for the
different cooling strategies. Little variations are subject to
deviation of the analysis method, hence Ms is at 267 ± 2 °C.
Nevertheless, Q3 and Q4 show a slight increase in volume
fraction of martensite prior to Ms (around 290 °C). This
increase is more pronounced for Q4 than for Q3. Addi-
tionally, Q1 seems to exhibit the lowest slope at the begin-
ning of the transformation.

Lath widths as well as block sizes are analyzed and
depicted in Fig. 3a. The lath width (closed squares) remains
constant around 0.2 µm for all samples. The measuring
uncertainty of this evaluation method is large, so no trend
can be stated. However, with increasing cooling time the
block size (open circles) is significantly increasing from 2 to
2.5 µm. Due to the little differences in blocksize values, Q1

(a) (b)

Fig. 2 Amount of martensite in vol% as a function of the temperature determined by means of the lever rule applied on the dilatometer data
(a) and the region of interest around Ms in detail (b)

Fig. 3 Lath width (closed squares) and block size (open circles) depicted against the time from Ms to 100 °C (a); Amount of retained austenite
(closed squares) and hardness (open circles) over time from Ms to 100 °C (b)

Different Cooling Rates and Their Effect … 37



and Q2 are stated to be within the same range of 2 µm, and
the decrease in block-size is due to deviations across the
analyzed area.

Another important aspect for the as-quenched state is the
amount of retained austenite, shown in Fig. 3b by means of
closed squares. The amount of retained austenite is slightly
increasing from 5.2 to 6.7% with increasing cooling time. In

contrast to this trend, the hardness is significantly decreasing
and drops from 744 HV1 for Q1 to 686 HV1 for Q4. An
evaluation of the HEXRD patterns (not depicted) does not
reveal indications for the occurrence of cementite in any of
the as-quenched states. Additionally, the lattice constants of
the austenite and ferrite were evaluated but no trend between
the four states can be stated.

Fig. 4 Carbon enrichment indicated by means of isosurfaces of 6
(closed symbols) and 10 at.% carbon (open symbols) and by the ratio
carbon within isosurface/overall carbon evaluated from the APT

samples and selected 3D atom probe tips (c). Additionally, APT tips
of Q1 (a) and Q3 (b) are depicted. Additionally, TEM bright field
images of Q1 (d), Q3 (e) and Q4 (f) are depicted
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To analyze the carbon segregation as a function of the
cooling rate 3D-APT measurements were conducted. To this
end, isosurfaces of 6 (closed symbols) and 10 at.% carbon
(open symbols) were analyzed in regard to their volume
(black squares) and the amount of carbon within these iso-
surfaces in relation to the overall amount of carbon ions
(blue circles) within the tip. The results can be seen in
Fig. 4c. For better imagination, the APT tips of Q1 (Fig. 4a)
and Q3 (Fig. 4b) are depicted as well. The overall amount of
carbon within the investigated martensite laths was 2.1 (Q1,
Q3), 2.3 (Q2) and 2.6 at.% C (Q4). The differences are due
to rolling segregation across the material, but are still in the
range of the nominal composition of the steel (2.23 at.% C).
The features of the isosurfaces are developed along bands, in
a cylindrical manner. It is clearly visible, that the amount of
carbon within the isosurfaces in relation to the overall carbon
ions, as well as the average volume of the isosurfaces, is
increasing from Q1 to Q3. For Q4 these attributes drastically
drop to a value between Q1 and Q2, due to less isosurfaces
within this condition. Furthermore, also by visual inspection
an enrichment of carbon within the isosurfaces as well as a
coarsening can be observed for Q1–Q3. In order to analyze
carbon segregation, transmission electron microscopy was
conducted and bright field (BF) images of Q1 (d) Q3 (e) and
Q4 (f) are depicted in Fig. 4. While for Q1 nothing is visible
inside the lath, Q3 and Q4 show increased precipitations
within the laths. These precipitations did not show any
scattering within selected area diffraction, hence no indexing
could be done.

Discussion

The cooling strategies were chosen to avoid any other phase
transformation than the martensitic one. The bainite phase
nose visible in Fig. 1 was not passed by the cooling curves.
Nevertheless, phase fraction analysis in Fig. 2 show the
presence of a second transformation for the two slowest
cooling strategies Q3 and Q4. It can be assumed, that the
calculated TTT diagram differs from the real transformation
behavior determined by dilatometry for the actual chemical
composition of the investigated steel since a slight bainitic
phase transformation is visible. Nevertheless, Ms was not
quantifiably affected by the different cooling strategies below
500 °C.

The martensitic transformation itself is diffusionless [9],
however, significant diffusion of carbon can occur in the
formed martensite during subsequent quenching. Since all
carbon enrichments within the APT tips, occur along lines
and little round features are detected within the conditions,
segregation of carbon is present [10]. Once a martensite lath is
formed carbon can segregate to lattice defects which act as
traps for carbon. The segregated areas can subsequently act as

nucleation sites for carbides, i.e. cementite [10]. As the seg-
regation and formation of carbides is dependent on diffusion,
their size and overall content depend on the martensite start
temperature as well as on the cooling rate. As a result, at
constant Ms temperature higher cooling rates lead to shorter
diffusion paths of carbon and consequently to a lower amount
of segregations. This is confirmed by the APT measurements,
since the highest cooling rate shows a low amount of carbon
within the segregations and also a smaller fraction of segre-
gations compared to the conditions Q2 and Q3.

The sample of the condition Q4 shows less segregation as
well as lower carbon isosurface value within the APT tips
compared to the conditions Q3 and Q2. This trend was
reproduced over several tips. Comparing the TEM images of
Q1, Q3 and Q4 (Fig. 4) it is obvious, that segregation is
increasing with increasing cooling time. Q4 shows segre-
gations [10]. The amount of carbon trapped at dislocations is
depending on the overall amount of carbon as well as the
dislocation density [11]. Due to less dislocations within Q4,
less segregated areas are present. Using APT the distances
between the segregations are increasing so that APT shows
less segregation due to the small size of the tips. However,
due to the small volume measured in APT, segregations
might obtain a longer distance than APT is able to detect.
Therefore, it is possible, that none of the increased segre-
gated areas was evaluated. Concluding, attention needs to be
paid evaluating segregated areas using APT, due to the very
local evaluation.

Despite the fact, that the prior austenite grain size is equal
in all samples, since austenitization was always done
equally, the block size is decreasing with decreasing cooling
time (Fig. 3a). Blocks form within a packet which is built
through a shift along the same habit plane [5, 12]. At higher
temperatures austenite yield strength is lower [13] and hence
it is assumed, that its resistance against lattice displacement
(i.e. martensite formation) is decreased. As evaluated
through Fig. 2, phase transformation obtains a higher slope
around Ms for slower cooling rates, meaning a higher
transformation rate. The martensite formed at higher tem-
peratures is forming within an austenite with lower yield
strength compared to lower temperatures. Consequently,
larger martensite packets can be formed, since the resistance
against crystallographic shift is lower at elevated tempera-
tures (close to Ms) compared to lower temperatures. This
leads to larger packets for slow cooling rates. At higher
cooling rates, higher undercooling takes place (visible
through the lower slope after Ms for Q1) and the dwell time
at higher temperatures is thus limited. The crystallographic
shift occurs at multiple habit planes simultaneously and due
to the increasing yield strength of the austenite with
decreasing temperature the shifted area is decreased.
This leads to increased amounts of packets per austenite
grain and, therefore, smaller packets. Smaller packets
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subsequently lead to a smaller block size [12, 14]. Conse-
quently, high cooling rates lead to smaller block sizes.

From the experimental results of this work it can be
derived that faster cooling of martensite results in higher
hardness. This higher hardness is caused by a combination
of three effects. The most dominant reason for the higher
hardness can be related to minimized segregation of carbon
to lattice defects upon fast cooling, as can be observed
within the APT tips in Fig. 4. Consequently the distortion of
ferrite crystal reaches a maximum. For Q4 the dislocation
density is assumed to be lower than for Q1 and Q2, hence
the matrix is less distorted through dislocation relieve during
cooling and consequently softer. Secondly, the decreasing
block size with decreasing cooling time can strengthen the
matrix according to Hall-Petch [15, 16]. A correlation of
mechanical properties of martensitic materials and the block
size of lath martensite is an essential factor in the
strength-structure relationship [17, 18]. Finally, the lower
amount of retained austenite (Fig. 3b) causes a less decrease
of the hardness of the material. However, this effect is
assumed be the least dominant (only around 10 HV10),
concluding from the rule of mixture (hardness of austenite
*100 HV10, hardness of martensite *800 HV10).

Conclusions

This work shows that during the quenching process of a
50CrMo4 steel the cooling rate below 500 °C has essential
influence on the resulting martensitic microstructure.
Therefore, it should be chosen carefully to obtain the desired
martensite properties, such as hardness, in the as-quenched
material. Special focus needs also to be drawn to possible
bainitic phase transformations prior martensite formation. To
sum up, the following conclusions can be drawn:

• The hardness is increasing with decreasing cooling time.
This is due to three main effects being the increased
crystal lattice distortion due to less segregated carbon and
higher dislocation density, increasing block size and
decreasing amounts of retained austenite

• The martensite start temperature is not influenced by the
cooling rate below 500 °C. A slight transformation
before Ms is detected for the two slowest cooling pro-
cedures. This is supposed to be due to (beginning) bainite
formation.

• Due to dislocation recovery during slow cooling, less
dislocations are present for segregation, hence the dis-
tance between the segregated areas increases and APT
measurements are no longer accurate.

• The block size is increasing with increasing cooling time
below 500 °C, since less undercooling occurs and larger
packets can shift from one habit plane due to lower
austenite resistance at higher temperatures.
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Part III

Interactions of Phase Transformations
and Plasticity



TRIP Effect in a Constant Load Creep Test
at Room Temperature

N. Tsuchida and S. Harjo

Abstract
In order to investigate TRIP (transformation induced
plasticity) effect in different deformation style, a room
temperature creep test under the constant load was
conducted by using a TRIP-aided multi-microstructure
steel. As a result, the volume fraction of deformation-
induced martensite in the constant load creep test was
larger than that in the tensile test. In situ neutron
diffraction experiments during the constant load creep
test were performed to discuss its reason. It is found from
the in situ neutron diffraction experiments during the
constant load creep tests that the phase strain of the
austenite phase in the creep tests was larger than that in
the tensile tests at the same applied stress.

Keywords
TRIP � Deformation-induced martensitic transformation
Creep � Constant load

Introduction

TRIP-aided multi-microstructure steels can obtain high
strength and better uniform elongation by the TRIP effect
due to the deformation-induced martensitic transformation of
retained austenite (cR) [1, 2]. It is important to clarify the
possibility of TRIP effect by the effective use of cR. The
deformation-induced martensitic transformation is affected
by various factors such as temperature, strain rate, and so on,
[1–3] and the effect of deformation style on
deformation-induced transformation and the TRIP effect was

focused on in this study. As a way to accomplish this
objective, constant load creep tests [4, 5] were conducted.
The constant load creep test is a mechanical test to investi-
gate tensile deformation behavior, and changes of load,
strain rate, and work-hardening rate are different from those
of tensile tests [4, 5]. In the constant load creep tests, the
work-hardening rate (dr=de) equals true stress (r) and
increase with true strain (e) [6]. It is significant to study the
relationship between the TRIP effect and deformation-
induced martensitic transformation behavior during con-
stant load creep tests and to discuss the difference of the
TRIP effect between the creep test and the tensile test. In this
study, the constant load creep tests were conducted using a
low-carbon TRIP steel at room temperature.

Experimental

A TRIP-aided multi-microstructure steel obtained from a
0.2C-1.5Si-1.2Mn steel (0.2C TRIP) was used [2]. The
microstructure of the 0.2C TRIP steel was observed using an
optical microscope (OM). The OM observations were per-
formed by a tint etching procedure [2, 7]. The volume
fractions of cR and deformation-induced martensite (a0) after
the constant load creep tests and the carbon content of cR
were estimated by X-ray diffraction experiments [2, 3]. The
quantitative estimations of the cR and a0 volume fractions by
X-ray diffraction were based on the principle that the total
integrated intensity of all diffraction peaks for each phase is
proportional to the volume fraction of that phase.

The uniaxial creep test under a constant applied stress
was conducted at room temperature using a uniaxial creep
testing machine [4]. In the constant load creep tests, a test
specimen with a gage width of 5 mm and gage length of
25 mm was prepared from the 0.2C TRIP steel. The applied
stress conditions in the constant load creep test were deter-
mined by the nominal stress–strain curve, which was
obtained by the static tensile test with an initial strain rate of
3.3 � 10−4 s−1 at 296 K [2], and were between 402 and
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731 MPa. The constant load creep tests were interrupted at a
holding time of about 1.08 � 106 s (300 h) and the volume
fractions of cR and a0 of the interrupted test specimen were
calculated using X-ray diffraction [2, 3].

In in situ neutron diffraction experiments during the
constant load creep tests at room temperature, test specimens
with a gage width of 6 mm, gage length of 55 mm, and
thickness of 1.8 mm were prepared [8]. The neutron
diffraction experiments were conducted at TAKUMI on a
high resolution and high intensity time-of-flight (TOF) neu-
tron diffractometer for engineering sciences at MLF of
J-PARC [8]. The applied stress condition in the in situ
neutron diffraction experiment during the creep test was
719 MPa and the holding time was 3.6 � 104 s (10 h). Data
analyses were performed by single and multi-peak fitting
methods using Rietveld software (Z-Rietveld) [9]. In this
study, the phase strains in the austenite (cR) and ferrite
(ferrite + bainite) phases were summarized in addition to the
deformation-induced martensitic transformation behavior
during constant load creep deformation.

Results and Discussion

Figure 1 shows nominal strain versus log time plots obtained
by the constant load creep tests at room temperature in the
0.2C TRIP steel. The nominal strain at the same time
increased with an increase in the applied stress. The test
specimen at the applied stress of 731 MPa fractured within
1 h after the test started. The slope of the change in nominal
strain against time also increased with increasing applied
stress. But the slope of nominal strain became smaller after

about 3.0 � 104 s (about 8 h) and then the change of
nominal strain was almost saturated. Figure 2 shows log
strain rate versus log time plots. The strain rate decreased
with an increase in holding time and at a given time
increased with increasing applied stress. The slopes of the
strain rate in Fig. 2 are –1 independent of the applied stress
conditions [4], but the strain rate decreased drastically by the
order of 10−8 s−1 at holding times of about 3.0 � 104 s. The
decrease in strain rate up to the 10−8 s−1 order in the present
0.2C TRIP steel seems to be associated with dynamic strain
aging based on the past studies [4, 5, 10]. Figure 3 shows the
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true stress (r)–true strain (e) relationships at various applied
stresses obtained by the constant load creep tests. Both r and
e increased with an increase in the applied stress, and their
changes during the creep tests for *300 h also became
larger with increasing applied stress. In the constant load
creep tests, r is identical to dr=de because the tensile
deformation in the constant load creep test always maintains
the plastic instability condition. The plastic instability con-
dition in the constant load creep test can also be described by
the following equation [4, 6]:

dr
de

¼ r ¼ s 1þ eð Þ ¼ s exp eð Þ ð1Þ

where s and e mean nominal stress and nominal strain. From
Eq. (1), the r–e relationship in the constant load creep test
can be estimated by the applied stress (s). The dashed lines
in Fig. 3 show the calculated r–e relationships using Eq. (1),
and the solid line the r–e relationship obtained by the static
tensile test [2]. The r at the same e in the constant load creep
tests were almost the same as those of the tensile tests, or a
little larger. But the changes of the r–e relationship with e
and time are different between the creep and tensile tests.

Figure 4 shows the volume fraction of a0 as a function of e
in the constant load creep and static tensile tests [2, 8]. Here,
the results of creep tests were obtained using test specimens
that were kept for about 300 h at each applied stress. The
volume fractions of a0 at the same e obtained from the con-
stant load creep tests are found to be larger than those from
the static tensile tests. The deformation-induced martensitic
transformation behaviors are different between the two tests
despite obtaining almost the same r–e relationships. In order
to investigate the difference of deformation-induced

transformation behavior between the constant load creep and
tensile tests, in situ neutron diffraction experiments were
conducted during the constant load creep test at room tem-
perature. The creep test was conducted at the applied stress of
719 MPa and its holding time was 3.6 � 104 s (10 h). The
reason for the holding time of 3.6 � 104 s is that the strain
rate at 3.6 � 104 s was below the 10−8 s−1 order and the
nominal strain changed little after the holding time of
3.6 � 104 s, as seen in Figs. 1 and 2.

Figure 5 shows the volume fraction of a0 versus log time
plots at the applied stress of 719 MPa in the in situ neutron
diffraction experiments during the constant load creep test.
The volume fraction of a0 (0.04) obtained by the static ten-
sile test at the same s or e [2, 8] is also shown in Fig. 5. The
volume fraction of a0 at immediately after the applied stress
of 719 MPa was loaded in the constant load creep test was
3%. The volume fraction of a0 increased to about 5% until
the holding time of 30 s and showed an almost constant
value after that. The volume fraction of a0 in the constant
load creep test became larger than that of tensile test for the
first 30 s. Figure 6 shows phase strains of the austenite (c)
and ferrite (a) phases versus log time plots at the applied
stress of 719 MPa. The phase strains of the c and a phases at
the same e or the same applied stress obtained by the in situ
neutron diffraction experiments during the tensile test [8] are
also shown as red (c) and blue (a) lines in Fig. 6. When the
phase strains were compared between the constant load
creep and tensile tests, the phase stain of c phase in the
constant load creep test was larger than that in the tensile
test. The phase strain is associated with the phase stress [8,
11, 12]. The larger the phase strain, the larger phase stress
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becomes. The phase stress of c in the constant load creep test
is therefore larger than that in the tensile test at the same
applied stress. The flow stress of c phase (rc) is associated
with the descriptions of deformation-induced transformation
behavior [13, 14]. The volume fraction of a0 becomes larger
with larger rc. Judging from these factors, the larger volume
fraction of a0 in the creep test than the tensile test at the same
r or e is ascribed a larger flow stress in the c phase.

Summary

(1) Nominal strain and strain rate increased with an
increase in applied stress in the constant load creep tests
of the TRIP steel. The change of nominal strain was
almost stagnated at holding times of about 3.0 � 104 s.

(2) The volume fractions of deformation-induced marten-
site (a0) at a given true strain obtained from constant
load creep tests were larger than those from tensile tests.

(3) From the in situ neutron diffraction experiments during
the constant load creep tests, the phase strain of the
austenite phase in the creep tests was larger than that in

the tensile tests at the same applied stress. This means
that the true stress of the austenite phase in the TRIP
steel is associated with the difference in the volume
fraction of a0 between the creep and the tensile tests.
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Modeling of Strain-Induced Phase
Transformations Under High Pressure
and Shear

Mehdi Kamrani, Biao Feng, and Valery I. Levitas

Abstract
The strain-induced a ! x phase transformation (PT) in a
zirconium sample under compression and torsion under
fixed load is investigated using the finite-element method
(FEM), and results are compared to those for a sample in
a diamond anvil cell (DAC) and a rotational diamond
anvil cell (RDAC). Highly heterogeneous fields of
stresses, strains, and concentration of the high-pressure
phase are presented and analyzed. Some experimentally
observed effects are analyzed and interpreted.

Keywords
Strain-induced phase transformations � Zirconium
High pressure �Diamond anvil cell � Rotational diamond
anvil cell

Introduction

The diamond anvil cell (DAC) and the rotational diamond
anvil cell (RDAC) are widely used in the field of
high-pressure research. A very large plastic strain can be
induced into a sample in DAC and RDAC compared to that
from quasi-hydrostatic loading. Experiments show a drastic

reduction in PT pressure by a factor of 2–5 [1–3] and even
nearly a factor of 10 [4, 5] due to plastic strain induced into
the sample. In some cases, the plastic straining results in
formation of new phases that could not otherwise be
achieved [3, 6]. Such phase transformations should be
treated as strain-induced transformations under high pressure
rather than pressure-induced transformations. Corresponding
physical mechanisms and an underlying theory in which the
plastic strain is a time-like parameter controlling the PT was
proposed in [1, 2]. This model has been applied to study
phase transformations in both DAC [7–9] and RDAC [10,
11]. In this paper, the strain-induced phase transformation in
a Zr sample is studied using the finite element method
(FEM), and results are compared for DAC and RDAC.

Problem Formulation

Geometry and Boundary Conditions

In this paper, both the diamond and the sample, with actual
geometries as in experiments (e.g., in Ref. [12]), are con-
sidered to be deformable. Because of symmetries, just a
quarter of the sample and the anvil are considered (see
Fig. 1). A normal stress rn is applied at the top surface of the
anvil. In RDAC, rotation is also applied to the top surface of
the anvil while the applied stress rn is kept fixed. The radial
displacement ur and shear stresses srz and szu are zero on the
symmetry axis r ¼ 0 (the lines BC and CD for the anvil and
the sample, respectively). In the symmetry plane z ¼ 0 (the
plane DH), the radial shear stress and circumferential and
axial displacement are all zero: srz ¼ 0 uu ¼ uz ¼ 0. Along
the contact surface (the line CEF), the combined Coulomb
and plastic friction model was implemented.
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Complete System of Equations

Material Model

As shown in [13], for a wide range of materials, including
metals, pressed powders, rocks, etc., above some level of
plastic strain there is a saturation in strain hardening and a
material behaves as isotropic and perfectly plastic. Besides,
the elastic and plastic properties of the Zr sample are con-
sidered to be phase-dependent. The deformation gradient
F ¼ @r=@r0 can be decomposed into elastic Fe, plastic Fp,
and transformational Ft parts as in F ¼ Fe � Ft � Fp, where r
and r0 are the position vectors in the deformed and
un-deformed configurations. The symmetric part of the
velocity gradient d is decomposed as:

d ¼ _F � F�1
� �

s
¼ ee

r þ _etIþ dp; et ¼ etc ð1Þ

Here ee
r

is the Jaumann time derivative of the elastic
strain, I is the unit tensor, �et is the volumetric transformation
strain, and c is the concentration of high-pressure (x) phase.
The kinetics of a strain-induced PT is defined as:

dc

dq
¼ 10k

1� cð ÞpdH pdð Þ ry2ry1
� cprH prð Þ

cþ 1� cð Þ ry2ry1

ð2Þ

where k is the kinetic parameter, �pd ¼ p�pde
pdh�pde

and �pr ¼ p�pre
prh�pre

are the dimensionless characteristic pressures for direct and
reverse PTs, pde is the minimum pressure below which direct
strain-induced PT (from a low-pressure to a high-pressure
phase) cannot happen, pre is the maximum pressure above
which reverse strain-induced PT is not possible, pdh and prh
are the pressures for direct and reverse PTs under hydrostatic
condition, respectively, H is the Heaviside step function, and
q is the accumulated plastic strain defined by the evolution

equation _q ¼ ð2=3dp : dpÞ1=2:

Friction Model

According to the Coulomb friction model, there can be no
sliding between contact pairs unless the total shear stress
reaches the critical shear stress scrit ¼ lrc, where l is the
friction coefficient and rc is the normal contact stress. If the
shear stress reaches the yield strength in shear
sy cð Þ ¼ ry cð Þ� ffiffiffi

3
p

, there will be plastic sliding along the
contact surface regardless of the Coulomb friction condition
being satisfied. Therefore, the critical friction stress is
redefined [8, 10] as scrit ¼ min lrc; sy cð Þ� �

. To eliminate
convergence problems in FEM due to this threshold-type
change from a cohesive to a sliding condition, the cohesive
condition is replaced with a small elastic sliding ue, i.e., the
total sliding along the contact surface is decomposed into [8,
10] ue elastic and us plastic sliding portions, or, uc ¼ ue þ us.
A simple linear relation [8, 10] s ¼ ksue is assumed between
the shear stress and the elastic sliding where the contact
stiffness ks is defined as scrit ¼ ksucrit. ucrit in which the
maximum permissible elastic sliding along the contact sur-
face is considered to be 0.5% of the average element size in
accordance with ABAQUS documentation [14]. The elastic
sliding vector can be defined as ue ¼ ucrit=scritð Þs and the
plastic sliding rule as:

_usj j ¼ 0 if s ¼ jsj ¼ \scrit

_us ¼
_usj j

scrit
s if s ¼ jsj � scrit

ð3Þ

Material Parameters and Numerical Procedure

Isotropic elastic behavior is considered for diamond with
Young’s modulus E of 1048.5 GPa [15] and a Poisson’s
ratio t of 0.1055. At room temperature, the a phase of Zr can
transform into the x phase under a pressure of 1–7 GPa [16–
18]. Here, the transformation pressure is assumed to be
pde = 1.7 GPa and pdh is taken to be 7 GPa [17]. Since in
experiments reverse PT does not occur during unloading,
pre = –2 GPa and prh = –3.7 GPa are considered. The fol-
lowing are the material properties for each of the two phases
[19]:

for the a phase: E1 ¼ 90:9GPa, t1 ¼ 0:344 and ry1 ¼
180MPa;
for the x phase: E2 ¼ 113:8GPa, t2 ¼ 0:305 and ry2 ¼
1180MPa

The kinetic parameter is taken as k = 10 and the trans-
formational volumetric strain is �et ¼ �0:014[20].

Fig. 1 The geometry and dimensions of a quarter of the sample and
anvil in the DAC and RDAC
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Evolution of Stress and Plastic Strain Fields
During HPT

Figures 2 and 3 show the distributions and evolutions of the
concentration of the high-pressure phase, pressure, and
accumulated plastic strain in the sample in DAC and RDAC.
In DAC, the maximum pressure first reaches the critical
pressure pde at the center of the sample where there is also a
concentration of plastic strain, so PT starts at the center of
the sample. With an increase in the applied load and con-
sequently in plastic strain, the PT propagates toward the
contact surface and larger radii. Because the friction stress
has reached yield strength in shear along the contact surface
(Fig. 4), the maximum plastic strain is localized at the
periphery of the contact surface due to the shear flow.
Consequently, with an increase in applied load, the rate of

PT is higher at the contact surface compared to the symmetry
plane for the same r.

With respect to loading in RDAC, the sample region on
the left-hand side of the line p ¼ pde has already experienced
a pressure larger than pde and is therefore prone to transform
if there is a plastic flow. Similar to compression, PT initiates
at the center of the sample. With increasing rotation angle,
the isolines p ¼ pde move to the larger radii and the size of
the transforming region increases. These isolines always
remain at the diffuse border of the transforming region,
which can be used for experimental determination of the
critical pressure. For large rotation angles, transformed
material is visible in the region where p\ pde , in which
transformation is impossible. High-pressure phase appears in
this region due to reduction of the sample thickness during
rotation of an anvil and radial plastic flow. If this is not

Fig. 2 Evolution of distribution of the concentration c, pressure p, and
equivalent plastic strain q a in DAC under the applied load of rn of
29.58 MPa (1), 31.92 MPa (2), 38.34 MPa (3), 41.58 MPa (4),
43.74 MPa (5), 45.42 MPa (6) [9] and b in RDAC with rn = 27.6 MPa

and rotation angle of u = 0.0 (1), u = 0.16 (2), u = 0.32 (3), u = 0.48
(4),u = 0.64 (5), and u = 0.8 (6) radian. White lines in the concen-
tration distribution in b correspond to pressure p ¼ pde

Fig. 3 Evolution of distributions
of the concentration and pressure
along the contact surface in
a DAC and b RDAC
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understood, an experimentalist may misinterpret measure-
ments and report PT pressure below an actual value. Also,
for high-pressure torsion, while averaged pressure (total
force per unit area) is used to characterize PT pressure [18,
21], because of very strong pressure heterogeneity, maxi-
mum pressure can be more than three times that of this
average. That is why we used pde ¼ 1:7GPa, much higher
than the reported [21] value of 0.5 GPa based on averaged
pressure.

For both DAC and RDAC, the radial friction shear stress
sr z (Fig. 4) and consequent pressure gradient increase with
increasing applied load or rotation angle due to an increase
in the yield strength during phase transformation (see Figs. 2
and 3). For torsion in RDAC, increasing the circumferential
component of shear stress su z leads to reduction in sr z
because the magnitude of the total friction stress is limited
by the yield strength in shear.

Concluding Remarks

In the paper, the main regularities of coupled plastic flow
and strain-induced a ! x phase transformation in Zr were
studied. Strong heterogeneity in pressure leads to significant
error in reported value of transformation pressure based on
averaged pressure (force/area), as reported in [18, 21], so we
used pde ¼ 1:7 GPa, more than three times higher than the
reported value in [21] of 0.5 GPa based on averaged pres-
sure. Note that pressure grows during compression up to
p � 3:5pde and under torsion up to p � 2:5pde , and the
transformation is still not completed due to insufficient
plastic strain. Such high pressure is not required for com-
pleting transformation but under such loadings appears as a
result of a coupled phase transformation and plastic flow.
While experimentalists who characterize transformation in
terms of pressure without plastic strains would say that phase
transformation is not completed even at 6.5 GPa, based on
the model, this is a kinetic property of the phase

transformation that could occur until completion at p ¼ pde
under large plastic straining. Thus, for economic synthesis of
high-pressure phases, it is necessary to design a loading
program that will allow the reaching of a complete phase
transformation at the possible minimum pressure pde :
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Modeling the Microstructure Evolutions
of NiTi Thin Film During Tension

S. E. Esfahani, I. Ghamarian, V. I. Levitas, and P. C. Collins

Abstract
A microscale phase field model for the multivariant
martensitic phase transformation is advanced and utilized
for studying the pseudoelastic behavior of a thin film of
equiatomic single crystal NiTi under tensile loading. The
thermomechanical model includes the strain softening as
a mechanism leading to strain (transformation) localiza-
tion and discrete microstructure formation. To avoid a
small scale limitation, gradient term is dropped. Numer-
ical solutions have shown a negligible mesh sensitivity
for different element shapes and densities, which is due to
rate-dependent kinetic equations for phase transformation.
Microstructure evolution and corresponding stress-strain
curves are presented for several cases. Obtained
stress-strain curves, band-like martensitic microstructure,
a sudden drop in the stress at the beginning of the
martensitic transformation, residual austenite, and multi-
ple stress oscillations due to nucleation events are
qualitatively similar to those in known experiments.

Keywords
Martensitic phase transition � NiTi � Localization
Single crystal

Introduction

Studying the behavior of shape memory alloys has always
been a demanding goal for the different experimental [1, 2]
and theoretical [1, 3] groups. NiTi (nitinol), being an
important shape memory alloy [4, 5], shows an unstable
phase transformation behavior, which leads to a sudden drop
in the global stress-strain curves and localized transformed
regions during the loading and unloading of the sample. The
thermomechanical phenomenological approaches were uti-
lized in [6, 7] to study the influence of martensitic
microstructure formation on the properties of shape memory
alloys. The superelastic behavior and the localization during
the loading of NiTi were observed experimentally in [3, 8].
The main focus of the current paper is to advance the phase
field model presented in [9, 10] in order to investigate
pseudoelastic behavior of the thin film of a single crystal
NiTi. Finite element (FE) simulations based on the model
result in the formation of martensitic microstructures were
produced, which are in qualitative agreement with experi-
mental observation. The mesh sensitivity and morphology as
well as the effects of the athermal threshold and a
pre-existing nucleus on the global stress-strain curves and
the microstructure evolution are investigated (Figs. 1 and 2).

Model Description

A scale-independent thermomechanical model for studying
multivariant martensitic phase transformation proposed in [9,
10] is advanced and utilized in the current study. In contrast
to traditional phase field approaches (e.g., [11–13]), the
current model is scale-free because the gradient term is
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dropped. This is done to consider micro- and macroscale
samples, which is impossible with traditional phase field
approaches due to the necessity to numerically resolve
nanometer-wide interfaces. In the current model, the volume
fraction of austenite, c0, is the only order parameter, and the
volume fraction of each martensitic variant is just the internal
variable. Thus, austenite-martensite interfaces are resolved

only, and martensitic microstructure is determined in an
averaged way in terms of volume fraction of the martensitic
variants without explicit variant-variant interfaces. The
model [9, 10] included isotropic elasticity and was imple-
mented for cubic to tetragonal transformation with three
martensitic variants. In the current work, cubic to monoclinic
transformation in NiTi was studied with 12 martensitic
variants, and anisotropic single crystal elasticity was imple-
mented for both austenite and martensite. Transformation
strains for cubic to monoclinic phase transition are taken
from [14]. Components of the anisotropic elastic tensor can
be learned from [15, 16]. Kinetic coefficients were accepted
as kij ¼ 10 MPa; the difference in thermal energy of
martensite and austenite was taken as ðwi � w0Þ ¼ 18 MPa,
and the magnitude of the energy term Ac0ð1� c0Þ, which
characterizes internal stresses and interfacial energy and
determined strain softening, was considered as A ¼ 13 MPa.

The plane stress condition was imposed to model a thin
film. Finite element analysis results are presented for uni-
axial tensile tests of a thin film of equiatomic NiTi. For this
purpose, 8-node biquadratic quadrilateral finite elements are
employed for all simulations. Temperature distribution in the
thin film is considered homogeneous and constant. The
rectangular sample shown in Fig. 3 is clamped at the left
edge; at the right edge increasing normal displacement and
zero shear stress are prescribed. The Bunge Euler angle set is
ð/1;/;/2Þ ¼ ð86�; 17�; 0�Þ in all simulations.

Fig. 1 The macroscopic stress-strain response of a thin NiTi film for a
zero athermal threshold and for various mesh densities and regularities.
The macroscopic strain rate is _e ¼ 5:5� 10�2 1=s:

Fig. 2 Austenite distribution
within a thin NiTi film for various
mesh densities and regularities for
two different macrostrains. Zero
athermal threshold is assumed,
and the macroscopic strain rate is
_e ¼ 5:5� 10�2 1=s:
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Simulation Results

It is well-known that the strain softening causes the strain
localization, which without regularizing the gradient energy
term may lead to strong mesh sensitivity of FE simulations;
hence, we need to study the mesh sensitivity of the solution.
In Fig. 1, the macroscopic stress-strain responses for various
mesh densities and different mesh regularities (structured
and unstructured meshes) are presented for the same con-
ditions. The results demonstrate that despite the local and
global strain softening, stress-strain curves are practically
mesh-insensitive. In Fig. 2, the distribution of the austenitic
phase for different mesh densities and regularities for two
different macrostrains is presented. Solutions are weakly
dependent on the mesh, especially for a larger strain because
of a broader martensitic region, and for more than 611 FE. In
particular, phase transformation starts and occurs in the same
two bands, and band width and concentration distribution
within bands are close for different meshes. Formally, the
problem is well posed, even without the gradient energy
term. It is regularized due to rate dependence of the kinetic
equations for phase transformation, similar to viscoplastic
regularization in plasticity. This prevents a theoretical solu-
tion with zero thickness of the interface between austenite
and martensite. However, for a slow loading or stationary
solution, the interface width tends to go to zero. In the FE
solution, interfaces localize within one finite element, and
the interface width is mesh-dependent. However, this does
not necessarily affect the solution, especially when marten-
sitic and austenitic bands are much larger than the element

(interface) size. Small differences observed in Fig. 2 for e ¼
0:01 for different meshes are because of the interface width
is comparable with the band width. For e ¼ 0:02 this dif-
ference practically disappears. The obtained mesh indepen-
dence makes such a model efficient for the treatment of
macroscale real-world problems on phase transformations in
a large sample.

The microstructure evolution for the single crystal of NiTi
and corresponding macroscopic stress-strain response for a
cycle of tensile loading are presented in Fig. 3. From this
example, the influence of the martensite plate’s nucleation
and propagation on the global stress-strain curve can be
observed. As soon as phase transformation starts, a sudden
drop in the stress can be seen. When two band-like
martensitic regions start propagation, a plateau in the
stress-strain response appears. Several oscillations can be
obviously seen in this figure, which are due to the appear-
ance and disappearance of the martensitic zones in the
specimen. In point 4, there is one more drop in the
stress-strain curve since two major bands coalesce and two
interfaces are getting eliminated. Residual austenite at the
corners of a sample is observed at high stresses. Thus, the
“elastic” branch of martensite in the stress-strain curve is
affected by residual austenite and a minor transformation in
small regions, which causes narrow hysteresis under
unloading. While direct transformation occurs within two
major bands, the reverse transformation progresses within a
single shrinking band. The stress pick after point 7 is due to
the coalescence of two interfaces.

In Fig. 4, the effect of a nucleation site at the middle of
the sample is investigated to simulate a pre-existing defect.

Fig. 3 The macroscopic
stress-strain response, and the
microstructure evolution within a
thin NiTi film under a cycle of the
uniaxial load. Macroscopic strain
rate is _e ¼ 1:65� 10�2 1=s and
zero athermal threshold is
considered. 981 eight-node
biquadratic FE are utilized
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The concentration of the first variant was set in this FE as 1
and did not change during simulation. Due to stress con-
centration around the defect, two martensitic crossed bands
nucleate. Further loading causes the reverse phase transfor-
mation in one of them, which leads to a single dominant
band propagation. Afterward, the phase transformation starts
near the stress concentrations at the corners. The third
favorable regions for triggering the phase transformation are
the locations at the surface due to the bending of a sample.
Two martensitic bands, similar to the initial bands in Fig. 2,
are produced at these locations. These bands intersect with
the bands propagating from the corners. At point 6, all bands
coalesce and two new bands from two other corners appear.
Also, a single nucleation site increases the oscillations and

affects the plateau part of the stress-strain curve. In Fig. 5,
the magnitude of the athermal threshold K is varied. An
increase in K increases nucleation stresses for martensite and
reduces stresses for initiation of the reverse transformation,
thus increasing the hysteresis in the stress-strain curves. The
athermal threshold produces some strain hardening for direct
transformation while keeping a horizontal plateau for the
reverse transformation. Also, hysteresis loops for K[ 0 are
shifted up with respect to the loop at K ¼ 0.

To summarize, a scale-independent model proposed in [9,
10] is extended to study the phase transformation in a single
crystalline thin film of nitinol. Microstructure evolution and
corresponding stress-strain curves are presented for several
cases. Obtained stress-strain curves, band-like martensitic
microstructure, a sudden drop in the stress at the beginning
of the martensitic transformation, residual austenite, and
multiple stress oscillations due to nucleation events are
qualitatively similar to those in known experiments, e.g., in
[2].
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Residual Stress and Texture Evolution
on Surface of 304L TRIP Steel Sheet
Subjected to FLC Test

I. S. Oliveira, J. M. Alves, R. A. Botelho, A. S. Paula, L. P. M. Brandão,
M. C. Cardoso, L. P. Moreira, and M. C. S. Freitas

Abstract
The martensite formation in the outer and inner blank
sheet surfaces of the metastable 304L austenitic stainless
steel subjected to the Forming Limit Curve (FLC) testing,
performed according to the Marciniak method, was
analysed in regions located near and away from the
failure site. X-ray Diffraction (XRD) was also used for
residual stress and texture quantification related to
strain-induced martensitic phase transformation resulting
from distinct stress and strain trajectories associated to
FLC specimens. From the results were observed some
aspects as greater diversity in the martensite formation

and austenite hardening at outer sheet surface that are
correlated to residual stress and austenite textural
evolution.

Keywords
304L austenitic stainless steel � FLC curve
Phase transformation � Residual stress � Texture

Introduction

The austenitic stainless steel 304L, which will be studied in
this work, comprises the AISI 304 series and has been
intensively used in equipment for chemical, pressure vessels
in oil refineries [1].

It can present a particular feature: the phase transforma-
tion induced by deformation phenomenon called TRIP effect
(Transformation Induced Plasticity) which has basis in
martensitic transformation. This effect is referred because it
gives to steel favorable mechanical properties as high
toughness [2].

In cold working conditions where the material is plasticly
deformed ensuing in the TRIP effect, the homogeneous
deformation belonging to austenitic phase, that in case of the
austenitic stainless steels support this transformation, results
in the martensitic transformation. This transformation occurs
in the solid state without diffusion, resulting of the coordi-
nated movement among atoms the parent phase, and that
keep a narrow crystallographic correspondence between the
parent phase (austenite, in steels) and product phase
(martensite) resulting of the transformation, however, with
new crystallographic structure without chemical composition
change.

The martensitic transformation that entails in the TRIP
effect is directly affected by the temperature and strain rate.
The alloying elements relative effects on start martensitic
transformation temperature (Ms) can be estimated by empiric
relations [3]:
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Ms �Cð Þ ¼ 1305� 1665 %Cþ%Nð Þ � 28 %Sið Þ
� 33 %Mnð Þ � 42 %Crð Þ � 61 %Nið Þ ð1Þ

The highest temperature to which the Ms temperature can
be raised by applied stresses is defined as the Md temperature
[4, 5]. When this temperature lies above room temperature
and the Ms is below room temperature, it is possible to retain
the austenite at room temperature and then, some martensite
can be formed by working the metastable austenite at room
temperature. This can be important in highly alloyed steels
such as stainless steels.

The direct effect of the composition on the formation of
strain-induced martensite on alloy 304 was first investigated
by Angel [6–8] who correlated elemental compositions with
the temperature at which 50% of martensite formed are
related to the application of 0.3 true strain in tension,
denoted by Md30, i.e.

Md30
�Cð Þ ¼ 413� 462 %Cþ%Nð Þ � 9:2 %Sið Þ

� 8:1 %Mnð Þ � 13:7 %Crð Þ � 9:5 %Nið Þ
� 18:5 %Moð Þ ð2Þ

The residual stresses in the material can arise as a result of
interactions between deformation and microstructure, so can
also result from the phase transformation in a material sus-
ceptible to austenite-martensitic transformation [9].

In most of the polycrystalline materials, crystal orienta-
tions are present in a definite pattern and a propensity for this
occurrence is caused initially during crystallization from the
melt or amorphous solid state and subsequently by thermo-
mechanical processes This tendency is known as preferred
orientation or, more concisely, the texture [10]. Many
material properties (Young’s modulus, Poisson’s ratio,
strength, ductility, toughness, electrical conductivity etc.)
depend on the average texture of a material. For austenitic
stainless steel in recrystallized state (from the hot-rolled or
annealed after cold-rolling) revealed a weak preferential
orientation on cfc grains structure—that is considered a
random texture. However, provided only cold-rolled, with
austenite-martensitic microstructure resulted to TRIP effect,
develops a stronger texture for both phases due to this par-
ticular phase transformation [11].

The forming tests allow evaluate the material capability to
be plastically deform in distinct modes before the crack
occurs (proceed or by necking). These tests replace the
normal manufacturing conditions that would be costly since
it would be mandatory to use the same equipment of the
manufacturing process of the final product.

According to Bresciani et al. [12], plastic formability is
defined as the metal or metallic alloy capability to can be
processing by plastic deformation without exhibit defects or
crack on the processed pieces. The various trajectories that
can be established in the possible forming processes in the

plane of the sheet use specimens with distinct width and
constant length and thickness (as shown in Fig. 1): pure
shear (α = −1), uniaxial tension (α = 0), pure strain
(α = 1/2), and biaxial stretching (α = 1) [13]. Thus, as in
stress plane state, exists strain trajectories on sheet plane (β)
that correspond to the plastic deformation ratio that occur in
sheet plane, i.e., β = ε2/ε1, pure shear (β = −1), uniaxial
tension (β = −1/2), pure strain (β = 0) and biaxial stretching
(β = 1).

Tourki et al. [14], study the influence of the plastically
induced martensite on the 304 and 316 austenitic stainless
steels drawing through the FLC curves (Forming Limit
Curve) obtained by Nakazima test in conjunction with
Marciniak-Kuczynski analytic model in order to evaluate if
this model consisted of a good approximation of the
experimental method. The metallographic analyze of the
samples used in this study, whose width ranged from 20 to
240 mm and fixed length of 240 mm, shown that at room
temperature the higher deformation imposed on the material
results in greater number of shear bands intersections
favorable to α′ martensite nucleation.

The Tourki et al. [14] results are in agreement with
Cardoso [15], that claim the occurrence of martensite for-
mation more meaningful for the case of biaxial stretching if
compared with a uniaxial tension.

In previous works Oliveira et al. [16, 17], studied a 304L
austenitic stainless steel sheet submitted to the FLC test
using a Marciniak methodology at room temperature. They
observed that the Ferritoscopy, X-ray Diffraction and
Vickers Hardness results exhibited a relationship with
microstructural evolution, with mechanical behavior and

Fig. 1 FLC curve with relationship between deformation trajectory
and specimen’s width, according to Marciniak method
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deformation mode. In these studies, was possible to con-
clude that the FLC specimens that presented a uniaxial
tension deformation trajectory associated (β = −1/2) the
hardness was proportional to specimen width. However, the
specimens associated to plane strain deformation trajectory
(β = 0) exhibited a opposite behavior, i.e. the hardness
decreased as width increase. On the other hand, the speci-
mens with deformation trajectory close to biaxial stretching
(β = 1) not shown any significant modification on hardness
with specimen width increased.

In this paper, X-ray diffraction was used to correlate the
stress and texture with the microstructural and mechanical
evolution of the 304L austenitic stainless steel sheet sub-
mitted to FLC tests by Marciniak method at room temper-
ature. This sheet was submitted to FLC test following by
Marciniak methods associated to specimens with distinct
widths (20, 40, 60, 80, 100, 120, 140, 150, 180, 200 and
220) and same length 220 mm (parallel to the rolling
direction—RD). According to previous work [17], speci-
mens with 20, 40 and 60 mm width exhibit a deformation
trajectory close to uniaxial tension, i.e., e1 ¼ �2e2
(β = −1/2). While, the specimen with 80 mm width revealed
characteristics between uniaxial tension (β = −1/2) and
plane strain (β = 0). However, the specimens with 100, 120,
130 and 140, near to crack, exhibit a behavior close to plane
strain (β = 0). On the other hand, the specimen with 150 mm
width shown a deformation trajectory between plane strain
(β = 0) and biaxial stretching (β = 1). As long as, the
specimens with 180 and 220 mm width were those closer to
biaxial stretching (β = 1).

The graph and table showed in Fig. 1 summarize the
available deformation from the test that represent the FLC
curve and α′ martensite fraction measured by Ferritoscopy
on front surface of the specimens tested and as-received
sample (AR1—without metallographic preparation; and AR
—after grinding and mechanical polishing with diamond
suspension). According to Oliveira et al. [18], the smaller

martensite fraction in as received sample original surface and
its reduction after metallographic preparation (Figs. 2 and 3
—Ferritoscopy and XRD results) are due to processing route
in Aperam: after annealing the sheet was process in skin pass
mill in order to promote a specular aspect on sheet surface,
resulting in a significant superficial deformation without
significant thickness reduction.

For this present work only, specimens which deformation
trajectories in the range of the uniaxial tension to biaxial
stretching (80, 100, 130, 150 and 200 mm) were selected.

Methodology

The material for this study is an austenitic stainless steel
sheet, classified as 304L, supplied by Aperam South
America. The chemical composition is shown in the Table 1,
associated with Ms [3] and Md30 [7] equals to −40.89 and
61.72 °C, respectively, calculated by Eqs. 1 and 2.

Fig. 3 XRD profile from 304L steel in as-received condition Adapted
of Oliveira et al. [18]

Fig. 2 FLC curves on crack (line
that connect the superior points)
and marginal to safe zone
(necking and adjacent regions)
obtained for the 304L austenitic
stainless steel in study in previous
work [17], and α′ martensite
measured by ferritoscopy on front
surface of the FLC specimens
[16]
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According to the supplier data, the material was hot rolled
to 2.85 mm thickness, cold rolled to 1.0 mm thickness and
500 mm width and submitted to box annealing at 1,060 °C
(soaking temperature). After annealing the sheet was pro-
cessed in skin pass mill in order to promote a specular aspect
on sheet surface, which resulting only a superficial defor-
mation without significant thickness reduction.

The present phases (austenite and martensite) in
as-received steel samples (with and without electrolytic
polishing) and FLC specimens (on front surface without
metallographic preparation) were determined by XRD
beyond ferritoscope measurements in previous study [17], in

order to observe the phase transformation kinetic associated
with modifications on profile of the consumed austenitic
peaks and formed martensitic peaks. The diffractometer
used is XRD-6000-Shimadzu model, Co Kα radiation,
30 kV and 30 mA on Bragg-Brentano geometry. The vari-
ations of the peaks intensity were measured with θ/2θ
coupled, between 40 and 110º of 2θ with 0.02º step on
continuous scanning.

In present work is discussed the analysis of the peak
profile related to area, as for austenite and martensite XRD
peaks were verified with “Spectroscopy/Baseline and
Peaks” functions on the OriginPro 8 Software.

On the other hand, the conditions and equipment for
residual stress and texture measurement were distincts. The
incident optic consisted in focus-point, Co tube, iron filter,
collimator policapillary (X-ray lenses) in order to optimize
the beam parallelism; divergent optical collimator of parallel
plates to ensure that X-ray beam reaches the detector in
parallel, and PIXcel detector (PANalytical), voltage and
current in diffractometer (PANalytical—X’Pert PRO MPD):
40 kV and 45 mA, respectively. The residual stress and
crystallographic texture measurements were performed,
respectively, at 2θ = 89º and in (111), (200) and
(220) austenite (γ) crystallographic planes.

Results and Discussion

In Fig. 4 is shown the XRD profile that revealed the
austenite and α′ martensite peak presents associated to the
original surface from the FLC specimens compared with

Table 1 Chemical composition
of the 304L austenitic stainless
steel sheet in study

C Mn Si P S

0.018 1.2693 0.4786 0.0303 0.0015

Cr Ni Mo Al Ti

18.3639 8.0221 0.0261 0.0032 0.0018

Co V Nb B –

0.1015 0.0418 0.0071 0.006 –

Fig. 4 Comparison of as-received and FLC specimens XRD profile
(original surface)

Fig. 5 a Austenite (A) and b α′
Martensite (M) peak areas
calculated from as-received and
FLC specimens XRD profile
(original surface)
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Table 2 Residual stress on surface of the FLC selected and as-received samples (original and electrolytical polishing surface)

Specimen width Residual stress on surface (MPa)

Average Standard deviation Nature

AR1 −193.5 11.4 Compression

AR2 −30.7 19.0 Compression

080 −269.9 311.2 Compression

100 −247.3 209.7 Compression

130 −114.3 84.0 Compression

150 130.2 160.9 Tension

220 −101.7 99.0 Compression

Fig. 6 FDOC: As-received sample after removed deformed layers by grinding + electrolytic polishing (AR1) and on original surface without
metallographic preparation (AR2). FLC specimens selected (without metallographic preparation)
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as-received sample. While is summarized in Fig. 5 the peak
areas calculation for each austenite and α′ martensite peak
that appear in Fig. 4.

The XRD results exposed that the (200) austenite peak
was intensely consumed, and disappeared entirely for FLC
specimens with width equal or higher than 130 mm. While
the (111) austenite peak consume was less intense with the
specimen width increased. However, the (220) austenite
peak was kept almost intact in terms of intensity, indepen-
dent of specimen width analyzed. On the other hand, the
consumed austenite transformed into martensite, with a
(111) martensite orientation intensification parallel with two
others martensite orientations ((200) and (211)), only for
specimen width up to 80 mm, which are closer to uniaxial
tension. Opposite behavior was found for specimen higher
than 100 mm width, included, which are between uniaxial
tension and plain strain up to approach to biaxial stretching,
where the highest martensite orientation intensity is linked to
(200) and (211) the expense of (111) martensite orientation.

The residual stress and texture results for selected sam-
ples (AR and FLC specimens—80, 100, 130, 150 and
220 mm) are presented in Table 2 and Fig. 6, respectively.

There are few quantitative studies concerning with
residual stress by XRD involving the martensitic transfor-
mation in austenitic stainless steel with TRIP effect due to
the complexity of the stress measured, because it is gener-
ated superposed by phase transformation and stress accom-
panying the plastic deformation on material.

To understand a face centered cubic material that only
plasticly deform when is submitted to mechanical request,
i.e., without any phase transformation. The residual stress
was measured in a fully annealed copper sample, which
results −114.85 MPa and low standard deviation value
(±4.4 MPa) with compression nature.

On the other hand, the residual stress results for TRIP
steel in study, in as-received condition with low martensite
fraction (AR1—Fig. 2 and Table 2), shows scattering that
indicated heterogenous distribution of the residual stress at
material microstructure, but describe clearly a compressive
stress state. This value decrease when the as-received sample
surface is submitted to grinding following by electrolytical
polishing.

The residual stress results for FLC specimens selected
exhibited a complex behavior of residual stress revealing
heterogenous of these stresses on deformed microstructure
with significant martensite fraction.

This residual stress behavior probably associated
heterogenous microstructure due deformation reflected on

crystallographic results by development of zeta-fiber on
austenite grain orientation on sheet surface when deforma-
tion mode tends to biaxial stretching and related to the skin
pass process.

Conclusion

According to the XRD results explored in this work, it can
be concluded that: distinct strain states affect the martensitic
transformation associated to TRIP effect on 304L austenitic
stainless steel sheet subject to FLC according to Marcianick
Method as was expected. These strain states result in mod-
ifications on the residual stress and crystallographic orien-
tation in present phases, that inferred in austenitic
reinforcement on FLC specimens surface.
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An Investigation on the Microstructure
and Mechanical Properties of Hot Rolled
Medium Manganese TRIP Steel

Yu Zhang and Hua Ding

Abstract
Microstructure and mechanical properties of hot rolled
medium manganese TRIP steel were investigated in the
present study. The heat treatment schedule was intercrit-
ical annealing at various temperature (640, 665 and 690 °
C) for 1 h and water quenched. The results showed that
an excellent combination of high strength and adequate
ductility was obtained. As the intercritical annealing
temperature increased, the ultimate tensile strength and
strain hardening rate increased, while the total elongation
increased firstly and then decreased. A large amount of
austenite could be retained at room temperature by
adopting the method of intercritical annealing. Austenite
stability and initial microstructure before deformation
played an important role in the mechanical properties and
strain hardening rate.

Keywords
TRIP steel � Intercritical annealing � Austenite stability

Introduction

In order to accommodate the requirement of improvement in
passenger safety and fuel efficiency as well as reduction of
CO2 emission, advanced high strength steels (AHSS), with
both high strength and good ductility, have received extensive
interests in automobile industry in recent years. At present,
three generations of AHSS have been developed. The first
generation AHSS, including dual phase, complex phase and
transformation induced plasticity (TRIP) steels, showed high
strength but an inadequate ductility of below 20% [1–3],

which restricted the applications in automobile industry.
Twinning induced plasticity (TWIP) steels, regarded as the
second generation AHSS, demonstrated high strength and
high work hardening rate as well as superior ductility of
exceeding 50% [4–6]. However, a large amount of alloying
elements became a drawback in mass production and material
cost. Thus, medium Mn steels, as the third generation AHSS,
have attracted much attention due to their excellent mechan-
ical properties. MediumMn steels presented a combination of
high tensile strength and adequate elongation about 30–40
GPa%, which was between the first generation AHSS and the
second generation AHSS. Since a large amount of metastable
retained austenite was obtained, the excellent properties of
medium Mn steels resulted from the phase transformation
from austenite to martensite during the deformation process.
To obtain retained austenite, strategies of austenite reversion
from full or partial martensitic microstructure during inter-
critical annealing, named as austenite reverted transformation
(ART), were often adopted in previous studies [7, 8]. C and
Mn, known as austenite stabilized elements, partitioned from
martensite to austenite during the intercritical annealing pro-
cess, leading to retain the intercritical austenite to room tem-
perature. It was reported that ARTed medium Mn steels
showed an excellent mechanical properties with high strength
and good ductility [8].

In present work, an alternative method of intercritical
annealing on the as hot rolled samples was proposed to
obtain retained austenite in medium Mn steels. The aim of
this paper was to report the excellent mechanical properties
of the investigated steels and discuss the effect of austenite
stability on mechanical properties and strain hardening
ability of the steels.

Experiment Methods

The chemical compositions of the medium Mn steel in the
present study were Fe–9.2Mn–1.6Al–0.15C (in wt%). The
experimental steels were cast in a vacuum furnace. The cast
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materials were forged to ingots with a thickness of 70 mm
and then air cooled to room temperature. The forged mate-
rials were soaked at 1200 °C for 1 h, hot rolled from 70 mm
to 4 mm with a hot rolling reduction of 94%, and then air
cooled to room temperature. In order to obtain retained
austenite, a schedule of intercritical annealing was adopted.
The as hot rolled samples were intercritically annealed for
1 h at 640 °C (abbreviated as IA640), 665 °C (abbreviated as
IA665) and 690 °C (abbreviated as IA690), respectively, and
then water quenched. The dog-bone tensile specimens with a
gauge length of 50 mm were machined from the intercritical
annealing samples with the tensile axis parallel to the hot
rolling direction. Tensile tests were carried out at room
temperature and at an engineering strain rate of 1 � 10−3

s−1. The microstructure were characterized by scanning
electron microscope (SEM). For the sake of SEM observa-
tion, specimens were grinded, electro polished and then
etched with 25% sodium bisulfite solution. X-ray diffraction
(XRD) analysis was carried out to determine the volume
fraction of retained austenite before and after the tensile test.

The Experimental Results

Mechanical Behavior

The engineering stress-strain curves of the investigated steels
intercritically annealed at various temperatures were shown

in Fig. 1, and the mechanical properties were summarized in
Table 1. It could be found that an excellent combination of
high tensile strength and adequate ductility was obtained.
When the intercritical temperature was elevated from 640 to
690 °C, the ultimate tensile strength increased. The ductility
of IA640 sample and IA665 sample presented to be similar,
while a decrease in ductility was observed for IA690 sample.

The strain hardening rate curves of the investigated steels
were illustrated in Fig. 2. It could be found that the samples
in the present study showed a good ability in strain hard-
ening. As the intercritical annealing temperature increased,
the strain hardening rate increased. Compared with IA640
sample, IA665 sample presented a little increase in strain
hardening rate, and both IA640 sample and IA665 sample
demonstrated a durable strain hardening behavior during the
deformation process. IA690 samples showed a much higher
strain hardening rate than IA640 sample and IA665 sample
but insufficient durability in strain hardening behavior.

Microstructure

The SEM images of the investigated steels intercritically
annealed at various temperatures were given in Fig. 3. Two
types of morphology could be observed in the intercritical
annealing samples. Lath-typed ultrafine austenite and ferrite
predominated in the microstructure. In addition, austenite
strips were found to be along the hot rolling direction, and it

Fig. 1 Engineering stress-strain curves of the investigated steels
intercritically annealed at different temperatures

Fig. 2 Strain hardening rate curves of the investigated steels intercrit-
ically annealed at different temperatures

Table 1 Mechanical properties of the investigated steels intercritically annealed at different temperatures

Sample no. Ultimate tensile strength (MPa) Total elongation (%) Product of strength and elongation (MPa%)

IA640 1406 27.00 37962

IA665 1499 27.70 41522

IA690 1623 17.38 28208
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could be found that the austenite strips were composed of
several blocky austenite grains. In IA690 sample, the
microstructure was found to be squeezed as a result of
volume expansion of martensite transformation. It should be
noted that as the intercritical annealing temperature

increased, the austenite stability decreased, thus some
austenite with lower stability might transform into martensite
during the quenching process.

The volume fraction of retained austenite before and after
tensile tests and austenite transformation ratio obtained from

Fig. 3 SEM images of the investigated steels intercritically annealed at different temperatures: a and b 640 °C, c and d 665 °C, e and f 690 °C
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XRD results were demonstrated in Fig. 4. A large amount of
austenite was retained at room temperature after intercritical
annealing (all above 70%) due to the supplement of medium
amount of Mn element since Mn was a strong austenite
stabilized element. As the temperature increased, the amount
of retained austenite before the tensile tests presented to
firstly increase and then decrease, which was in accordance
with the SEM results that some austenite with lower stability
transformed into martensite when IA690 sample was quen-
ched. Furthermore, an increase in austenite transformation
ratio could be found as the intercritical temperature was
elevated.

Discussion

To clarify the austenite stability further, k value was calcu-
lated from the equation as below,

fc ¼ fc0 exp �keð Þ
where, fc0 represented the volume fraction of austenite
before the tensile test and fc represented the volume fraction
of austenite at the fracture strain of e. Thus, a higher k value
implied lower austenite stability. The results of k value were
shown in Fig. 5. Compared with IA640 sample, a slight
increase in k value was found for IA665 sample, suggesting
a slight decrease in austenite stability, which led to an
increase in tensile strength. Moreover, the total elongation
presented to be similar for both IA640 sample and IA665
sample. It could be deduced that the samples intercritically
annealed at 640 and 665°C possessed an appropriate
austenite stability for high strength, high strain hardening
rate and good ductility. For IA690 sample, a significant
increase in k value meant much lower austenite stability,
leading to a much higher strain hardening rate. A large
amount of retained austenite transformed into martensite in
the early stage of deformation due to the lower austenite
stability, resulting in a decrease in ductility. Considering that
some austenite transformed into martensite during the
quenching process in the initial microstructure of IA690
sample before deformation, the lower austenite stability and
initial martensite resulted in a higher strength but a lower
ductility.

Conclusion

A large amount of austenite could be retained at room
temperature and an excellent combination of high strength
and adequate ductility could be obtained by adopting the
method of intercritical annealing. As the intercritical
annealing temperature increased, the ultimate tensile strength
and strain hardening rate increased, while the total elonga-
tion increased firstly and then decreased. Austenite stability
and initial microstructure before deformation played an
important role in the mechanical properties and strain
hardening rate.
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Correlation Between Deformation Texture
and Martensitic Transformation
in TWIP/TRIP Steels on Multiscale

Marton Benke, Erzsebet Nagy, Mate Sepsi, Peter Pekker,
and Valeria Mertinger

Abstract
In the present manuscript, the texture variation of c
austenite, e martensite and a′ martensite phases are
investigated in FeMn (Cr) steels exhibiting both TWIP
and TRIP behaviour during uniaxial tensile tests. Samples
of three steels with varying Cr content were subjected to
tensile tests till fracture on different temperatures ranging
from room temperature, at which e martensite and c
austenite are stable to 453 K, where only c austenite was
present prior to tensile stressing. The developed texture of
e martensite, a′ martensite and c austenite was examined
on multiscale, by TEM orientation mapping, Electron
Backscattered Diffraction (EBSD) orientation mapping
and X-ray-diffraction pole figure measurements. Correla-
tions between the developed textures and the formation of
the martensitic phases are discussed.

Keywords
TRIP/TWIP steels � Texture � Thermomechanical
treatment

Introduction

TWIP/TRIP steels are favoured because of their combined
high strength and elongation. In case of TWIP steels, the
unique mechanical behaviour is due to Twinning Induced
Plasticity (TWIP) which is based on the c ! e martensitic
transformation, while Transformation Induced Plasticity is
characteristic to TRIP steels which is based on the c ! e

a′ and c ! a′ martensitic transformations [1–4]. The
unique mechanical behaviour of TWIP/TRIP steels can be
utilised in energy absorbing components and/or during the
manufacturing process of such steels.

Principles of the transformations occurring in TWIP and
TRIP steels such as crystallographic correlation during
fcc-hcp transformations has been described for long [1–6].
However, because of the components’ mechanical behaviour
during deformation must be well known and controlled for
proper process design, detailed examinations on the behaviour
of TWIP/TRIP steel with specific compositions are still being
investigated. For instance, Kwon et al. have shown that
reverse e ! c transformation can occur during deformation
in high Mn-content steels [6]. Besides the deformation
induced transformations, crystallographic texture has also
effect on the components’ formability. Barbier et al. examined
the texture evolution during room temperature tensile tests on
macroscale and microscale by means of X-ray diffraction
(XRD) and electron backscattered diffraction (EBSD). They
showed that a pronounced <111> fiber texture formed during
tensile tests [7]. Co-authors of the present paper investigated
the macrotexture evolution of TRIP steels at sub-zero tem-
perature levels using XRD [8–10].

However, the description of texture formed at elevated
temperatures is also useful for practical applications if the
thermomechanical process of TWIP/TRIP steels occurs at
elevated temperatures.

The aim of the present paper is to characterize the orientation
relationships of c austenite, e martensite and a′ martensite
within the same former austenite grain in samples subjected to
tensile tests at different temperatures both above and below the
martensite start (Ms) temperature of the c ! e transformation.
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Experimental

TWIP/TRIP steels with Cr content of 0.07, 2.26 and 6.12
were produced at TU Bergakademie Freiberg. The compo-
sitions of the examined steels are given in Table 1. Tensile
test specimens with diameter of 5 mm and differential
scanning calorimeter (DSC) samples were machined from
hot rolled rods. The specimens were austenized at 1273 K in
argon atmosphere for 30 min and subsequently quenched in
room temperature water. XRD phase analysis confirmed that
the microstructure of the as-quenched (AQ) samples con-
sisted of thermally induced e martensite and c austenite of all
three steel types (Table 2). The e $ c transformation tem-
peratures were obtained using a Netzsch 204 heat flux DSC.
The e $ c transformation temperatures are summarized in
Table 1. Since the formation of a′ martensite could be
induced only by mechanical stress in the examined alloys,
only the e $ c transformation temperatures were measured.
Accordingly, martensite start temperature of the e $ c
transformation is referred to as ‘Ms’. Tensile tests were
performed at different test temperatures with an Instron 5982
universal mechanical tester machine equipped with a climate
chamber. The test temperature range was set to reach Af

temperatures and go below Mf temperatures. Prior to tensile
tests, the specimens were heated up to 573 K and held for
30 min. After that, the specimens were cooled down to the
test temperature being: 473, 453, 433, 413, 398, 383 and
313 K and loaded until rupture. The detailed anisotropy
investigation of tested samples at 453, 398 K are introduced
in this paper.

After tensile tests, samples for XRD and transmission
electron microscope (TEM) examinations were prepared
from the cross-gauge section of the tensile specimens.
Specimens stressed above Ms consisted of c austenite and
strain induced e martensite (eSTR) on the test temperature.
Specimens tensile tested below Ms contained thermally
induced e martensite (eTH) in addition to c and eSTR. a′
martensite also formed in samples stressed at 413 K or lower
temperatures. The volume fraction of phases was determined
by full intensity fitting X ray diffraction method. Orientation
relationships between c austenite and e martensite, adjacent
e plates and e martensite and a′ martensite crystals in nano
scale were characterised by TEM orientation mapping using
a FEI Tecnai G2 TEM and ASTAR system. The orientation
relationships were described through pole figure generations.
For every orientation relation, the examined crystal pairs
were located within a common former austenite grain. For
each examined sample, examinations were carried out on 5
different fields of view. For the colour version of the TEM
map images the Reader is asked to see the online version.
The colours correspond to different orientations of crystals,
thus, plates of the same phase with different orientations can
be distinguished. The orientations related to different colours
are not given since pole figures were used for the orientation
investigations. The microscale orientation mapping was
described by EBSD using Zeiss EVO MA 10 scanning
electron microscopy equipped with EBSD system. The
macroscale orientation was characterised by Bruker D8
Advance X ray diffractometer and Stresstech G3R centreless
diffractometer using inverse pole figure and pole figure
descriptions respectively.

Table 1 Composition and
transformation (e $ c)
temperatures of the examined
steels

Steel type Composition Transformation temperatures

C Mn Cr Si S P Ms Mf As Af,

wt% K

Steel 2 0.028 18 0.07 0.03 0.025 0.0081 411 319 455 499

Steel 1 0.026 17.7 2.26 0.1 0.029 0.0051 404 319 453 494

Steel 3 0.08 17.7 6.12 0.06 0.025 <0.003 378 310 444 481

Table 2 Volume fraction of
phases, %

Steel type Test temperature

As quenched 398 K 453 K

c a e c a e c a e

% % %

Steel 2 8 0 92 13 31 56 45 0 55

Steel 1 14 0 86 6 68 26 51 0 49

Steel 3 14 0 85 36 14 50 47 0 53
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Results and Discussion

The Table 2 shows the calculated volume fraction for the
fractured samples at 398 and 453 K. Austenite and e
martensite were determined at the higher temperature while
the tree phases mixture (austenite, e and a′ martensites) were
found at the lower temperature. Formation of the strain
induced martensite is evident at the 453 K in case of all steel
types. In case of Steel 2 and Steel 1 the Ms temperature is
higher than the lower test temperature so a mixture of
thermally and stress induced e martensite can be expected
after fracture at 398 K. In case of Steel 3 this test

temperature is slightly above to the Ms temperature (378 K)
so the thermally induced e martensite is unexpected. The
loaded at lower temperature resulted strain induced a′
martensites in case of each steel.

The orientation relationships are performed in the rank of
scale as it were determined.

Figure 1 and 2 show the texture numbers of c and e
phases, respectively, calculated from the relative intensity
ratios of Bragg reflections on cross section XRD spectra of
the steel samples after tensile tests at different temperatures.

As seen in Fig. 1, the c phase remained closely isotropic
after all performed tensile tests regardless of test temperature
or steel composition. However, according to Fig. 2,

Fig. 1 Texture numbers of c phase obtained from cross section XRD spectra of a steel 2, b steel 1 and c steel 3 tensile tested at different
temperatures [11]
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e martensite was isotropic at lower test temperatures, but a
notable {112} texture developed at higher tensile test tem-
peratures for all three steel types. We have already showed
in our earlier paper [11] that during the DSC test the
decomposition kinetic of martensites is related to this {112}
texture gradient in function of test temperature. So, this
temperature dependence of the {112} texture refers the
different origin of e martensites. According to the {112} pole
figures of e martensites (Fig. 3), fiber texture was developed
at each case but it can be stated that the samples exhibit
stronger texture at 453 K in case of all steel types.

The texture evolution of e martensite with increasing test
temperature was examined on microscale through EBSD
orientation mapping and pole figures of Steel 1 tested at 398
and 453 K. Figures 4 and 5 show the EBSD orientation and
phase maps and pole figures of c phase and e martensite. The
c {111} || e {001} relationship is evident in both cases.

The Figs. 6, 7, 8, 9, 10 show the results of nanoscale
(TEM) orientation investigations. A c-e orientations is pre-
sented of Steel 3 tested at 398 K. Note that for Steel 3 the

test temperature is above the Ms temperature (see Table 1).
The microstructure is dominated by e plates in which some
regions of c phase are also present (all areas of c phase are
marked). No high angle austenite grain boundary can be
seen; thus, all the examined area would be one austenite
grain. The e plates have two main orientations. To examine
the orientation relationship between c and e phases, c [111]
and e [001] pole figures were taken and are shown in Fig. 6.
Both c [111] and e [001] pole figures have a pole in the same
orientation meaning that there is a parallel c [111] and e
[001] direction. This agrees with the Kurdjumov-Sachs
(K-S) orientation relationship: c {111} || e {001} || a′ {110}
[4, 7, 9, 10, 12].

Figure 3 XRD {112} pole figures of e martensites of
Steel 2, 1 and 3 tested at 398 and 453 K. CHI range of pole
figures is 12°–60°

Figure 7 shows the TEM orientation map and c [111] and
e [001] pole figures of Steel 1 tensile tested at 398 K. For the
composition of Steel 1, the applied test temperature is below
the Ms temperature (see Table 1). The microstructure

Fig. 2 Texture numbers of e martensite obtained from cross section XRD spectra of a steel 2, b steel 1 and c steel 3 tensile tested at different
temperatures [11]
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contains large regions of e and a′ martensite phases with
some areas of c austenite. A high angle boundary that was a
grain boundary in the former austenitic structure can be seen
in the upper part of the image. The locations of the c-e
orientation examination are marked. The c [111] and e [001]
pole figures have a common orientation meaning that there is
a parallel c [111] and e [001] direction about which the c and
e phases are rotated. The same correlation was found
between c and e phases of a common former austenite grain
during the examination of other areas as well. Furthermore,
the same orientation relationship was observed between c
and e phases in all the examined samples regardless of its
state (as-quenched or tensile tested), test temperature or

composition. Thus, thermomechanical treatment, tempera-
ture of tensile test and variation of Cr concentration of a few
wt% have no effect on the orientation relationship between c
and e phases originated from the same austenite grain.

As seen in Fig. 6 all the e plates found within one former
austenite grain have two main orientations. Figure 8 shows e
[100] pole figures of two neighbouring e plates having the
two main orientations. The adjacent e plates have a common
direction in the [100] pole figure meaning that one [100]
direction of the e plates are parallel to each other, and the
rotation axis about the examined e plates are rotated relative
to each other is in the direction of the common [100]
direction. The angle of rotation was obtained by measuring

Fig. 3 XRD {112} pole figures of e martensites of steel 2, 1 and 3 tested at 398 and 453 K. CHI range of pole figures is 12°–60°
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the misorientation angle along a line crossing the two
adjacent e plates. The line is shown in Fig. 6. The misori-
entation variation of the neighbouring e plates is shown in
Fig. 8. The measured misorientation angle is highlighted.
The measured misorientation angle between the neighbour-
ing e plates is *71°. Values of *70°, 71° misorientation
angle were found to be characteristic to e-e relations of the
same austenite grain in all the examined samples, regardless
of state, tensile test temperature and composition. The
measured misorientation angle of 70°-71° which is very
close to the theoretical inclination angle of the <111> di-
rections in the fcc structures (70.53°). This is in agreement
with the K-S relation according to which the c $ e trans-
formation occurs along the c {111}/e {001} planes. This
means that the application of thermomechanical treatment,
the temperature of the thermomechanical treatment and
variation of Cr concentration have no effect on the

orientation relationship between adjacent e phases within the
same austenite grain.

Due to the strain induce effect at lower testing tempera-
ture the a′ martensites also formed. The Fig. 9 shows the
orientation map of Steel 2 tensile tested at 398 K. The
microstructure contains e and a′ martensites. The a′
martensite does not have a plate-like morphology, its
appearance is granular. The orientation relationship between
e martensite and a′ martensite is shown by e [001] and a′
[110] pole figures (Fig. 9). It can be seen that e [001] and a′
[110] pole figures have a common pole orientation.
Accordingly, there is a parallel e [001] and a′ [110] direc-
tions. This relation was found to be characteristic to e and a′
martensites formed from a common austenite grain. Simi-
larly to the previous orientation examinations, the K-S
relation was found to be valid for the e martensite and stress
induced a′ martensite as well.

Fig. 4 EBSD orientation map
and pole figures of steel 1 tensile
tested at 398 K
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The c-a′ orientations were also investigated. Figure 10
shows the microstructure of the Steel 1 tested at 398 K.
Plates of a′ martensite and some regions of c austenite are
present in the e matrix. A high angle grain boundary can be
seen passing through horizontally in the middle that was an
austenite grain boundary. The examination of the c-a′

orientation was carried out by measuring pole figures in c
and a′ phases within the same former austenite grain
(marked). As seen in Fig. 10, c [111] and a′ [110] poles are
in the same direction meaning that the c and a′ phases have a
parallel c [111] and a′ [110] direction. Thus, the K-S relation
was confirmed by the c-a′ relationship as well.

Fig. 5 EBSD orientation map
and pole figures of steel 1 tensile
tested at 453 K

Fig. 6 TEM orientation map and
pole figures of steel 3 tensile
tested at 398 K
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Fig. 7 TEM orientation map and
pole figures of steel 1 tensile
tested at 398 K

Fig. 8 e [001] pole figures and
misorientation angle between two
adjacent e plats of steel 3 tensile
tested at 398 K

Fig. 9 Orientation map of steel 2
tensile tested at 398 K and the e
[001] and a′ [011] pole figures

Fig. 10 Orientation map of steel 1 tensile tested at 398 K and the c [111] and a′ [011] pole figures with the locations of c-a′ orientation
examination
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Conclusions

Orientation relationships were investigated between c
austenite, e martensite and a′ martensite in TWIP/TRIP steel
samples having different Cr content after tensile tests carried
out at different temperatures using XRD, EBSD and TEM
orientation mapping. Within the same former austenite grain,
the Kurdjumov-Sachs (K-S) orientation relationship (c
{111} || e {001} || a′ {110}) was confirmed between adja-
cent c-e, e-a′ and c-a′ phases in all three examined steels (Cr
content: 0, 2.26,6.12 wt%), in as-quenched and tensile tested
samples regardless of whether tensile test was carried out
above or below the Ms temperature. Previous XRD texture
investigations revealed that the texture number related to the
e {112} planes increase with tensile test temperature. Now, it
was shown that the e {112} has a fiber texture which is
stronger at higher test temperatures. The {112} fiber texture
could only be observed on the macroscopic scale.
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Phase Transitions and Their Interaction
with Dislocations in Silicon

Valery I. Levitas, Hao Chen, and Liming Xiong

Abstract
In this paper, phase transformations (PTs) in silicon were
investigated through molecular dynamics (MD) using
Tersoff potential. In the first step, simulations of PTs in
single crystal silicon under various stress-controlled
loading were carried out. Results shows that all instability
points under various stress states are described by criteria,
which are linear in the space of normal stresses. There is a
region in the stress space in which conditions for direct
and reverse PTs coincide and a unique homogeneous
phase transition (without nucleation) can be realized.
Finally, phase transition in bi-crystalline silicon with a
dislocation pileup along the grain boundary (GB) was
carried out. Results showed that the phase transition
pressure first decreases linearly with the number of
dislocation pileups and then reaches a plateau with the
accumulation of dislocations in the pileup. The maximum
reduction of phase transition pressure is 30% compared to
that for perfect single crystalline silicon.

Keywords

Molecular dynamics ⋅ Phase transition criteria
Homogeneous phase transition ⋅ Triaxial loading
Phase transition pressure ⋅ Grain boundary
Dislocation pileup

Introduction

It is known that nonhydrostatic stresses and plastic defor-
mation drastically reduce phase transformation pressure for
various materials [1–5]. However, the reasons and mecha-
nisms are still not completely clear. There is an analytical
model [2–4, 6, 7] and phase field solutions for nucleation of
a high-pressure phase at the tip of strain-induced dislocation
pileup that suggest that this may be a possible mechanism
for strong reduction in transformation pressure. In this paper,
we will report results of some our atomistic studies. First, we
will review the lattice instability criteria under six dimen-
sional nonhydrostatic loadings [8, 9]. Then we introduce
silicon bi-crystal and dislocation pileup along the GB to
investigate the role of dislocation activities in promoting
phase transformation.

Simulation Method

In this work, classical MD simulations were performed using
the LAMMPS package [10]. Tersoff interatomic potential is
employed as the interatomic force field for the interactions
between Si atoms [11]. This potential has been demonstrated
to be successful in describing the transition from the
diamond-cubic to beta-tin in single crystal silicon (Si I to Si
II) under a uniaxial stress of 12 GPa (see [12] and current
results), which is close to the experimental value [13]. The
majority of simulations have been performed for a Si sample
containing 64,000 atoms. To prove a size-independence of
the results, simulations under uniaxial loading were per-
formed for varying sample sizes ranging from 5 nm to
40 nm, which contain 8,000–4,096,000 atoms, respectively.
A time step of 1 fs was used in all simulations. The system
temperature is set as T = 1 K to eliminate the possibility of
the occurrence of thermally activated phase transitions
(PTs). Effects of the free surfaces on the PTs were excluded
by employing periodic boundary conditions along all three
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directions. For uniaxial loading, simulations were conducted
under (a) a specified first Pila-Kirchhoff stress P; (b) a
specified Cauchy stress σ; and (c) a strain-controlled loading.
Here the first Piola-Kirchhoff stress P was applied to the
system by enforcing constant forces on the top and bottom
layers of the atomistic system along the directions of com-
pression. The Cauchy stress σ was applied to the system
using the Berendsen algorithm [14], in which the instanta-
neous stress of the system was calculated using the virial
formula and controlled in two steps. First, a Cauchy stress
increment of 0.01 GPa was applied to the simulation cell;
this was then followed by an equilibration of the entire
specimen for 10 ps. In order to ensure that a desired Cauchy
stress has been achieved, the system virial stress at the end of
each loading increment was calculated and was checked
against the prescribed stress, assuming that the averaged
Cauchy stress coincides with the virial stress [15]. It should
be noted that such a weak-coupling stress-controlling strat-
egy is different from that of using the Parinello-Rahman
algorithm [16], which, in contrast, approximately controls
the deviatoric component of the second Piola-Kirchhoff
stress T [17]. In the strain-controlled loading, the fix deform
method in LAMMPS was employed. That is, each time after
the simulation box size along the main loading direction was
changed at a value of 0.2 Å, the system was equilibrated for
100 ps. This atomistic system was equilibrated with a fixed
box size along the loading direction and zero stress along the
other direction. Multiaxial loading was applied to the sim-
ulation cell through controlling the normal components of
the Cauchy stress utilizing the Berendsen algorithm [14].
However, shear stresses in LAMMPS cannot be applied
through the Berendsen algorithm. They were applied with
the Parinello-Rahman algorithm [15], which controls the
deviatoric part of the second Piola-Kirchhoff stress T [16].

At the instability point, the Cauchy stress was calculated and
substituted into the instability criterion.

Simulation Results

Instability Criteria Calibrated by Molecular
Dynamics

Using a phase field approach, the lattice instability (phase
transformation) criteria for cubic-tetragonal PTs, Si
I ↔ Si II, was derived as a linear function of three normal
prescribed Cauchy stresses σi along cubic axes [8, 9]. They
are shown as the planes in Fig. 1. The negative stresses are
compressive, and compressive stress σ3 has the largest
magnitude. In order to validate these lattice instability cri-
teria, corresponding MD simulations were performed.
Microstructure evolution during PTs Si I ↔ Si II and typ-
ical uniaxial stress-strain curves for σ, P, and the second
Piola-Kirchhoff stress T for direct and reverse PTs are shown
in Fig. 2 under prescribed σ, P, and displacements (strains).
Under a prescribed σ, instability for the PT of Si I → Si II
starts at maximum Cauchy stress (point I, Lagrangian strain
E = 0.2293), i.e., at a zero elastic modulus, which is typical
for a sample under a multiaxial loading as well; P and
T continue growing beyond the instability point I. However,
reverse PT starts at a minimum stress but nonzero value of
any elastic moduli, i.e., it cannot be described by a tradi-
tional zero-moduli approach. Instability is easily detected by
the impossibility of equilibrating the system under fixed σ
until it transforms to an alternative phase. After instability
point I, the microstructure initially evolves homogeneously,
then heterogeneously with stochastic fluctuations, then with
bands consisting of some intermediate phases (Fig. 2). At

Fig. 1 a Plane in stress space
corresponding to the analytical
instability criterion from [8, 9] for
direct Si I → Si II PT and the
lattice instability points from MD
simulations. b The plot in (a) is
rotated until theoretical plane is
visible as a line. c and d are the
same plots as in (a) and (b) but
for reverse Si II → Si I PT [9]
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larger strains, bands with fully formed Si II appear and grow.
However, if starting with band structure, the stress increases
(i.e., strain reduces) toward instability point I, and the
heterogeneous fluctuating structure is observed even in the
vicinity of instability point I (Fig. 2). Thus, multiple solu-
tions—including homogenous and various heterogeneous
ones—are observed after instability.

The main result is that instability stresses for both direct
and reverse PTs in silicon under a broad variation of all three
stresses fall within a plane (see Fig. 1). Thus, it is sufficient
to find just two material parameters for two different stress
states in order to describe instability at any other stress state.

Homogeneous Hysteresis-Free Phase
Transformation and Continuum of Intermediate
Phases

For σ2 = σ1, lattice instability and initiation of PT in silicon
can be described by equations σd3 = 11.8286 + 0.6240σ1
and σr3 = 9.3888 + 0.3840σ1, for direct and reverse PTs,
respectively. Because instability lines possess different
slopes in σ3 − σ1 plane (Fig. 3), they should intersect at the
point σ1 = 10.1658 and σ3 = 5.4851. Instead, the instability
line for Si I → Si II PT bends and merges with the line for
Si II → Si II PT within a broad stress range. The phase
equilibrium line (corresponding to the equality of the Gibbs
energy of phases (Fig. 3)) is between instability lines, and
consequently, it should also coincide with the merged lines.
The stress hysteresis, defined as the difference in values of
σ3 between instability stresses for direct and reverse PTs for
the same σ1, decreases down to zero when σ1 increases
toward the merged region. Within the merged region, the
energy barrier between phases disappears and Gibbs energy

possess the flat portion with constant energy between strains
corresponding to each of the phases. Consequently, each
intermediate phase along the transformation path has the
same Gibbs energy as both phases and is in an indifferent
(i.e., intermediate between stable and unstable) thermody-
namic equilibrium state. If one of the strains

Fig. 2 Stress-Lagrangian strain E curves for uniaxial compression
ðσ1 = σ2 = 0Þ for the Cauchy σ, the first Piola-Kirchhoff P, and the
second Piola-Kirchhoff stress T for direct ((a) and upper curves in (b))
and reverse (lower curves in (b)) PTs Si I ↔ Si II. Dots mark
instability points that correspond to stresses above (or below for reverse
PT) the stress at which crystal cannot be at equilibrium at prescribed σ,

or multiple (homogeneous and heterogeneous) microstructures exist.
After loss of stability, the microstructure initially evolves homoge-
neously, then heterogeneously with stochastic fluctuations, then with
bands consisting of some intermediate phases and, at larger strains,
bands with fully formed Si II [9]

Fig. 3 Relationships between stresses σ3 and σ1 = σ2 for the crystal
lattice instability for direct and reverse Si I ↔ Si II PTs and existence
of the continuum of homogenous intermediate phases. Each instability
line is related to the disappearance of the minimum in the Gibbs energy
G plot for the corresponding phase. The dashed line is the tentative
phase equilibrium line corresponding to equality of the Gibbs energy G
of phases. For the stress states at the merge of two instability lines,
Gibbs energy has a plateau with constant value leading to unique
homogeneous and hysteresis-free first-order Si I ↔ Si II PT, with a
continuum of intermediate homogeneous phases (HP), which are in
indifferent thermodynamic equilibrium. With a further increase in σ1,
the first-order transformation changes to the second-order transition
(designated as 2nd) and then (not shown) to a disordered phase [8]
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(i.e., displacement at the boundary) is prescribed, then any
intermediate crystal structure can be arrested (see Fig. 4b).

Away from the merged region, when Si I becomes
unstable, transformation occurs through nucleation of Si II
followed by formation of multiple bands of Si II (Fig. 4a)
and their growth until the completeness of PTs. This happens
in a material sample under both prescribed stresses and
prescribed or changing strains. Interestingly, homogeneous
intermediate structures are not observed and cannot be sta-
bilized and studied. In contrast, within and in the close
vicinity of the merged region, the transformation process is
homogeneous (Fig. 4b) and each intermediate homogeneous
crystal structure can be arrested and studied.

Phase Transformation Induced by a Dislocation
Pileup at the GB

Here, dislocations and phase transitions simultaneously
occur within one computer model. In the literature, the best
potential to describe dislocation behavior in silicon is the
Stillinger Weber (SW) [18] potential while the best potential
to describe phase transition in silicon is the Tersoff potential
[11]. We failed to find an interatomic potential in literature
that can accurately describe a simultaneous occurrence of
dislocations and phase transitions. One way to escape the
limitation of the existing potentials is to use different
potentials for different parts of the simulations [19]. In this

Fig. 4 Nanostructure evolution
in silicon during phase
transformation. a Transformation
of two-phase Si I-Si II mixture
into intermediate homogeneous
phase at prescribed compressive
strain E3 = − 0.31 and increasing
tensile stresses σ1 = σ2.
b Homogeneous transformation
process from Si I to Si II through
continuum of homogeneous
phases with increasing strain E3
at fixed stresses
σ1 = σ2 = 11GPa. Colors
characterize the local von-Mises
shear strain [8]

Fig. 5 Nucleation of Si II at perfect 60◦ dislocation pileup. a along the
GB. a Dislocations were generated in Grain I under constant shear
stress τ = 3GPa. b Hydrostatic pressure p = 45GPa was applied to the

sample while keeping the constant shear stress τ. The high-pressure
phase Si II nucleated along the GB around the stress concentration due
to dislocation pileup; c Martensitic phase Si II grows along the GB
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paper, we apply the strategy similar to that in [19]. In
Grain I, where dislocations will be generated, the SW
potential is used, while in Grain II, where phase transition
happens, the Tersoff potential is used. We also used the
Tersoff potential to commute the forces between Grain I and
Grain II. In this case, dislocations are generated in Grain I
and pile up along the GB. The stress concentration in
Grain II is obvious. Thereafter, a hydrostatic pressure was
applied to the sample; martensitic phase nucleates around the
stress concentration and propagates along the GB. Notice
that now the critical stress to nucleate the Si II phase is
45 GPa while for perfect crystal it is 80 GPa. The nucleation
pressure has been reduced, which demonstrated that the
dislocation pileup plays a critical role in the nucleation of a
new phase at the GB (Fig. 5).

Concluding Remarks

In this paper, phase instability criterion is calibrated by MD
simulations. Through MD simulations, a homogeneous
phase path is found by applying tension stress along the two
transverse directions. Furthermore, dislocation pileup along
the GB was generated in the simulation. It is shown that
dislocation pileup can induce phase nucleation and greatly
reduce the nucleation pressures.
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Thermal Cycling Induced Instability
of Martensitic Transformation
and the Micro-Mechanism
in Solution-Treated Ni51Ti49 Alloy

Cai-You Zeng, Zhong-Xun Zhao, Yuan-Yuan Li, Shanshan Cao,
Xiao Ma, and Xin-Ping Zhang

Abstract
The effect of the maximum temperature of thermal
cycling (Tmax) on the instability of martensitic transfor-
mation (MT) in the solution-treated Ni51Ti49 alloy was
investigated by differential scanning calorimetry (DSC).
Results manifest that the peak temperature of martensitic
transformation (Mp) decreases linearly with the increase
of cycle number, while the transformation hysteresis
(H) increases linearly. The instability of MT is promoted
by increasing Tmax from 20 to 100 °C, with variation of
Mp increasing from 0.9 to 12.3 °C and variation of
H increasing from 0.4 to 4.3 °C after 10 thermal cycles.
Transmission electron microscopy (TEM) study demon-
strates the appearance of transformation-induced disloca-
tions in the NiTi matrix, which are responsible for the
instability of MT. Moreover, the dislocation multiplica-
tion is obviously enhanced with the increase of Tmax

during thermal cycling, as a result of the interaction
between dislocations and quenched-in point defects
(QIDs) in the solution-treated Ni-rich Ni51Ti49 alloy,
which consequently leads to the temperature dependence
of MT instability during thermal cycling.

Keywords
Thermal cycling � Martensitic transformation instability
Solution-treated NiTi alloy � Quenched-in defect
Transformation-induced dislocation

Introduction

NiTi shape memory alloys (SMAs) have attracted increasing
attention in widespread engineering fields owing to the
combination of fantastic functional properties, including
shape memory effect (SME) and superelasticity (SE), and
excellent mechanical properties [1]. Such unique functional
properties originate from the intrinsic thermoelastic
martensitic transformation (MT) between the cubic B2
austenite and the monoclinic B19′ martensite. In practical
applications, the components made of NiTi SMAs are
commonly subjected to repetitive loading-unloading cycles,
which may induce prolonged MT cycling, i.e., unstable
martensitic transformation. Unfortunately, instability of MT
is hardly avoidable under MT cycling condition, which can
be described by the variation of the characteristic parameters
of MT, e.g., characteristic temperatures, transformation
hysteresis and enthalpy, associated with MT cycling [2, 3].
Such instability of MT generally leads to degradation of
MT-induced properties in functional level, which is defined
as functional fatigue [3], and has become one of the major
limitations hindering the further application of NiTi SMAs.

Solution treatment is usually necessary to ensure the
homogeneity in composition and microstructure of the NiTi
alloy, and also to make the alloy possess one-step B2 �
B19′ MT and take advantage of excellent SME and SE, in
particular for some applications requiring high shape mem-
ory strain or recovery stress (e.g., one-way bias spring or
orthodontic arch wire). Normally, thermal cycling was often
employed to explore the instability of MT so as to charac-
terize the functional fatigue of NiTi SMAs [4–6]. Many
studies did observe a considerable decrease in characteristic
temperatures of MT in solution-treated NiTi SMAs just after
several thermal cycles. Recently, a few studies reported that
quenched-in point defects (QIDs) existed in solution-treated
Ni-rich NiTi SMAs have important influence on the insta-
bility of MT [7–9]. Notably, a decrease in martensitic
transformation temperature of solution-treated Ni-rich NiTi
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SMAs was observed after prolonged exposure at room
temperature, which was called the room temperature aging
effect [7]. Further, a recent study indicated that such room
temperature aging effect is more remarkable if the
solution-treated Ni-rich NiTi SMAs are subjected to thermal
cycling treatment [8]. Essentially, such room temperature
aging effect is ascribed to dislocation-assisted atomic diffu-
sion of QIDs. In addition, the temperature effect on the
thermal cycling–induced instability of MT was found in
solution-treated Ni-rich NiTi SMAs [9]. As the maximum
temperature of thermal cycling (Tmax) is increased from 150
to 250 °C, the instability of MT tends to be more obvious
due to the enhanced diffusion of QIDs, which leads to
nucleation of nano-precipitates with the increasing Tmax.
Although the multiplication of transformation-induced dis-
locations under thermal cycling condition can not be negli-
gible [5, 6], the relationship between QIDs and
transformation-induced dislocations was not considered in
the referenced works. Meanwhile, despite the increasing
attention to this issue, the complicated influence of QIDs on
the instability of MT in NiTi SMAs during thermal cycling
is far beyond current understanding.

The present work focuses on clarifying the thermal
cycling–induced instability of martensitic transformation in a
solution-treated NiTi alloy with a slightly high Ni-content of
51 at.% Ni (nominal) and containing a vast number of QIDs,
with special attention to the effect of Tmax on the instability
of MT in the alloy during thermal cycling and TEM

characterization of the microstructure evolution in the alloy
during thermal cycling.

Experimental Procedure

Binary Ni-rich NiTi alloy button ingots with a nominal
composition of 51 at.% Ni were fabricated through vacuum
arc melting. Each ingot was repeatedly melted 6 times to
ensure the composition homogeneity. Disc-like samples with
a diameter of 3 mm and a thickness of 1 mm were prepared
by spark-cut from the center part of the button ingots, and
then subjected to solution treatment at 950 °C for 8 h fol-
lowed by quenching in water. A differential scanning
calorimeter (DSC, NETZSCH 214 POLYMA) equipped
with a liquid nitrogen refrigeration system was used to
analyze the phase transformation behavior of the alloy dur-
ing thermal cycling. Before the DSC test, all samples were
mechanically ground on all faces to remove the oxide layer.
The characteristic temperature of martensitic transformation
can be determined through the tangential method, e.g., the
start temperature of martensitic transformation (Ms) and
finish temperature of austenitic transformation (Af) are
shown in Fig. 1a. To study the effect of Tmax on the thermal
cycling–induced instability of martensitic transformation in
the solution-treated Ni51Ti49 alloy, a series of DSC thermal
cycling tests with different Tmax of 20, 60 and 100 °C, and a
constant minimum temperature of thermal cycling

Fig. 1 DSC curves of the solution-treated Ni51Ti49 alloy under thermal cycling with different Tmax: a 20 °C, b 60 °C and c 100 °C; and d, e, f the
enlarged views of the parts marked in a, b, c respectively
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ðTmin; �120 �C) were performed. It should be indicated that
the selected temperature range of all thermal cycling tests
can ensure complete phase transformations during heating
and cooling. During DSC thermal cycling tests, a
heating/cooling rate of 10 °C/min was used, and the dwell-
ing times at Tmin and Tmax were both 3 min for achieving
thermal equilibrium. Each sample was subjected to the same
thermal cycling 10 times. Post-mortem microstructural
investigations of the samples subjected to thermal cycling
were performed by a transmission electron microscopy
(TEM, JEOL 1400 PLUS, 120 kV). Samples for TEM
observation were prepared by twin-jet electro-polishing at
5 °C using 20 vol.% H2SO4 and 80 vol.% methanol
solutions.

Results and Discussion

DSC curves of the solution-treated Ni51Ti49 alloy under
thermal cycling with different Tmax (20, 60 and 100 °C) are
shown in Fig. 1, in which the characteristic temperatures of
martensitic transformation are determined through the tan-
gential method. Clearly, there are one-step martensitic
transformation on cooling and one-step austenitic transfor-
mation on heating, as shown in Fig. 1a–c, which correspond
to the transformations of B2 � B19′. The phase transfor-
mation path remains unchanged during thermal cycling with
different Tmax, indicating that interphase R-phase is not
introduced. The peak temperature of the forward martensitic
transformation is represented by Mp, and the variation of Mp

(denoted as ΔMp) is used to estimate the variation of
martensitic transformation temperature during thermal
cycling. After undergoing 10 thermal cycles, the values of
ΔMp with different Tmax are shown in Fig. 1d–f, which are
0.9, 3.2 and 12.3 °C. It is clear that the instability of MT in
the solution-treated Ni51Ti49 alloy during thermal cycling is
promoted slightly by the increase of Tmax from 20 to 60 °C,
while being intensified significantly by a higher Tmax of
100 °C. It is noteworthy that the decrease of martensitic
transformation temperature of solution-treated NiTi alloys is

usually about 10 °C after the first 10 thermal cycles [5, 6].
The changing tendency of ΔMp shown in Fig. 1d–f suggests
that the martensitic transformation in the solution-treated
Ni51Ti49 alloy under thermal cycling with low Tmax (e.g.,
20 °C) is relatively stable, while tending to be obviously
unstable with high Tmax (e.g., 100 °C).

In addition to clarification of the influence of Tmax on the
instability of martensitic transformation in the Ni51Ti49
alloy, an important characteristic parameter in MT, trans-
formation hysteresis (H), was measured according to the
difference between Af and Ms (namely H ¼ Af �Ms).
Changes of both Mp and H with thermal cycle number at
different Tmax are shown in Fig. 2. Obviously, Mp decreases
linearly with thermal cycle number, and the decrease rate of
Mp can be obtained from the absolute value of the slope of
the linear fitting curves, as shown in Fig. 2a. The decrease
rate of Mp is relatively smaller at Tmax = 20 °C than at
Tmax = 60 °C, and much smaller than at Tmax = 100 °C; in
particular, as Tmax is increased from 20 to 100 °C, the
variation rate of Mp increases from 0.1 to 1.4 °C/cycle. In
contrast, H shows a linear increase with cycle number, as
shown in Fig. 2b. Clearly, after 10 thermal cycles the vari-
ation of H (i.e., ΔH) is very small with increasing Tmax from
20 °C to 60°C, which is 0.4°C and 0.5°C, respectively,
while exhibiting a relatively large increase to 4.3 °C at
Tmax = 100 °C. The variation rate of H increases from 0.05
to 0.48 °C/cycle with increasing Tmax from 20 to 100 °C.
The above DSC results indicate that there exists a temper-
ature dependence of MT instability in the solution-treated
Ni51Ti49 alloy during thermal cycling.

TEM images of the solution-treated Ni51Ti49 alloy before
and after 10 thermal cycles with different Tmax are shown in
Fig. 3. Apparently, no dislocations can be seen in the matrix
before thermal cycling, except for several Ti-rich particles
and grain boundaries, as shown in Fig. 3a, which is con-
sistent with the fact that the density of dislocations is
extremely low in the as-cast sample after solution treatment.
However, a considerable number of dislocations can be
observed in all thermally cycled samples, as shown in
Fig. 3b–d. The observed dislocations in the thermally cycled

Fig. 2 Changes of a Mp and
b H ðH ¼ Af �MsÞ with thermal
cycling at different Tmax

Thermal Cycling Induced Instability of Martensitic … 91



samples were introduced by martensitic transformation
during thermal cycling. The evolution of transformation-
induced dislocations under thermal cycling with different
Tmax mainly exhibits following two features: (1) The density
of transformation-induced dislocations increases with
increasing Tmax; for example, at Tmax = 20 °C only several
individual dislocation loops can be seen, as shown in
Fig. 3b, and some more dislocation loops can be observed at
Tmax = 60 °C, as shown in Fig. 3c. Remarkably, at Tmax =
100 °C, there are significantly more dislocations formed, as
shown in Fig. 3d. (2) The structure of transformation-
induced dislocations tends to be more tangled with
increasing Tmax. As shown in Fig. 3d, at Tmax = 100 °C,
several dislocation pileups (indicated by white arrows)
consisting of numerous tangled dislocation loops can be
seen, in addition to some individual dislocation loops.

From the viewpoints of energy equilibrium, irreversible
lattice defects, such as dislocations, need to be introduced at
the front of the interfaces between austenite and martensite
to accommodate additional elastic strain energy induced by
MT [10]. As the transformation-induced dislocations can act
as obstacles to martensitic transformation, thus lower

temperature is required to provide enough driving force to
thermally activate the subsequent martensitic transformation,
resulting in a decrease of martensitic transformation tem-
perature during thermal cycling [11, 12]. In addition, the
transformation hysteresis in the NiTi alloy is decided by the
dissipated energy during MT. The multiplication of
transformation-induced dislocations results in the increased
dissipation of elastic strain energy, leading to the increase of
the hysteresis during thermal cycling [13]. Based on the
analysis above, it can be understood that the multiplication
of transformation-induced dislocations is mainly responsible
for the decreasedMp and increased H during thermal cycling,
as demonstrated by DSC results shown in Fig. 1. Moreover,
considering that a vast number of quenched-in point defects
(QIDs) exist in the matrix of the solution-treated Ni-rich
Ni51Ti49 alloy, the mechanism of the effect of Tmax on the
instability of MT observed in the present work can be better
understood on the basis of the interaction between the
high-concentration QIDs and transformation-induced dislo-
cations. Firstly, during the forward martensitic transforma-
tion on cooling, the transformation-induced dislocations were
introduced at the front of phase interfaces moving from

Fig. 3 TEM images of the solution-treated Ni51Ti49 alloy a before thermal cycling and after 10 thermal cycles with different Tmax of b 20 °C,
c 60 °C and d 100 °C
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martensite to austenite. Meanwhile, QIDs can be swept up by
the movement of interfaces between the phases, resulting in a
segregation of quenched-in point defects in the front of
interfaces [14, 15]. The concentration of QIDs near the front
of the moving interfaces increases associated with the seg-
regation process. When the concentration increases up to a
certain level, there is a remarkable pinning effect of QIDs on
the transformation-induced dislocations, which is similar to
the mechanism of Cottrell atmosphere. Afterwards, during
the reverse martensitic transformation on heating, the phase
interfaces move from austenite to martensite associated with
the shrinking of martensite, and the transformation-induced
dislocations pinned by QIDs are left behind. In the case of
Tmax = 20 °C, the diffusion of QIDs at atomic level can
hardly occur due to lack of driving force at relatively low
temperature. Then, during the subsequent forward marten-
sitic transformation on cooling, phase interfaces move from
martensite to austenite again. In situ TEM analysis results
indicated that the follow-up transformation-induced disloca-
tions are derived from the initial dislocations through dislo-
cation slips [7, 8]. So, the QIDs pinning effect on the initial
transformation-induced dislocations can impede the disloca-
tion movement during the following thermal cycling and
further suppress the multiplication of transformation-induced
dislocations. The suppression of multiplication of
transformation-induced dislocations leads to the relatively
stable MT during thermal cycling at Tmax = 20 °C. On the
contrary, when Tmax is increased to 100 °C, the relatively
high temperature combined with the assistance of disloca-
tions acting as a “fast channel” can make the activation of
atomic diffusion much easier. Associated with the diffusion
of QIDs, the pinning effect of QIDs on dislocations is
reduced, which can promote dislocation multiplication dur-
ing the subsequent thermal cycling and consequently lead to
a relatively unstable martensitic transformation.

Conclusion

In the present work, the thermal cycling–induced instability
of martensitic transformation (MT) in the solution-treated
Ni51Ti49 alloy was studied comprehensively. It is found that
the peak temperature of martensitic transformation (Mp)
decreases linearly and the transformation hysteresis (H) in-
creases linearly with increasing cycle number. The marten-
sitic transformation is relatively stable when the maximum
temperature of thermal cycling (Tmax) is 20 °C and becomes
instable as Tmax is increased to 100 °C, meaning that there
exists a temperature dependence of MT instability during
thermal cycling. The multiplication of transformation-
induced dislocations is mainly responsible for the
decreased Mp and increased H during thermal cycling.

The mechanism of the effect of Tmax on the thermal cycling–
induced instability of MT can be understood by the inter-
action between quenched-in point defects (QIDs) and
transformation-induced dislocations. With a relatively low
Tmax, the pinning effect of QIDs on transformation-induced
dislocations results in suppression of dislocation multipli-
cation, which consequently leads to an enhanced stability of
MT. With a relatively high Tmax, the pinning effect is
reduced by dislocation-assisted diffusion of QIDs, which
enhances the dislocation multiplication, resulting in an
obviously unstable martensitic transformation.
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Influence of Grain Size on Work-Hardening
Behavior of Fe-24Ni-0.3C Metastable
Austenitic Steel

W. Q. Mao, S. Gao, W. Gong, M. H. Park, Y. Bai, A. Shibata, and N. Tsuji

Abstract
In this study, the effect of grain size on the
work-hardening behavior of Fe-24Ni-0.3C metastable
austenitic steel was investigated by the use of in situ
neutron diffraction during tensile tests in Japan Proton
Accelerator Research Complex (J-PARC). The effect of
grain size on the work-hardening behavior was consid-
ered from viewpoints of martensite formation and stress
partitioning between different phases. The result revealed
that when the grain size changed within the coarse
grained region the influence of the grain size on the stress
partitioning was relatively small, thus the work-hardening
behavior was mainly determined by the increasing rate of
martensite volume fraction. On the other hand, when the
grain size decreased down to ultrafine grained scale, the
internal stress (phase stress) in martensite significantly
increased, which contributed to the increasing
work-hardening rate.
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Introduction

In metastable austenitic steels, martensitic transformation can
be initiated by applying stress and plastic strain even above
Ms temperature, which is termed as deformation induced
martensitic transformation (DIMT). The formation of defor-
mation induced martensite can enhance the work-hardening
rate and lead to high strength and high ductility in the
material. The enhancement of ductility is termed as trans-
formation induced plasticity (TRIP) [1]. In 3rd generation
advanced high strength steels (AHSS), more and more
attention has been paid recently to the TRIP effect as an
effective mechanism to enhance both strength and ductility.
Several ways for realizing the TRIP effect in the 3rd gener-
ation AHSS have been proposed [2–6]. One of the ways is to
optimize the TRIP effect in ultrafine grained structures [2]. It
has been widely known that grain refinement increases
strength of materials due to the Hall-Petch effect. In case of
metastable austenitic steels, the grain size may greatly
influence their mechanical properties through affecting the
formation of deformation induced martensite [7–9]. In order
to maximize the TRIP effect, it is necessary to clarify the
effect of grain size on the deformation-induced martensitic
transformation and then the work-hardening behavior.

Recent development of in situ neutron diffraction exper-
iments enables us to investigate the deformation and trans-
formation behaviors of the specimen during deformation.
There have been several reports studying deformation
behaviors of multi-phased materials studied in situ neutron
diffraction [10–12], in which it was found that during the
plastic deformation a stress partitioning would occur
between different phases. Thus, in this study, the effect of the
stress partitioning as well as the formation of martensite on
work-hardening behavior was investigated using the in situ
neutron diffraction. A 24Ni-0.3C metastable austenitic steel
was selected as the material which could exhibit favorable
TRIP phenomenon during deformation, and 24Ni-0.3C
specimens having various mean grain sizes were prepared.
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Experimental Procedures

A 24Ni-0.3C (mass%) metastable austenitic steel was used
in the present study. Sheet specimens with mean grain sizes
of 1, 4 and 35 lm were fabricated by cold rolling and
subsequent annealing of the 24Ni-0.3C steel. Phase plus
grain boundary maps of the specimens with various grain
sizes are represented in Fig. 1, in which fully recrystallized
austenitic structures were observed.

Tensile tests with in situ neutron diffraction were carried
out by the use of an engineering materials diffractometer at
beam line 19 (TAKUMI) in J-PARC. The time-of-fight
(TOF) source was used in the in situ neutron diffraction
experiment, which has a continuous range of velocities and
wavelengths. By measuring the flight times of the detected
neutrons, the wavelengths can be calculated and diffraction
profiles are obtained. More complete descriptions of this
technique can be found in the references [13, 14]. The
illustration of in situ neutron diffraction is shown in Fig. 2a.
The angle between the tensile direction and the neutron
incident direction was 45° and two neutron detectors were
arranged 90° and −90° from the neutron incident direction.
Thus, the reflection of the (hkl) planes perpendicular to the
tensile direction and the transverse direction could be
recorded. Enlarged evolutions of (111) reflection profiles of
austenite in tensile direction are shown in Fig. 2b as an
example to represent the effect of stress on diffraction pro-
files. In Fig. 2b, it is clearly seen that the (111) diffraction
peak shifts with increasing the applied stress, which corre-
sponds to the elastic deformation of the crystalline lattice.

The specimens having a gauge part 50 mm in length,
6 mm in width and 1 mm in thickness were tensile deformed
in a stepwise manner up to their fracture at room temperature
at an initial strain rate of 8.3 � 10−4 s−1. The crosshead was
temporarily stopped for 10 min at each step to measure the
diffraction profiles. The volume fraction of martensite was
measured from the ratio of the integrated intensity of
diffraction profiles [15]. The lattice strain was determined by
the deviation of lattice plane spacing ðdhklÞ from the stress
free lattice plane spacing d0hkl by the use of the Eq. (1) [10].

Then, the evolution of lattice elastic strain can be used to
roughly represent the evolution of the phase stress (elastic
internal stress) in the corresponding phase [11]. In the pre-
sent study, the lattice strains of (111) lattice plane in
austenite and (110) lattice plane in martensite were used to
represent their phase stress, respectively.

ehkl ¼ dhkl � d0hkl
� �

=d0hkl ð1Þ

Results and Discussion

Normal stress-strain curves of the fully recrystallized speci-
mens with various grain sizes are shown in Fig. 3. It is seen
that with decreasing the mean grain size from 35 to 1 lm, the
yield strength increased from 180 to 420 MPa and the total
elongation also increased from 83 to 104%, while the ulti-
mate strength slightly decreased from 1100 to 950 MPa. The
specimen with the mean grain size of 1 lm exhibited a better
combination of strength and ductility than that with the mean
grain size of 35 lm. Figure 4a shows the work-hardening
rate of the specimens with various grain sizes as a function of
the true strain, which was obtained from corresponding true
stress-true strain curves. For all the three specimens, the
work-hardening rate firstly decreased, then started to increase
at different true strains depending on the grain size, and
finally decreased again. The increase of the work-hardening
rate during deformation is a typical feature for the materials
exhibiting the TRIP effect [7–9]. From the change of
martensite volume fraction during deformation shown in
Fig. 4b, it was found that the increase of the strain hardening
rate in the specimens was attributed to the deformation
induced martensitic transformation, since the true strain at
which the martensitic transformation started corresponded
well with the true strain where the increase of the strain
hardening occurred. On the other hand, it was found that the
enhancement of the strain hardening rate decreased with
decreasing the mean grain size of austenite meanwhile the
suppression of deformation induced martensitic transforma-
tion was confirmed in Fig. 3b. The suppression of DIMT was

Fig. 1 Phase plus grain
boundary maps obtained by
EBSD analysis of the specimens
with different grain sizes: a 1 lm;
b 4 lm; c 35 lm
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possibly due to the enhanced stability of austenite by the
grain refinement [16]. The results confirmed that the
enhancement of the work-hardening rate was due to the
deformation induced martensitic transformation. More
importantly, the increase of the work hardening rate caused
by the formation of martensite was proportional to the
increasing rate of the martensite volume fraction.

Besides the formation of martensite, the effect of stress
partitioning between martensite and austenite phases on the
global work-hardening behavior was investigated as well.
Figure 5 shows the changes of lattice strains of (111) plane in
austenite and (110) plane in martensite of the specimens
having different grain sizes, plotted as a function of the true
strain. The lattice strain of (111) plane in austenite gradually
increased during the plastic deformation, implying a gradual
increase of the phase stress and a relatively low
work-hardening rate in austenite. On the other hand, the lattice
strain of (110) plane in martensite dramatically increased
immediately after the DIMT started (as can be compared with
Fig. 5b), implying that the phase stress in martensite greatly
increased. Thus, it was considered that the enhanced
work-hardening rate shown in Fig. 4a was caused by not only

the increase of the martensite volume fraction but also by the
rapid increase of the phase stress in martensite.

With decreasing the mean grain size, the lattice strain,
corresponding to the phase stress, of austenite at a given true
strain increased due to the grain refinement strengthening
[17], while the work-hardening behavior of austenite did not
show obvious changes. For martensite, when the grain size
of austenite decreased from 35 to 4 lm, the evolution of
lattice strain of martensite with the true strain was almost
unchanged. However, when the grain size was further
reduced to 1 lm, the lattice strain of martensite significantly
increased with increasing of the true strain. That is, when the
grain size decreased within the relatively coarse grained
region, the influence of grain refinement on the evolution of
the phase stress in martensite was limited and the work
hardening behavior of the 24Ni-0.3C metastable austenitic
steel was mainly determined by the increasing rate of the
martensite volume fraction. On the other hand, when the
grain size decreased down to ultrafine grained scale the
phase stress in martensite significantly increased which
could contribute to the increase of the global work-hardening

Fig. 2 a Illustration of in situ
neutron diffraction. b Enlarged
change in the reflection of
(111) plane of austenite obtained
by the detector 2

Fig. 3 Nominal stress-strain curves of the specimen with different
grain sizes

Fig. 4 Work-hardening rate curves (a) and changes in martensite
volume fractions (b) in the specimens with different grain sizes, plotted
as a function of true stress in tensile test
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rate. Therefore, although the formation rate of martensite in
the 1 lm specimen was much lower than that in the 4 lm
specimen, the work-hardening rate of the 1 lm specimen
was almost the same as that of the 4 lm specimen due to the
higher phase stress in martensite of the 1 lm specimen.

Summary

In this study, the tensile test with in situ neutron diffraction
was utilized to study the effect of the grain size on the
work-hardening behavior of a 24Ni-0.3C metastable auste-
nitic steel. The effect of the grain size on the work-hardening
behavior was considered from viewpoints of martensite
formation and stress partitioning. It was found that the
enhanced work-hardening caused by DIMT is due to the
increasing of martensite volume fraction as well as the
increase of the phase stress in martensite. When the grain
size changed within the coarse grained region the influence
of the grain size on the evolution of phase stress in
martensite was relatively small, thus the work hardening
behavior of the 24Ni-0.3C metastable austenitic steel was
mainly determined by the increasing rate of the martensite
volume fraction. On the other hand, when the grain size was
decreased down to the ultrafine grained region, the phase
stress in martensite significantly increased, which con-
tributed to the increase of the work-hardening rate.
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The Influence of α′ (bcc) Martensite
on the Dynamic and Magnetic Response
of Powder Metallurgy FeMnSiCrNi Shape
Memory Alloys

M. Mocanu, E. Mihalache, B. Pricop, F. Borza, M. Grigoraș,
R. I. Comăneci, B. Özkal, and L. G. Bujoreanu

Abstract
In FeMnSi-based SMAs the “executive” phase is ε
(hexagonal close packed, hcp) stress induced martensite
which retransforms to γ (face center cubic, fcc) austenite
during heating, causing free-recovery shape memory effect
(SME). At low Mn content or high deformation degrees, α′
(body center cubic, bcc) martensite can be additionally
induced by cooling or deformation, being considered as
detrimental for the magnitude of SME. In the case of
powder metallurgy (PM) Fe-14Mn-6Si-9Cr-5Ni (wt%)
SMAs containing 5 fractions of mechanically alloyed
(MA’ed) powders (0–40%vol.) solution treated to 5 temper-
atures (700–1100 °C), large amounts, (20–90%) of α′-bcc
martensite were detected by XRD and observed by SEM.
Nevertheless, free-recovery SME was obtained and
enhanced by training, up to bending strokes of 24 mm,
developed with a rate of 1.71 mm/°C. The paper corrob-
orates the qualitative and quantitative evolutions of α′, ε and
γ phases with DMA and thermomagnetic measurements
performed on the 25 sets of specimens, during heating up to
500 °C.

Keywords

FeMnSiCrNi SMA ⋅ Martensite ⋅ Structural analysis
Dynamic mechanical analysis
Thermomagnetic analysis

Introduction

After the first reports on Fe-Mn-Si Shape Memory Alloys
(SMAs) single crystals, [1–3], Fe-(28-34) Mn-(4-6.5) Si
(mass%, as all chemical compositions will be listed here-
inafter) polycrystalline alloys with almost perfect Shape
Memory Effect (SME) were obtained [4–6]. Corrosion
resistance was improved by Cr and Ni additions, thus con-
tributing to the development of Fe-28Mn-6Si-5Cr [7] and
Fe-14Mn-6Si-9Cr-5Ni SMAs [8], which became of com-
mercial use [9]. A recent overview enumerated: (i) lock rings
for bicycle frame pipes, (ii) powder blowing nozzle protec-
tion pipes, (iii) waterproof resin coated rings for bulk
superconductor reinforcement, (iv) connection segments of
rib-shaped rows of steel pipes for underground tunnel dig-
ging, (v) plates for crane rail junctions, (vi) concrete
pre-straining rods, (vii) plates for controlling the curvature of
concrete beams and (viii) 2t-anti-seismic dampers [10] as
main applications of Fe-Mn-Si based SMAs. For this alloy
system SME is caused by thermally induced reversion to
γ-face centered cubic (fcc) austenite of ε-hexagonal close
packed (hcp) stress-induced martensite (SIM) [11]. At low
Mn content or at high deformation degrees, besides ε-hcp,
α′-body centered cubic (bcc) martensite can be additionally
induced by cooling or deformation [12]. It was argued that,
for shape recovery enhancement, ε-hcp SIM plates should be
as narrow as possible, with a single variant orientation and
should interact neither with each other nor with pre-existing
thermally induced ε martensite, in order not to cause the
formation of α′-bcc martensite, which is detrimental for
SME [13]. One of the factors that can suppress thermally
induced formation of ε-hcp martensite is the paramagnetic-
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antiferromagnetic transition, occurring at Néel temperature
(TN) [14]. This transition is characterized by an abrupt
change in elastic modulus [15] and heat capacity [16] during
heating and causes a marked stabilization effect of the
antiferromagnetic ordering on the γ-fcc austenite [17].

In contrast to other alloy systems, such as NiTi-based
[18] or Cu-based [19] SMAs, very scarce reports are found
in literature concerning Fe-Mn-Si based SMAs obtained via
powder metallurgy (PM) processing with mechanical
alloying (MA) routine. Thus, in spite of porosity-originating
brittleness [20], PM enabled accurate chemical composition
controlling [21] and MA provided solid state dissolution of
alloying elements [22], if oxide formation was prevented
[23], which allowed to obtain Fe-Mn-Si alloys with better
mechanical properties and performing SME, as compared to
conventional casting [24]. These few results refer to “high
manganese Fe-Mn-Si SMAs” which are generally ternary. In
a series of works on quintenary Fe-Mn-Si-Cr-Ni SMAs, a
part of present authors reported thermally induced reversion
to γ-fcc austenite of α′-bcc SIM [25], the amount of which
experienced an increasing tendency with the increase of heat
treatment temperature [26] and the number of mechanical
cycles up to 4% maximum strains [27]. The substitution of a
fraction of as blended powders with MA’d particles con-
tributed to the reduction of surface oxidation [28] being
associated with the presence of amorphous regions in
PM-MA powder mixtures [29] and the enhancement of
thermally induced formation of martensite [30] at
Fe-14Mn-6Si-9Cr-5Ni SMAs. In solution treated state,
mechanical alloying enabled the increase of α′-bcc marten-
site amount [31] but with a suitable selection of MA’d
powder fraction, hot rolling temperature [32] and solution
treatment atmosphere [33] an increase of shape recovery
degree was observed in Fe-14Mn-6Si-9Cr-5Ni SMAs [34]
which developed, in the case of an expanded-diameter ring,
a free end displacement of 11.3 mm, during heating up to
573 K [35]. Some of present authors recently reported a
general trend of internal friction to augment with increasing
MA’ed fraction, associated with the decrease in the amount
of γ-fcc austenite which transformed to α′-bcc and ε-hcp
SIM [36].

Based on above mentioned results, the present work aims
to further study the influence of heat treatment temperature
and MA’d powder fraction on the structure of a PM
Fe-Mn-Si-Cr-Ni SMA and to correlate structural changes
with antiferromagnetic-paramagnetic transition emphasized
by storage modulus and magnetization variations, observed
by dynamic mechanical analysis (DMA) and thermomag-
netic analysis, respectively.

Experimental Procedure

Paralellipipedic specimens (4 × 10 × 40 mm3) were
obtained, with the chemical composition 66 Fe, 14Mn, 6 Si, 9
Cr and 5 Ni (mass%), by elemental powders blending, com-
pacting and sintering, as previously detailed [37]. Five dif-
ferent groups of specimens were produced, from:
(i) as-blended powders (0_MA) and with (ii) 10%vol,
(iii) 20%vol, (iv) 30%vol and (v) 40%vol fractions of MA’ed
powders, designated as 10_MA, 20_MA, 30_MA and
40_MA, respectively [38]. Sintered specimens were further
hot rolled at 1370 K, until thickness decreased down to
1 × 10−3 m [39]. Rectangular (4 × 25 mm2) and lamellar
(10 × 150 mm2) specimens were cut by spark erosion and
were solution treated to 973, 1073, 1173, 1273 or 1373 K/0.3
ks/water. In the following, the specimens will be designated
by their MA’ed fraction and solution treatment temperature in
°C (e.g. the specimen with 30%vol MA’ed powder, heat
treated at 1173 K will be referred as 30_MA_900).

Rectangular specimens, corresponding to each of the
above twenty five solution treated states, were embedded into
cold mounting resin and metallographically prepared by
grinding, polishing and etching with a solution of 1.2%
K2S2O5 + 1% NH4HF2 in 100 ml distilled water, before
being analyzed by X-ray diffraction (XRD) and scanning
electron microscopy (SEM). The former were performed on
Expert PRO MPD diffractometer with Cu Kα radiation and
the latter on a Scanning ElectronMicroscope SEM JEOL JSM
6390 with EDX and electron beam resolution of 1.1 ÷ 2.5 nm
at a voltage U = 20 ÷ 1 kV. One rectangular specimen of each
of the twenty five solution treated types was subjected to
temperature scans, up to 673 K, performed by dynamic
mechanical analysis (DMA), at a rate of 5 K/min and an
amplitude of 20 μm, on a DMA 242 Artemis NETZSCH
device equipped with “three-point bending” specimen holder.
Storage modulus variations versus temperature were
smoothened with PROTEUS software, which controls the
functioning of DMA device. Fragments of each of the twenty
five specimens were cut and subjected to thermomagnetic
analysis, at a rate of 2 K/min, on a Lake Shore VSM 7410
Vibrating Sample Magnetometer, with magnetic induction
H = 0 ÷ 3.2 T and temperature range T = 4 ÷ 1300 K.

Lamellar specimens were trained to develop
free-recovery SME. For this purpose, the specimens were
deformed by bending in martensitic condition, with a special
cylindrical caliber, were rigidly fixed at one end and the
motion of the free end, under growing temperature, was
detected by video control [40]. Free end displacement with
temperature was recorded in each training cycle [41].
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Experimental Results and Discussion

Structural Analysis

The XRD patterns of the twenty five specimens are shown in
Fig. 1.

According to crystallographic databases, the main
diffraction maxima of the two developing martensitic phases
are located at 2θ = 44.485° for α′ (110) and 2θ = 47.041° for

ε (101). The presence of α′ (110), which theoretically
overlaps γ (111), at 2θ = 43.608° and ε (002) at
2θ = 44.383°, can be noticed due to the shift experienced by
this maximum as an effect of internal constraints accompa-
nying martensite formation [42]. Thus α′ (110) peak is
noticeable at most of the specimens and tends to become
prominent with increasing MA’ed fraction.

The amounts of the three phases were semi-quantitatively
determined by the ratios of the respective maxima

Fig. 1 XRD patterns of the specimens with different MA’ed fractions, subjected to five solution treatment temperatures: a 0_MA; b 10_MA;
c 20_MA; d 30_MA; e 40_MA
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intensities, as previously detailed [43]. Based on these
amounts Fig. 2 was built.

The amount of α′-bcc ranges between 20–90% (47% of
values being observed at specimens at 30_MA and 40_MA).
From Fig. 2a, an overall increasing tendency of α′-bcc
amount with MA’ed fraction is noticeable. Figure 2b shows
a majority decreasing tendency of ε-hcp amount with
increasing MA’ed fraction. The amount of ε-hcp martensite
ranges between 5 and 38%, 84% of the specimens having
ε-hcp martensite amounts below 25%. Finally, the Fig. 2c
depicts a general decreasing tendency of γ-fcc austenite,
with increasing MA’ed fraction. The amount of austenite
ranges between 8 and 69%, 84% of the specimens contain-
ing above 10% austenite.

In order to observe the structure of analyzed specimens,
SEM micrographs were recorded, the most representative
aspects being illustrated in Fig. 3.

At specimen 0_MA_700, in spite of the large amount of
martensite (47% α′ and 16% ε) no martensite plates are
noticeable. The failure surface from Fig. 3a illustrates the
brittle character of the material, emphasized by long crack
ribs. Zn stearate binder is shown in the inset. Figure 3b
details deformed powder grains, with an average size below
10 μm, joined by connecting bridges formed during MA.
The effects of increasing solution treatment temperature to
1373 K are observed at specimen 0_MA_1100. Figure 3c
displays a general aspect of ε-hcp martensite with an inset
with a grain completely occupied by α′-bcc martensite
plates, with marked relief. The magnified detail from Fig. 3d
shows 100 nm thin parallel martensite plates of ε-hcp.
Increasing MA’ed fraction to 40%vol. caused the refinement
of ε-hcp martensite plates, while α′-bcc martensite plates
become shorter as shown in the general aspect from Fig. 3e
which includes an inset of fine parallel ε-hcp plates. Inter-
granular cracks were formed along grain boundaries, as
observed in Fig. 3f. As an effect of increasing solution
treatment temperature, the density of ε-hcp martensite plates
increased and large arrays of fine parallel plates are observed
in the general aspect from Fig. 3g. The plates completely

cross the grains, stopping at their border, as observed in the
de tail from Fig. 3h. So, increasing both solid solution
temperature and MA’ed fraction contributed to the refine-
ment of ε-hcp martensite plates.

Storage Modulus and Magnetization Variation
with Temperature

While heated, common metallic materials experience typical
variations of storage modulus (E′) versus temperature dis-
playing continuous decrease of E′, due to the augmentation
of thermal agitation that weakens interatomic bounds.
“Modulus softening” represents an additional decrease of E′
that can be associated with the reversion of martensite
(harder) to austenite (softer), in the case of non-thermoelastic
transformations. On the other hand, a “modulus hardening”
can be noticed at Fe-Mn-Si based SMAs, due to the
antiferromagnetic-paramagnetic phase transition occurring at
the Néel temperature. Such behaviors were illustrated in the
upper parts of Fig. 4.

The lower parts of the figure show the variation of
magnetization vs. temperature from room temperature to
773 K. Néel temperatures were determined as Tc

N for cooling
and Th

N for heating and correspond to magnetization maxima
observed during the two respective processes. It should be
noticed that the determination of magnetization maximum
during heating is sometimes difficult. For this reason, in
some cases Th

N was ascribed to the first inflexion point in
magnetization increase, such as the example from Fig. 4a.
The starting and the ending temperatures of modulus
increasing were designated as TDMA

s and TDMA
f and were

marked, on magnetization versus temperature diagrams, with
dark and bright ascending arrows. It is noticeable that, in
most of the cases, at the temperature where E′ starts
increasing, a saturation in magnetization growth on heating
can be observed. For instance, at specimen 0_MA_700,
Fig. 4a shows two local increases of storage modulus
marked with the arrows S1 and S2, on magnetization curve.

Fig. 2 Summary of the amounts of phases determined on XRD patterns, as a function of MA’ed fraction and solution treatment temperature: a α′-
bcc martensite amount; b ε-hcp martensite amount and c γ-fcc austenite amount
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Fig. 3 Representative SEM micrographs illustrating the effects of
MA’ed fraction and solution treatment temperature: a general aspect of
brittle failure surface 0_MA_700 specimen; b detail of 0_MA_700
failure surface with connection bridges between deformed powder
grains; c general aspect of 0_MA_1100 specimen; d detail of

0_MA_1100 specimen in the area of parallel ε-hcp martensites plates;
e general aspect of 40_MA_700 specimen; f detail of 40_MA_700
specimen with intergranular crack originating from triple junction
between grains; g general aspect of 40_MA_1100 specimen, with fine
martensite plates; h detail of a grain boundary in 40_MA_1100 specimen
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In all of the cases TDMA
s < Th

N and TDMA
f < Th

N (with a single
exception) suggesting that storage modulus destabilization
that causes modulus hardening and the abrupt change in E’
starts and finishes before the paramagnetic state is reached.

Table 1 summarizes all the data obtained from the dia-
grams of storage modulus vs. temperature and magnetization
vs. temperature, for the specimens solution treated at 973 and
1373 K with all the five MA’ed fractions.

With increasing solution treatment temperature and
MA’ed fraction TN generally tends to decrease. In addition,
the thermal hysteresis between Th

N and Tc
N , which is always

lower, tends to decrease with increasing MA’ed fraction. The
maximum storage modulus increase reaches 19 GPa, at the
specimen 40_MA_700, according to the variation illustrated
in Fig. 4c.

Thermomechanical Training

The lamellar specimen 40_MA_1000, with a phase structure
comprising approx. 46.8 α′-bcc, 25.5 ε-hcp and 27.7 γ-fcc,
was selected for free-recovery SME training, owing to its
lowest amount of α′-bcc among 40_MA specimens. The
evolution is summarized in Fig. 5. The specimen was bent
on a cylindrical caliber and fastened at one end. The starting
point is shown in Fig. 5a, where the position of specimen’s
free end at 28 °C (301 K) is designated at h28. Heating was
applied, along the entire length of the specimen, with a
mobile gas lamp. During each heating, the free end moved
upwards, the successive positions and instant temperatures
being recorded by a camera. Heating was applied until the
free end stopped lifting, typically before temperature reached

573 K. After this, the gas was turned off and the specimen
was sprayed with cold water. Then it was released and bent
again against the caliber. This procedure was repeated five
times. In the fifth cycle, during heating up to 236 °C
(509 K), a total displacement Δh5 = 24 × 10−3 m was
recorded within 14 s, which gives an average displacement
rate of 1.71 10−3 m s−1. Free end’s position at 236 °C
(509 K) together with total displacement Δh5 are shown in
Fig. 5b.

Conclusions

The following conclusions can be drawn from the above
discussion:

• Low Mn% and the substitution of as blended with MA’ed
powders enabled thermally induced formation of α′-bcc
and ε-hcp martensites (up to 90% and 38%, respectively)
during solution treatment (ST).

• With increasing MA%vol, α′-bcc martensite experienced
an overall increasing tendency while ε-hcp martensite
and γ-fcc austenite had majority and general trends to
decrease, respectively.

• Increasing MA%vol and solution treatment temperature
enhanced martensite plate refinement.

• Antiferromagnetic → paramagnetic transition, at Néel
temperature (TN), caused storage modulus increases (up
to 19 GPa) at critical temperatures that tend to decrease
with increasing ST temperature and MA’ed fraction.

• During heating, storage modulus increase takes place
before paramagnetic state is fully reached.

Fig. 3 (continued)
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Fig. 4 Storage modulus up and magnetization down variation with temperature, illustrating the effects of MA’ed fraction and solution treatment
temperature: a 0_MA_700; b 0_MA_1100; c 40_MA_700; d 40_MA_1100
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Table 1 Critical variation temperatures associated with the start TDMA
s

� �
and finish TDMA

f

� �
of storage modulus increase (ΔE′), on DMA

thermograms, and with magnetization maxima/saturations during heating Th
N

� �
and cooling Tc

N

� �
, on thermomagnetic diagrams

MA ST temperature Heating Cooling

Th
N TDMA

s TDMA
f ΔE′ Tc

N

%vol K K K K GPa K

0_MA 973 709 578 605 3 533

1373 609 533 564 4 563

10_MA 973 709 601 614 1 597

1373 623 565 600 3 592

20_MA 973 669 502 542 12 588

1373 609 513 545 12 588

30_MA 973 624 518 556 2 573

1373 579 566 592 4 578

40_MA 973 679 436 548 19 663

1373 649 523 539 3 633

Fig. 5 Training effect by
free-recovery SME at
40_MA_1000 lamellar specimen:
a at the beginning of the first
cycle; b at the end of the fifth
cycle
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• Free-recovery shape memory effect was obtained at
specimen 40_MA_1000 (46.8% α′-bcc, 25.5% ε-hcp and
27.7% γ-fcc), which developed a stroke of 24 mm with a
rate of 1.7 mm/s, after 5 training cycles.

• It has been shown that, in spite of the large amount of α′-
bcc martensite, considered detrimental for shape memory
effect, a fair free-recovery SME can be obtained by
corresponding thermomechanical training.

Acknowledgements This research was supported by UEFISCDI
through project code PN II-PT - PCE-2012-4-0033, Contract 13/2013.
Ministry of Research and Innovation, NUCLEU programme, PN
16370201 project is highly acknowledged.

References

1. Sato A et al (1982) Shape memory effect in γ ↔ ε transformation
in Fe-30Mn-1Si alloy single crystals. Acta Metall 30(6):1177–
1183

2. Sato A, Soma K, Mori T (1982) Hardening due to pre-existing
ε-martensite in an Fe-30Mn-1Si alloy single crystal. Acta Metall
30(10):1901–1907

3. Sato A et al (1984) Orientation and composition dependencies of
shape memory effect in Fe-Mn-Si alloys. Acta Metall 32(4):539–
547

4. Murakami M, Suzuki H, Nakamura Y (1987) Effect of Si on the
shape memory effect of polycrystalline Fe-Mn-Si alloys.
Trans ISIJ 27:B-87

5. Murakami M, et al (1987) Effect of alloying content, phase and
magnetic transformation on the shape memory effect of Fe-Mn-Si
alloys. Trans ISIJ, 27:B-88

6. Murakami M, Otsuka H, Matsuda S (1987) Improvement of shape
memory effect of Fe-Mn-Si alloys. Trans. ISIJ, 27:B-89

7. Otsuka H et al (1990) Effects of alloying additions on Fe-Mn-Si
shape memory alloys. ISIJ Int 30:674–679

8. Moriya Y et al (1991) Properties of Fe-Cr-Ni-Mn-Si (Co) shape
memory alloys. J Phys IV France 01:433–437

9. Maki T (1998) Ferrous shape memory alloys. Shape memory
materials. In: Otsuka K, Wayman CM (eds). University Press,
Cambridge, pp 117–132

10. Sawaguchi T et al (2016) Design concept and applications of
FeMnSi-based alloys from shape-memory to seismic response
control. Mater Trans 57(3):283–293

11. Dunne D (2012) Phase transformations in steels, diffusionless
transformations, high strength steels, modelling and advanced
analytical techniques. In: Pereloma E, Edmonds DV (eds), vol 2.
Woodhead Publishing, pp 83–125

12. Arruda GJ, Buono VTL, Andrade MS (1999) The influence of
deformation on the microstructure and transformation temperatures
of Fe-Mn-Si-Cr-Ni shape memory alloys. Mat Sci Eng A 273–
275:528–532

13. Wen YH, Li N, Xiong LR (2005) Composition design principles
for Fe-Mn-Si-Cr-Ni based alloys with better shape memory effect
and higher recovery stress. Mat Sci Eng A 407:31–35

14. Qin Z, Yu M, Zhang Y (1996) Néel transition and γ ↔ ε
transformation in polycrystalline Fe-Mn-Si shape memory alloys.
J Mater Sci 31:2311–2315

15. Chen S et al (1999) Effect of f.c.c. antiferromagnetism on
martensitic transformation in Fe–Mn–Si based alloys. Mat Sci
Eng A 264:262–268

16. La Roca P et al (2016) Composition dependence of the néel
temperature and the entropy of the magnetic transition in the fcc
phase of Fe-Mn and Fe-Mn-Co alloys. J Alloy Compd 688:594–
598

17. Guerrero LM et al (2017) Composition effects on the fcc-hcp
martensitic transformation and on the magnetic ordering of the fcc
structure in Fe-Mn-Cr alloys. Mater Des 116:127–135

18. Bahador A et al (2017) Mechanical and superelastic properties of
laser welded Ti–Ni shape-memory alloys produced by powder
metallurgy. J Mater Proces Tech 248:198–206

19. Mazzer EM et al (2017) Effect of dislocations and residual stresses
on the martensitic transformation of Cu-Al-Ni-Mn shape memory
alloy powders. J Alloy Compd. https://doi.org/10.1016/j.jallcom.
2017.06.312

20. Xu Z, Hodgson MA, Cao P (2015) A comparative study of powder
metallurgical (PM) and wrought Fe-Mn-Si alloys. Mat Sci Eng A
630:116–124

21. Zhang Z et al (2003) Characterization of intermetallic Fe-Mn-Si
powders produced by casting and mechanical ball milling. Powder
Technol 137:139–147

22. Liu T et al (1999) Mechanical alloying of Fe-Mn and Fe-Mn-Si.
Mat Sci Eng A 271:8–13

23. Oro R et al (2014) Effect of processing conditions on microstruc-
tural features in Mn-Si sintered steels. Mater Char 95:105–117

24. Saito T, Kapusta C, Takasaki A (2014) Synthesis and character-
ization of Fe-Mn-Si shape memory alloy by mechanical alloying
and subsequent sintering. Mat Sci Eng A 592:88–94

25. Bujoreanu LG, Stanciu S, Özkal B, Comăneci RI, Meyer M (2009)
Comparative study of the structures of Fe-Mn-Si-Cr-Ni shape
memory alloys obtained by classical and by powder metallurgy
respectively. ESOMAT, p 05003

26. Pricop B et al (2015) A study of martensite formation in powder
metallurgy Fe-Mn-Si-Cr-Ni shape memory alloys. Mater Today
Proc 2S:S789–S792

27. Pricop B et al (2010) Mechanical cycling effects at
Fe-Mn-Si-Cr-Ni SMAs obtained by powder metallurgy. Phys
Procedia 10:125–131

28. Pricop B et al (2011) Mechanical alloying effects on the thermal
behaviour of a Fe-Mn-Si-Cr-Ni shape memory alloy under powder
form. Optoelectron Adv Mater 5(5):555–561

29. Pricop B et al (2012) Thermal behavior of mechanically alloyed
powders used for producing an Fe-Mn-Si-Cr-Ni shape memory
alloy. J Mater Eng Perform 21(11):2407–2416

30. Pricop B, et al (2015) Powder metallurgy and mechanical alloying
effects on the formation of thermally induced martensite in an
FeMnSiCrNi SMA. In: Matec web of conferences, vol 33, p 4004

31. Pricop B et al (2013) Influence of mechanical alloying on the
behaviour of Fe-Mn-Si-Cr-Ni shape memory alloys made by
powder metallurgy. Mater Sci Forum 738–739:237–241

32. Spiridon IP et al (2013) The influence of heat treatment
atmosphere and maintaining period on the homogeneity degree
of a Fe-Mn-Si-Cr-Ni shape memory alloy obtained through
powder metallurgy. J Optoelectron Adv M 15(7–8):730–733

33. Pricop B et al (2016) Structural changes caused by
high-temperature holding of powder shape memory alloy 66%
Fe—14% Mn—6% Si—9% Cr—5% Ni. Met Sci Heat Treat 57(9–
10):553–558

34. Söyler AU, Özkal B, Bujoreanu LG (2014) Improved shape
memory characteristics of Fe-14Mn-6Si-9Cr-5Ni alloy via
mechanical alloying. J Mater Eng Perform 23:2357–2361

The Influence of α′ (bcc) Martensite on the Dynamic … 107

http://dx.doi.org/10.1016/j.jallcom.2017.06.312
http://dx.doi.org/10.1016/j.jallcom.2017.06.312


35. Bujoreanu LG (2015) Development of shape memory and
superelastic applications of some experimental alloys. J Optoelec-
tron Adv M 17(9–10):1437–1443

36. Mihalache E et al (2017) Structural effects of thermomechanical
processing on the static and dynamic responses of powder
metallurgy Fe-Mn-Si based shape memory alloys. Adv Sci Tech
97:153–158

37. Söyler AU, Özkal B, Bujoreanu LG (2010) Sintering densification
and microstructural characterization of mechanical alloyed
Fe-Mn-Si based powder metal system. TMS Suppl Proc 3:785–792

38. Söyler AU, Özkal B, Bujoreanu LG (2011) Investigation of
mechanical alloying process parameters on Fe-Mn-Si based
system. TMS Suppl Proc 1:577–583

39. Pricop B et al (2014) Influence of mechanically alloyed
fraction and hot rolling temperature in the last pass on the

structure of Fe-14Mn-6Si-9Cr-5Ni (mass%) shape memory
alloys processed by powder metallurgy. Optoelectron Adv Mat
8(3–4):247–250

40. Spiridon I-P et al (2016) A study of free recovery in a Fe-Mn-Si-Cr
shape memory alloy. Met Sci Heat Treat 57(9–10):548–5528

41. Bujoreanu LG et al (2008) Influence of some extrinsic factors on
the two way shape memory effect of electric actuators. J Optoelec-
tron Adv M 10(3):602–606

42. Xing L et al (2000) Study of the paramagnetic-antiferromagnetic
transition and the γ → ε martensitic transformation in Fe-Mn
alloys. J Mater Sci 35:5597–5603

43. Sawaguchi T et al (2008) Effects of Nb and C in solution and in
NbC form on the transformation-related internal friction of Fe–
17Mn (mass%) alloys. ISIJ Int 48(1):99–106

108 M. Mocanu et al.



Critical Analyses on the Instrumented
Ultramicrohardness Results on Aging NiTi
Alloy in Distinct Phase Fields

R. S. Teixeira, A. S. Paula, F. S. Santos, P. F. Rodrigues, and
F. M. Braz Fernandes

Abstract
A study was carried out on a Ni-rich NiTi alloy
solubilized at 850 °C and subjected to two different
treatments: annealing for 0.5 h at 500 °C and rolling at
room temperature followed by annealing for 0.5 h at
500 °C. In both cases, measurements of instrumented
ultramicrohardness showed that the treatment promoted a
superelastic effect.

Keywords
NiTi alloy � Instrumented ultramicrohardness
Phase transformation � Mechanical properties

Introduction

The shape memory effect (SME) is defined as recovery of
the original shape when a material deformed in the
martensitic phase is heated above the temperature of trans-
formation to the austenitic phase. On the other hand, the

superelastic effect (SE) is defined as recovery of the original
shape when a material deformed in the austenitic phase is
converted to martensite at constant temperature and the
stress responsible for the deformation is removed [1, 2].

NiTi alloys may exhibit different phases at room tem-
perature, depending on chemical composition and process-
ing history: austenite (B2), martensite (B19’ and R) and
metastable (Ni4Ti3, Ni3Ti2) and stable (Ni3Ti) precipitates in
the case of Ni-rich and equiatomic alloys [3].

Thermal and thermomechanical treatments affect the
characteristics of SME and SE in NiTi alloys by changing
the temperatures of transformation. Superelastic behavior is
possible only when the critical stress for conversion to
martensite is below the critical stress for dislocation slip in
austenite. This can be achieved by thermal or thermome-
chanical treatments [4–8].

Instrumented ultramicrohardness tests have been widely
used to evaluate the mechanical behavior of metallic, cera-
mic, polymeric and biological materials [9] and seem to be a
more accurate method than conventional hardness tests to
study NiTi alloys exhibiting SME and SE [10].

Methodology

The material used in this work consists of Ni-rich NiTi
alloys, produced by Vacuum Induction Melting (VIM) [11].
The samples were heated to 850 °C for 1 h and immediately
transferred from the furnace to a mill to be hot rolled by
multiple passes (without reheating between passes) in order
to reduce the thickness from 18 to 1.6 mm. After that, the
samples were subjected to a solubilization heat treatment at
850 °C for 1 h and quenched in water at 20 °C. Subse-
quently, a group of samples was aged at 500 °C for 0.5 h
(SA) and another group was rolled at room temperature up to
a thickness reduction 18% and then aged at 500 °C for 0.5 h
(SRA).

Differential scanning calorimetry (DSC) measurements
were performed in a DSC 204 F1 Phoenix calorimeter. The
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thermal cycling was performed from 150 °C to −150°, with
a heating/cooling rate 10.0 °C/min.

X-ray diffraction patterns at 20 °C were recorded in a
PANalytical X’PERT PRO MPD diffractometer with copper
anode, operated at 45 kV and 40 mA.

The Instrumented Ultramicrohardness analysis was made
at 20 °C with a Vickers indenter (Shimadzu DUH-211S)
using two different levels of maximum load (1 gf/10 mN and
20 gf/200 mN).

For the XRD and Instrumented Ultramicrohardness
analyses, the samples were measured after being subjected to
two different treatments: heated at 100 °C in boiling water
for 5 min and cooled to 20 °C (labeled as preheated); and
cooled in liquid nitrogen for 5 min and then warmed to 20 °
C (labeled as precooled).

Results and Discussion

The DSC results were used to determine the phase compo-
sitions of the samples which would be submitted to XRD
and instrumented ultramicrohardness analysis. For the sam-
ples SA (Fig. 1) and SRA (Fig. 2), after cooling to 20 °C,
the R-phase should be present and possibly some minor
traces of B2. Heating from −150 to 20 °C, the B19’ phase is
still present.

It is observed (Figs. 1 and 2) that the temperature at,
which the XRD and ultramicrohardness measurements were
performed is near the end of the first peak on cooling and the
beginning of the first peak on heating. This is an indication
that on cooling the transformation B2 ! R has not been
completed. In heating, the reverse transformation from B19’
starts at a lower temperature.

Based on the works of Fernandes [12] and Paula [13],
that revealed that the DSC technique has limitations to detect
transformation events which involve low values of heat flow,
it is expected that there are also some limitations to detect
overlapped phase transformations.

According to the XRD results (Fig. 3), B2, R and B19’
phases and Ni4Ti3 precipitates are present in SRA sample at
20 °C, in both precooled and preheated conditions. In the
case of the SA sample (Fig. 4), B2 and R phases and Ni4Ti3
precipitates are present in both precooled and preheated
conditions.

In order to evaluate the superelastic behavior of the alloy
under study, analyses were carried out by instrumented
ultramicrohardness. In Figs, 5 and 6 the curves obtained in
these tests are presented.

Fig. 1 DSC results showing the phase transformations of sample SA
(BL: Baseline)

Fig. 2 DSC results showing the phase transformations of sample SRA
(BL: Baseline)

Fig. 3 X-Ray analysis conducted at controlled room temperature
(20 °C)—a precooled; b preheated—Sample SA
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The formula to obtain the plastic dynamic hardness
DHV-2 values is DHV-2 = a � F/(hr)2, where a is a constant
which depends on the indenter shape, F is the test force and
hr is the intersection of the tangent line with the unloading
curve [14].

The values of DHV-2 for SA (Fig. 5) and SRA (Fig. 6)
samples were lower for a precooled condition than for the
preheated condition except for the sample SA for a load of 1
gf = 10 mN, where the values for precooled and preheated
conditions are the same. Considering that the slopes of the
curves in this test were higher for the preheated condition,
this influences the value of hr, making it smaller. The value
of DHV-2 is an indication of the superelastic behavior in
these alloys, considering that lower values of intersection of
the tangent line with the unloading curve (hr) represents
higher values of DHV-2, as a consequence of higher elastic
return. When comparing the DHV-2 values for maximum
loads associated with 1 gf = 10 mN and 20 gf = 200 mN,
the values are approximately 2–4 times higher for the lower
load. This is reasonable, since hardness is the result of the
ratio of the maximum load to the square of the depth hr.
The mean values of dynamic plastic hardness (DHV-2) for
the SRA sample showed values with significant hetero-
geneity, but with a mean close to that of the SA samples.

The formula to obtain the indentation modulus (Eit) is
1/Er = (1 − v2)/Eit + (1 − vi

2)/Ei, where Ap = 24.50 � hc2

(Vickers indenter), hc = hmax − 0.75(hmax − hr) (depth of
contact of the indenter), Er: Young’s modulus of system, Ei:
Young’s modulus of indenter (1.14 � 106 N/mm2), vi:
Poisson’s ratio of indenter (0.07), Eit: Young’s modulus on
sample, v: Poisson’s ratio of sample, S = dP/dh = 2 � Er �

Ap0.5/p0.5, S: stiffness of the upper portion of unloading data
and Ap: Projected area of contact [14].

The values of the indentation modulus are associated with
the elastic return capacity of the material, which is closely
related to the Young modulus. Considering this character-
istic, the values of the mean indentation modulus (Eit) for SA
(Fig. 7) and SRA (Fig. 8) samples were lower for the pre-
cooled condition than for the preheated condition. This is
justified by the lower slope of the unloading curves, that is,
lower stiffness S for the precooled condition for all loads and
for the load condition 20 gf = 200 mN when compared to
the load of 1 gf = 10 mN. The higher this value, the greater
the elastic recovery capacity of the material. This is rein-
forced by the behavior of hc, which was generally larger for
precooled samples, because hc is directly related to elastic
stiffness and has an inverse relationship with the indentation
modulus (Eit). When the SRA and SA samples were com-
pared, the mean values of Eit were lower for the SA sample
for both conditions.

The formula to obtain the indentation hardness (Hit)
values is Hit = Fmax/Ap where Fmax is the maximum force, Ap

is the projected area of contact between the indenter and the
test piece. Ap = 24.50 � hc

2, where hc is the depth of contact
of the indenter with the test piece, calculated as follows:
hc = hmax − e(hmax − hr) where e depends on the indenter

Fig. 4 X-Ray analysis conducted at controlled room temperature
(20 °C)—a precooled; b preheated—Sample SRA

Fig. 5 Plastic dynamic hardness (DHV-2)—Sample SA

Fig. 6 Plastic dynamic hardness (DHV-2)—Sample SRA
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geometry Vickers indenter and Triangular indenter e = ¾, hr
is derived from the force-displacement curve and is the
intercept of the tangent to the unloading cycle at Fmax with
the displacement axis [14].

The mean values of Hit for SA (Fig. 9) and SRA (Fig. 10)
samples were lower for the precooled condition. This hard-
ness is related to the beginning of plastic deformation, that,
in qualitative terms, can be related to the yield strength for
advanced deformation when using highest maximum load
for the material under study [14]. From this point of view,
one must first analyse the values of Hit associated with the
maximum load. This would explain the fact that precooled
samples in both load conditions have lower values of Hit,
since the stress associated with reorientation of the R-phase
variants is lower than for the B19’ phase and much larger
than that associated to the stress-induced transformation
from B2 [1]. With respect to lower Hit values for loads of 20
gf = 200 mN when compared to 1 gf = 10 mN, it would be
justified by the higher values of depth of contact of the
indenter (hc), which is inversely proportional to Hit, because
at this loading level an advanced deformation level is pos-
sibly associated with hardening of the region deformed and
transformed by penetration of the indenter, which results in a

lower elastic recovery capacity. When the SRA and SA
samples were compared, the Hit values were lower for the
SA sample, except for 1 gf = 10 mN load in the precooled
condition.

Figures 11, 12, 13, 14 show the calculated values of the
areas below the loading (total work − Wtotal) and unloading
(elastic working − Welastic) curve [14]. In all cases, lower
values are observed for the work associated with a maximum
load of 1 gf = 10 mN than with a maximum load of 20
gf = 200 mN, due to smaller areas in the initial stages of

Fig. 7 Indentation modulus (Eit)—Sample SA

Fig. 8 Indentation modulus (Eit)—Sample SRA

Fig. 9 Indentation hardness (Hit)—Sample SA

Fig. 10 Indentation hardness (Hit)—Sample SRA

Fig. 11 Total work—Sample SA
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material deformation. When the SRA and SA samples were
compared, the values of total elastic work were lower for the
SRA sample.

Conclusions

When evaluating superelastic behavior through instrumented
ultramicrohardness, the following conclusions could be
drawn. Both samples exhibited a significant elastic work
(lattice relaxation and reverse transformation) that could be
related to superelastic behavior, more evident for tests per-
formed at 1 gf due to the small amount of plastic work
(plastic deformation) relative to total work.

Based on the 1 gf maximum load and the data collected
in the curves, the properties that were portrayed in this

work, together with the microstructural characteristics of
the samples, suggest that the ASE3 (preheated condition)
exhibited better superelastic behavior, besides the absence
of the B19’ phase and high indentation modulus (Eit) and
indentation hardness (Hit) values and lower plastic dynamic
hardness (DHV-2) that were associated with high elastic
recovery.

The instrumented ultramicrohardness test in conjunction
with microstructural data may be a tool for a prior analysis of
superelastic behavior in these alloys.
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Effect of Thermomechanical Treatment
on Mechanical Properties of Ferromagnetic
Fe-Ni-Co-Ti Alloy

Anatoliy Titenko, Lesya Demchenko, Larisa Kozlova,
and Mustafa Babanli

Abstract
The work studies the effect of different thermomechanical
treatment regimes of Fe-Ni-Co-Ti alloy on its microstruc-
ture and mechanical properties. The characteristic tem-
peratures of martensitic transformation, the mechanical
characteristics, such as microhardness, ultimate tensile
strength and ductility of martensite and austenite phases
have been determined. All these parameters
non-monotonously vary with the increase of plastic
deformation degree. Plastic deformation under drawing
results in stabilization of austenite.

Keywords
Iron alloy � Thermomechanical treatment
Martensite transformation � Deformation
Aging � Tensile properties � Thermoelasticity

Introduction

The functional ferromagnetic shape memory materials attract
an increasing attention of researchers due to their unusual
deformation behavior resulting in a reversible size change
under the influence of temperature, applied external stresses,

magnetic fields and combination of all the above, demon-
strating the shape memory effect (SME), pseudoelasticity
or superelasticity (SE), plasticity of transformation, magneto-
elastic deformation, etc. The aforementioned properties
have various practical applications as actuators in robotics,
automotive, aerospace and biomedical industries.

The phenomenon of pseudoelasticity consists in an ability
of the material to restore its original shape after a plastic
deformation that significantly exceeds elastic one. Mainly,
copper (Cu-Al-Ni, Cu-Zn-Al, etc.) and nickel (NiTi) based
pseudoelastic functional materials were studied and found
practical applications.

The investigation of deformations induced by external
stresses was also carried out for ferromagnetic iron-based
alloys, among which Fe-Pd, Fe-Pt and Fe-Ni-Co-Ti are of
the greatest concern.

This research is devoted to the study of mechanical
behavior of ferromagnetic Fe-Ni-Co-Ti alloy in various
structural states.

The composition of a ferromagnetic Fe-Ni-Co-Ti alloy
determines the character of martensitic transformation
(MT) and the alloy properties. An increase of nickel and
titanium content reduces the martensite transformation start
temperature (Ms) and decreases the c $ a transformation
hysteresis width. Adding the titanium causes the alloy solid
solution decomposition during dispersion hardening, while
an increase of cobalt content results in growing the Curie
temperature (Tc) of austenite as well as reducing the volume
effect and elasticity modulus [1, 2].

The general criteria for MT occurrence in metals, as
follows from [3–5], include: (1) the presence of a low
driving force of transformation and an insignificant value of
shear deformation; (2) a crystallographic reversibility of MT;
(3) a reversibility of the lattice defect motion; (4) the for-
mation of self-accommodation complexes in martensite
crystals.

To get thermoelastic MT in iron-nickel alloys the fol-
lowing conditions [1, 5–8] should be met: (1) a high degree
of martensite crystal lattice tetragonality (c/a); (2) a high
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yield strength of c and a—phases to preserve an interface
coherence during the martensite crystals nucleation and their
growth; (3) a magnetic ordering which helps reduce the
volume effect (DV/V c$a) of MT.

The 1st, 2nd conditions are achieved by precipitation of
c′-phase nanoparticles of the (CoNi)3Ti composition under
aging, and the 3rd condition are realized as a result of a large
volume magnetostriction of austenite below Tc. The
above-mentioned factors contribute to the reduction of
temperature hysteresis of MT in alloys with particles as
compared to single-phase alloys and cause the change in the
kinetics of MT from nonthermoelastic to thermoelastic.

It should be noted that austenite in Fe-Ni-Co-Ti alloy is
disordered, however, during its aging the ordered thin
coherent L12—type nanoparticles precipitate, which favor
MT and are responsible for its crystallographic reversibility
as well as undergo no spontaneous MT at cooling [9].

The phenomena of martensitic inelasticity [10, 11] could
be observed in SME, SE and effect of transformation plas-
ticity. The mechanisms of martensitic inelasticity can vary
depending on loading temperature and deformation degree.
The main structural mechanisms for reversible shape change
in the alloys with thermoelastic MT are: (1) martensite for-
mation with preferable orientation under the external load;
(2) martensite reorientation; (3) martensite crystals detwin-
ning and monodomainization.

The reduction of MT thermal hysteresis width (DT),
which is equivalent to the increase of thermoelasticity, in
polycrystalline alloys of Fe-Ni-Co-Ti type, is achieved by
lowering the austenite phase shear modulus, which creates
conditions for the reduction of the elastic energy of
martensite crystals coherently conjugated to austenitic
matrix. High thermoelasticity occurs due to austenite
strengthening, usually as a result of deformation or disper-
sion hardening, where the role of precipitated particles is to
significantly increase the resistance to dislocation movement
by sliding, what is accompanied by strength improvement of
the high-temperature phase [8–10].

The most common way to increase the strength and
plastic properties of ferrous alloys (steels) is a thermome-
chanical treatment (TMT), which combines plastic defor-
mation in the austenitic state followed by quenching and
annealing. The main result of preliminary tensile strain is the
decrease of Ms, as considerable as high the deformation
degree is, with MT being activated by stresses arising in the
material under deformation, and austenite phase stabilization
being associated with crystal structure distortion resulting in
strengthening. The influence of hydrostatic pressure (p) on
temperature of phase transition (Tt) is described as the
derivative: @Tt

@p which, in the case of these alloys, is negative

and results in the decrease of Ms and Tc [12, 13].

Another concept of nanostructured alloys hardening
which allows gaining a high ductility of iron alloys was
developed in [14] based on three steps: (1) a selection of the
alloy chemical composition for the lattice softening, (2) a
severe plastic deformation using high torsion stresses for
structure treatments, and (3) annealing for nanotwinned
structure smoothing. As a result, these alloys have high
strength (up to 2.3–3 GPa) and elongation (about 10–20%)
before a rupture [14].

This work studies the effect of preliminary plastic
deformation followed by quenching and then aging of
austenite on the characteristics of thermoelastic martensite
transformation as well as on the elastic deformation behavior
of martensite and austenite phases to develop regimes of
thermomechanical treatment (TMT) and to improve the
mechanical properties of Fe-Ni-Co-Ti shape memory alloys.

Materials and Methods

The polycrystalline ferromagnetic Fe-27.2%Ni-17.4%
Co-5.2%Ti (wt%) alloy was chosen as a subject of this
investigation. The alloy was produced by way of induction
melting in an inert atmosphere and pouring into a copper
mould. The TMT of samples was conducted by multiple
drawing through dies with the diameter ranging from 20 mm
to 5 mm at room temperature, followed by cold water
quenching from 1373 K (1100 °C) and then aging at 923 K
(650 °C) for 5, 10, 20 min. As a result of multiple drawing
operations, the samples in the form of rods having various
compression degrees from 3.8 to 75.3% were obtained. The
degree of plastic deformation (w) at drawing was defined by
the below formula:

w ¼ F0 � F1

F0
¼ d20 � d21

d20
¼ 1� d21

d20
; ð1Þ

where d0 and d1 are rods diameters before and after drawing;
F0 and F1 are respective cross-section areas of rods before
and after drawing.

The characteristic temperatures (Ms, Mf, As, Af) and
thermal hysteresis width (DT) of MT, the Curie temperature
(Tc) of austenite and relative values of volume fraction of
martensite were determined from temperature dependences
of low-field magnetic susceptibility v(T) and electrical
resistance measured by four-point method. The DT of
transformation was determined from the difference of tem-
peratures corresponding to the middle of direct and reverse
transformation. The Curie point was defined as the temper-
ature at the intersection point of tangent to the sloping part of
the v(T) curve and straight line extrapolated from ferro-
magnetic low-temperature phase curve section.
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The microhardness (HV) of investigated samples was
measured by Vickers method with loading on indenter of
0.49 N. The austenite grain size (d) was determined by
optical metallography as an average of ten measurements.
The fractographic investigations were performed using
scanning electron microscopy (SEM). The alloy
structural-phase state was investigated directly by metal-
lography, and indirectly by simultaneous measurements of
uniaxial tension and low-field magnetic susceptibility at
fixed temperatures.

Mechanical characteristics such as yield strength (ry),
ultimate tensile strength (rut), strain at rupture (emax) of the
alloy austenitic and martensitic phases were studied
under the uniaxial tension with the deformation rate of
�4 � 10−4c−1 at room temperature (300 K) and liquid
nitrogen temperature (77 K). Their values were obtained by
averaging the results of three measurements using a tensile
testing machine. The testing specimens were of cylindrical
shape with the diameter of 0.5 mm and working part length
of 10 mm. Prior to test the samples after TMT were elec-
tropolished to remove surface strain.

Results and Discussion

Microhardness and Austenite Grain Size

The dependences of HV and d values on preliminary plastic
deformation degree w are shown in Fig. 1. The microhard-
ness of quenched samples was about 2.5 GPa and its initial
grain size was 40 lm. The plastic deformation by drawing
results in the decrease of grain size from 25 lm at w = 3.8%
to 8 lm at w = 59.5%, while the microhardness is 3 GPa for
3.8% deformation and remains practically constant over the
strain range up to 40%, reaching its maximum value of 3.8
GPa at 59.5%.

Aging at 923 K for 10 min results in the austenite grain
size growth up to their initial value of 40 lm due to the
recrystallization, that is accompanied by dispersion harden-
ing with the c′−(Ni,Co)3Ti phase particles. At the same time,
after such annealing of deformed (with w = 59.5%) samples,
the austenite grain size sharply decreases down to 15 lm,
but the microhardness remains practically the same. It is
approximately about 4 GPa. The ageing lasting 20 min leads
to the appearance of a maximum on the HV = f(w) depen-
dence and it should be noted that such aging eliminates the
impact of a high degree deformation on HV.

The photographs showing a grain structure of samples in
the drawing plane and in the plane perpendicular to the
drawing direction at w = 22.5% are presented in Fig. 2a, b.
According to optical microscopy data, the appearance of a
large number of twin boundaries related to annealing twins
[15] at low deformation degrees is observed. This can affect

the following simultaneously occurring processes of solid
solution decomposition and recrystallization. With the
increase of deformation degree, the process of dislocation
density growth becomes dominant as compared to twinning
that can substantially modify the processes of solid solution
decomposition and recrystallization, resulting in smoother
change of mechanical properties of the alloy (Figs. 1a, 4).
Whereas the MT temperature decrease caused by the
deformation increase can be explained by the decrease of
austenite grain size, the increase of Tc is the most probably a
result of composition homogenization over the sample
volume.

The Characteristics of Phase Transformations

According to the results of the present work, MT is not
observed in quenched and plastically deformed samples of
studied Fe-Ni-Co-Ti alloy within the whole temperature
range. There is only one anomaly caused by the
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Fig. 1 The dependences of microhardness, HV (a) and austenite
average grain size, d (b) on preliminary plastic deformation degree (w)
of quenched samples after the aging for different time
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ferromagnetic ordering of austenite on the temperature
dependence of low-field magnetic susceptibility. As a result
of aging, austenite becomes unstable in respect to MT, and a
temperature hysteresis loop caused by the transformation
appears on the temperature dependences of magnetic sus-
ceptibility. It should be noted that Ms temperature increases
and Tc decreases as the aging time extends. Such tendencies
are observed for cold-deformed and then aged samples (see
Fig. 3a, c). It is a usual behavior when the temperature

hysteresis of the c$a transformation decreases with the
increase of the aging time (Fig. 3b) at w = 0%. Depending
on w value (Fig. 3b), the hysteresis achieves a minimum at
low (3.8–7.4%) w values.

According to the susceptibility anomalies, the relative
volume fraction of formed martensite grows with the
increase of the aging time by over a quarter for each w value.
It is worth noting a quite significant increase in the ferro-
magnetic ordering temperature with the w growth (Fig. 3c).
The compression with the degree of w = 75.3% completely
suppresses MT, and transformation does not occur down to
the temperature −197 °C.

Tensile Properties

The mechanical behavior of samples before their fracture
was studied for ultimate strength at uniaxial tension. The
tests were carried out at room temperature (in austenitic
state) and liquid nitrogen temperature (tempered martensite
state with residual austenite for the aged samples). The
graphs of changes in the ultimate tensile strength (rut) and
plasticity (emax) of the alloy as a function of the preliminary
deformation degree for relevant time of subsequent anneal-
ing are presented in Fig. 4. It should be noted that only
as-quenched samples had quite evident plasticity (Fig. 4e),
so the yield strength ry = f(w) dependences (Fig. 4a) are
given only for these samples. The ultimate tensile strength
and yield stress of quenched austenite increase almost twice
with the increase of the preliminary deformation up to 55%;
if the temperature decreases down to 77 K (martensite state),
the similar increase of rut and ry makes up 25% more as
compared to the austenite state (Fig. 4a). At the same time,
plasticity sharply decreases (Fig. 4e). Aging of the quenched
alloy causes a multiple increase in rut and decrease in emax,
respectively. Moreover, the mechanical properties of
austenite and martensite become very similar (see Fig. 4b–d,
f–h). Significant changes take place when austenite is coldly
deformed prior to being quenched and aged. In this case, the
curves of rut(w) and emax(w) dependences for austenite and
martensite first sharply diverge, and then converge with the

Fig. 2 The microstructures of samples (deformed with w = 22.5%) in the drawing plane (a) and in the plane perpendicular (b) to drawing
direction as well as fractographs of fractured surface (c, d) after a rupture at room temperature
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w growth. Figure 4 shows that the maximum plasticity of
austenite with a sufficient strength corresponds to insignifi-
cant (7.4%) preliminary deformation and the shortest
(5 min) aging time (Fig.4b, f).Martensite is always more
durable than austenite, however more brittle, with a maxi-
mum of rut at small deformation, considerably reducing
with the aging time increase. The fractographs of the sample
fractured surface (Fig. 2d), after a rupture at room temper-
ature (w = 22.5%), indicate the viscous character of
destruction of the samples tested at room temperature.

In the case of quenched austenite, there is a possibility of
quantitative comparison with the existing concepts.
A monotonic increase in the yield strength (ry) depending
on the deformation degree of quenched austenite can be
attributed to the decrease of average grain size (d) according
to the Hall-Petch relationship [16, 17]:

ry ¼ r0 þ kyd
�1=2 ð2Þ

where r0 is a material constant for the starting stress for
dislocation movement, the lattice friction stress, ky is the
strengthening coefficient (a constant specific to each
material).

Figure 4i shows that the relation (2) can be well satis-
fied for the following parameters r0 = 27 MPa and
ky = 2.36 MN/m3/2. The dependences of MT characteristics
and Curie point obtained in the present work for quenched
(unstrained, with w = 0%) austenite on the aging time well
correspond to the previously observed ones for other
Fe-Ni-Co-Ti alloys [1, 8, 18].

Moreover, the increase in the number of precipitated
particles during the aging contributes to the decrease of
elastic energy of coherent martensite crystal in the austenite
matrix. This in turn causes the rise of Ms of the direct MT
(Fig. 3a) and the decrease of DT (Fig. 3b) and is in line with
the results of [19–22]:

DT=T0 ¼ Emð1� aÞ=L; ð3Þ
where T0 is the temperature of the equilibrium between
austenitic and martensitic phases, Em is the elastic energy of
coherent martensite crystal in the austenite matrix, L is the
MT heat, a is a coefficient which depends on strength
characteristics of the material and determines the degree of
coherent stress relaxation.

Depending on the chosen TMT regime, the following
tendencies are observed: the increase in strength character-
istics with the increase of the aging time at the same
deformation degree (w) and the increase of strength char-
acteristics with the increase of w at the same aging time,
which is explained by relevant change in the austenite grain
size after the chosen treatment.

Conclusion

Introduction of a new treatment, namely, cold deformation
before quenching of austenite followed by ageing
non-monotonically changes mechanical properties of
Fe-Ni-Co-Ti alloy austenite and martensite, as well as the
martensite transformation characteristics. The investigations
of MT characteristics and elastic deformation behavior of
samples at different temperatures lead to the following
conclusions:

1. The increase of the preliminary plastic deformation
degree (w) up to 59.5% results in the gradual decrease of
the austenite grain size and MT characteristic tempera-
tures. At the same time, the transformation hysteresis
temperature increases by 40–70 K. The transformed
volume fraction slightly varies up to w = 40.7%, and
then sharply decreases with further w growth.

2. The experimentally obtained ultimate tensile strength
rut(w) dependences show that the strong austenite strain

Fig. 4 The dependences of ry, rut and emax on preliminary plastic
deformation degree (w) of the samples: as-quenched (a, e) and then aged
for 5 (b, f), 10 (c, g) and 20 min (d, h); the Hall-Petch dependence (i)
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hardening occurs with the increase of preliminary
deformation w, while the strain before fracture emax

decreases 1.5–2 times. At the same time, the strain
hardening reduction with 2–4 time decrease of emax is
observed for the martensite phase.

3. The high average ultimate tensile strength (more than 1
GPa) of austenite and martensite is caused by strain and
precipitation hardening. According to the optical micro-
scopy investigations, an appearance of a large number of
twin boundaries and, consequently, elastic stresses in
grain volume is observed at insignificant deformations,
which can affect the subsequent simultaneously occurring
processes of solid solution decomposition and
recrystallization.

4. An optimal complex of the mechanical properties of
Fe-27.2%Ni-17.4%Co-5.2%Ti alloy was obtained as a
result of TMT, consisting of drawing w = 3.8–22.5% and
subsequent aging at 923 K (650°C) for 5–10 min, which
contributes to the achievement of high strength values at
high level of material ductility.
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Part IV

Quenching and Partitioning of Martensite
and Other Advancements in Steels



Reversed Austenite for Enhancing Ductility
of Martensitic Stainless Steel

Sebastian Dieck, Martin Ecke, Paul Rosemann, and Thorsten Halle

Abstract
Quenching and partitioning (Q&P) heat treatment
increases the deformability of high-strength martensitic
steels. Therefore, it is necessary to have some metastable
austenite in the microstructure, which transforms in
martensite during plastic deformation (TRIP effect). The
austenitic-martensitic microstructure is gained by an
increased austenitization temperature, water quenching
and additional partitioning. The partitioning enables local
carbon diffusion, which stabilizes retained austenite and
leads to partial reversion of martensite to austenite. The
influence of partitioning time was studied for the
martensitic stainless steel AISI 420 (X46Cr13, 1.4034).
In line with these efforts, metallographic, XRD and EBSD
measurements were performed to characterize the
microstructural evolution. The mechanical properties
were tested using tension and compression loading.
Additional corrosion investigations showed the benefits
of Q&P heat treatment compared to conventional tem-
pering. The reversion of austenite by the partitioning
treatment was verified with EBSD and XRD. Further-
more, the results of the mechanical and corrosion testing
showed improved properties due to the Q&P heat
treatment.

Keywords

Reversed austenite ⋅ Quenching and partitioning
Stainless steel ⋅ Corrosion resistance

Introduction

The usability of products is defined by the material proper-
ties. Whenever a product is used at its application limit, a
further development, including material development and
material fabrication, is necessary to exceed these limitations
[1]. An optimised heat treatment offers a wide range of
property enhancements regarding advanced steels.

The novel concept of “Quenching and Partitioning”
(Q&P) heat treatment is known to enhance the formability of
high-strength steels [2, 3]. It is a two-step heat treatment,
which is illustrated in Fig. 1a. At first, the steel is austeni-
tized to get a homogeneous distribution of alloying elements
in an austenitic matrix, and quenched to a temperature
between martensite start (Ms) and martensite finish (Mf) to
retain a certain amount of austenite. During the directly
following second step, the Partitioning, the material is tem-
pered on low temperature, so thermal activated carbon
(C) diffusion takes place. In this process, the retained
austenite enriches with C due to its higher C solubility,
which results in stabilising the retained austenite during the
cooling down to room temperature (RT) [4–6]. A peculiarity
of this stabilised austenite is quality of strain-induced
transformation into martensite (TRIP effect), which results
in enhanced strength and formability [7, 8]. Whereas pre-
vious investigations on Q&P were focussed on low alloyed
steels, there are recent studies of applying Q&P on
martensitic stainless steel. The steel X46Cr13 is an espe-
cially promising candidate because Mf is below RT [9]. For
applying Q&P, there is no special equipment needed, such as
a special furnace.

Furthermore, a combination of very high strength
(*1,800 MPa) and good strain-to-rupture (*20%) are
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possible [10]. The mechanical behaviour is effected by the
combination of TRIP and an increased fraction of stabilised
austenite. The latter is formed during partitioning on small
and large angle grain boundaries (see Fig. 1b). Conse-
quently, there is a local transformation of martensite to
austenite, the so-called reversed austenite (revA), in these
C-enriched zones (see Fig. 1c) [10]. Additionally, small
carbides precipitate during the partitioning, which increases
the strength due to precipitation hardening [9, 11]. This work
aims to gain a better understanding of the properties of
X46Cr13 after an appropriate Q&P heat treatment, including
microstructure, mechanical properties and corrosion beha-
viour of this martensitic stainless steel.

Materials and Methods

The martensitic stainless steel X46Cr13 (AISI 420, 1.4043)
was used for the investigations of the Q&P heat treatment.
The chemical composition of the cold rolled and soft
annealed initial state is shown in Table 1.

The selection of heat treatment parameters was based on
the investigations of Yuan and Raabe [10]. The material was
austenitized at 1150 °C (TA). The time of austenitizing (tA)
had to be enlarged to 15 min because of the large carbides
(*10 µm) within the raw material. Quenching was per-
formed in water and the partitioning temperature (TP) was
400 °C. The partitioning time (tP) was varied (0 min—
as-quenched, 5 and 30 min) to investigate the
time-dependent forming of revA and its influence on the
properties. The mechanical behaviour was examined by
tension and compression testing (referred to DIN 50125 and

DIN 50106). The microstructure was studied using optical
microscopy (OM), X-ray diffraction (XRD) and electron
backscatter diffraction (EBSD). Therefore, sample prepara-
tion included grinding, polishing and etching. Corrosion
behaviour was investigated with the KorroPad test, which
detects stainless steel surfaces with a high susceptibility to
pitting corrosion by a colour change reaction [12, 13]. This
test allows furthermore to visualize the effect of various heat
treatment parameters on the pitting corrosion resistance of
martensitic stainless steels [14–16]. All samples were grin-
ded (P180) and passivated for 24 h at 95% relative humidity
before the KorroPad-test. Afterwards, the KorroPad’s were
applied on sample surfaces for 15 min. Pitting corrosion
results in blue colouring, which can be compared for dif-
ferent heat treatment states.

Results and Discussion

Mechanical Properties

The influence of partitioning time on the mechanical beha-
viour of X46Cr13 can be seen in Fig. 2. The as-quenched
state shows brittle fracture under tensile loading before
reaching the yield strength. Higher strength and formability
can be seen after 5 min of partitioning at 400 °C, and when
tP is raised up to 30 min (Fig. 2b), a tensile strength of
1,700 MPa and a total elongation of 13% are reached. The
different elastic behaviour of the tensile specimen is in
conflict to literature [17] and can be ascribed to experimental
setup.

Fig. 1 Q&P process—
a schematic heat treatment
diagram [11], b diffusion paths of
C during partitioning of X46Cr13
(red arrows), c resulting
microstructure
(martensite = white, stabilised
austenite = red) [9]

Table 1 Chemical composition
of X46Cr13 in ma.−%

Element C Cr Mn Si Ni Mo N P S

Content 0.45 13.95 0.65 0.34 0.12 0.02 0.02 0.012 <0.001

124 S. Dieck et al.



In contrast to tensile loading, a similar behaviour of 5 and
30 min partitioned specimen is achieved under compression
loading. It was not possible to determine maximum stresses
or strains due to testing machine limits. Yet, before reaching
the break-off criteria, it is obvious that the characteristic
values (yield strength, maximum strength and formability) of
compression loading exceed the properties of tension load-
ing. However, expecting that plastic deformation is caused
only by shear stresses, the materials behaviour should be the
same for compression and tension [18]. But this is not the

case for high-strength martensitic steels. There are experi-
mental results which have shown that high-strength steels
are able to tolerate higher stresses under compression than
under tension, which is known as the strength differential
effect (SD effect) [19, 20]. The reason for these loading
direction–dependent behaviours is not clarified so far. An
interaction of diverse effects is expected, although there is no
consensus about the exact emphasis. Firstly, it is possible
that micro cracking limits the possible deformation under
tensile loading. Further possibilities are the Bauschinger

(a) (b)

Fig. 2 Results of mechanical testing: a combined graph for tension and compression testing, b tension testing

30 min5 minAs quenched

20
0 

x 
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Fig. 3 SEM pictures (SE contrast) of fracture surfaces of tensile specimen; increasing tP results in increasing fraction of ductile fracture
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effect, interactions of interstitial atoms and dislocation
moving as well as varying macro residual stresses [19–21].
Additionally, Ellermann and Scholtes determined for
100Cr6 that the TRIP effect is supressed under compression
[21].

The latter could explain the high formability in the
compression tests. Particularly, the magnitude of the SD
effect, which is determined for martensitic steel (*10%), is
not comparable with the results of the present investigations.
Furthermore Singh et al. reported that SD effect decreases
with increasing tempering time [19]. All in all, more
investigations are needed to explain the different mechanical
behaviour under compression and tensile loading.

Figure 3 shows the fracture surfaces of tensile specimen.
The as quenched sample shows the expected brittle fracture,
whereas the partitioned specimen is characterised by mostly
ductile fracture. An increasing of tP leads to a higher fraction
of ductile fracture, which correlates with the results of
mechanical testing (Fig. 2). Additionally, all tested samples

have terraced fracture surfaces. Crack propagation seems to
be located preferential in lines transverse to the tensile
direction. The reason therefore will be explained in sec-
tion “Microstructural Analysis”.

Microstructural Analysis

The development of phase fractions due to Q&P is displayed
in Fig. 4. The as-quenched state consists mostly of distorted
α-Fe (martensite), expressed by wide α-Fe peaks, which are
shifted compared to the reference. Furthermore, retained
austenite is detected. Increasing tP leads to a decrease of
α-Fe width, which means the decrease of residual stresses
caused by C depletion of martensite. The integral peak
intensities of austenitic phase fraction increase with the
partitioning time due to local carbon enrichment and the
reversion of austenite.

EBSD measurements (Fig. 5) confirm the XRD results.
The as-quenched state is characterised by embedded islands
of retained austenite in a martensitic matrix. The 5 min
partitioned sample shows additional small austenitic needles
(revA) inside the martensite. The time-dependent growing of
revA is proven by the comparison of 5 and 30 min parti-
tioned samples. Referred to Yuan et al., revA forms on large
angle grain boundaries, too [10], but due to the small size of
some nanometres, it can’t be detected by XRD and EBSD.

The EBSD pictures, especially of the 5 min sample,
suggest a line-like distribution of retained austenite. This is
proven by OM (Fig. 6a) and corresponds to the morphology
of the fracture surfaces (Fig. 3). An investigation with SEM
using BSE contrast and EDX analysis, see Fig. 6b and d,
demonstrates the location of Cr rich carbide agglomerations
inside the austenitic lines. These carbides are already exist-
ing within the raw material and the result of inappropriate
fabrication, including hot and cold rolling as well as soft
annealing. The austenitizing, respectively the chosen
parameters in the context of Q&P, is insufficient because the
carbide agglomerations could not be dissolved in the
austenite. The partial solving of carbides leads to the

Fig. 4 X-ray diffraction diagram (2θ angle 40°–60°), higher partition-
ing times increase the austenite fraction

30 min 5 min As quenched Fig. 5 EBSD measurements
(bcc: red, fcc: blue), increasing tP
results in increasing austenite
fraction

126 S. Dieck et al.



remaining of austenite in the C enriched surrounding areas
after the first quenching. For now it is not clear whether C
diffusion during partitioning is sufficient to enable the TRIP
effect under loading condition for these large austenitic
fractions.

Corrosion Resistance

The applicability of stainless steels depends on the corrosion
resistance, and the standard heat treatment for the steel
X46Cr13, quenching and tempering (Q&T), is disadvanta-
geous for pitting corrosion resistance. The as-quenched state
shows no susceptibility to pitting corrosion due to the
homogeneous Cr distribution. Thus, a stable passive layer
forms on the surface and protects the steel. The conventional
tempering (2 h between 400 and 650 °C) leads to high
pitting corrosion susceptibility, as can be seen by the blue
dots in the KorroPad in Fig. 7. This is caused by carbide
forming and local Cr depletion, which destabilizes the pas-
sive layer. In contrast, there is no pitting corrosion detectable
on Q&P heat treated samples. This is the result of lower TP

and tP during the partitioning, which inhibit carbide forming
and Cr depletion.

Conclusion

The present work proves the applicability of the Q&P heat
treatment for martensitic stainless steel X46Cr13. The
investigations focussed on the influence of partitioning time
on materials properties. Therefore, the mechanical behaviour
under different loading directions was characterised as well
as the microstructural evolution and the corrosion behaviour.
The main results are as follows:

1. The as-quenched state is characterised by brittle fracture
under loading. The partitioning treatment enhances the
strength and the deformation behaviour. A partitioning
time of 30 min enables tensile strength of 1,700 MPa and
a maximum elongation of 13%.

2. The enhancement of mechanical behaviour is caused by
carbon diffusion during partitioning, which stabilises

100 μm

(a) (b) (c)

(d)

Fig. 6 Analysis of an austenitic line of a 5 min partitioned sample—a OM (etchant: Beraha II), b SEM picture (BSE contrast) and EDX analysis
of c austenite as well as d dark phase (carbide)

As quenched 
(Q&T) Q&T As quenched  

(Q&P) Q&P 

1050 °C, 15 min 400 °C, 2 h 600 °C, 2 h 1150 °C, 15 min 400 °C, 5 min 400 °C, 30 min

Fig. 7 Results of KorroPad testing—comparison of usual Q&T and Q&P
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retained austenite and leads to the formation of reversed
austenite.

3. A distinctive SD effect was detected, but the cause could
not be clearly identified so far.

4. The corrosion resistance after Q&P is enhanced com-
pared to common Q&T condition, because there is no Cr
depletion due to partitioning treatment.

Furthermore, it was determined that the austenitizing is
insufficient. Line-like carbide agglomerations, remaining
from the raw material, lead to large lines of retained
austenite. Under tensile loading, crack propagation initiates
preferably along these lines, which is expected to decrease
the deformability. An optimized raw material or an adjust-
ment of the austenitizing could further enhance the
mechanical behaviour by achieving a more homogeneous
distribution of alloying elements.
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Tough Ductile Ultra High Strength
Steels Through Direct Quenching
and Partitioning—An Update

Mahesh C. Somani, David A. Porter, Jukka I. Kömi, L. P. Karjalainen,
and Devesh K. Misra

Abstract
The TMR-DQP* processing route comprising thermome-
chanical rolling followed by direct quenching and parti-
tioning, has shown huge potential for the development of
tough, ductile ultra-high-strength steels, both for structural
and wear-resistant applications. The approach comprised
designing suitable chemical compositions, establishing
appropriate DQP processing conditions with the aid of
physical simulation, and finally testing laboratory rolled
DQP material with the emphasis on cost-effective process
development, amenable for industrial hot strip production.
Evaluation of DQP processed samples cooled slowly
following DQP processing, thus simulating coiling, con-
firmed achieving the desired martensite-austenite
microstructures and targeted mechanical properties. Aus-
forming in no-recrystallization regime (Tnr) resulted in
extensive refining and randomization of the martensite
packets/laths besides fine division of interlath austenite,
thus resulting in an all-round improvement of mechanical
properties. Preliminary investigations on alloys designed
with 0.2 C have shown promising properties not only for
structural applications, but also wear-resistance purposes.

Keywords

Direct quenching and partitioning ⋅ Thermomechanical
processing ⋅ Martensite ⋅ Bainite ⋅ Austenite

Introduction

In general, quenching and tempering treatment may impart
reasonable toughness and acceptable ductility in
high-strength structural steels, but their uniform elongation
(i.e., strain hardening capacity) is relatively low. In recent
years, a novel concept of quenching and partitioning (Q&P)
has been proposed as a potential processing route for
improving the balance of elongation to fracture and tensile
strength for advanced high-strength steels [1–3]. In the Q&P
processing, the steel is austenitized, quenched to a temper-
ature between the martensite start (Ms) and finish (Mf)
temperatures, and held at a suitable temperature for a suit-
able time to allow the partitioning of carbon from martensite
to austenite, which can thereby be partly or fully stabilized
down to room temperature. The formation of iron carbides
and the decomposition of austenite are intentionally sup-
pressed by the use of Si, Al, or P alloying [1–3].

This study presents a recently developed novel processing
route comprising thermomechanical rolling followed by
direct quenching and partitioning (TMR-DQP) based on the
physical and laboratory rolling simulation studies for
improving the work hardening capacity and uniform elon-
gation of high-strength hot-rolled structural steel [4, 5]. The
specific aim of this study was to develop a steel with yield
strength on the order of *1100 MPa combined with good
ductility and impact toughness. The approach involved
designing suitable chemical compositions based on high
silicon and/or aluminum contents, selecting appropriate DQP
processing conditions with the aid of physical simulation on
a Gleeble simulator, and, finally, testing DQP material pro-
cessed on a laboratory rolling mill. This paper presents a
brief account of the salient results encompassing the
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dilatation behavior, hot rolling simulations, various
microstructural mechanisms and mechanical properties.

Experimental Procedures

Table 1 shows the chemical compositions of the vacuum
melted steels that have been used in this study together with
their codes as used in this paper. Preliminary experiments
were made using steels High-Si and High-Al, and steels A to
D were designed based on the results of those experiments.
Cylindrical specimens of dimensions Ø6 × 9 mm or Ø5
7.5 mm were cut for physical simulation on a Gleeble 1500
simulator. Two types of dilatation tests were made starting
with either undeformed or deformed austenite prior to
quenching to roughly simulate industrial rolling with high
and low finish-rolling temperatures (FRT). For instance, in
the case of High-Si steel, to conduct dilatation tests with
deformed austenite, samples were compressed at 850 °C
with three hits of 0.2 strain each at a strain rate of 1 s−1 with
25 s time interval after each hit, prior to cooling at 30 °C/s to
a quenching temperature (TQ) below Ms, giving initial
martensite fractions of 75–85%, followed by partitioning at a
temperature TP (≥TQ) for a given time (Pt).

Laboratory rolling trials were made in a two-high, revers-
ing laboratory rolling mill with blocks of 110 × 80 × 60
mm cut from cast ingots. Some examples of recorded rolling
and cooling cycles during TMR-DQP processing are shown in
Fig. 1. The samples were heated at 1200 °C for 2 h in a fur-
nace prior to two-stage rolling. In the first stage, hot rolling
was carried out in the recrystallization regime in 4 passes to a
thickness of 26 mm with about 0.2 strain/pass with the
temperature of the fourth pass at about 1030–1050 °C.
The second stage comprised waiting for the temperature to
drop to ≈900 °C and then rolling in the no-recrystallization
regime to a thickness of 11.2 mm with 4 passes of about 0.21
strain/pass with FRT 800–820 °C. Immediately after rolling,
the samples were quenched in a tank of water close to the
desired TQ and then subjected to partitioning treatment in a
furnace at TQ, which was switched off to give very slow
cooling over 30 h to simulate industrial coiled strip cooling.

The rolled samples were characterized with respect to
microstructures and mechanical properties. In addition, some
samples from steels A–D were laboratory rolled and direct
quenched to room temperature RT in order to be able to
compare the mechanical properties with those of TMR-DQP
processed samples.

Results and Discussion

Retained Austenite

A linear analysis of the Gleeble dilatation curves for High-Si
steel indicates that quenching at 340, 320, and 290 °C
should produce initial martensite fractions of 60, 75, and
84%, respectively [6, 7]. Likewise, for High-Al steel,
quenching to 340, 310, and 290 °C gave initial martensite
fractions of 70, 86, and 91%, respectively. Subsequent par-
titioning of Q&P specimens at TP (≥TQ) for different
durations, however, did not show any systematic variation in
measured final fractions of retained austenite (RA) [4, 6, 7].
Figure 2 presents an example showing the variation of
average RA (partitioned for 10–1000 s) with partitioning
temperature for both strained and unstrained matrices in the
case of High-Si steel quenched at different TQ. Accordingly,

Table 1 Chemical compositions
of experimental steels used for
Q&P/TMR-DQP experiments

Steel code C Si Mn Al Cr Mo Ni Nb

High-Si 0.21 1.48 2.04 0.60

High-Al 0.19 0.51 1.98 1.06 0.52 0.21

Steel A 0.21 0.56 1.90 0.92 1.10

Steel B 0.21 0.53 1.80 0.82 1.10 0.035

Steel C 0.22 0.55 1.50 0.85 1.20 0.79

Steel D 0.22 0.53 1.50 0.84 1.10 0.16

(O: 10–17 ppm, N: 5–13 ppm, S: 7–16 ppm)

Fig. 1 Some examples of recorded rolling and cooling cycles during
TMR-DQP processing
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the average RA contents for Q&P samples partitioned for
10–1000 s, as estimated by X-ray diffraction (XRD), varied
in the range 7–15% and 9–16% for unstrained and strained
conditions, respectively, generally increasing with increase
in TP in accord with the literature [3]. In the case of High-Al
steel, the austenite contents varied in a narrow range of
7–9%, regardless of the TP (= TQ) or austenite state. Irre-
spective of the steel type and austenite state, the average
carbon content of the Gleeble Q&P specimens (0.7–1.2%), is
lower than would be expected, suggesting that not all carbon
is partitioning to austenite.

It is expected that the amounts of retained austenite will
generally be low in TMR-DQP samples, as partitioning
temperatures would normally be ≤TQ and for long dura-
tions in the case of coiled strips on a hot strip mill. Limited
Q&P tests done on Steels A–D corresponding to TQ = TP of
280 and 260 °C (≈80 and 90% martensite, respectively) did
not show any significant influence of quench-stop tempera-
ture with respect to retained austenite at RT, which varied in
a narrow range of 6–7% for unstrained condition. Further
straining in austenite, however, resulted only in a marginal
increase in the austenite content (7–8.5%). Except for the
main peak, it was difficult to discern the other peaks for
austenite and their positions; hence, the carbon content for
these specimens could not be determined.

Microstructural Mechanisms During Partitioning

An example of gradual expansion during partitioning is
depicted in Fig. 3 for High-Si steel, which shows how the
specimen diameter varies with time up to 1000 s after reaching
TQ = 320 °C. Specimens subjected to shorter holding times
also showed similar trends. After 1 s at TQ, heating to TP
occurs at 30 °C/s, which explains most of the expansion

immediately after 1 s. It has been shown that linear dilatation
due to complete carbon partitioning will only be 0.027–
0.033% [6, 7]. However, the isothermal growth of martensite
together with carbon partitioning constitutes the expansion
observed in region I of Fig. 3 [6–8]. Bainite forms in region II,
while the contraction in region III is probably due to martensite
tempering. No evidence for carbide precipitation in martensite
was found in transmission electron microscopy (TEM) studies,
indicating that carbon in the martensite laths is perhaps clus-
tering. During the final cooling at about 20 °C/s, some bainite
formation is possible in the case of high TP, followed by the
formation of untempered and in some cases twinned high
carbon martensite at temperatures close to 200 °C [2]. Unlike
in the case of High-Si steel, Steels A–D in the unstrained
condition contract over ≈20 s [9]. This behavior has been
observed for all the specimens held for 10–1000 s partitioning
times, suggesting that the short period of contraction is con-
nected with interface migration from austenite to martensite
despite lowmobility, as also modeled by Santofimia et al. [10].
The bidirectional movement, however, disappears in the case
of prior strained austenite.

Microstructures of Dilatation Specimens

It has been shown earlier that straining in austenite at 850 °C
prior to Q&P processing results in finer packets and blocks
of fine martensite laths, shortened and randomized in dif-
ferent directions [4, 5]. Whereas, field-emission scanning
electron microscopy—electron back scatter diffraction
(FESEM-EBSD) examinations showed that the retained
austenite might be present as large pools as well as interlath
films, TEM examinations clearly depicted that the specimens
contain highly dislocated lath martensite separated by thin
films of austenite. Lower bainite and twinned and isothermal
martensite were also revealed by TEM examinations [6, 7].

Fig. 2 Variation of average retained austenite (partitioned 10–1000 s)
with partitioning temperature in the case of High-Si steel quenched at
different TQ temperatures

Fig. 3 Change in specimen diameter with time at different partition-
ing temperatures (TP) for High-Si steel following quenching at
TQ = 320 °C
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Evaluation of Rolled TMR-DQP Samples

Microstructural Features
The microstructural features of laboratory rolled DQP sam-
ples were quite similar to those seen in optical microstruc-
tures of Gleeble simulated specimens. Typical austenite
contents as measured by XRD were in the range 6–9% and
4.5–7% for High-Si and High-Al steels, respectively. These
values are somewhat lower than those obtained on Gleeble
samples. Steels A–D processed through the TMR-DQP route
followed by slow cooling also showed retained austenite in
the range 4–10%, irrespective of the steel type and/or DQP
parameters, generally akin with or marginally lower than
those obtained on limited Gleeble specimens subjected to
Q&P tests.

Figure 4 presents typical examples of microstructures
recorded on TMR-DQP samples of Steel D subjected to slow
cooling from TQ in a furnace. These micrographs show dark
austenite between the martensitic laths (Figs. 4a, c), more
clearly seen as white films in dark field images (Figs. 4b, d).
It can be seen in some locations that the original austenite
films between martensite laths (appearing as dark in bright
field images) developed a carbon concentration gradient
during partitioning because of the slow diffusion as the
temperature decreased during slow cooling. During final
cooling, a section of the mid-rib region of original austenite
transformed to untempered high C martensite, leaving thin
austenite films between the tempered and untempered
martensite laths. Unlike in the case of Gleeble samples,
carbides could be seen in some martensite laths of
TMR-DQP samples, suggesting loss of carbon due to tem-
pering during slow cooling in a furnace. Similar features
have been observed for other experimental steels subjected
to coiling simulation.

Mechanical Properties
Table 2 presents a summary of mechanical properties for
TMR-DQP samples compared to TMR-DQ samples. The
0.2% yield strength (Rp0.2) is marginally lower than the target
level (≈1100 MPa) in some High-Si, High-Al, and Steel B
samples, but as the TQ (=TP) is lowered, the RP0.2 seems to
improve significantly and meet the target. Also, it is expected
that temper rolling should be able to raise the yield strength to
the required level (e.g., 1.0% proof strength (Rp1.0) values are
well above 1300 MPa in most cases). Almost all the samples
exhibited reasonable values of Rm (≈1500 MPa and above).
As expected, Rp0.2, Rp1.0, and Rm strengths generally increase
with decrease in TQ for all steels. While the total elongation
(A) and reduction of area to fracture (Z) vary in a narrow
range, except for DQ samples, the plastic component of the
uniform elongation (Ag) is generally higher for all steels
(3.2–4.9%), except for Steel A (2.7%), when compared to
that of DQ samples (1.4–2.9%). Referring to Table 2, the RA
fractions are only about 4–5% in DQP samples quenched at
low temperature (≈200 °C); hence, the corresponding hard-
ness values are quite high (470–490 HV10), comparable to
their DQ versions (495–505 HV10). Referring to the impact
properties in Table 2, the temperatures corresponding to 28 J
impact energy (T28J) are quite low and distinctly improved
over that of the DQ samples. Both the alloying and TQ seem
to influence the T28J as well as the upper shelf energy (KV
(US)), but there is no systematic trend. Notwithstanding the
variation, it seems that both the T28J and KV(US) are quite
high in the Ni variant (Steel C), particularly at low TQ tem-
perature (≈200 °C). Nb and Mo variants (Steels B and D,
respectively) also seem to hold promise at high TQ

(275–285 °C), with comparable tensile properties and T28J
temperatures (about −126 °C) but with marginally lower KV
(US) (64–76 J).

Fig. 4 Typical examples of microstructures recorded on Steel D following TMR-DQP processing and slow cooling in furnace: (a, b)
DQP 300 °C, (c, d) DQP 285 °C
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Summary and Conclusions

Based on preliminary Q&P simulations, a novel TMR-DQP
processing route has been designed that should be applicable
to industrial hot strip production. Metallographic studies
clearly revealed presence of extended pools and laths of
retained austenite between martensite laths. Retained
austenite contents increased with increase in TQ and TP

temperatures, though prior straining in austenite had only
little effect. Dilatometer measurements and electron micro-
scopy have clearly revealed that besides carbon partitioning,
isothermal martensite and bainite form at or close to the
partitioning temperature. In the case of Steels A–D, short
periods of volume contractions seen in unstrained Q&P
specimens at the start of partitioning suggest a possibility of
bidirectional movement of the γ-α′ interfaces until equilib-
rium is reached. Laboratory rolling simulations suggest
that even at relatively low quenching temperatures (TQ

200 °C), most of the untransformed austenite could be
retained (≈4–5%) at RT. High values of Rp0.2, Rp1.0, and Rm

and hardness combined with improved Ag and A and
remarkable values for T28J and KV(US) suggest that there is
good potential for the TMR-DQP route not only for tough
ductile structural steels but also for hard abrasion-resistant
steels. The results also indicate that it is not the amount of

austenite but presumably its size and distribution that decide
its influence on uniform and total elongation and low-
temperature impact toughness.
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Physical Simulation of Press Hardening
of TRIP Steel

Hana Jirková, Kateřina Opatová, Martin F.-X. Wagner,
and Bohuslav Mašek

Abstract
Deformation-induced martensitic transformation is used
for improving mechanical properties of AHS steels which
contain metastable retained austenite. TRIP steels are one
of the categories that fall into this group. Their
microstructures consist of proeutectoid ferrite, bainite,
and metastable retained austenite. Cold working causes
retained austenite in these steels to transform to
deformation-induced martensite. A technical complica-
tion to their treatment routes is the isothermal holding
stage. At this stage, bainite forms and retained austenite
becomes stabilized which is the key aspect of the process.
A CMnSi-type low-alloy steel with 0.2% carbon was
subjected to various experimental cooling sequences
which represented press hardening operations at tool
temperatures ranging from 500 °C to room temperature,
followed by isothermal holding in the bainitic transfor-
mation region. By varying the cooling parameters, one
can obtain a broad range of mixed martensitic-bainitic
structures containing retained austenite, with strengths in
the vicinity of 1300 MPa, and A20 elongation levels of
10%.

Keywords
Press hardening � TRIP steel � Retained austenite
Two step etching � EBSD

Introduction

TRIP steels are belong to the group of multiphase low-alloy
high-strength steels. The desired properties of these steels
are achieved not only by appropriate alloying but also by
applying suitable heat treatment parameters [1]. The key
aspects are, first, the rate of cooling from the soaking tem-
perature to the bainitic transformation hold, because pearlite
formation must be prevented and, second, the hold and the
bainitic transformation temperature, during which retained
austenite becomes stabilized thanks to carbon diffusion.
Even in steels with 0.2% carbon and no other alloying ele-
ments than manganese and silicon, a correct choice of pro-
cessing parameters can provide ultimate strengths of more
than 800 MPa and tensile strains of about 20% [2, 3].

Press hardening of these steels enables high-precision
sheet parts to be made, for instance in the automotive industry
[4]. This method involves forming and subsequent quenching
and offers high effectiveness [4]. Press hardening of
high-strength steels finds use predominantly in the automotive
industry, for making A-pillars, B-pillars, bumpers, roof rails,
rocker rails and tunnels and other parts [5, 6]. The numbers of
parts manufactured by this method have been increasing
exponentially recently. These parts are also increasingly used
outside the automotive sector. For these reasons, it was nec-
essary to explore the possibility of press hardening of
hot-drawn TRIP steels which had been cooled in the tool at the
controlled temperature of stabilization of retained austenite
and then cooled in air to room temperature (RT).

Experimental Programme

This experimental programme involved CMnSi steel with
0.2% carbon (Table 1). The alloying of this steel is typical of
TRIP steels. In addition to carbon, the steel is alloyed with
manganese and silicon. These elements have an important
role in controlling phase transformations and stabilizing
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retained austenite. Silicon prevents carbide precipitation
during bainite transformation and manganese retards the
formation of pearlite [1, 7] Both elements strengthen steel by
solid solution strengthening. The as-received experimental
material was soft annealed sheet of 1.5 mm thickness. The
initial microstructure consisted of ferrite and pearlite with a
hardness of 180 HV10.

Determination of Phase Transformation
Temperatures

Temperatures of phase transformations in this experimental
steel were determined by several methods. One of them
involved a Bähr dilatometer with an inert atmosphere. Nine
cooling rates from 0.1 to 89 K/s were tested. The effect of
deformation on the kinetics of phase transformations was
mapped by means of constructing not only a conventional
CCT diagram but also the CCCT deformation diagram. For
the latter diagram, the specimen was subjected to a defor-
mation of φ = 0.7 applied at the rate of 10 s−1. It was found
that deformation shifts the onset of ferrite transformation
toward higher cooling rates. At the same time, deformation
speeds up pearlite transformation. Consequently, the time
interval for pearlite formation during isothermal cooling
expands (Fig. 1). Martensite transformation responds in an
opposite manner and starts at somewhat lower temperatures
when deformation is applied.

These diagrams were compared with a CCT diagram
calculated by means of JMatPro [8], (Fig. 2, Table 2). In
addition, the Ms temperature was calculated using the phe-
nomenological model of Andrews [9] (Eq. 1). The results of
this model were in very good agreement with the dilatometer
data (Table 2).

Ms ¼ 539� 423C � 30; 4Mn� 17; 7Ni� 12; 1Cr � 11Si
� 7Mo

ð1Þ

Modelling of Press Hardening Process

Physical simulation of press hardening was carried out in a
thermomechanical simulator with the aid of
material-technological modelling (Fig. 3). The data for the
model were measured in a real-world process at specific
temperatures of the tool. Since the thermomechanical

simulator offers rapid and precise control of cooling, it also
enables cooling in a tool at room temperature to be simulated
accurately.

Physical simulation comprised several steps, starting with
heating to 937 °C and holding for 100 s. In the next step, the
sheet blank was transferred to the tool which took 10 s and
involved cooling in air. Once in the tool, the blank cooled
rapidly. The kinetics of this cooling was governed by the
tool temperature. After short equalization of temperature
ending at the tool temperature, the process ended with a
cooling step that corresponded to air cooling.

The first stage of the experiment explored the effects of
various tool temperatures on microstructural evolution and
evolution of mechanical properties. A total of five tool
temperatures were chosen: room temperature, 200, 300, 425
and 550 °C. As a reference, a water cooling step was added
to the experimental programme as well (Fig. 4). At the
second stage of the experiment, a variant with isothermal
holding for austenite stabilization was tested. The tool
temperature of 425 °C was chosen for this variant, on the
basis of dilatometer data and outcomes of earlier experi-
ments [2]; the holding times were 0, 100, 300 and 600 s
(Fig. 5).

The microstructures of specimens obtained by the
experimental treatment were examined by optical micro-
scopy (OM) and scanning electron microscopy (SEM).
Tescan VEGA 3 and Zeiss EVO MA 25 scanning electron
microscopes were used. EBSD and EDX analyses were
carried out in the Zeiss Crossbeam 340-47-44 microscope.
The amount of retained austenite was measured by X-ray
diffraction phase analysis. An automatic powder diffrac-
tometer AXS Bruker D8 Discover with a HI-STAR
position-sensitive area detector and a cobalt X-ray source
(λKα = 0.1790307 nm) was employed for this measure-
ment. Mechanical properties were measured by HV10
hardness testing and tensile testing.

Results and Discussion

After routes with tool temperatures between RT and 300 °C
(Table 3), the specimen microstructures consisted of a
mixture of ferrite and martensite. Their hardness was 250
HV10 (Fig. 6a). Keeping the tool at RT led to retained
austenite volume fractions of a mere 3%. The ultimate
strength was between 861 and 939 MPa and the A20 elon-
gation levels were approximately 14%. When water

Table 1 Chemical composition
of the experimental steel [wt%]

C Mn Si Al Nb P S Ni Cu Mo W

0.21 1.4 1.8 0.006 0.002 0.007 0.005 0.07 0.06 0.02 0.02
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quenching was applied immediately after the pause in the
process, no changes in the microstructure or mechanical
properties were detected (Fig. 6b), with the exception of an
increase of hardness to 290 HV10.

Bainite was first detected upon a route with the temper-
ature of 425 °C. It is the desired phase in the microstructure
of TRIP steels (Fig. 6c). The resulting microstructure com-
prised ferrite, martensite and bainite. The retained austenite
fraction remained very low: 4%. The presence of bainite and

the reduced amounts of martensite raised the tensile strain
levels to 21%, whereas the ultimate strength decreased only
slightly to 844 MPa. A further rise in the tool temperature to
550 °C led, for the first time, to pearlite formation, with the
resulting microstructure of a mixture of ferrite, pearlite and
martensite (Fig. 6d). The reduction in the volume fraction of
a hardening phase led to a hardness decrease to 229 HV10
and to a lower ultimate strength of 720 MPa (Table 3).

Typical treatment routes for TRIP steels include inter-
critical annealing as well as holding at the isothermal bainitic
transformation temperature. During the hold, not only

Fig. 1 CCT and CCCT diagrams
for the experimental steel
constructed from dilatometric
measurement data

Fig. 2 CCT diagram calculated using JMatPro software

Table 2 Phase transformation
temperatures found by various
calculation and measuring
methods

JMatPro
Calculated

Andrews 30 °C/s
Calculated

Dilatometry −30 °C/s
Measurement

Ms [°C] Mf [°C] Ms [°C] Ms [°C]

370 256 387 387

Fig. 3 Material-technological modelling by means of thermomechan-
ical simulator
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bainite forms but also retained austenite becomes stabilized.
Therefore, an experimental treatment was tested which
comprised holding at 425 °C (Table 4). Holding times of
100 and 300 s led to microstructures that, however, still
consisted of a mixture of martensite and ferrite and a small
amount of bainite (Fig. 7a). Holding led to tempering and
reduced the hardness to 225 HV10. This was also reflected
in the decrease in the ultimate strength from 844 MPa to

754 MPa and 735 MPa respectively, whereas the elongation
remained around 20% (Table 4).

Only an extension of the holding time to 600 s brought
about an appreciable change in the microstructure: Bainite
formation became more intensive, with the result of a
microstructure of bainite, martensite and a small amount of
free ferrite (Fig. 7b). In addition, the volume fraction of
retained austenite increased significantly to 13%. Owing to

Fig. 4 Thermal profile of press
hardening in the
material-technological model for
several tool temperatures

Fig. 5 Thermal profile of press
hardening in the
material-technological model
with several holding times at
425 °C

Table 3 Effects of tool
temperature on mechanical
properties and retained austenite
fraction

Heating temperature
[°C]

Tool temperature
[°C]

Cooling Rp0.2

[MPa]
Rm

[MPa]
A20

[%]
HV10
[–]

RA
[%]

937 Water cooling 407 875 13 291 –

RT 410 876 14 241 3

200 Air
cooling

437 939 13 277 –

300 416 861 14 257 –

425 374 844 21 250 4

550 311 720 20 229 –
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the majority of hardening constituents, the ultimate strength
rose to 1300 MPa while elongation decreased to 9%.

The distribution and morphology of retained austenite is
one of the parameters that are of key importance for its
stability during cold working. It is the stability of retained
austenite which affects the progress of the subsequent
strain-induced martensitic transformation. Retained austenite

distribution and particle sizes and morphology were exam-
ined using two-stage etching (stage 1: −3% nital, stage 2:
10% aqueous solution of Na2S2O5). This reagent leaves
retained austenite white. The two-stage etching was carried
out on the specimen whose route involved the tool temper-
ature of 425 °C and the time at temperature of
600 s (Fig. 8). In this specimen, X-ray diffraction identified

Fig. 6 Microstructures of
physical simulation specimens:
a with the tool at room
temperature, b water quenching,
c tool temperature of 425 °C,
d tool temperature of 550 °C

Table 4 Effects of holding time
at the bainitic transformation
temperature on mechanical
properties and retained austenite
fraction

Heating
temperature [°C]

Tool temperature
[°C]

Holding
time [s]

Rp0.2

[MPa]
Rm

[MPa]
A20

[%]
HV10
[–]

RA
[%]

937 425 0 374 844 21 250 4

100 352 754 25 228 –

300 328 735 22 225 6

600 695 1300 9 408 13

Fig. 7 Microstructures upon
simulated press hardening with a
tool temperature of 425 °C and
isothermal bainitic
transformation: a time at
temperature: 300 s, b time at
temperature: 600 s
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13% of retained austenite. Both polygonal grains and foils of
retained austenite were identified by two-stage etching. The
thicker foils were found predominantly between bainite
needles. Moreover, it was found that the polygonal particles
of retained austenite contained the M-A constituent more
often than others. This means that the retained austenite in
the centre of such grains had insufficient stability and began
to transform to martensite during cooling to room tempera-
ture. These islands of the M-A constituent were found
mainly in particles larger than 5 μm.

Since the resolving power of optical microscopy proved
insufficient, detailed examination was carried out using
EBSD. The specimens were prepared by a mechanical route
which was adjusted for the purpose of this analysis. The last
preparation step involved colloidal silica in water in order to
remove the traces of mechanical preparation. EBSD analysis
confirmed the presence of retained austenite between bainite
needles and along prior austenite grain boundaries (Fig. 9a).

For comparison, the EBSD analysis was also carried out
on a specimen whose process route involved cooling in a
tool at room temperature, in which X-ray diffraction identi-
fied only 3% of retained austenite. In this case, too, retained
austenite was detected along prior austenite grain bound-
aries. It was clear that some austenite grains had not fully
transformed to martensite (Fig. 9b).

Conclusions

Physical simulation of press hardening was conducted with a
CMnSi TRIP low-alloyed steel using various parameter fully
transformed to martensite settings. It included a process
which is used to obtain microstructures typical of TRIP
steels. The parameters of the physical simulation were
identical to those found in a real-world press hardening route
involving a heated tool. Two routes were tested. The dif-
ference between them was in the isothermal hold at the
bainitic transformation temperature following the press
hardening step. The first one was press hardening simulation
at various tool temperatures without the isothermal hold. The
tool temperatures included room temperature, 200, 300, 425
and 550 °C. From the perspective of microstructural evo-
lution suitable for obtaining the TRIP effect, the most
appropriate temperature appeared to be 425 °C. At lower
temperatures, hardening was too intensive, whereas higher
temperatures caused pearlite to form. For these reasons, the
temperature of 425 °C was used for the second route, the
purpose of which was to stabilize retained austenite during
an isothermal hold at the bainitic transformation tempera-
ture. The main aspect of interest was the length of the hold.
Holding times of 0, 100, 300 and 600 s were tested. It was
found that to obtain a higher volume fraction of retained
austenite and bainite by means of the specific conditions of
cooling of sheet blank in the tool, holding at 425 °C should

Fig. 8 Tool temperature: 425 °C—600 s—two-stage etching

Fig. 9 Distribution of retained austenite observed by EBSD analysis: a tool temperature: 425 °C—time at temperature: 600 s, b tool at room
temperature
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be used. Microstructural evolution and evolution of
mechanical properties depended substantially on the length
of this hold. Intensive bainite formation took place at holds
no shorter than 600 s. One can assume that alloying with
silicon plays an important role in this process. Holding for
600 s led to stabilization of 13% of retained austenite.
Retained austenite was present in the form of both polygonal
grains and foil-like particles. The critical size of retained
austenite particles was approximately 5 μm. In particles
larger than this, the M-A constituent was detected. The
ultimate strength was 1300 MPa and the elongation reached
9%. When compared to the route with 300 s holding time,
the ultimate strength was almost twice as high. The decrease
in the A20 elongation, as a consequence of the higher bainite
fraction at the expense of ferrite, was from 22 to 9%. This
study has shown that in the steel in question, a mere alter-
ation of the length of the hold applied after press-hardening
in a heated tool can lead to a broad range of mechanical
properties with ultimate strengths ranging from 750 to
1300 MPa and elongations of 25 to 9%.
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Effect of Carbon Content on Bainite
Transformation Start Temperature
on Fe–9Ni–C Alloys

Hiroyuki Kawata, Toshiyuki Manabe, Kazuki Fujiwara,
and Manabu Takahashi

Abstract
Upper bainite in steels hasmany common features with lath
martensite in steels. But there are some studies that indicate
that bainite transformation start temperature (Bs) is greater
than T0 on steels containing high carbon content. We
measured Bs on Fe–9 mass% Ni alloys containing 0.003–
0.89mass%C. In low carbon alloys, Bs is belowT0, and the
increasing of carbon content decreases Bs standing in a line
that is parallel to T0. On the other hand, in high carbon
alloys, carbon content does not affect Bs which stands
around 753 K. The border between these two tendencies
and Bs in high carbon alloys seem to correspond to the
intersection point between the line of Bs on low carbon
alloys and the calculated c/(c + h) phase boundary.

Keywords
Bainite � Transformation � T0 � Cementite
Driving force

Introduction

Bainite in steel is a useful structure because it has a relatively
high strengthwith good formability and toughness.Many types
of high-strength steels contain bainite with various carbon
content; therefore, it is important to know the bainite transfor-
mation start temperature (Bs) with various carbon content.

The microstructure of bainite is similar to that of marten-
site in steel [1]. The shape of bainitic ferrite (BF) transfers
from lath to plate with decreasing transformation temperature

between Bs and the martensite transformation temperature
(Ms). The bainite consisting of lath-shaped ferrite is called
upper bainite (UB) [2]. Figure 1 shows the schematic image
of the crystallographic and morphological features of UB [2,
3]. The orientation relationship between prior austenite and
BF is near the Kurjumov-Sachs relationship [1–3]. The prior
austenite grain divides to some packets, which consists of
parallel elongated ferrite laths. And these packets are subdi-
vided to some blocks, which consist of BF laths having
almost the same crystallographic orientation. These mor-
phological and crystallographic features of UB are similar to
those of lath martensite in steel [4]. This conformity suggests
that their transformation mechanisms are similar.

According to the bainite transformation model proposed
by Bhadeshia [1, 5], the bainite transformation can progress
if the driving force of partitionless transformation from fcc to
bcc is larger than the free energy for the displacive
(martensitic) growth of lath-shaped ferrite. The driving force
depends on the degree of supercooling from T0, at which fcc
and bcc of the same composition have the same free energy.
Because T0 decreases with the increasing of carbon content,
it is guessed that Bs depends on carbon content.

However, the relationship between Bs and carbon content
is not clear. There are many data which show that Bs does
not decrease with an increase in carbon [6–8], and some-
times it becomes higher than T0 [6, 8]. Bainite transforma-
tion sometimes occurs during the quench and partitioning
process [9, 10]. Therefore, it is important for advanced
high-strength steels to clarify the mechanism of bainite
transformation start. We evaluated the effect of carbon
content on Bs in Fe–9Ni–C alloys [11, 12], in which nickel
does not exhibit a solute drag-like effect [7, 13].

Experimental Procedure

Table 1 shows the chemical compositions of the nine
Fe–9Ni–C alloys used in this study. Ingots of the alloys
melted in vacuum were hot-rolled and cold-rolled to 1 mm
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thick sheets. These plates contain nickel segregation. We
evaluated the local nickel content by the electron probe
micro analyzer, and estimated the effective nickel content on
the bainite transformation start [11]. Table 2 shows the
effective nickel content in each sheet and T0 calculated via
Thermo-Calc with these effective nickel content values.

The transformation behavior was measured via
dilatometer. On the low carbon alloys (A, B, C, D, and E),
we made the CCT diagrams and TTT diagrams. On the high
carbon alloys (F, G, H, and I), we made TTT diagrams.
Figure 2 shows the schematic diagrams. In these diagrams,
Bs corresponds to the terrace if the C-curve of the diffusion
transformation (ferrite and pearlite) is much slower than that
of bainite transformation [1]. To confirm Bs, we observed
the microstructure that generated around the terrace.

Results and Discussion

Figure 3 shows Bs and Ms evaluated in this study. The effect
of carbon content on Bs was not steady. In low carbon alloys
[11], Bs decreased with increasing carbon content from
0.003 to 0.1 mass%. However, in high carbon alloys [12], Bs

was constant and seems to be independent of the carbon
content, from 0.3 to 0.9 mass%. On the other hand, Ms

decreased from 765 to 403 K with increasing carbon content
from 0.003 to 0.9 mass%.

In low carbon alloys, the dependence of Bs on the carbon
content seems to correspond to the model proposed by
Bhadeshia [1, 5]. Figure 4 shows the driving force of the
partitionless transformation from fcc to bcc at Bs in each low
carbon alloy. The driving force was calculated via
Thermo-Calc with the effective nickel content. Regardless of
the carbon content, the driving force is almost constant, and
its value, about 400 J/mol, corresponds to the driving force
needed for the partitionless growth of lath-shaped ferrite [1].

Figure 5 shows Bs with T0, T0′, and the phase boundaries
calculated in Fe–7.6Ni–C ternary system. 7.6 mass%Ni
represents the effective nickel content in the alloys used
herein. Bs in low carbon alloys exists along the T0′ line, at
which the driving force of the partitionless transformation is
400 J/mol. On the other hand, in high carbon alloys, Bs is
independent of the carbon content between 0.3 and 0.9 mass
%, and it is higher than T0′. Especially, over 0.3 mass%C, Bs

is higher than T0. Figure 6 shows the microstructure in
Alloy G (0.5 mass%C) specimen held at 748 K for 1000 s.
The volume fraction that was transformed during isothermal
holding in this specimen was assumed to be less than 5%
based on the dilatation curve. Although the holding tem-
perature was higher than T0, 729 K, we can observe UB
consisting of lath-shaped ferrite around prior austenite grain
boundaries with some pearlite (P) and/or degenerated pear-
lite (DP) islands.

Fig. 1 The schematic image of
the morphological features of the
upper bainite structure [2, 3]

Table 1 The chemical
compositions of the alloys used in
this study

Alloy A B C D E F G H I

C/mass% 0.0031 0.052 0.094 0.050 0.099 0.30 0.50 0.69 0.89

Ni/mass% 9.06 9.08 9.09 9.03 9.06 9.03 9.01 8.95 9.00

B/mass-ppm 23 24 24 w/o w/o w/o w/o w/o w/o
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It is impossible to understand the behavior of Bs in high
carbon alloys only by Bhadeshia’s model. In Fig. 5, Bs in
high carbon alloys correspond to the temperature of the
intersection point between T0′ and the c/(c + h) phase
boundary. This intersection point, arrowed in Fig. 5, is

located on 0.205 mass%C, 755 K. Figure 7 shows the Bs in
Fe–C alloys [6, 14] with the T0′ line and the c/(c + h) phase
boundary. The behavior of Bs with carbon content in the Fe–
C system resembles that in the Fe–9Ni–C system described
in Fig. 5.

This result proposed the simple model for Bs in high
carbon alloys [12]. If the fully austenitic specimen contain-
ing higher carbon content than that of the intersection point
is held between the temperature of the intersection point and
T0′, the bainite transformation cannot start because of the
shortage of the driving force. However, the cementite can
precipitate because the holding temperature is lower than the
c/(c + h) phase boundary. When the cementite precipitation
occurs, the local carbon content around the cementite should
decrease toward the c/(c + h) phase boundary. If the local
carbon content decreases enough, it will become lower than
the carbon content of T0′ line at holding temperature.
Therefore, the bainite transformation will become able to

Table 2 The effective nickel
contents and T0 in the alloys used

Alloy A B C D E F G H I

WNi,E/mass% 7.40 7.49 7.62 7.50 7.42 7.67 7.60 7.75 7.59

T0/K 923 900 879 900 882 799 729 660 593

Fig. 2 The schematic image of
CCT and TTT diagrams in this
study

Fig. 3 Bs and Ms in Fe–9Ni–C alloys [11, 12]

Fig. 4 The driving force of the partitionless transformation from fcc to
bcc at Bs [11]

Fig. 5 Bs plotted on T0, T0′ and c/(c + h) phase boundary of the Fe–
7.6Ni–C ternary system [12]
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occur around the cementite because the driving force of the
partitionless transformation from fcc to bcc in the local
carbon-poor region around the cementite increases to over
400 J/mol. If BF laths nucleate and/or grow, the local carbon
content increases toward the T0′ line at holding temperature.
By repeating this process, the bainite transformation with the
cementite precipitation proceeds continuously over T0′ line.
On the other hand, if the holding temperature is higher than
the intersection point, the local carbon content around
cementite cannot reach the T0′ line; therefore, the bainite
transformation cannot occur after the cementite precipitation.
This is the reason that Bs in high carbon alloys corresponds
to the intersection point of T0′ and the c/(c + h) phase
boundary.

In this model, the bainite transformation rate is limited by
the cementite precipitation. This process looks like the
so-called “inverse bainite” [1, 15]. We proposed this model
on the assumption that the kinetics of cementite nucleation
and growth is fast enough. The alloys used in this study do
not contain the elements that delay cementite formation. If
the cementite precipitation is depressed, the proposed pro-
cess cannot proceed smoothly, and Bs in high carbon alloys
would become lower than the temperature of the intersection
point between T0′ and the c/(c + h) phase boundary. The
effect of carbon content on Bs will depend on the super-
cooling from T0′ in low carbon alloys, and will depend on
the cementite precipitation behavior in high carbon alloys.

Summary

1. In low carbon Fe–9Ni alloys, Bs decreased with the
increasing of carbon content. Bs existed along with T0′,
at which the driving force of the partitionless transfor-
mation from fcc to bcc is 400 J/mol. This driving force is
as much as that satisfying the martensitic growth of fer-
rite lath proposed by Bhadeshia.

2. In high carbon Fe–9Ni alloys, Bs was constant regardless
of the carbon content, and it could exist over T0. The
inflection point of the behavior of Bs corresponded to the
intersection between T0′ and the c/(c + h) phase
boundary. It suggests that the bainite transformation in
high carbon alloys is preceded by the cementite precip-
itation in austenite, which makes a carbon-poor region
around itself.
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Influence of Manganese Content and Finish
Rolling Temperature on the Martensitic
Transformation of Ultrahigh-Strength Strip
Steels

Antti Kaijalainen, Mahesh Somani, Mikko Hemmilä,
Tommi Liimatainen, David A. Porter, and Jukka Kömi

Abstract
The effects of manganese content and finish rolling
temperature (FRT) on the transformed microstructures
and properties of two low-alloyed thermomechanically
rolled and direct-quenched (TM-DQ) steels were inves-
tigated. The materials were characterized in respect of
microstructures and tensile properties. In addition, micro-
hardness measurements were made both at the surface
and centerline of the hot-rolled strips to help characterize
the phase constituents. Detailed microstructural features
were further revealed by laser scanning confocal micro-
scopy (LSCM) and field emission scanning electron
microscopy combined with electron backscatter diffrac-
tion (FESEM-EBSD). It was apparent that a decrease in
the temperature of controlled rolling, i.e., the finish
rolling temperature (FRT), resulted in reduced martensite
fractions at the surface, as a consequence of
strain-induced fine ferrite formation. The centerline of
the strip, however, comprised essentially martensite and
upper bainite. In contrast, high FRT and higher man-
ganese content resulted in essentially a fully martensitic
microstructure due to enhanced hardenability. The paper
presents a detailed account of the hot rolling and
hardenability aspects of TM-DQ ultra-high-strength strip
steels and corresponding microstructures and properties.

Keywords
Direct quenching � Hardenability � Microstructure
Prior austenite morphology � Ultrahigh-strength

Introduction

In recent years, low-carbon high-strength steels with yield
strength in the range 800–1100 MPa produced using the
TM-DQ processing route have become interesting materials
for structural applications, because these steels can exhibit
good combinations of mechanical properties and weldability
[1–3]. The microstructures of these steels often comprise
bainite and/or auto-tempered martensite [1, 4, 5]. In the case
of TM-DQ strip steels, cold bending is the most important
method of forming in applications such as containers and
crane booms. The bendability improves remarkably when
the steel hardness just below the surface is marginally lower
than in the bulk owing to the presence of a mixture of ferritic
and granular bainitic microstructure near the surface, in
contrast to the generally bainitic and/or martensitic
microstructure in the bulk of the steel, as the condition for
the onset of strain localization and shear band formation is
thereby significantly averted [6]. It has also been shown that
the near-surface properties, i.e., the properties of the steel
down to a depth of approximately 5% of the total sheet
thickness, govern the bendability [6].

Hence, it is important to ascertain the factors and
underlying mechanisms leading to the formation of a rela-
tively soft microstructure at the surface in order to impart the
best possible combinations of yield strength, toughness,
ductility and bendability to these high-strength steels. The
phase transformation characteristics have been found to be
dependent not only on the chemical composition [7–10], but
also on the extent of austenite pancaking and FRT [7, 11].
Specific TM processing steps were developed in order to
obtain a relatively hard core with a bainite/martensite
microstructure and a softer ferrite/granular bainite surface
layer resulting from controlled strain-induced
transformation.

The main aim of this study is to establish the influence of
FRT and manganese content on the hardenability charac-
teristics and subsequent phase transformation characteristics,

A. Kaijalainen � M. Somani (&) � D. A. Porter � J. Kömi
Materials and Production Engineering, University of Oulu, Oulu,
Finland
e-mail: mahesh.somani@oulu.fi

M. Hemmilä � T. Liimatainen
SSAB Europe Oy, Raahe, Finland

© The Minerals, Metals & Materials Society 2018
A. P. Stebner and G. B. Olson (eds.), Proceedings of the International Conference on Martensitic Transformations: Chicago,
The Minerals, Metals & Materials Series, https://doi.org/10.1007/978-3-319-76968-4_23

149

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76968-4_23&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76968-4_23&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76968-4_23&amp;domain=pdf


microstructural features and resultant properties. In particu-
lar, the circumstances leading to the desired manifestation of
a relatively soft surface microstructure have been estab-
lished, in accord with some pilot scale processed and
direct-quenched high-strength steel strips recently processed
at the authors’ laboratory [6]. This paper presents a com-
prehensive summary of the results with special emphasis on
the hardenability and phase transformation aspects verified
through CCT simulations to understand the microstructure
development and related hardness as a function of austenite
state and cooling rate.

Materials and Experimental Procedures

The experimental materials were produced as 210-mm-thick
continuously cast slabs that were reheated to 1250 °C and
then hot rolled at pilot scale under thermomechanical control
to final strip thickness (t) of 8 mm, followed by direct
quenching to room temperature at a rate of *50–70 °C/s.
The finish rolling temperature (FRT) was varied in the range
800–920 °C. Manganese was varied between two levels and
the chemical compositions of the two steels are given in
Table 1. Also included in the table are the
non-recrystallization temperatures (TNR) of the two compo-
sitions calculated using the formula given in Ref. [12], as
well as the martensite and bainite start temperatures (MS and
BS) determined using JMatPro® simulation software (Sente
Software Ltd.). The software was also used for plotting the
CCT diagrams of the two steels. The material identification
codes were so applied in order to describe the chemical
composition of the steel (Low Mn or High Mn) and the
finish rolling temperature (920–800 °C), e.g., Low Mn-800,
etc.

A general characterization of the transformation
microstructures was performed with a laser scanning con-
focal microscope (LSCM VK-X200, Keyence Ltd.) and a
FESEM (Ultra plus, Zeiss) microscope on specimens etched
with nital or picric acid [13]. The typical prior austenite grain
structure was quantified at the quarter-thickness position by
measuring the mean linear intercepts along the rolling (RD),
normal (ND) and transverse directions (TD). Based on these
measurements, the total reduction below the recrystallization
temperature (Rtot) were determined using the equation given
in Ref. [14]. Supplementary microstructure characterizations

were performed using the Oxford-HKL acquisition and
analysis software following the microstructural classification
described in Ref. [15]. For the EBSD measurements, the
FESEM was operated at 10 kV and the step size was
0.2 lm. Tensile tests were conducted in accord with the
European standard EN 10002. Microhardness was measured
using a Micro-Hardness Tester (CSM) under 1 N load with
ten measurements at eight depths below the surface and the
centerline.

Results and Discussion

Microstructure

A summary of the austenite and effective grain size (d,
EBSD high-angle boundaries > 15°) measurements is pre-
sented in Table 2. An example of the influence of FRT on
the austenite morphology at the quarter-thickness of the
strips in the high-Mn steel is depicted in Fig. 1, showing an
increase in the total reduction below TNR (Rtot) with a
decrease in FRT. The Low Mn-800 sample essentially
showed the formation of mainly granular bainite, and hence,
the measurement of prior austenite grain shape could not be
performed for this sample. The chemical composition of the
steels did not affect the total rolling reduction below the
recrystallization temperature (Rtot) when comparing the
same finish rolling temperatures: Rtot was approx. 53–55%
with high FRT and approx. 66–68% with low FRT for both
steels. Similarly, the surface area of the austenite grain
boundaries per unit volume (SV) increased and the effective
grain size decreased while the prior austenite grain size
decreased, indicating that the sizes of the grains are clearly
refined by lowering FRT, as reported in previous studies [3].

The microstructures at the centerline and subsurface of
the specimens, as ascertained on the basis of FESEM
observations, are listed in Table 3. The transformation
microstructures of the specimens consisted of mixtures of
quasi- or polygonal ferrite (F), granular bainite (GB), upper
bainite (UB) and auto-tempered martensite (ATM). In
Table 3, “main phase” means that the phase constituted
more than 50% of the microstructure and “minor phase” less
than 50%. Microstructures at the centerline consisted of
mostly auto-tempered martensite with some bainite. A de-
crease of FRT increased the fraction of softer

Table 1 Chemical compositions
(in wt%) of the investigated steels
along with their TNR, MS and BS

temperatures

Steel C Si Mn Cr Ti B Nb V TNR

(°C)
MS

(°C)
BS

(°C)

Low
Mn

0.07 0.2 1.4 1.0 0.02 0.0013 0.04 0.011 987 439 602

High
Mn

0.08 0.2 1.8 1.0 0.02 0.0015 0.04 0.017 997 419 586
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microstructures like ferrite and granular bainite. As with the
subsurface microstructures, a decrease of FRT increased the
incidence of GB and F at the expense of ATM and UB.

Tensile Properties and Microhardness

Tensile testing in the longitudinal direction showed reason-
ably high strength levels for the two steels, as showed in

Table 2 Mean linear intercept measurementsa of the prior austenite grain structure (lm) along the three principal directions. Measurements of
Rtot, SV, and d based on EBSD data including the 95% confidence limits of the means are also given

Material �LRD (lm) �LTD (lm) �LND (lm) Rtot (%) SV (mm2/mm3) d (lm)

Low Mn-920 18.2 ± 1.5 12.8 ± 0.9 3.7 ± 0.2 55 335 1.29 ± 0.03

Low Mn-880 23.1 ± 2.1 10.9 ± 0.7 3.3 ± 0.1 62 376 1.24 ± 0.03

Low Mn-840 33.3 ± 3.7 14.5 ± 1.1 3.5 ± 0.1 67 335 1.49 ± 0.05

Low Mn-820 25.5 ± 2.5 10.6 ± 0.7 3.0 ± 0.1 66 405 1.23 ± 0.04

Low Mn-800 Granular bainitic, hence cannot measure 1.56 ± 0.07

High Mn-920 19.4 ± 1.6 11.0 ± 0.7 4.2 ± 0.2 53 310 1.53 ± 0.06

High Mn-880 21.2 ± 1.9 10.3 ± 0.6 2.9 ± 0.1 63 423 1.21 ± 0.03

High Mn-820 22.8 ± 2.1 9.4 ± 0.7 2.5 ± 0.1 67 482 1.09 ± 0.03

High Mn-800 25.5 ± 2.5 10.2 ± 0.6 2.6 ± 0.1 68 461 1.07 ± 0.02
aAt the quarter-thickness of the strip

Fig. 1 LSCM images of prior austenite morphologies following etching with picric acid: High Mn steel with a 920, b 880 and c 800 FRT at the
quarter-thickness as seen in RD-ND sections

Table 3 Microstructural
characterization of investigated
materials at the centerline and
between 50 and 400 lm below
the surface

Material Centerline Subsurface

Main phase Secondary phase Main phase Secondary phase

Low Mn-920 ATM 80% UB 20% UB GB, ATM

Low Mn-880 ATM 50% UB 40%, GB 10% UB GB, F, ATM

Low Mn-840 UB 50% GB 40%, ATM 10% GB F, UB

Low Mn-820 UB 45% GB 40%, F 10%, ATM 5% GB F

Low Mn-800 GB 50% UB 30%, F 15%, ATM 5% GB F

High Mn-920 ATM 100% – ATM UB, GB

High Mn-880 ATM 100% – UB ATM, GB

High Mn-820 ATM 90% UB 10% UB ATM, GB

High Mn-800 ATM 70% UB 20%, GB 10% UB ATM, GB
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Fig. 2a. The yield strength and tensile strength of the studied
steels vary in the ranges 790–1180 MPa and 930–
1250 MPa, respectively, depending on the FRT. In general,
the higher Mn version (1.8% Mn) showed higher strength
compared to that of the low-Mn steel (1.4% Mn), irrespec-
tive of the FRT, obviously as a consequence of the differ-
ences in the transformed microstructures.

The subsurface and centerline microhardness profiles
presented in Fig. 2b, c show that the hardness throughout the
thickness increases with increasing FRT. It can also be seen
that the shapes of the hardness profiles are very similar. The
polygonal ferrite in the surface layer (depth of 50 lm) is the
softest phase, with a microhardness in the range 270–
300 HV (Fig. 2b). Furthermore, the difference in the hard-
ness levels between the steels comprising different man-
ganese content can be seen. In the high-Mn steel, the finish
rolling temperature has no significant effect on the hardness
profiles and the hardness is higher than in the low-Mn steel.
Also, the hardness increases more rapidly with depth (at
about 100 lm) from approx. 340–390 HV to 430–470 HV
(Fig. 2c) corroborating the higher tensile strengths seen in
these samples (Fig. 2a). The low-Mn steel samples com-
prised mainly auto-tempered martensite and upper bainite
from 100 lm below the surface to the centerline, thus cor-
roborating lower strengths seen in these samples, as seen in
Table 3.

JMatPro® Simulations

Figure 3 shows JMatPro® predicted CCT diagrams for
recrystallized austenite with the investigated compositions.
The phase transformation start temperatures were quite
similar for both steels at the high cooling rates, 20–100 °C/s,
where MS temperatures are 439 °C and 419 °C in the
low-Mn and high-Mn steels, respectively. However, with a
further decrease in cooling rate, there is an appreciable dif-
ference in the phase transformation start temperatures, with

the high-Mn steel showing lower transformation tempera-
tures due to the presence of higher Mn (1.8%) and slightly
higher C (0.08%) contents, Table 1. As a consequence,
simulated Vickers hardness data showed comparable hard-
ness for high-Mn steel at all cooling rates. Furthermore, the
bainite and ferrite curves were shifted to the right. Among
those results, high-Mn steel provides mainly martensitic
microstructure in the cooling rate range of interest for direct
quenching of strips.

Although the CCT diagrams are not valid for deformed
austenite, they do agree with the relative effects seen in the
microstructures of the hot-rolled strips both at the core and
the subsurface layers. The results are particularly interesting
for the low-Mn steel, which showed lower yield and tensile
strengths.

Relationships Between Chemical Composition,
Microstructure and Tensile Properties

Finish rolling temperature is important through its effect on
the austenite grain structure, which strongly influences the
mechanical properties of the final product. As can be
observed from Fig. 1 and Table 2, a higher FRT leads to less
pancaking, higher effective grain size and hence to a coarser
final microstructure, in contrast to the greater degree of
pancaking observed at lower FRTs. Manganese has no effect
on the predicted TNR temperature [12]; therefore the TNR

temperature should be similar for the two steels, and thus
explain the observed independence of the austenite pan-
caking level (Rtot) on manganese content at a given FRT.

Despite the small differences in respect of carbon and
manganese contents of the two steels, i.e., 0.4 wt% man-
ganese and 0.01 wt% carbon, the hardenability has increased
appreciably, thus influencing the phase transformation
kinetics and lowering the BS and MS temperatures margin-
ally [8, 10]. The effect of FRT on the phase fractions is
illustrated in Fig. 4. The effect of low-temperature finish

Fig. 2 Effect of FRT on mechanical properties (in the longitudinal direction): a yield stress (YS) and tensile strength (TS). Mean values of
microhardness vs. depth below the surface for different FRT’s in b Low Mn and c High Mn steel
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rolling, i.e., pancaking, depends on the hardenability of the
steel. It is well established that diffusion-controlled trans-
formations are strongly affected by austenite deformation,
such that if the steel composition and/or cooling rate result in
the formation of ferrite from recrystallized austenite, the
phase transformation start temperature increases, i.e., the
hardenability decreases, when the austenite is deformed [7].

During hot rolling, the steel temperature near the surface
fluctuates strongly as the material flows into and out of the
roll gap. Contact with the colder rolls rapidly chills the
subsurface regions of the strip [16] as they enter the roll gap,
while on leaving the roll gap, heat flow from deeper in the
material rapidly reheats the subsurface layers. Thus, it is
possible that in the case of low FRT, the surface temperature
can drop momentarily to levels where the nucleation and
limited growth of ferrite and/or granular bainite can occur
even during hot rolling, whereas this would not occur for

higher FRT. Such effects can be responsible for the complex
nature of the microstructures nearest to the strip surface.

YS and TS initially increase with a decrease in FRT as a
consequence of the increased pancaking and finer packets of
martensite, but subsequently at lower FRTs, YS and TS
decrease due to the formation of higher temperature trans-
formation products.

Although, the bendability has not been reported in this
study since the aim was to investigate hardenability, on the
basis of the conclusions reported in Ref. [17], the present
results suggest that bendability will be better in the case of
the low-Mn steel due to its more beneficial subsurface
hardness profile and microstructure. Similarly, a decrease in
FRT should improve the bendability of both steels.

Conclusions

The purpose of this research was to investigate the effects of
manganese content on the microstructure of hot-rolled and
direct-quenched ultra-high-strength steels. The main obser-
vations and conclusions of the work can be summarized as
follows:

• Predicted CCT diagrams for undeformed, recrystallized
austenite indicated that the compositional differences
between the two studied steels should lead to significant
differences in hardenability with the lower manganese
and carbon contents promoting bainite and ferrite for-
mation at the cooling rates of interest in direct quenching.

• An increase in the total reduction in the
non-recrystallization temperature region (Rtot) in con-
junction with a lowering of the finishing rolling tem-
perature (FRT) increased austenite pancaking.

Fig. 3 Simulated CCT diagrams for a 20 lm recrystallized austenite grain size and 950 °C austenitization temperature, plotted using JMatPro®
software for a low-Mn and b high-Mn steel. (Abbreviations: F ferrite, B bainite and M martensite)

Fig. 4 Effect of FRT on phase fractions at the centerline
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• A decrease of FRT increased the formation of softer
microstructures such as ferrite (F) and granular bainite
(GB) in the subsurface layers. At high FRTs, the
microstructures at the centerline consisted mainly of
auto-tempered martensite (ATM), especially in the case
of higher manganese content. Lowering FRT increased
the fractions of GB and F at the expense of ATM and
upper bainite (UB) in both the central and subsurface
parts of the strip thickness.

• There was a tendency for the yield stress and tensile
strength of the steel sheets to decrease on lowering FRT
when F and GB formed.
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In Situ Neutron Diffraction Study
on Microstructure Evolution During
Thermo-Mechanical Processing of Medium
Manganese Steel

Yoshihiko Nakamura, Akinobu Shibata, Wu Gong, Stefanus Harjo,
Takuro Kawasaki, Atsushi Ito, and Nobuhiro Tsuji

Abstract
The microstructure evolution of medium manganese steel
(Fe-5Mn-2Si-0.1C (wt%)) during thermo-mechanical pro-
cessing in ferrite + austenite two-phase region was inves-
tigated by in situ neutron diffraction analysis and
microstructure observations. When the specimens were
isothermally held at a temperature of 700 °C, the fraction of
reversely transformed austenite increased graduallywith an
increase in the isothermal holding time. However, it did not
reach the equilibrium fraction of austenite even after
isothermal holding for 10 ks. On the other hand, the fraction
of reversely transformed austenite increased rapidly after
the compressive deformation at a strain rate of 1 s−1 at 700 °
C and reached the equilibrium state during subsequent
isothermal holding for around 3 ks. Moreover, microstruc-
ture observations suggested that the austenite, which was
reversely transformed during isothermal holding at 700 °C,
exhibited film-like shape and existed between pre-existing
martensite laths. In contrast, when the compressive defor-
mation was applied during isothermal holding at 700 °C,
most of the reversely transformed austenite had globular
shapes with grain sizes less than 1 lm.

Keywords
Medium manganese steel � Neutron diffraction
Austenite reverse transformation � Thermo-mechanical
processing

Introduction

In recent years, structural metallic materials, especially
automotive steel sheets, have been required to manage both
high strength and good ductility/toughness, because the
demands for improvement of formability, fuel efficiency and
passenger safety of automobiles are increasing more and
more. As a result, advanced high strength steels (AHSS) that
manage both high strength and good ductility/toughness have
been investigated and developed actively in the last decade.
The first-generation AHSS, such as dual-phase steels,
complex-phase steels, etc., show high tensile strength with
limited uniform ductility. The second-generation AHSS,
so-called high-manganese transformation-induced plasticity
(TRIP) and twinning-induced plasticity (TWIP) steels having
FCC austenite structure, exhibit both high strength and large
uniform elongation. However, disadvantages of these steels
are high production cost and low recycling efficiency,
because they contain large amounts of manganese, more than
about 20 wt%. Based on such a background,
medium-manganese steels, which contain 3 * 10 wt%
manganese, have received much attention as a new class of
AHSS, that is, the third-generation AHSS [1]. Several papers
have reported that medium-manganese steels containing a
certain amount of retained austenite exhibit good balance of
strength and ductility due to the TRIP effect of retained
austenite [2–6]. In order to obtain the retained austenite in
medium-manganese steels, thermo-mechanical processing,
which involves annealing at intercritical temperature (a + c
two phase temperature), has been utilized [7–9].

However, the microstructure evolution in medium-
manganese steels, particularly austenite reverse transformation
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behavior, during thermo-mechanical processing is still
unclear. It is very difficult to systematically analyze the
microstructure evolution by conventional experimental
methods, because austenite usually transforms to ferrite or
martensite during cooling to room temperature, and austenite
is retained at room temperature in only limited conditions in
the medium-manganese steels [9–11]. An in situ neutron
diffraction analysis is one of the most promising techniques
to directly investigate transformation and deformation
behaviors of austenite at elevated temperatures. The present
study aimed to investigate microstructure evolution in a
medium-manganese steel (Fe-5Mn-2Si-0.1C (wt%)) during
thermo-mechanical processing at intercritical temperatures
by in situ neutron diffraction analysis.

Experimental Procedure

The material used in this study is a 5Mn-2Si-0.1C (wt%)
steel. The chemical composition of this steel is shown in
Table 1. In order to eliminate manganese segregation,
as-received plates were homogenized at 1100 °C for 36 h and
then ice brine quenched. The homogenized specimens with
fully martensite structure were used as the starting materials.

The in situ neutron diffraction experiment during
thermo-mechanical processing at elevated temperatures was
conducted at BL19 “TAKUMI” in Material and Life Science
Experimental Facility (MLF)/Japan Proton Accelerator
Research Complex (J-PARC), equipped with a physical sim-
ulator for thermo-mechanical processing (Thermecmastor-Z).
As shown in Fig. 1, the thermo-mechanical process used in
this study was a combination of uniaxial compressive defor-
mation and isothermal holding. The cylindrical specimen
11 mm in height and 6.6 mm in diameter was heated up to
700 °C at a heating rate of 10 °C s−1 by induction heating and
held for 180 s. Then, a uniaxial compression by 60% reduc-
tion in height was applied at a strain rate of 1 s−1. The spec-
imen was subsequently held for 10 ks at 700 °C after the
compressive deformation. Neutron diffraction was measured
throughout the thermo-mechanical process.

Microstructures of the specimens were observed by
scanning electron microscopy (SEM, JEOL JSM-7800F) at
an accelerating voltage of 12 kV. For the microstructure
observation, the specimens were electrolytically polished in
a solution of 10% HClO4 and 90% CH3COOH and etched in
a 3% nital solution.

Results

Figure 2 shows neutron diffraction profiles at 700 °C
(a) without compressive deformation and (b) with 60%
compressive deformation. The starting materials had a fully
martensite structure without retained austenite. In both cases
with or without compressive deformation, FCC peaks cor-
responding to reversely transformed austenite could be
observed after isothermal holding for 15 s, and the intensi-
ties of the FCC peaks increased with an increase in the
isothermal holding time. The volume fraction of austenite
reversely transformed during thermo-mechanical processing
was evaluated quantitatively by Rietveld method using a
Z-Rietveld software, and the results are summarized in
Fig. 3. Gray and black points show the volume fractions of
austenite reversely transformed during the processes with or
without compressive deformation, respectively. The hori-
zontal broken line indicates the equilibrium fraction of
austenite at 700 °C (50.9%) calculated by Thermo-Calc
software and the vertical dotted line represents the time
when the compressive deformation was applied (total period
of compressive deformation was 0.9 s). From Fig. 3, it can
be seen that the fraction of reversely transformed austenite
increased gradually when the compressive deformation was
not applied. However, the fraction was much less than the
equilibrium fraction even after isothermal holding for 10 ks.
On the other hand, the fraction of reversely transformed

Table 1 Chemical composition of the steel used in present study (wt%)

C Si Mn P S Al N O Fe

0.100 2.04 4.91 <0.005 0.0027 0.008 0.0005 <0.0005 Bal

Fig. 1 Schematic illustration of the thermo-mechanical process used
in this study
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austenite increased rapidly after the compressive deforma-
tion and approached to the equilibrium fraction during
subsequent isothermal holding. This result suggests that the

austenite reverse transformation was accelerated signifi-
cantly by compressive deformation at intercritical tempera-
ture (700 °C). This is presumably because lattice defects
introduced in ferrite (tempered martensite) by compressive
deformation act as nucleation sites for reverse transformation
to austenite.

Figure 4 shows SEM images of the specimens which were
water quenched after isothermal holding for 1181 s at 700 °C
(a) without compressive deformation and (b) with 60%
compressive deformation. The regions indicated by MF cor-
respond to fresh martensite that formed during water
quenching from 700 °C. It can be seen that the morphology
and size of fresh martensite (i.e., prior austenite just before
quenching) are completely different between Fig. 4a and b. In
Fig. 4a, the fresh martensite exhibits film-like shapes and
exits between pre-existing martensite laths. In contrast, most
of the fresh martensites in Fig. 4b have globular shapes and
their grain sizes are relatively small (less than 1 lm). Because
the regions of fresh martensite correspond to austenite
reversely transformed at 700 °C, it can be said that com-
pressive deformation changed the morphology and size
of reversely transformed austenite. Based on the
above-mentioned results, in can be concluded that compres-
sive deformation at intercritical temperature accelerates
reverse transformation and forms fine globular-shaped
austenite.

Fig. 2 Neutron diffraction profiles during the thermo-mechanical processing at 700 °C. a Without compression and b with 60% compression

Fig. 3 Volume fraction of reversely transformation austenite as a
function of isothermal holding time at 700 °C. Gray and black points
are the data obtained in the processes with or without compressive
deformation, respectively. The horizontal broken line indicates the
equilibrium fraction of austenite at 700 °C (50.9%) calculated by
Thermo-Calc software and the vertical dotted line represents the time
when the compressive deformation was applied
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Conclusions

In this study, austenite reverse transformation behaviors
during thermo-mechanical processing in a medium man-
ganese steel (Fe-5Mn-2Si-0.1C) were investigated by
in situ neutron diffraction experiment and microstructure
observation. The conclusions obtained are summarized
below:

• When the specimens were isothermally held at 700 °C for
10 ks without compressive deformation, the fraction of
reversely transformed austenite was much less than the
equilibrium fraction. On the other hand, the fraction of
reversely transformed austenite increased rapidly after
the compressive deformation at 700 °C and reached to
the equilibrium amount after subsequent isothermal
holding at 700 °C. This result implied that the com-
pressive deformation accelerated reverse transformation
from (tempered) martensite to austenite during subse-
quent isothermal holding at 700 °C. This was presumably
because lattice defects introduced in ferrite (tempered
martensite) by compressive deformation acted as nucle-
ation sites for reverse austenite transformation.

• The austenite reversely transformed during isothermal
holding at 700 °C exhibited film-like shapes and existed
between pre-existing martensite laths. In contrast, when
the compressive deformation was applied during
isothermal holding at 700 °C, most of the reversely
transformed austenite had globular shapes with grain sizes
less than 1 lm. The results suggested that the morphology
and size of reversely transformed austenite were changed
significantly by the compressive deformation.
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Part V

Size Effects in Martensitic Transformations



Nanoscale Phase Field Modeling
and Simulations of Martensitic Phase
Transformations and Twinning at Finite
Strains

Anup Basak and Valery I. Levitas

Abstract
A thermodynamically consistent phase field approach to
martensitic phase transformations for a system with
austenite and two martensitic variants has been devel-
oped. The model considers two order parameters,
describing austenite $ martensite and variant $ variant
transformations, respectively. The coexistence of three
phases at a single material point are consistently penal-
ized. Twinning in the nanoscale sample was studied for
two different kinematic models (KMs) for the transfor-
mation stretch tensor Ut. In KM-I, Ut is taken as a linear
combination of the Bain strains, and in KM-II, Ut is an
exponential of the logarithm of the Bain stretch tensors.
For these two KMs and for an additional model based on
simple shear, analytical solutions for elastic stresses
within a variant-variant boundary in an infinite twinned
sample are presented. The results can be easily general-
ized for an arbitrary number of variants. They are crucial
for further development of phase field approaches to
multivariant martensitic transformations coupled to
mechanics.

Keywords
Phase field � Martensitic transformation � Twinning
Interfacial stress � Finite strain

Introduction

Phase field approaches have been widely used for studying
martensitic phase transformations [1–9]. The central idea in
all phase field approaches is to consider order parameters,
which describe the phases. The evolution of these order
parameters is governed by a system of Ginzburg-Landau
equations.

Various descriptions of the order parameters have been
used in different models. N order parameters gi, each
describing A $ Mi transformation, have been used in [1, 2,
8]. The symbols A, M, and Mi denote austenite, martensite,
and the i-th variant of martensite, respectively. In [1, 2], the
description of Mi $ Mj transformation is not fully satisfac-
tory, since the order parameters gi and gj vary independently
in the order parameter space, and the interfacial energy and
width depend on stress and temperature in an uncontrollable
way. These shortcomings were overcome within the
approach considered in [8], where the coexistence of a third
phase between two other phases was controlled consistently.
However, the interpolation function for the description of
A $ M transformation cannot accommodate material
parameters, and this is too restrictive. Also, penalization of
energy due to the coexistence of three phases at a single
material point (triple junction) is not satisfactory. Other
multiphase models, such as those considered by Tůma et al.
[9] and Steinbach [10] do not describe the instability criteria
for transformations and are more suitable for microscale
modeling. In another approach, Nþ 1 hyperspherical order
parameters were considered for a system with N variants,
where the order parameter g0 describes A $ M transfor-
mations and another N order parameters gi describe Mi $
Mj transformations, where all the gi satisfy a nonlinear
constraint [3, 6]. While within this model the triple junctions
can be consistently penalized, due to the nonlinear con-
straint, instability conditions cannot be consistently formu-
lated for a system with more than two variants. We have
recently developed a general consistent model for
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multivariant martensitic transformations, which does not
have all these drawbacks. A full description of the general
model is beyond the scope of this paper and will be pre-
sented elsewhere. Here, we instead consider only two vari-
ants in using the model. The governing equations are thus
simplified without suppressing the essential features.

Based on this model, we have studied variant-variant
transformation (twinning) in a nanoscale sample for a
two-variant system. The microstructure evolution can be
completely captured by two order parameters g0 (g0 ¼ 0 in
A and ¼ 1 in M) and gi (gi ¼ 1 in Mi and ¼ 0 in Mj), which
describe A $ M andMi $ Mj transformations, respectively.
We have mainly considered two different kinematic models
(KMs) for the transformation stretch tensor Ut: in KM-I, Ut

is a linear combination of the Bain strains [7], and in KM-II,
Ut is an exponential of the logarithm of the Bain stretch
tensors [9]. Note that the deformation rule given by KM-II
yields an isochoric variant $ variant transformation process
for all intermediate values of the order parameter; however,
for KM-I the deformation is isochoric for gi ¼ 1 (within
variants) only. The twinning solutions for these two models,
obtained using the finite element (FE) method, are com-
pared. Using these two transformation rules, the analytical
solution of the elastic stresses within an infinite twinned
sample, consisting of two variants of NiAl (cubic A and
tetragonal Mi) separated by an interface, has been obtained.
The solution for a simple shear-based kinematic model from
crystallographic theory has also been obtained.

Notation: We denote the multiplication and the inner
product between two second-order tensors as ðA � BÞij ¼
AikBkj and A : B ¼ AijBji, respectively, where Aij and Bij are
the components of the tensors in an orthonormal Cartesian
basis fe1; e2; e3g. The repeated indices denote Einstein’s
summation. The trace, determinant, inverse, and transpose of
A are denoted by trA, detA, A�1, and AT , respectively. The
reference, stress-free intermediate, and current configura-
tions are denoted by X0, Xt, and X, respectively. Gradient
operator and Laplacian are denoted by r0 and r2

0, respec-
tively, in X0, and by r and r2, respectively, in X. I denotes
the identity tensor.

System of Phase Field and Elasticity Equations

Kinematics: We decompose the total deformation gradient F
into [7] F ¼ Fe � Ft ¼ Ve � R � Ut; where Fe and Ft, respec-
tively, are the elastic and transformational parts of F, Ut is
the right transformation stretch tensor (symmetric), Ve is the
left elastic stretch tensor (symmetric), and R is the lattice
rotation tensor; the suffixes e and t stand for elastic and
transformational parts, respectively. We also denote
J ¼ detF, Jt ¼ detFt, and Je ¼ detFe. We consider Eulerian

total and elastic strains as b ¼ 0:5ðF � FT � IÞ ¼ 0:5ðV2 �
IÞ and be ¼ 0:5ðFe � FT

e � IÞ ¼ 0:5ðV2
e � IÞ. The total

deformation gradient satisfies the compatibility condition

[11] r0 � F ¼ 0, where r0 � Fð Þij¼ eikl
@Fjl

@r0k
, eikl is the

third-order permutation tensor, and r0 denotes the position
vector of a point in X0. The transformation rules for our
kinematic models are given by

UI
t ¼ Iþuetj þu/iðeti � etjÞ and

UII
t ¼ exp½u lnUtj þu/iðlnUti � lnUtjÞ�;

ð1Þ

where u ¼ g20ð3� 2g0Þ and /i ¼ g2i ð3� 2giÞ are the inter-
polation functions and the superscripts denote corresponding
kinematic model numbers. It can be easily proven that
detUII

t is a constant for variant-variant transformations (us-
ing u ¼ 1), and hence the entire transformation path is
isochoric; this is not, however, the case for UI

t .
Free energy: We consider the Helmholtz free energy per

unit mass of the body in the following form:

wðF; g0; gi; h;rg0;rgiÞ ¼
Jt
q0

weðFe; g0; gi; hÞþ Jw
^h
ðg0; gi; hÞ

þ ~whðg0; gi; hÞþwpðg0; giÞ
þ Jwrðrg0;rgiÞ; where

ð2Þ

we ¼
k
2
ðtrbeÞ2 þ ljbej2; w

^h
¼ Ag20ð1� g0Þ2 þ �Aug2i ð1� giÞ2;

q0~w
h ¼wh

0ðhÞþDwhðhÞu; wr ¼ b0Mjrg0j2 þbijujrgij2
2q0

;

wp ¼K0ijg
2
0g

2
i ð1� giÞ2ð1� uÞ:

ð3Þ
Here, we is the strain energy density per unit volume of

Xt; w
^h

is the barrier energy; q0~w
h is the thermal energy; wr

is the gradient energy; wp penalizes the triple junctions
between A and two variants; q0 is the mass density in X0; k
and l are the Lamé constants; A0M and �A are the barrier
heights for A $ M and Mi $ Mj transformations, respec-

tively; wh
0 and Dwh are the thermal energy of A and the

difference in thermal energy between A and M, respectively;
b0M and bij are the energy coefficients of A-M and Mi-Mj

interfaces, respectively; K0ij is the penalization coefficient.
The material properties at each particle are determined using
M ¼ ð1� uÞM0 þuðMj þðMi �MjÞ/iÞ; where M0 and Mi

are the properties of A and Mi, respectively.
Mechanical equilibrium equation and stresses: The

mechanical equilibrium equation is given by [7]r � r ¼ 0 in
X, where r ¼ re þ rst, where r is the total Cauchy stress
tensor composed of the elastic re and structural parts rst
(also see [6]):
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re ¼ 1
Je
V2

e � ðk trðbeÞIþ 2lbeÞ;

rst ¼ q0ðw
^h

þwrÞI� b0Mrg0 �rg0 � ubijrgi �rgj:

ð4Þ
Ginzburg-Landau equations: Using a consistent ther-

modynamic framework (see, for example, [7]), we have
obtained the following Ginzburg-Landau equations for the
order parameters:

_g0 ¼ L0MX0 and _gi ¼ LijXi; where ð5Þ

X0 ¼ PT
e � F� JtweI

� �
: U�1

t � @Ut

@g0
� Jt

@we

@g0

����
Fe

�q0Dw
h @u
@g0

� q0�AJ
@u
@g0

g2i ð1� giÞ2 � q0K0ij 2g0ð1� uÞ � g20
@u
@g0

� �
g2i ð1� giÞ2

� q0AJð2g0 � 6g20þ 4g30Þ �
Jbij
2

jrgij2
@u
@g0

þr0 � ðb0MJF�1 � rg0Þ;

Xi ¼ðPT
e � F� JtweIÞ : U�1

t � @Ut

@gi
� Jt

@we

@gi

����
Fe

�q0J�Auð2gi � 6g2i þ 4g3i Þ

� q0K0ijg
2
0ð2gi � 6g2i þ 4g3i Þð1� uÞþr0 � ðJubijF

�1 � rgiÞ;
ð6Þ

and L0M and Lij are the kinetic coefficients. A detailed
derivation will be presented elsewhere. The order parameters
satisfy the following conditions at all external surfaces:
r0g0 � n0 ¼ r0gi � n0 ¼ 0, where n0 is the unit normal to
the surface in X0.

Results and Discussion

In this section we present the FE solutions of twinning in
martensite (variant-variant transformation) in a 2D sample
for both KM-I and KM-II, and present the analytical solution
for elastic stresses within an interface between two variants
in an infinite twinned sample. The following material
parameters for NiAl (cubic A and tetragonal M) have been
used: A0M ¼ 1:62 GPa, �A ¼ 2:40 GPa, b0M ¼ 3:6� 10�10

N, bij ¼ 7:5� 10�11 N, L0M ¼ Lij ¼ 2600 (Pa-s)�1, k ¼
74:6 GPa, l ¼ 72 GPa, he ¼ 215 K, h ¼ 200 K, Dwh ¼
�1:4679 MPa. The Bain tensors are diagðb; a; aÞ and
diagða;b; aÞ, where a ¼ 0:922 and b ¼ 1:215 are the con-
stant parameters [7].

Twinning: We consider the 2D sample shown in X0 in
Fig. 1. Initially g0 and gi are randomly distributed between
0 and 1 (Fig. 1a). We apply displacements u at all the
boundaries, obtained using �u ¼ ð�F� �IÞ � r0, where �F is the
average deformation gradient obtained using the equation for
A-twinned M interface of crystallographic theory (see [9,
12]). We have taken K0ij ¼ 0. We have solved coupled
mechanical equilibrium equations and Eq. (5) considering
the generalized plane strain approach. A nonlinear FE code
has been written in deal.ii [13], a finite element open source
framework. The stationary solutions for both KM-I and
KM-II are shown in Fig. 1b and c, respectively, in X. The
volume fraction of Mj is close to 30%, in agreement with
crystallographic theory [12].

(a) (b) (c)

Fig. 1 Twin solutions for KM-I
and KM-II obtained using FEM
in terms of geq ¼ 2g0ðgi � 0:5Þ.
Obviously, the dark red indicates
Mi and the dark blue indicates Mj
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Analytical solutions for elastic stresses and strains
within variant-variant boundary in an infinite sample: For
an infinite A sample that deforms to a twinned sample
consisting of variants Mi and Mj and a diffuse interface, we
analyze the elastic stresses within the variant-variant
boundary, with the structural stress neglected here.
Recently, the authors have explained the origin of large
elastic stress within the Mi �Mj boundary when Ut is con-
sidered from KM-I or KM-II in [14]. For these two models,
Ut is not compatible with vanishing elastic strains within the
variant-variant boundary. For the Bain tensors rotated by
p=4 about the coordinate axes as shown in Fig. 2a, we
obtain the solutions for the transformation stretches and
elastic stresses as

Ut11 ¼ Ut22 ¼ 0:5ðaþ bÞ;
Ut12 ¼ 0:5ðb� aÞð1� 2/iÞ KM� I;

ð7Þ

Ut11 ¼Ut22 ¼ 0:5ða/i b1�/i þ a1�/ib/i Þ;
Ut12 ¼0:5ða/i b1�/i � a1�/ib/i Þ KM� II;

re11 ¼r12 ¼ 0 ; re22 ¼ 2lðk0 þ lÞVe22ðV2
e22 � 1Þ

2ðk0 þ lÞ � k0V2
e22

for KM� I& II;

ð8Þ
where the plane stress condition was considered, and
k0 ¼ 2kl=ðkþ 2lÞ. Plots for all the stresses and strains are
shown in Fig. 2. Although, the variant-variant transforma-
tion for KM-II is isochoric, the elastic stress re22 is much
larger within the interface for KM-II compared to that of
KM-I. The maximum value for KM-II is more than twice
that for KM-I. While there is no precise knowledge about
these stresses, it was expected that they would be negligible,
similar to the sharp interface approach. These stresses can
cause artificial plastic deformation within the twin interface
if dislocational plasticity is included. From this point of
view, model KM-I is preferable over KM-II. Note that, for a

simple shear model for the transformation deformation gra-
dient, it has been shown that the elastic stresses are identi-
cally zero within the entire sample. However, this model
cannot be generalized if more than two variants are present.

In summary, a thermodynamically consistent multiphase
phase field approach to martensitic transformations with
large strain and interfacial stresses was considered. This
model consistently penalizes the triple junctions between
austenite and any two variants. Twinning in this model was
studied for two different kinematic models related to the
transformation stretch tensor. Finally, analytical solutions for
the elastic stresses within a variant-variant boundary in an
infinite twinned sample were presented. This result is
important in supporting further development of multiphase
phase field approaches. A comprehensive and more general
treatment of the model, along with detailed computational
procedures, will be presented elsewhere.
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Phase Field Study of Lattice Instability
and Nanostructure Evolution in Silicon
During Phase Transformation Under
Complex Loading

H. Babaei and V. I. Levitas

Abstract
An advanced phase-field approach (PFA) to study marten-
sitic phase transformations is developed for finite strains,
particularly taking into account crystal lattice instability
conditions under complex triaxial compression-tension
loading obtained using molecular dynamics (MD) simula-
tions. Calibration of novel phase-field instability criteria
with those from MD simulations for Si I $ Si II phase
transformations leads to unexpected interpolation func-
tions for transformation strain and elastic constants. Afinite
element algorithm and a numerical procedure are devel-
oped and implemented using code deal.II. The effect of
stress state on lattice instability and nanostructure evolution
is studied. Within a specific stress range for which direct
and reverse transformation instability stresses coincide, a
unique homogeneous, hysteresis-free, and dissipation-free
transformation is observed. For such a transformation, a
continuum of intermediate phases exists along the trans-
formation path, all in indifferent thermodynamic equilib-
rium. The absence of interfaces results in the absence of
internal stresses and minimizes damage. All these proper-
ties are optimal for various PT-related applications.

Keywords
Phase field approach � Martensitic phase transformation
Lattice instability conditions

Introduction

A phase-field approach to martensitic phase transformations
(PTs) has been broadly used for simulations [1–5]. In this
paper, the phase-field theory of martensitic PTs is advanced
to take into account crystal lattice instability conditions of
atomistic simulations, in particular, molecular dynamics
simulations (MD) of cubic-to-tetragonal Si I$ Si II PTs [6].
Theory has been developed for the case of large elastic and
transformational strain as well as for anisotropic and differ-
ent elastic properties of the phases. Coupled phase-field and
elasticity equations have been solved using the means of the
finite element method. The impact of triaxial stress states on
nucleation as well as propagation of martensitic nanostruc-
tures have been studied. A novel homogeneous hysteresis-
and dissipation-free first-order PT with stable intermediate
phases, revealed in MD simulations, was observed after
calibration of PFA with MD.

Complete System of Equations

Kinematics. The deformation gradient F is multiplicatively
decomposed into elastic Fe and transformational Ut parts as
F ¼ Fe � Ut. The transformation deformation gradient is
expressed as

UtðgÞ ¼ Iþ et � uðae;we; gÞ;
u :¼ ½aeg2 þ 10i� 3ae þweð Þg3 þð3ae � 2we � 15iÞg4

þð6i� ae þweÞg5�:
ð1Þ

Here, et is the transformation strain of the product phase
P1; u and consequently, ae,we, and i are matrices (not
second-rank tensors) having the same non-zero components
and symmetry as et; non-zero components of i are equal to

unity; et � u :¼ feijt uijg is the Hadamard product with no
summation over i and j and g is an order parameter that
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describes phase transformation from parent phase P0 ðg ¼ 0Þ
to product phase P1 ðg ¼ 1Þ.

The Helmholtz free energy per unit mass can be expressed
as [7]

�wðF; g; h;r0gÞ ¼ Jtw
e þwh þwr; ð2Þ

where Jt ¼ detUt and the elastic energy we, the thermal
energy wh and the gradient energy wr are:

we ¼ 1
2
Ee:CðgÞ:Ee; Ee ¼ 1

2
ðFT

e � Fe � IÞ;
CðgÞ ¼ C0 þðC1 � C0Þ/eðgÞ;
wh ¼ Ag2ð1� gÞ2 þDwhð3g2 � 2g3Þ; wr ¼ b

2
r0gj j2:

ð3Þ

Here, A is the double-well barrier between phases; Dwh is
the difference between thermal free energies of phases; and b
is the coefficient of the gradient energy. The elastic constants
C are interpolated between values in both phases using
/eðgÞ ¼ g3ð10� 15gþ 6g2Þ, so that nonlinear in stress
terms related to we do not contribute to the lattice instability
condition (6) that, according to MD simulations in [6],
is linear in stresses.

The Ginzburg-Landau equation for the PT in the reference
configuration is

_g ¼ LX

¼ L PT � Fe:
@Ut

@g
� Jt

@we

@g
jEe

� Jtw
eU�1

t :
@Ut

@g
� @wh

@g
þ br2

0g

 !
;

ð4Þ

where L is the kinetic coefficient and P ¼ JtFe � @w
e

@Ee
� U�1

t ¼
JtFe � C:Ee � U�1

t is the first Piola-Kirchhof stress. The
momentum balance equation is r0 � P ¼ 0 and the boundary
condition for the order parameter is either n0 � r0g ¼ 0 or
periodic.

The lattice instability condition for the state ĝ ¼ 0 or 1
derived in [8] is

@X P;Fe; ĝð Þ
@g

¼ PT � Fe:
@2Ut

@g2
� Jt

@2we

@g2
jEe

� Jtw
eU�1

t :
@2Ut

@g2

� @2wh

@g2
� 0:

ð5Þ
For cubic-to-tetragonal PT under action of the Cauchy

stresses ri, i ¼ 1; 2; 3, normal to the cubic faces, after sub-
stituting all terms and neglecting nonlinear in stress term we,
the criteria of direct and reverse PTs transform to

P0 ! P1 : ðr1 þ r2Þet1ae1 þ r3et3ae3 � 1
Je
ðAþ 3DwhÞ;

P1 ! P0 : ðr1 þ r2Þ et1we1

1þ et1
þ r3et3we3

1þ et3
� 1

J
ðA� 3DwhÞ;

ð6Þ
where Je ¼ detFe and J ¼ detF.

Simulation Results

The following material parameters are used:
L ¼ 2600 (Pa.s)�1, b ¼ 2:59� 10�10 N, Dwh ¼ 4:8GPaK�1,
C11
0 ¼ C22

0 ¼ C33
0 ¼ 167:5GPa, C44

0 ¼ C55
0 ¼ C66

0 ¼ 80:1GPa,
C11
1 ¼ C22

1 ¼ 174:76GPa, C33
1 ¼ 136:68GPa, C44

1 ¼ C55
1 ¼

60:24GPa, C66
1 ¼ 42:22GPa, C12

1 ¼ 102GPa, C13
1 ¼ C23

1 ¼
68GPa.

PFA calibration with MD. Lattice instability conditions
for direct and reverse PTs between cubic Si I and tetragonal
Si II were obtained using MD simulations for various
combinations of all six stress components in [6]:

P0 ! P1 :
0:36ðr1 þ r2Þ � r3 � 12:29 GPa if � r3 � 6:23 GPa

0:19ðr1 þ r2Þ � r3 � 9:45 GPa otherwise

�
P1 ! P0 : 0:19ðr1 þ r2Þ � r3� 9:45 GPa:

ð7Þ
They are shown in Fig. 1a. Components of the transfor-

mation strainwereobtained as et ¼ ð0:1753; 0:1753;�0:447Þ.
Adjusting thePFA instability criteria,Eq. (6),with that ofMD,
Eq. (7), the following transformation strain interpolation
constants ae, we and double-well barrier A are obtained: if �
r3 � 6:23 GPa ! A ¼ 4:88GPa; ae1 ¼ 3:39; ae3 ¼ 3:69;
we1 ¼ �2:39; we3 ¼ �2:30; otherwise ! A ¼ �5:61GPa;
ae1 ¼ 1:13; ae3 ¼ 2:32; we1 ¼ �3:81; we3 ¼ �3:67. Jaco-
bian determinants, J and Je have been approximated as 0.64
and 0.76, respectively, consistent with their magnitude in our
PFA simulations of Si I$ Si II PT.

The stress-strain curve for a single element under uniaxial
compressive strain and biaxial lateral tensile stress is shown
in Fig. 1b, where it can be clearly seen that the direct and
reverse PFA instability stresses are in satisfactory agreement
with those found using MD simulations.

Problem formulation. A square thin plate with dimensions
20� 20� 1 nm is considered. Periodic boundary conditions
for both displacement and order parameter are considered for
the top and bottom external faces. Constant stresses r1 ¼ r2
are prescribed at lateral surfaces. The initial condition for the
order parameter is considered to consist of randomly dis-
tributed values within the range 0–0.01. A C++ program
library called deal.II [9] has been used to develop an FEM
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algorithm and numerical procedure. All size and time
parameters are normalized to 1 nm and 1 ps, respectively.
Results are shown in the current deformed configuration.

Effect of stress state on microstructure evolution. The
impact of external stresses on the PT conditions and nanos-
tructure evolution was investigated using three different lat-
eral tensile stresses (r1 ¼ r2 ¼ 0; 5; and 10 GPa), and
nanostructure evolution for all cases is shown in Fig. 2. It can
be observed that when no lateral stress is applied, PT pro-
cesses include nucleation and formation of distinct martensitic
bands along with propagation of these bands. Stress-strain
curves for all three stress cases are plotted in Fig. 3. After
reaching the instability stress for direct PT and during the
formation of bands, the stress drops from instability stress to
approximately Maxwell (phase equilibrium) stress because of
minimization of elastic and surface energies.

For r1 ¼ r2 ¼ 5, while observing nucleation and propa-
gation of martensitic bands, it can be seen that phase

interfaces are not as distinct and straight as for the previous
case, and a much smaller part of the band reached complete
martensite (g ¼ 1). Interfaces are widened and there is an
intermediate phase between bands. This can be explained by
decreased stress hysteresis that in turn results in an increase
of the interface width.

The third stress state, r1 ¼ r2 ¼ 10 GPa, corresponds to
the merged region of instability lines for direct and reverse
PT, corresponding the absence of stress hysteresis. As shown
in Fig. 2, despite considering a heterogeneous initial condi-
tion for the order parameter, the system goes through a unique
homogeneous hysteresis- and dissipation-free first-order PT
with no nucleation or band formation. A similar homoge-
neous transformation was observed in MD simulation of Si I
$ Si II PT for this stress state [6]. The absence of stress
hysteresis leads to the disappearance of the energy barrier
between phases, in turn making interface energy tend to zero
and the interface width tend to infinity. During the PT the

(a)

(b)

Fig. 1 a Crystal lattice instability stresses for direct and reverse PTs,
obtained using MD simulations. b True compressive stress r3 versus
Lagrangian strain E3 for different lateral tensile stresses, applied on a

single element and obtained with PFA; dots are instability stresses
obtained using MD simulations in [6]

Fig. 2 Evolution of martensitic
nanostructure for Si I $ Si II PT
under different lateral tensile
stresses
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system passes through an infinite number (continuum) of
intermediate phases, all having the same Gibbs energy and in
indifferent equilibrium with product and parent phases. These
intermediate phases, possibly with important and interesting
properties, can be arrested and studied through fixing com-
pressive strain.

To summarize, a PFA for martensitic PTs has been
advanced to take into account crystal lattice instability con-
ditions obtained by MD simulations. The novel instability
criterion derived within the PFA has been calibrated with MD
simulations for cubic-to-tetragonal Si I $ Si II PTs. The
effect of different stress states on the PT process, including
nucleation and propagation of martensitic nanostructure, is
studied using FEM. For the stress range within which direct
and reverse transformation instability stresses coincide, a

unique homogeneous, hysteresis-free and dissipation-free
transformation has been obtained using simulation. An
absence of interface minimizes internal stresses and conse-
quent damage. All these properties are optimal for various
PT-related applications.Support of NSF (CMMI-1536925
and DMR-1434613), ARO (W911NF-17-1-0225), XSEDE
(TG-MSS140033), and ISU (Schafer 2050 Challenge Pro-
fessorship and Vance Coffman Faculty Chair Professorship)
is gratefully acknowledged.
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Part VI

Novel Functional Behaviors: Beyond Shape Memory
Effect & Superelasticity



Investigation of the Precipitation Processes
in NiTi Filaments

Ondřej Tyc, Jan Pilch, Petr Šittner, and Petr Haušild

Abstract
Precipitation in Ni-rich NiTi alloy is an influential process
affecting material properties such as fatigue life, tensile
strength or thermomechanical response. In this work, a
nonconventional method of pulse heating by electric
current was employed to recover cold-worked NiTi
filaments (50 µm in diameter) and set the initial
microstructure without precipitation. The impact of
recovery processes and Ni-rich precipitates on mechanical
properties can be separated to some extent, owing to the
ultrafast electric current annealing. Afterwards, the NiTi
filaments were subjected to an aging at 350–520 °C for
2–120 min. The aging at appropriate temperature allows a
fluent and predictable adjustment of superelastic response
together with an increase in tensile strength of approx.
20%. Small angle neutron scattering experiments were
also performed to determine the mean size of Ni-rich
precipitates. Less than 10 nm precipitates are created at
350 °C and 2 h aging, which yields a stable superelastic
response and higher tensile strength. On the other hand,
the filaments annealed at 520 °C show significant insta-
bility during superelastic cycling, a decrease in tensile
strength and a precipitate mean size that significantly
increases up to 500 nm.

Keywords
NiTi alloy � Pulse heating � Precipitation hardening
Superelasticity

Introduction

Near-equiatomic intermetallic NiTi alloy, well-known under
the commercial name Nitinol, shows superelastic and shape
memory properties. Owing to the unique functional beha-
viour, Nitinol has been utilized in a wide range of branches
such as medicine, aerospace and automotive [1–3]. Rev-
ersible martensitic transformation from a B2 austenite to a
B19´ martensite provides recoverable strain up to 10% [4].
However, cyclic martensitic transformation is also accom-
panied by irreversible strain [5].

Precipitation hardening is widely used to improve tensile
strength and inhibit plastic strain of metallic alloys. Three
precipitation stages (Ni4Ti3, Ni3Ti2 and Ni3Ti) are known in
a Ni-rich NiTi alloy. Ni is preferentially depleted from the
matrix, which decreases transformation stresses in a
superelastic cycle [6]. From the application point of view,
Ni4Ti3 precipitates are the most important. These precipitates
have rhombohedral crystal structure (a = 0.6704 nm,
α = 113.85°) and a lenticular shape, and they nucleate at
relatively low temperatures [4, 7]. Small precipitates are
coherent with the matrix and create strain fields in their
neighbourhood [8], which increases yield stress and tensile
strength [9] and promotes R-phase transformation [6, 10].

Since precipitation is mostly accompanied by other dif-
fusional processes (recovery and recrystallization) during a
conventional heat treatment, a unique method of pulse heat
treatment [11, 12] was used in this work for recovery of
cold-worked filaments, leading to a nanograin microstructure
(approx. 100–200 nm). This type of heat treatment takes
only milliseconds. Therefore, precipitation is suppressed,
which enables to some extent the ability to separate the
influence of recovery processes and precipitation on
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mechanical properties. In this work, NiTi filaments were
subjected to heat treatment, followed by superelastic cycling
and tensile test to rupture. Moreover, small angle neutron
scattering experiments were performed to determine size and
volume fraction of precipitates. The aim of this work is to
contribute to a better understanding of the influence of heat
treatment parameters and precipitation hardening on
superelastic behaviour of Ni-rich NiTi filaments.

Experiments and Methods

Ni-rich superelastic filaments (Ti-50.9 at.% Ni) 50 µm in
diameter and 35% cold work were used. These filaments
were manufactured by Fort Wayne Metals company and
tensile strength was 1900 MPa in the cold-worked state.
Clamping to stainless steel capillaries on both sides of the
filament was needed for easier manipulation and gripping to
a testing rig. The length of the sample between the capil-
laries was 50 mm.

At first, the wire was pulse-heated by electric current (50
W mm−3/50 ms) to trigger recovery processes. Further pulse
heating leads to progressive increase in permanent strain
without relevant change of transformation stresses. Then,
isothermal aging followed in a furnace at various tempera-
tures (350, 395, 460 and 520 °C) and times (2, 5, 15, 30, 60
and 120 min) to create Ni-rich precipitates.

Testing of mechanical properties can be seen in Fig. 1.
The main evaluated quantities are: forward transformation
stress and transformation strain in the first superelastic cycle
and tensile strength, which correlates with a stability of
superelastic cycles. The graph represents the initial supere-
lastic response after the first step of heat treatment by electric

current, and the other samples were compared to this state.
The tests were performed at 40 °C.

Small angle neutron scattering (SANS) experiments were
performed in the PSI facility in Switzerland. The SANS
method can determine size and volume fraction of hetero-
geneities in a whole volume of a tested sample. Thirteen
wires of a diameter 1.7 mm and length 30 mm were stacked
together in a sample holder in this experiment. However,
other methods must be employed to determine type (crystal
structure or chemical composition) of these heterogeneities.
The samples were annealed at temperatures 350, 400, 450,
500, 550, 600, 650 and 900 °C for 2 h. The wavelength of
the neutron source was 5�10 � 10�10 m and the sample to
3He detector was set within 1–6 m to cover the size distri-
bution of heterogeneities at different temperatures. A 2D
record of scattered neutron intensity was then integrated by
azimuthal angle and transferred to a 1D curve from which
size and volume fraction of scattering heterogeneities are
determined.

Results and Discussion

As mentioned before, formation of Ni-rich precipitates
decreases transformation stresses, and small coherent Ni4Ti3
precipitates create strain fields that increase tensile strength
and stability of superelastic cycles with respect to accumu-
lation of permanent strain. These phenomena are demon-
strated in Fig. 2, which shows behaviour of filaments aged in
the furnace at 350 °C for 2–120 min. A gradual decrease in
transformation stresses and an increase in tensile strength in
time compared to the initial state is evidence of the forma-
tion of Ni4Ti3 precipitates at that temperature. Furthermore,
R-phase transformation is more pronounced with increasing
time. However, precipitation is also responsible for the
shortening of transformation strain. Surprisingly, ductility
remains approx. 13% regardless of precipitates creation.
More detailed information is stated in the following sections.

Forward Transformation Stress

The initial value of forward transformation stress was
685 MPa at 40 °C (see Figs. 2 and 3). The decrease in
transformation stress is more pronounced at higher temper-
atures, and the maximal decrease was about 250 MPa after
aging at 460 °C. On the other hand, the decrease in trans-
formation stress is smaller at 520 °C, indicating slower
precipitation kinetics above 500 °C. The decrease is almost
exponential within the tested temperature range and rela-
tively short time is needed to activate precipitation pro-
cesses. Changes in functional properties were detectable
even after 2 min aging.

Fig. 1 Testing of mechanical properties, 1st superelastic cycle after
heat treatment at 0.001 s−1 strain rate (green), 10 cycles at 0.01 s−1

strain rate (grey), 12th cycle (blue) and tensile test to rupture (red) again
at 0.001 s−1 strain rate
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Transformation Strain

The next important result is the shortening of transformation
strain after the aging. The situation is similar to the trans-
formation stress decrease. The fastest decrease in transfor-
mation strain was measured at 460 °C again. The initial
value of transformation strain was 6.8% and then was
reduced up to 4.5% as shown in Fig. 4. The first reason is a
decrease in superelastic NiTi matrix content (precipitates are
not superelastic). Maybe there is a change in a character of
martensite bend front propagation and variants of created
martensite in strain fields of the precipitates.

Tensile Strength

There is a significant difference between low-temperature
and high-temperature aging (see Fig. 5). On one hand, the
increase in tensile strength was measured at 350 and 395 °C.

On the other hand, tensile strength was decreased after aging
at 520 °C. Small precipitates are created at low tempera-
tures, as shown in a section below, and a gradual increase in
tensile strength was observed from 1430 to 1680 MPa.
Then, a steep increase followed by a decrease was measured
at 460 °C, which could be attributed to coarsening of pre-
cipitates after 15 min aging. Finally, only a decrease in
tensile strength was observed at 520 °C, enhanced by grain
growth and maybe semi-coherent Ni4Ti3 or even Ni3Ti2
precipitates were created as no sign of R-phase transforma-
tion has been observed in the superelastic tests.

Small Angle Neutron Scattering

As mentioned in the description of experiments, a great
advantage of the SANS method is the ability to determine a
mean size of heterogeneities in a large volume of the NiTi
matrix, unlike TEM microscopy. At first, 8 nm precipitates

Fig. 2 Influence of aging time on transformation stress (left) and tensile strength (annealing temperature 350 °C)

Fig. 3 Evolution of transformation stresses after aging at different
temperatures and time

Fig. 4 Evolution of transformation strain after aging at different
temperatures and time
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are created at 350 °C (Fig. 6) and effectively increase tensile
strength as stated in the previous section. Size of precipitates
gradually increases with temperature. However, there is a
huge gap between 500 and 550 °C from 50 nm to almost

500 nm. That phenomenon corresponds to the decrease in
tensile strength above 500 °C. Then, the size remains almost
constant, but volume fraction decreases as the solubility of
excess Ni in the matrix increases. Finally, only inclusions of
TiC remain at 900 °C. Those inclusions are always present
in the NiTi matrix, and the mean size is approx. 700 nm with
larger scatter than precipitates, which corresponds to SEM
observation of a transverse cut as shown in Fig. 7.

Conclusions

Heat treatment of 50 µm superelastic NiTi filaments was
performed at various temperatures and times to determine
the influence of precipitation on mechanical properties. Pulse
heat treatment by electric current was employed to separate
the influence of recovery processes and precipitation.
A small angle neutron scattering experiment was also per-
formed to determine size and volume fraction of precipitates.
The results of these experiments can be summarized in the
following points:

• Formation of small precipitates (approx. 10 nm) at
350 °C yields the best results with respect to an increase
in tensile strength (1430 MPa → 1680 MPa) within the
tested temperature range.

• No significant change in ductility (approx. 13%) intro-
duced by precipitates was observed.

• A sharp increase in size of precipitates was observed in
SANS experiment between 500 and 550 °C corre-
sponding to the decrease in tensile strength and stability
of superelastic cycles.

• A decrease in forward transformation stress of 250 MPa
was achieved by precipitation processes.

• Precipitation can significantly reduce transformation
strain.

Fig. 5 Evolution of tensile strength after aging at different tempera-
tures and time

Fig. 6 Mean size and volume fraction of heterogeneities in NiTi
matrix determined by SANS method

Fig. 7 a SEM microscopy of a
transverse cut of the wire
annealed 350 °C/60 min; b detail
in a higher resolution. Presence of
structural heterogeneities (TiC
carbides and Ti2Ni intermatallic
particles)
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Effect of Microstructure on the Low-Cycle
Fatigue Properties of a Fe–15Mn–10Cr–
8Ni–4Si Austenitic Alloy

Ilya Nikulin, Takahiro Sawaguchi, and Yuuji Kimura

Abstract
In the present study, the effect of the initial austenitic
structure on the low-cycle fatigue (LCF) properties and
e-martensitic transformation (e-MT) was studied in the
Fe–15Mn–10Cr–8Ni–4Si seismic damping alloy under an
axial strain control mode with total strain amplitude,
Det/2, of 0.01. The microstructures with various grain size
and texture conditions were produced by warm rolling
followed by annealing at temperatures that ranged from
600 to 900 °C. It was found that the increase in the
austenitic grain size observed in the studied temperature
interval generally does not affect martensitic transforma-
tion and the LCF resistance of the studied alloy. However,
strong texture and substructure remaining in the alloy
after low temperature annealing at T � 700 °C inhibit
strain-induced phase transformation and reduce fatigue
resistance of the studied alloy. As a result, the alloy
annealed at T � 800 °C shows higher fatigue resistance
than that one annealed at T � 700 °C.

Keywords
High-Mn steels � Low-cycle fatigue � Microstructure

Introduction

High-Mn austenitic alloys are attractive engineering materials
because of a good combination of mechanical properties, high
damping capacity, and reasonable cost. These advantages
make it possible to consider high-Mn alloys as the construc-
tion materials for civil engineering applications in earthquake
regions. In these applications, the structural components are
often undergoing the cyclic loading and overloading that are
major causes of failure. Therefore, the low-cycle fatigue
(LCF) resistance should be taken into account at the devel-
opment and evaluation of high-Mn alloys.

The present study examines the effect of the annealed
microstructure on the low-cycle fatigue (LCF) resistance,
fatigued microstructure, and strain-induced e-martensitic
transformation (e-MT) of the Fe–15Mn–10Cr–8Ni–4Si
seismic damping alloy [1]. After conventional thermome-
chanical processing, including forging and rolling at
1000 °C followed by annealing at 1000 °C for 1 h, the alloy
shows fully annealed coarse grained (average austenite grain
size, Dav = 95 lm) austenitic microstructure, excellent LCF
resistance in a wide range of the strain amplitudes, and low
yield stress, r0.2, of 230 MPa [2]. It has been shown that
high fatigue resistance of the Fe–15Mn–10Cr–8Ni–4Si alloy
is associated with the moderate kinetics of the strain-induced
e-MT accompanied by the planar glide of partial dislocation
in austenite. It is known that the microstructure variables
such as austenite grain size, texture, and dislocation structure
influence the phase transformation behavior and conse-
quently properties of high-Mn alloys [3–5]. The grain size,
dislocation structure, and texture can be controlled by
selection of the appropriate annealing temperature [6]. In the
present study, the effect of a various annealed microstructure
on the LCF behaviour and fatigue microstructure of the Fe–
15Mn–10Cr–8Ni–4Si alloy subjected to symmetrical uni-
axial tension–compression loading at a total strain control
mode is investigated. The importance of the homogeneity of
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the martensitic transformation on the LCF resistance of the
Fe–15Mn–10Cr–8Ni–4Si alloy is discussed.

Materials and Experimental Procedure

The Fe–15Mn–10Cr–8Ni–4Si austenitic alloy with a
chemical composition of Fe–14.9%Mn–10.3%Cr–8Ni–
3.7%Si–0.004%C (in wt%) was produced by induction
furnace melting. The alloy was rolled at 800 °C with a
rolling reduction of 50%, annealed at 600, 700, 800, and
900 °C for 1 h and water cooled.

Smooth cylindrical samples with a gauge diameter of
8 mm and a gauge length of 12.5 mm were machined for
fatigue tests so that the specimen longitudinal axis was
aligned along the former rolling direction. LCF tests were
carried out with a symmetric tension-compression loading
under an axial strain control mode with the total strain
amplitude, Det/2 of 0.01. The mean strain was maintained at
zero (minimum to maximum strain ratio, Re = −1) in all
tests. A strain-gage clip-on extensometer, “Shimadzu
dynastrain”, was used to control the total strain range, Det.
The strain rate was fixed at 0.004 s−1. The fatigue life, Nf, of
the samples was defined in accordance with the ASTM
E606/E606 M-12 standard as the number of cycles at which
the maximum stress decreases by approximately 25% com-
pared to the one at mid-life.

The microstructure before and after LCF tests was
examined by electron-backscattering diffraction (EBSD) and
X-ray diffraction (XRD) analysis. The sections containing
the loading direction (LD) and transversal direction
(TD) were used for observations of as-annealed and fatigued
microstructures. The details of the microstructural observa-
tions and samples preparation were described in a previous
report [2].

Results and Discussion

Figure 1 shows EBSD (100) inverse pole figure (IPF) maps,
the corresponding phase-grain boundary maps, and kernel
average misorientation (KAM) maps of the microstructures
evolved in the alloy at 700 and 800 °C. These microstruc-
tures are characteristic microstructures developed by
annealing at T � 700 and T � 800 °C, respectively. Fully
austenitic structure was revealed (Fig. 1b, e) in the alloy at
all annealing conditions. The coarse, elongated grains and
roughly uniaxial fine grains were observed in the alloy
annealed at T � 700 °C (Fig. 1a, b, and Table 1). A high
fraction of low angular boundaries (LABs), VLABs (Table 1),
associated with substructure was found inside coarse grains.
The KAM map (Fig. 1c), qualitatively indicating the strain
distribution in terms of dislocation density [7], shows

homogenous strain distribution within the fine grains
(Fig. 1c). Large strain localization due to substructure was
observed in the coarse grains. Thus, the fine and coarse
grains were considered as recrystallized and
un-recrystallized grains [8]. The volume fraction of recrys-
tallized fine grain, VRexG, was 0.4 and 0.5 after annealing at
600 and 700 °C (Table 1), respectively. The disappearance
of the un-recrystallized grain and coarsening of the recrys-
tallized grains were observed in alloy annealed at T
800 °C (Fig. 1d, e and Table 1). No strain localization was
found in the alloy annealed at T � 800 °C (Fig. 1f).

Figure 2 shows the evolution of the orientation distribu-
tion function (ODF) in u2 = 45° section with the annealed
temperatures. Some ideal texture components for
face-centered cubic (FCC) materials are shown in Fig. 2a.
Pronounced texture was observed in the alloy annealed at
T � 700 °C. EBSD results showed that un-recrystallized
grains are responsible for the strong texture components of
the alloy annealed at T � 700 °C. The annealing at T
800 °C produces much weaker texture in the fully recrys-
tallized alloy (Fig. 2c, d). In the alloy annealed at T
800 °C, the high orientation densities are placed around
Goss, Goss/Brass, and Brass components (i.e., a-fiber)
(Fig. 2a–c). Strong orientation density was also observed
around Cu and/or Goss Twin components after annealing at
T � 700 °C. In general, the intensity of the above-listed
texture components decreases as the annealing temperature
increases from 600 to 800 °C. Completely different texture
was observed in the alloy annealed above rolling tempera-
ture (Fig. 2d). Relatively high orientation densities were
observed around Cube and Goss/Brass components and also
around {221}<463>, {113}<131>, and {112}<351>
components.

Thus, three types of the microstructure were developed in
the studied alloy by annealing at temperatures from 600 to
900 °C. Strongly textured, partly recrystallized microstruc-
ture is formed at T � 700 °C since the recrystallization is
inhibited at temperatures below the hot rolling temperature
[6]. A weak-textured, fully recrystallized microstructure is
formed at 800 °C. Finally, the fully recrystallized
microstructure with no texture was developed at 900 °C.

The effect of the annealing temperature on the fatigue life,
Nf, of the alloy subjected to LCF at Det/2 of 0.01 is shown in
Table 1. As can be seen, the alloy annealed at T � 700 °C
shows lower fatigue resistance than the alloy annealed at
T � 800 °C. The highest Nf was observed in the alloy
annealed at 800 °C, and no further improvement in fatigue
resistance was observed at 900 °C, in spite of the noticeable
difference in grain size (Table 1). It is interesting to note that
the alloy with partly recrystallized microstructure and low
fatigue life shows higher tensile 0.2% yield strength, r0.2
(r0.2 was obtained from the first quarter of the first hysteresis
loop), while the fully recrystallized alloy demonstrates
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reduced r0.2 (Table 1). This is opposite to the early observed
effect of the alloying elements on the r0.2 and the fatigue
resistance of Fe–15Mn–10Cr–8Ni–xSi and Fe–30Mn–(6-x)
Si–xAl alloys [9, 10], in which high fatigue resistance was
observed in the alloys with higher yield strength. This
contradictory correlation of r0.2 and Nf may be due to the
different nature of hardening/softening mechanisms intro-
duced by thermomechanical processing and by alloying,
respectively.

The effect of the annealing temperature on the variation of
the stress amplitude with the number of cycles is shown in a
semi-logarithmic scale in Fig. 3a. Figure 3b shows evolution
of the cyclic hardening degree calculated in accordance with
[11]. In general, an increase in annealing temperature
decreases the cyclic stress amplitude and increases cyclic
hardening degree (Fig. 3). Large cyclic stress amplitudes
and weak cyclic hardening cause a relatively stable cyclic
stress response during LCF deformation were observed in

Table 1 Microstructural and
LCF parameters of the alloy
annealed at 600–900 °C for 1 h

600 °C 700 °C 800 °C 900 °C

As-annealed

LABs fraction, VLABs 0.46 0.44 – –

RexG fraction, VRexG 0.40 0.50 1 1

DRexG (lm)a 10.3/8.4 11.6/9.5 18.9/17.4 33.0/29.6

DUnRexG (lm)a 24.8/12.4 36.6/11.4 – –

Low cycle fatigue

Nf, cycles 7550 9700 14250 13830

0.2% yield strength, r0.2 (MPa) 450 400 280 240

e-martensite fraction (%) 65 67 86 78
aNumerator and denominator are grain sizes measured in the longitudinal and transverse directions,
respectively

Fig. 1 EBSD maps of the microstructure annealed for 1 h at 700 °C (a, b, c) and 800 °C (d, e, f): a, d the (100) IPF, b, e phase-grain boundary
and c, f KAM maps. LABs, HABs and TBs are the low angular, high angular and twin boundaries, respectively
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the alloy annealed at T � 700 °C. The alloy annealed at
T � 800 °C shows lower initial stress amplitudes and
pronounced cyclic hardening in comparison with the alloy
annealed at T � 700 °C (Fig. 3b).

The effect of the LCF deformation on the annealed
microstructure was studied in samples deformed at total
strain amplitude, Det/2, of 0.01. Figure 4 shows EBSD IPF
maps, the corresponding phase-grain boundary maps, and
KAM maps of the microstructure evolved during LCF
deformation in the alloy annealed at 700 and 800 °C. The
variation of the e-martensite fraction with the annealing
temperature measured by XRD analysis in fatigue fractured
samples is listed in Table 1. In general, the alloy annealed at
T � 800 °C demonstrates higher fatigue life and fraction of
e-martensite as compared to the alloy annealed at T
700 °C. It is interesting to note that the highest fatigue life
was observed in the alloy annealed at T = 800 °C and this
alloy also shows the highest fraction of e-martensite. On the
other hand, the alloy annealed at T = 600 °C shows lowest
fatigue life and fraction of e-martensite. It was found that in
the alloy annealed at T � 700 °C, the martensitic trans-
formation is more complete in fine recrystallized grains than
in areas of the coarse un-recrystallized grains (Fig. 4a, b),

despite the earlier established fact that coarse grains are more
likely to undergo martensitic transformation in iron-based
high-Mn shape memory alloys [3]. In other words, in the
alloy annealed at T � 700 °C, the martensitic transforma-
tion is more likely to appear in the fine recrystallized grains
with low KAM (Fig. 4b, c). At the same time, homogeneous
martensitic transformation was observed in the alloy
annealed at T � 800 °C, which is associated with higher
uniformity (i.e., uniform KAM distribution) of the annealed
austenitic structure developed at higher temperatures
(Fig. 1). It should be noted that inhomogeneity in KAM
observed in annealed austenite of the alloy annealed at
700 °C (Fig. 1c) is inherited by the martensite developed by
LCF deformation (Fig. 4c).

Figure 5 shows ODF sections at u2 = 45° of the retained
austenite of the alloy subjected to LCF atDet/2 = 0.01. As can
be seen, the main texture components observed in the
as-annealed alloy (Fig. 1) remain during LCF deformation,
except for the alloy annealed at 900 °C (Fig. 5). Noticeable
increase in the intensity of the texture along the a-fiber was
found after LCF deformation in the alloy annealed at T
700 °C (Figs. 2a, b and 5a, b), suggesting contribution of the
dislocation slip to the texture evolution by rotation of grain

Fig. 2 Evolution of the u2 = 45° section of the orientation distribution
function (ODF) with annealing temperature: a 600 °C; b 700 °C;
c 800 °C; and d 900 °C. Cube (C), Copper (Cu), Goss twin (Gt), Goss

(G), Goss/Brass (G/B), Brass (B), (A), and Rotated Goss (Gr) compo-
nents are indicated

Fig. 3 Changes in stress
amplitude (a) and hardening
degree (b) with increasing
number of cycles during the LCF
test at Det/2 of 0.01
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orientations. On the other hand, weak change in intensity of
the texture components formed in the parent austenite of the
alloy annealed at T � 800 °C was observed (Figs. 2c, d and
5c, d). In addition, a clear intensity near the A orientation can
be recognized in the alloy annealed at T � 800 °C.

Figure 6 shows ODF at u2 of 0° and 30° of the martensite
developed at LCF deformation. High and low intensity of
the e-martensite texture was observed in the alloy annealed

at T � 700 °C and T � 800 °C, respectively. High
intensity of ODF around {01-13}<0-332>, {11-25}
<-1-121>, and {11-20}<1-101> was observed on the u2 of
0° and 30° sections. The additional peak of intensity around
{01-10}<2-1-1 2> was observed in the alloy annealed at
T � 800 °C, suggesting selective development of e
martensite during strain-induced martensitic transformation
of the alloy annealed at T � 700 °C and T � 800 °C.

Fig. 4 EBSD maps of the alloy subjected to LCF at Det/2 = 0.01
following to annealing at 700 °C (a, b, c) and 800 °C (d, e, f): a, d the
(100) IPF, b, e phase, and c, f KAM maps. FCC and HCP are the

austenite and e-martensite indicated on phase maps. LABs, HABs and
TBs are the low angular, high angular, and twin boundaries,
respectively

Fig. 5 Effect of the LCF deformation on the evolution of the u2 = 45° sections of the orientation distribution function (ODF) with anealing
temperature: a 600 °C; b 700 °C; c 800 °C; and d 900 °C
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Summary

In the examined strain interval, the alloy annealed at
T � 800 °C shows higher fatigue resistance than that one
annealed at T � 700 °C. Microstructural observations of
the as-annealed and fatigue fractured samples showed that
the homogeneity of the as-annealed microstructure affects
the martensitic phase transformation, fatigue resistance, and
fatigue behaviour of the Fe–15Mn–10Cr–8Ni–4Si austenitic
seismic damping alloy. The appearance of the strong
deformation texture and/or substructure in the austenitic
matrix reduces fatigue resistance of the studied alloy
annealed at T � 700 °C by the development of the
e-martensite in limited orientations and increased inhomo-
geneity of the e-MT. Uniform e-martensitic transformation
observed in the alloy annealed at T � 800 °C is required to
increase LCF resistance.
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Martensitic Transformations of Ni–Mn–X
Heusler Alloys with X = Ga, In and Sn

Peter Entel, Markus E. Gruner, Mehmet Acet, Asli Çahır,
Raymundo Arroyave, Thien Duong, Anjana Talapatra,
and Ibrahim Karaman

Abstract
Martensitic transformations of rapidly quenched and less
rapidly cooled Heusler alloys of type Ni–Mn–X with
X = Ga, In and Sn are investigated by ab initio calculations.
For the rapidly cooled alloys, we obtain the magnetocaloric
properties near the magnetocaloric transition. For the less
rapidly quenched alloys these magnetocaloric properties
start to change considerably. This shows that none of the
Heulser alloys is in thermal equilibrium. Instead, each alloy
transforms during temper-annealing into a dual-phase
composite alloy. The two phases are identified to be cubic
Ni–Mn–X and tetragonal NiMn.

Keywords

Magnetocaloric effect ⋅ Heusler alloys ⋅ First order
phase transitions ⋅ Segregation

Introduction

We have investigated themagnetocaloric properties of Ni–Mn–
(Ga, In, Sn) alloys by means of first-principles ab initio calcu-
lations and Monte Carlo simulations. These alloys show giant
magnetocaloric effects, especially if a few percent Co and Cr are
added to the alloys [1, 2]. The extra magnetic ions occupy
regular sites of the Heusler lattice and can enhance the magne-
tization jump and adiabatic temperature change at the magne-
tocaloric transition. On the other hand, we have systematically
investigated the segregation tendencies which occur in these
alloys near the martensitic transformation, see [3–7].

Other remarkable features like the magnetic
shape-memory effect have recently been highlighted by
Planes et al. [8].

ΔSmagðT ,HÞ= μ0

ZH

0

dH′

∂M

∂T

� �
H0
,

ΔTadðT ,HÞ= − T
ΔSmagðT ,HÞ
CðT ,HÞ .

ð1Þ

Figure 1 shows the magnetocaloric effect of
Ni45Co5Mn32Cr5In13 with an adiabatic temperature change
of nearly 10 K. This is a record value for Heusler alloys and
is close to ΔTad = 12.9 K of Fe–Rh [9, 10] and 9.2 K for
Fe49Rh51 on the first application of a magnetic field of
Δμ0H = 1.9 T, which remains as high as 6.2 K during the
cycling in alternated fields of the same magnitude [11]. It has
been shown that the cooperative contribution of electronic,
magnetic and vibrational degrees of freedom is the main
origin of the giant magnetocaloric effect in FeRh [12]. The
alloy Ni45Co5Mn32Cr5In13 is stable with respect to decom-
position into all individual elements.
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shown in Fig. 1b [13]. However, this is not the correct
segregation, as the alloy will transform during
temper-annealing to a dual-phase composite.

It seems that Co and Cr can have a cooperative, beneficial
effect on the magnetostructural transition, which enhances
the size of the magnetic jump [2].

Dependence on the Cooling Rate After Heat
Treatment

In this section we briefly discuss the magnetization jump of
Ni–Mn–In alloys as a function of the heat treatment, which
yields different degrees of order in the alloys. The influence
of annealing on the magnetization curves is shown in Fig. 2
[14].

For high annealing temperature AQ, for example,
AQ = 1173 K, and rapid quenching of Ni50.2Mn33.4In16.4, the
form of the magnetization curve is very steep, but with
decreasing annealing temperature, the forward and reverse
martensite transformation temperatures are smoothed, for
example, in very low field of 10 mT [14]. In order to retain
states with different degrees of LRO (long-range order), the
alloys were subjected to a 30 min annealing treatment at
three different temperatures, followed by quenching into ice
water. Another piece of the same alloy was slowly cooled
from 1173 K (labeled AQ 300 K) for comparison with the
the quenched samples.

Similar magnetization curves for ordered and less ordered
Ni50Mn34.5In15.5 alloys were obtained by Barandiaran et al.
in [15, 16]. Rectangular-like magnetization curves have also
been observed for Ni50Mn35Sn15 alloys together with a
splitting of ZFC (zero-field cooled), FC (field cooled), and
FH (field heated) curves [17]. As already mentioned in a
series of publications, a sytematic adjustment of composition
which fixes the magnetic ordering and giant magnetocaloric
effect was discussed [3, 4]. It appears that for the Ni–Mn–Sn
alloy system, this compositional tuning has dramatic effects
on the microstructural development. It was concluded that
the martensitic transformation occurs only for those com-
positions where the single phase L21 has been retained in a
metastable state of cooling [3]. The off-stoichiometric Ni–
Mn–Sn Heusler alloys, which undergo a martensitic
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Fig. 1 a Adiabatic temperature change of Ni–Mn–In alloys doped
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transformation, are metastable in a temperature range around
T = 773 K.

There are other experiments in which the thermal sta-
bility, for example, of Ni–Mn–Ga alloys in the temperature
range 620–770 K was investigated [18]. If the ratio e ̸a is
increased by substitution of Ga by Mn, very stable alloys
are achieved. Other interesting aspects like large precipi-
tates, “self-patterning”, and the influence of vacancies on

modulated and non-modulated phases were investigated
[19–21].

We conclude this chapter by citing a result for the rapidly
quenched alloys, namely the shift of the isofield magneti-
zation curves in an external field and the kinetic arrest
phenomenon [22–24]. Figure 3 shows the shift of the mag-
netization curves of Ni45Co5Mn36.7In12.3 with increasing
magnetic field to lower temperatures [22]. This was pre-
dicted by Ghatak et al. using a degenerated eg-band model
for coexisting magnetic and martensitic transformation [25],
yielding

ΔTMS

T0
MS

= −
μBH

kBT0
MS 1−UeffρðεFÞð Þ

� �2

. ð3Þ

On the other hand, TMS is arrested at low temperatures
because the chemical driving force (the difference in energy
between austenite and martensite) cannot overcome the
additional energy barrier due to the displacement fields
arising from the atomic disorder.

On the Nature of Decomposition in Heusler
Alloys

The structural metastability of Ni50Mn45Ga5 alloys is an
inherent property of the Ni50Mn50-xXx alloys with X as Ga,
In and Sn [3–7]. The alloys transform during
temper-annealing to a dual-phase composite alloy, cubic L21
Heusler and L10 Ni50Mn50. This may lead to time-dependent
effects. For example, supercells with non-stoichiometric
composition show strong atomic relaxations because of the
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non-cubic environment of the individual atoms. This directly
probes the effect of disorder and may cause the onset of
segregation for alloys close to the martensitic transformation
(this may also trigger the L21-B2 transformation of Ni–Mn–
In [26], Ni–Mn–Al [27], and Ni–Mn–Ga).

First results for the mixing energies of Ni–Mn–In and Ni–
Mn–Sn alloys are shown in Fig. 4. This is different from the
B2-L21 order transition (compare Table 1).

The final phase diagram is shown in Fig. 5. It is obvious
that martensitic instabilities and segregation are close to each
other in composition and are interrelated.

The final phase diagram showing martensite and Curie
temperatures of Ni–Mn–Ga, B2/L21 ordering temperatures
measured so far as well as position of alloys undergoing
decomposition in Fig. 5 illustrates that the various instabil-
ities are interrelated.
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Table 1 Energy difference
between B2 and L21 structures
(fully relaxed 432-atoms
supercell, 4 × 4 × 4 k-points)

System ΔE=EB2 −EL21

Ni2MnAl 163 meV/f.u. = 41 meV/atom

Ni2MnGa 198 meV/f.u. = 50 meV/atom

Ni2MnIn 125 meV/f.u. = 32 meV/atom

Ni2MnSn 359 meV/f.u. = 90 meV/atom
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Reversible Negative Thermal Expansion
Response and Phase Transformation
Behavior of a Ti-Rich Ti54Ni46 Alloy Prepared
by Rapid Solidification

Zhong-Xun Zhao, Xiao Ma, Cai-You Zeng, Shanshan Cao,
Chang-Bo Ke, and Xin-Ping Zhang

Abstract
In this study, a Ti-rich Ti–Ni alloy (Ti54Ni46) was
prepared by rapid solidification technique through vac-
uum suction casting into a water-cooled copper mold. The
microstructure, thermal expansion, and phase transforma-
tion behavior of the alloy were studied systematically.
The results show that the rapidly solidified Ti54Ni46 alloy
exhibits negative thermal expansion (NTE) response in
both vertical and horizontal measuring directions upon
heating and cooling. The discrepancy in the NTE
response between the two mutually perpendicular direc-
tions of the alloy is small, indicating an implicit
anisotropic NTE behavior. A one-to-one correspondence
exists between the characteristic temperatures of phase
transformation and NTE, as well as between their changes
during thermal cycling. It is conclusive that the NTE
strains generated upon heating and cooling originate from
the volume changes accompanying the forward and
reverse martensitic transformations in Ti54Ni46 alloy.
Characteristic temperatures of both phase transformation
and NTE of the alloy rapidly shift to lower temperatures
due to the multiplication of dislocations during the initial
approximately 20 thermal cycles, and then tend to be
relatively unchanged in subsequent thermal cycling as the
transformation-induced defects reach saturation. The
absolute values of the coefficient of thermal expansion
of the NTE stage upon heating and cooling decrease
rapidly during the initial approximately 20 thermal cycles,
and thereafter become relatively stable with the increase
of thermal cycle number, which is mainly attributed to the
decrease of the effective fraction of the B19′ martensite
participating in the forward and reverse martensitic
transformations.

Keywords
Rapid solidification � Ti-rich Ti–Ni alloy � Thermal
cycling � Negative thermal expansion � Phase
transformation

Introduction

Development of precision instruments such as specialized
measurement apparatuses and control devices needs to use
materials with low thermal expansion properties. Fe–Ni
Invar alloys are the most common low-expansion materials
and have been widely used in many engineering applica-
tions, but it has proved difficult to achieve near-zero thermal
expansion (NZTE), that is, a coefficient of thermal expansion
(CTE) value less than 1.0 � 10−6 K−1, in Invar alloys [1].
Recently, it was reported that NZTE can be realized in Ti–
Nb–Ta–Zr-based alloys, namely Gum Metal, via severe
plastic deformation processing such as cold rolling and wire
drawing, despite the fact that the so-induced NZTE response
is highly anisotropic and its stability is yet to be studied [2].
At present, the most feasible way to prepare NZTE materials
is to fabricate composites by combining substances that
possess positive thermal expansion and NTE properties by
means of CTE compensation. Heretofore, most of the cur-
rently available NTE materials are inorganic non-metallic
materials, so that their applications are hindered by the
undesired high brittleness and poor conductivity. It is of
great interest that NTE behavior is found to exist in only a
small number of metallic materials, mostly shape memory
alloys (SMAs), and their NTE response is stronger than the
inorganic counterparts [3].

So far, research on metallic NTE materials mainly
focused on some well-studied near equiatomic Ti–Ni SMAs,
and their NTE response is usually regarded as the defor-
mation strain associated with the unique two-way shape
memory effect in the alloys. By contrast, our latest work
showed that as-fabricated Ti-rich and equiatomic Ti–Ni
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alloys, obtained by conventional melting without subsequent
functional training or mechanical processing treatments,
exhibit an apparent NTE response that originates from the
volume change accompanying the thermoelastic martensitic
phase transformation (PT) in the alloys [4]. Since NTE
materials are normally working under cyclic thermal loading
conditions, it is imperative to study the evolution of thermal
expansion and PT behavior of Ti–Ni NTE materials during
thermal cycling. In addition, it has been well documented
that the rapidly solidified Ti–Ni alloy possesses better
properties, owing to a fine-grained and strongly textured
microstructure with high solubility and less segregation as
compared to the microstructure of alloys fabricated by
conventional casting processes [5, 6]. Therefore, in this
study, a Ti-rich alloy (Ti54Ni46) was prepared by rapid
solidification technique through vacuum suction casting into
a water-cooled copper mold. The microstructure, thermal
expansion, and PT behavior of the alloy were studied sys-
tematically with the purpose of revealing the influence of
thermal cycling on NTE response and PT behavior of the
Ti-rich Ti–Ni alloy.

Experiments

Sponge titanium (purity > 99.7%) and electrolytic nickel
(purity > 99.9%) with a nominal Ti content of 54.0 at.%
were used to prepare the Ti54Ni46 master alloy by a
non-self-consumable vacuum arc melting process in a
water-cooled copper crucible. The melting process was
repeated six times for each master alloy ingot to ensure the
homogeneity in composition and microstructure of the alloy.
Afterwards, the molten master alloy was sucked into a
water-cooled copper mold under vacuum condition and
rapidly solidified into Ti54Ni46 alloy cylindrical ingot with a
dimension of 6 � 30 (diameter � height, mm). Then, the
cylindrical ingots were sealed in a quartz tube under Ar
atmosphere (99.99% purity) and subjected to solution
treatment at 1223 K for 8 h followed by quenching in water.
The Ti54Ni46 alloy samples used for microstructural char-
acterization and thermal expansion measurement, with the
dimension of 4.0 � 4.0 � 4.5 (length � width � height,
mm), were cut from the center part of the cylindrical ingots
by using wire electric discharge machining, as shown in
Fig. 1. Phase constituents of the alloy were characterized by
X-ray diffraction (XRD, X’pert Pro M-Philips) with CuKa
radiation at a scanning step of 0.02°. Microstructure analysis
was performed in horizontal and vertical cross-sections of
the sample, as depicted in Fig. 1, by using a scanning
electron microscope (SEM, ProX-Phenom, FEI) equipped
with an energy dispersive spectrometer (EDS). Thermal
expansion behavior of Ti54Ni46 alloy was characterized by a
thermo-mechanical analyzer (TMA, 402F3-Netzsch)

between 253 and 423 K with a heating/cooling rate of
3 K/min, and CTEs along the vertical direction (VD) and
horizontal direction (HD) of samples, as denoted in Fig. 1,
were measured respectively. Phase transformation behavior
was analyzed by a differential scanning calorimeter (DSC,
Q200-TA) with a heating/cooling rate of 10 K/min between
253 and 423 K.

Results and Discussion

XRD result of the rapidly solidified Ti54Ni46 alloy and
backscattered electron (BSE) images in horizontal and ver-
tical cross-sections are shown in Fig. 2. It is clear that the
Ti54Ni46 alloy mainly consists of two phases, identified by
XRD analysis shown in Fig. 2a. These phases are Ti2Ni
phase (dark-gray region) and B19′ martensite phase
(light-gray region), as shown in Fig. 2b, c. During rapid
solidification, there is a large temperature gradient between
the center and the cylindrical surface in the horizontal
cross-section of the cylindrical ingot, which results in pref-
erential grain growth morphological features as shown in
Fig. 2b. In contrast, grains with relatively homogeneous size
and morphology distribute uniformly in the vertical
cross-section, as depicted in Fig. 2c. It is worth noting that
the average grain size of the suction cast Ti54Ni46 alloy is
only one-fourth of that of the conventional cast alloy, as the
grain growth rate is restrained by the rapid cooling in the
suction cast process [5, 6].

Thermal expansion curves of the rapidly solidified
Ti54Ni46 alloy measured along HD and VD during heating
and cooling are illustrated in Fig. 3. Upon heating, the strain
ðdl=l0Þ, in which l0 is the initial sample length at 253 K, of
the alloy increases at first and then decreases before further
increasing in both HD and VD, indicating that the alloy
possesses NTE response within a certain temperature range.

Fig. 1 Schematic illustration of the sampling positions for microstruc-
ture characterization and directions for thermal expansion measurement
in a cuboid-shape sample cut from the rapidly solidified cylindrical
ingot
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The critical temperatures at which the strain of the alloy
begins and finishes decreasing are defined as the starting and
finishing temperatures of NTE upon heating (i.e., Ns and Nf)
respectively, as depicted in Fig. 3b. Thus, the temperature
range of NTE behavior (DT) and the total strain produced in
the NTE stage (Dl/l0) during heating can be defined as
follows:

DT ¼ Nf � Ns ð1Þ

Dl=l0 ¼ dl=l0 Nfð Þ � dl=l0 Nsð Þ ð2Þ

where dl=l0 Nsð Þ and dl=l0 Nfð Þ are the strains corresponding
to Ns and Nf respectively. Then, the CTE of the NTE stage
upon heating (aN) can be obtained by

aN ¼ dl=l0 Nfð Þ � dl=l0 Nsð Þ
Nf � Ns

ð3Þ

On the other hand, with decreasing temperature, the
starting and finishing temperatures of NTE upon cooling

(i.e., Ns′ and Nf′) are the critical temperatures that correspond
to when the strain of the alloy begins and finishes increasing,
respectively. The temperature range (DT′) and the CTE (aN′)
of the NTE stage during cooling are defined in a similar way
as described above for the case of heating. As can be seen in
Fig. 3a, rapidly solidified Ti54Ni46 alloy exhibits NTE
behavior along both measuring directions. Moreover, there is
a small discrepancy in the NTE response between VD and
HD; that is, the anisotropy of NTE behavior of Ti-rich
Ti54Ni46 alloy is implicit, in contrast to the case of the
equiatomic Ti50Ni50 alloy where there is an apparent ani-
sotropic NTE response as reported in our previous work [4].
Therefore, for simplicity, we only present the thermal
expansion measurement data along VD during thermal
cycling in the following.

To clarify the influence of thermal cycling on NTE
response of the rapidly solidified Ti54Ni46 alloy, thermal
expansion along VD of the alloy was measured for 100
thermal cycles under the same thermal cycling conditions;
for clarity, the heating and cooling parts of the thermal
expansion curves are demonstrated in Fig. 4a, b,

Fig. 2 XRD pattern (a) and backscattered electron images showing the microstructures in horizontal (b) and vertical (c) cross-sections of the
rapidly solidified Ti54Ni46 alloy

Fig. 3 Thermal expansion
curves (a) of the Ti54Ni46 alloy
measured along HD and VD upon
heating and cooling, and the
enlarged view (b) of the region
marked in (a)
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respectively. Clearly, the Ti54Ni46 alloy still possesses NTE
response in both heating and cooling stages during thermal
cycling, and there is no apparent change in the NTE strains.
However, the starting and finishing temperatures of NTE
upon heating and cooling, that is, Ns, Nf, Ns′, and Nf′, all shift
to lower temperatures with increasing thermal cycle number.
Figure 4c shows DSC curves of the Ti54Ni46 alloy during
thermal cycling, in which the starting and finishing tem-
peratures of austenitic transformation (As and Af) and that of
martensitic transformation (Ms and Mf) are obtained through
tangential method. These critical PT temperatures, as well as
the characteristic NTE temperatures mentioned above, are
plotted against thermal cycle number as shown in Fig. 4d.
Apparently, a one-to-one correspondence exists between the
characteristic temperatures of PT and NTE, as well as
between their changes during thermal cycling, which pro-
vides further evidence supporting the previously proposed
mechanism that the NTE strain originates from the volume
change accompanying the martensitic transformation in Ti–
Ni alloys [4]. In addition, the characteristic temperatures of
both PT and NTE of the alloy rapidly drop to lower tem-
peratures after undergoing an initial approximately 20 ther-
mal cycles, and then tend to be relatively unchanged in
subsequent thermal cycling. This is because dislocations are
generally generated at the parent-martensite interface during
PT, resulting in the increase of defect density, hence the shift
of PT temperature during the first couple of thermal cycles.

Then, after a certain number of thermal cycles, the PT
behavior and the corresponding NTE response can be sta-
bilized due to the saturation of the transformation-induced
defects.

Figure 5 shows the changes of CTE values of the Ti54Ni46
alloy and transformation enthalpies upon heating and cooling
with thermal cycle number. It can be seen clearly that the
absolute value of aN decreases rapidly from 29.2 � 10−6 K−1

to 20.7 � 10−6 K−1 during the initial 20 thermal cycles;
similarly, aN′ drops from 34.8 � 10−6 K−1 to 20.7 � 10−6

K−1, as shown in Fig. 5a, meaning that the decreasing rate of
CTE in the initial 20 thermal cycles is −29.2% upon heating
and −40.5% upon cooling, respectively. However, the
decreasing rate between the 21st and 100th thermal cycles is
reduced to 11.7% and 4.8%, respectively, which indicates
that the NTE effect, in terms of the CTE value, of the alloy is
suppressed significantly in the initial stage of thermal cycling
process and becomes relatively stable in subsequent thermal
cycling. Further, both transformation enthalpies of the
Ti54Ni46 alloy upon heating and cooling decrease rapidly
before approximately 40 cycles and thereafter become rela-
tively stable with the increase of thermal cycle number, as
shown in Fig. 5b. Notably, previous studies indicated that the
decrease of enthalpy during thermal cycling of Ti–Ni alloys
can be attributed to the increasing fraction of residual B19′
martensite phase during thermal cycling [7, 8]. As described
above, the NTE strain of the Ti–Ni alloy is mainly attributed

Fig. 4 Thermal expansion
curves along VD of the Ti54Ni46
alloy upon a heating and
b cooling; and c DSC curves and
d characteristic temperatures of
PT and thermal expansion during
thermal cycling
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to the transformation strain that originates from the volume
change accompanying the B2 � B19′ PTs. Since the
accumulated residual B19′martensite is stabilized and cannot
transform into austenite unless an additional driving force is
supplied, the effective fraction of the B19′ martensite that
participates in the forward and reverse martensitic transfor-
mations is decreasing, which results in the weakening of the
transformation-induced NTE effect, as depicted in Fig. 5a.

Conclusions

(1) Rapidly solidified Ti54Ni46 alloy prepared by suction cast
process exhibits NTE response in both vertical and
horizontal measuring directions upon heating and cool-
ing. The discrepancy in NTE response between the two
mutually perpendicular directions of the alloy sample is
small, indicating an implicit anisotropic NTE behavior.

(2) A one-to-one correspondence exists between the char-
acteristic temperatures of PT and NTE, as well as
between their changes during thermal cycling. The NTE
strains generated upon heating and cooling originate
from the volume changes accompanying the forward and
reverse martensitic transformations in the Ti54Ni46 alloy.

(3) Characteristic temperatures of both PT and NTE of the
alloy rapidly shift to lower temperatures due to the
multiplication of dislocations during the initial
approximately 20 thermal cycles, and then tend to be
relatively unchanged in subsequent thermal cycling as
the transformation-induced defects reach saturation.

(4) The absolute values of CTE of the NTE stage upon
heating and cooling decrease rapidly during the initial
approximately 20 thermal cycles and thereafter become
relatively stable with the increase of thermal cycle
number, which is mainly attributed to the decrease of the

effective fraction of the B19′ martensite participating in
the forward and reverse martensitic transformations.
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Film and Foil-Based Shape Memory Alloy
Microactuators for Fluid Handling

Hinnerk Ossmer, Marcel Gueltig, Christoph Wessendorf,
Manfred Kohl, and Christof Megnin

Abstract
In this contribution, the potential of film and foil-based
shape memory alloy (SMA) microactuators for fluid
handling applications is explored. SMAs provide a high
work density and allow for compact and robust actuator
designs based on the one-way shape memory effect.
Compared to more commonly used wires, actuators
fabricated from thin film or foil material allow for more
complex designs having several degrees of freedom and
enable shorter switching times in the range of 10 ms. In
order to commercialize such actuators, the “memetis
GmbH” was founded as a high-tech spin-off of the
Karlsruhe Institute of Technology (KIT) in Germany.
Memetis is focused on miniature fluid handling products
and combines rapid prototyping and rapid manufacturing
techniques such as 3D printing, laser cutting and CNC
milling of polymer housings for customer-specific device
development. A normally open microvalve is presented
here as an example, which is actuated by a novel
fatigue-free TiNiCu film actuator.

Keywords

Shape memory alloy ⋅ Fatigue-free ⋅ Miniature
valve ⋅ Fluid handling

Introduction

In many technical fields, an ongoing trend for miniaturization
is observed, leading to smaller devices with an increasing
number of functional features. Well-known examples are
laptop computers and smart phones, but also scientific and
medical handheld devices like analytic instruments and
insulin pumps. In these devices, compact actuators are
required to create a small-scale movement, e.g., in optical
image stabilization, microvalves or micropumps. However,
not all actuation technologies are equally applicable for
miniaturization. Although electromagnetic drives are very
common, they require a number of components and their
forces show an unfavorable scaling behavior upon minia-
turization. Therefore, they are barely built smaller than
5 mm. Piezoelectric drives, on the other hand, may be real-
ized in a very compact layer-based way, provide fast
switching frequencies up to the kHz range and a high accu-
racy, but their strokes—which are in the order of 10−4 of the
actuator size—are too low for many applications. Further-
more, widely used standard PZT actuators contain lead.

In cases where a compact actuator with high force and
stroke is required while moderate switching times in the
order of 10 ms are sufficient, shape memory alloy
(SMA) based actuators may represent an excellent alterna-
tive [1]. Besides having a high work density in the order of
107 Jg−1, these actuators are compact, silent and robust and
even provide self-sensing capability. However, while SMAs
have been successfully applied in stents and other passive
elements in the medical field for several decades, their use as
active elements (actuators) is still restricted to niche appli-
cations. The two main technical challenges in the past have
been the relatively slow operation due to the thermal oper-
ation principle as well as a limited lifetime due to structural
and functional fatigue. The switching time may be decreased
by increasing the surface-to-volume ratio of SMA actuators,
e.g., by using thinner wires, in order to facilitate heat
transfer. Products based on hair-thin SMA wires are already
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at the market, e.g., autofocus units for mobile phones [2] and
microvalves [3]. However, wires provide a one-dimensional
motion and the force decreases with decreasing diameter. As
an alternative, actuators may be fabricated from thin SMA
sheet material like films or foils. Planar SMA actuators
exhibit a number of specific advantages including com-
pactness and high forces in combination with fast response
times due to their high surface-to-volume ratio. Furthermore,
complex actuator shapes having several degrees of freedom
and different actuation modes like tension, bending and
rotation may be realized in a single element.

The second challenge faced by engineers of SMA actu-
ators is the limited lifetime of the commonly used
NiTi-based alloys (Cu- or Fe-based SMA exhibit even
stronger fatigue effects and are therefore not commercially
used): Due to microstructural changes within the material
during the first 102 operation cycles, SMA actuators may
show strong training behavior, sometimes even leading to
crack formation and catastrophic failure. The understanding
of these fatigue phenomena has tremendously increased in
recent years. It could be shown that fatigue is closely related
to crystallographic compatibility between austenite (A) and
martensite (M), the phases involved in the shape memory
effect [4]. On this basis, TiNiCu-based thin film materials
have been developed, showing stable shape memory
behavior for over 107 cycles [5].

Film and foil-based microactuators have been investi-
gated by the group of Professor Manfred Kohl at the Institute
of Microstructure Technology (IMT) of the Karlsruhe
Institute of Technology (KIT) for several decades [6, 7]. In
order to develop these actuators into products and push their
market entry, the “memetis GmbH” was founded as a KIT
spin-off in spring 2017. Memetis is focused on the devel-
opment of miniature fluid handling products for the
fast-growing life science market, including valves, pumps
and dosing units. State-of-the-art SMA film and foil mate-
rials are combined with rapid prototyping and rapid manu-
facturing techniques such as CNC milling and 3D printing of
polymer housings for customer-specific device development.

In the following, the shape memory effect is briefly
introduced. Then, a normally open microvalve is presented
as an application example. The microvalve is actuated by a
novel fatigue-free TiNiCu film actuator and the housing is
fabricated by milling and stereolithographic 3D-printing.

SMA Films and Foils

Due to a first-order phase transformation between the
high-temperature austenite (A) and low-temperature marten-
site (M) phase, SMAs exhibit unique functional behavior
referred to as (one-way) shape memory effect. In contrast to
the highly symmetric, cubic austenite, the martensite lattice

has several crystallographic variants. These variants may be
reoriented—or “detwinned” (M+)—by low mechanical
stresses, leading to a macroscopic, apparently plastic defor-
mations in the order of several percent. However, the defor-
mation may be reversed by heating the SMA up until it
transforms to the cubic austenite phase—the material appears
to remember its initial shape. Upon cooling until retransfor-
mation into martensite, a mixture of crystallographic M
variants results—a “twinned” state without macroscopic
deformation. In practical applications, a reset mechanism like
a spring is used to deform SMA actuators in the M phase and
electrical heating is applied for restoring the shape in A phase.

In order to use the shape memory effect for actuation,
SMAs have to be selected with phase transformation tem-
peratures above the intended temperature of application. In
this work, a binary TiNi foil and a ternary TiNiCu film alloy
are selected for fabrication of microvalve actuators. Both
alloys are obtained from third-party manufacturers and have a
thickness of 20 µm. The TiNi foil is fabricated by
cold-rolling, whereas the TiNiCu film is produced by DC
magnetron sputtering [8]. Phase transformation temperatures
are determined by differential scanning calorimetry (DSC),
see Fig. 1. Peaks indicate the temperature intervals of
endothermal M →A and exothermal A→M transformation.
In the case of TiNiCu, the transformation peaks are sharp,
having a hysteresis of 13 K and an austenite finish temper-
ature of 60 °C. The binary TiNi alloy, on the other hand,
exhibits wider peaks and a two-step transformation upon
cooling, involving an intermediate R-phase (A→R→M). In
order to increase device lifetime, only the A→R
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Fig. 1 Differential scanning calorimetry (DSC) measurement of
sputter-deposited TiNiCu and cold-rolled TiNi samples with a thickness
of 20 µm. The ternary alloy shows a direct transformation between
austenite (A) and martensite (M), whereas an intermediate R-phase is
observed in the binary alloy
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transformation is used, which has a reduced transformation
strain of 0.8%. In comparison, the transformation strain of the
TiNiCu alloy is twice as large.

Microvalves

The SMA films and foils described above are used for fab-
rication of microfluidic components such as microvalves,
which are suitable for both liquid and gas handling. Valves
can be realized having normally open (NO), normally closed
(NC) as well as bistable functional behavior [7, 9]. Micro-
valves based on TiNi foil actuators have been extensively
described in previous publications, therefore a NO valve
with novel fatigue-free TiNiCu film actuator shall be pre-
sented here as an application example.

The operation principle of the valve is schematically
shown in Fig. 2a. The layer-based valve design consists of a
fluidic part sealed by a membrane with a chamber having an
inlet and an outlet, and an actuator part which is coupled to
the fluidic part by a guided spherical plunger. The actuator
part contains a cross-shaped TiNiCu bridge actuator moun-
ted on a small circuit board for electrical contacting. Each of
the crossing SMA beams has a width of 200 µm and a length
of 7 mm. In the current-free state, the actuator may be
deformed in out-of-plane direction by the applied fluid
pressure acting on the membrane—the valve opens. As soon
as a sufficiently high electrical current is applied to the

actuator, the crossed beams heat up and push the spherical
plunger down onto the membrane, which in turn seals a
valve seat within the fluidic chamber—the valve closes. In
the present case, the electrical resistance of the actuator is
about 1 Ω and the current for closing the valve is 400 mA.
Figure 2b shows a valve prototype with a polymer housing
fabricated by CNC milling. The cross-shaped actuator may
be seen through the transparent top cover. As an alternative,
full valve functionality is also obtained using a 3D-printed
housing, which opens up new routes for rapid product
development and customization. In the case that aggressive
or reactive fluids shall be controlled by the valve, chemically
inert materials like ethylene propylene diene monomer
(EPDM) for the membrane and polyether ether ketone
(PEEK) for the housing are chosen. Due to the
media-separating membrane, the SMA actuator never con-
tacts the fluid inside the valve chamber.

The actuator part is characterized separately using a
tensile test machine equipped with a 5 N force sensor. Fig-
ure 3 shows the force-deflection characteristic of the actuator
up to a maximum force of 0.5 N. In the heated state (A), the
actuator exhibits linear elastic behavior, leading to a para-
bolic curve in the present case of out-of-plane deflection.
Upon first mechanical loading of the twinned actuator in the
cold state (M), a considerably flatter curve is obtained, which
is related to the detwinning process. When the cold, det-
winned actuator (M+) is loaded a second time, the curve is
linear elastic as in the heated case, but exhibiting a
pre-deflection of 580 µm.

A similar force-deflection characteristic is obtained for
the fluidic part at different applied nitrogen gas pressures
between 0 and 2 bar. The fluid channels have a diameter of
0.75 mm. As Fig. 4 shows, the forces acting on the mem-
brane increase with increasing applied pressure and with
decreasing membrane deflection. However, when the
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Fig. 2 Normally open SMA microvalve. a Operation principle in side
view, b micrograph of the valve in top view
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membrane comes close to the valve seat, a pressure drop is
observed. This behavior is attributed to Bernoulli forces due
to faster flow of the fluid during valve closing, as well as the
smaller fraction of the membrane on which the pressure can
act in an almost closed valve. The closed state is indicated by
a dashed line in Fig. 4.

By adjusting the diameter of the spherical plunger, the
pre-strain of the actuator is matched with respect to the valve
seat in such a way that actuator forces are sufficient to close
the valve. The actuator part and fluidic part are then
assembled to form a valve. The valve performance is
investigated using a computer-controlled test setup including
a gas flow sensor, a power source and an electrical circuit for
controlling the electrical input power. Flow rate character-
istics of the valve at various applied pressure differences are
shown in Fig. 5. As can be seen, the valve has a maximum
flow rate of 5800 ml per minute in the open state at an
applied pressure of 2 bar. In this case, the power input for

complete closing is about 85 mW and the valve opens again
when the power is reduced to less than 40 mW. The response
time for valve opening is about 100 ms. The time for
opening depends on the applied electrical power and is up to
an order of magnitude faster. As has been shown previously,
fluid flow can be even controlled continuously by combining
an SMA microvalve with a flow sensor and a power source
providing a pulse width modulation (PWM) signal [7].

Conclusion

Microactuation is required in an increasing number of
technical applications, and in many cases, conventional
technologies like electromagnetic actuation reach their lim-
its. In these cases, shape memory actuation represents a
powerful alternative. As one of the first commercial sup-
pliers, memetis offers products based on SMA films and
foils, which combine great flexibility, robustness and high
forces with fast switching times. Novel fatigue-free alloys
enable exceptionally long product lifetimes. Besides many
other fields, these actuators are attractive for fluid handling
applications like switching and pumping in Life Sciences.
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Functional Stability of the Ni51Ti49 Two-Way
Shape Memory Alloy as Artificial Anal
Sphincter During Thermo-Mechanical
Cycling

Yuan-Yuan Li, Cai-You Zeng, Shanshan Cao, Xiao Ma,
and Xin-Ping Zhang

Abstract
Ni51Ti49 alloy strip with optimal two-way shape memory
effect to be potentially used in a purpose-designed artificial
anal sphincter (AAS) was prepared by means of rapid
solidification process followed by constraint-aging treat-
ment. The functional stability in terms of phase transfor-
mation behavior and deformation performance during
thermo-mechanical cycling (TMC) was studied. Results
show that the forward and reverse R-phase transformation
temperatures of the alloy remain in the required operation
temperature range of 35–55 °C with small shifts during
TMC. The alloy strip exhibits stable deformation perfor-
mance with steady recovery ratio during TMC, and its
microstructure after TMC remains featured fine and stable
Ni4Ti3 precipitates together with limited number of
dislocations, indicating that the external force and cycling
temperature have no influence on the size of Ni4Ti3
precipitates and coherent stress field. Such excellent
stability of microstructure and corresponding functionali-
ties are attributed to the stabilized Ni4Ti3 precipitates
formed through optimal constraint-aging treatment and the
small lattice distortion of R-phase and reverse R-phase
transformations during TMC. Nevertheless, the Ni51Ti49
alloy strip has the maximum displacement of at least
10 mm within 35–55 °C and an irreversible displacement
of 4 mm.

Keywords

NiTi shape memory alloy ⋅ Artificial anal sphincter
Functional stability ⋅ Thermo-mechanical cycling

Introduction

As the most important member of shape memory alloys
(SMAs), NiTi alloy has been extensively studied for several
decades. With the extraordinary superelasticity (SE) and
shape memory effect (SME), the NiTi SMA has been widely
applied in many fields such as aerospace and aeronautical,
biomedical engineering and so forth as actuators. Usually, the
function of the NiTi SMA actuator is realized by using
one-way shape memory effect (OWSME) or SE. Previously,
an artificial anal sphincter (AAS) based on two-way shape
memory effect (TWSME) of the NiTi alloy was proposed [1],
following with several attempts to solve relevant biomedical
problems [2, 3]. Recently, we fabricated the Ni51Ti49 alloy
strip for the potential use as the AAS through rapid solidifi-
cation process followed by constraint-aging treatment so as to
enhance the recovery strain and narrow the temperature ran-
ges of phase transformations [4, 5]. In our studies [4, 6], the
purpose-designed AAS consists of two Ni51Ti49 alloy strips
with optimal TWSME, as shown in Fig. 1. On cooling and
heating, the forward and reverse R-phase transformations
occur in the Ni51Ti49 alloy strips, which can realize the
“close” and “open” functions of the AAS with the maximum
gap of at least 20 mm in the required operation temperature
range of 35–55 °C. Furthermore, we firstly evaluated and
studied the functional stability of the Ni51Ti49 alloy for the
AAS during high-cycle thermal cycling (TC) [6]. Results
show that the alloy exhibits stable phase transformation
behavior, deformability and deformation recoverability dur-
ing long-term thermal cycling up to 30000 cycles without
applying external stress. However, it should be noted that
actually the AAS operates under around 60 mmHg pressure
in human body [3]. Thus, it is imperative to study the func-
tional stability of the Ni51Ti49 alloy, in terms of phase trans-
formation behavior and deformation performance, under the
condition of applying both external force and cycling tem-
perature for long time, i.e., the long-term thermo-mechanical
cycling (TMC).
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During TC, the instability of functionalities of the NiTi
alloy embodies the occurrence of R-phase, new precipitates
and lattice distortion induced defects such as dislocations [7].
Comparatively, in the case of TMC, besides the abovemen-
tioned phenomena during TC, the addition of external stress
can lead to stress induced martensitic (SIM) transformation,
plastic deformation, twining and martensitic stabilization [8].
For example, if the external stress is applied at the tempera-
ture between Af (i.e., finishing temperature of austenitic
transformation) and Md (the highest temperature of stress
induced martensitic transformation), the NiTi alloy will
undergo SIM transformation, which can result in large lattice
distortion and consequent generation and multiplication of
dislocations. Differently, the external stress can also directly
result in plastic deformation, accompanying with slip and
rapid dislocation multiplication in the matrix of the NiTi
alloy at the temperature aboveMd during TMC. Furthermore,
it has been proved that multiple factors, such as processing
method, stress level, cycling temperature and grain orienta-
tion, can largely affect the functional stability of the NiTi
alloy during TMC [9]. Clearly, there is plenty of diversity of
functionalities corresponding to different applications of the
NiTi alloy. Importantly, the influence of the existing external
stress in the AAS on the functional stability of the NiTi alloy
during TMC has not been studied yet. Therefore, the present
work aims at evaluating and studying the functional stability,
that is, the shift of phase transformation temperature and the
degradations of deformability and deformation recoverabil-
ity. The influential mechanism was also studied through
microstructure analysis.

Experiments

Electrolytic nickel (purity > 99.9%) and sponge titanium
(purity > 99.7%) with a nominal atomic ratio of 51% Ni to
49% Ti were smelted repeatedly (six times) in a
non-consumable vacuum arc melting furnace (WK-I mode) to
fabricate homogeneous Ni51Ti49 ingot. Then, the Ni51Ti49
alloy strip with a dimension of 70 × 8 × 0.7

(length × width × thickness, mm) was obtained through
sucking the molten master alloy into a water-cooled thick
copper mold under vacuum condition and solidifying at a high
cooling rate of about 1 × 104 °C/s. Finally, the as-fabricated
strip was subjected to solution treatment at 850 °C for 3 h
followed by constraint-aging at 400 °C for 100 h in order to
acquire optimal TWSME. The device for constraint was an
arch shaped steel mold with a diameter of 66 mm [6].

Two Ni51Ti49 alloy strips fabricated through the same
processwere assembled on a specially designedAAS stage for
TMC, as illustrated in Fig. 2. Both ends of two strips were
linked to hinges by junctors, one hinge was fixed on the stage
and the other was movable in a sliding groove. A cylindrical
sponge with a diameter of 20 mm was placed in the gap
between two strips, which can provide a maximum force of
around 2 N during the “close” of the AAS, being equivalent to
approximately 60 mmHg pressure. During TMC, both strips
were heated by resistance heating films attached to surface of
the strips and cooled by two fans on both sides [10]. The
durations of heating and cooling were 1 min and 2 min
respectively and the cycling temperature range was hence
controlled within 25–80 °C. The temperature and displace-
ment of the strip were synchronously detected by using
thermo-couple and a laser displacement sensor (HG-C1050,
SUNX) respectively. The displacement (D) refers to the dis-
tance between the surface of the central point of the upper strip
and the axis of sliding grove, as shown in Fig. 2. Notably, the
cycle number of TMC was set to be 30000, which was

Fig. 1 Snapshot views of
“close” (a) and “open” (b) states
of the AAS prototype made of
two Ni51Ti49 alloy strips

Fig. 2 Illustration of the Ni51Ti49 alloy strips assembled on the AAS
stage for thermo-mechanical cycling test
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calculated based on four times “open” and “close” of the AAS
per day during 20 years of service. Notably, 2 mm of the
so-obtained displacement was from the existence of hinges. In
addition, the phase transformation behavior was analyzed by
differential scanning calorimeter (DSC, Q200, TA) with a
heating/cooling rate of 5 °C/min. The microstructure of the
alloy strip was characterized by transmission electron micro-
scope (TEM, 2100F, JEOL). Samples for TEM observation
were prepared through twin-jet electro-polishing using mixed
solution of 20 vol. % H2SO4 and 80 vol. % methanol at 5 °C.

Results and Discussion

Phase Transformation Behavior

DSC curves and corresponding phase transformation tem-
peratures of the Ni51Ti49 alloy before and after TMC for
30000 cycles are comparatively displayed in Fig. 3 and
Table 1, respectively. As indicated in Fig. 3, the starting and
finishing temperatures of forward R-phase transformation and
martensitic transformation are represented by Rs and Rf as
well asMs andMf, respectively. Similarly, As and Af represent
the starting and finishing temperatures of austenitic transfor-
mation. Through partial DSCmeasurement, the onset and end
points of the reverse R-phase transformation were captured

and indicated by Rs′ and Rf′. Clearly, the phase transformation
path of the alloy, A-R-M (i.e., austenite to R-phase to
martensite) on cooling and M-A (i.e., martensite to austenite)
on heating, does not change after TMC for 30000 cycles.
Besides, all phase transformation temperatures exceptMs and
Mf keep almost unchanged during TMC, as listed in Table 1.
Apparently, Ms and Mf shift 5.5–3.2 °C toward higher tem-
perature, respectively. The possible reasons of the small
increase of martensitic transformation temperature include
the slight Ni depletion in the matrix of the alloy and the
decrease of coherent stress between the matrix and Ni4Ti3
precipitates [4]. However, such microstructure difference is
too slight to be detected during TMC and the shifts of phase
transformation temperatures are just probably caused by the
sampling position difference. Nevertheless, it can be con-
firmed that the as-fabricated Ni51Ti49 alloy possesses stable
forward and reverse R-phase transformations in the required
operation temperature range of 35–55 °C.

Deformability and Deformation Recoverability

As a very important functionality of the AAS, the defor-
mation performance, including deformability and deforma-
tion recoverability, can be evaluated by the displacement and
corresponding recovery ratio of the alloy strip. Figure 4
shows the TMC curves of the displacement versus temper-
ature of the alloy strip after undergoing different cycles and
the subsequent TC curves for 30 cycles after removing
external force, in which the latter was shown as a compar-
ative investigation for clarifying the influence of the external
force on the deformation behavior of the alloy strip. The
recovery ratio (r) of the alloy strip during 35–55°C can be
calculated by the following Eq. (1):

r=
D55 −D35

D55 − 2
× 100% ð1Þ

where D35 and D55 represent the displacements at 35 °C on
cooling and 55 °C on heating respectively, as shown in
Fig. 4b. It should be indicated that in Eq. (1) the unrecov-
erable displacement of 2 mm induced by the hinges in the
AAS has been eliminated. As can be seen, the TMC curves
are stable and highly repeatable with a recovery ratio of
53.0% in the first cycle and a slightly decreased recovery
ratio of 48.4% in the 30000th cycle. This indicates that the
Ni51Ti49 alloy can deform steadily with stable deformability

Fig. 3 DSC curves of the Ni51Ti49 alloy before test and after
thermo-mechanical cycling for 30000 cycles

Table 1 Phase transformation
temperatures of the Ni51Ti49 alloy
before and after
thermo-mechanical cycling

Cycle number Phase transformation temperatures (°C)

Rs Rf Rs′ Rf′ Ms Mf As Af

0 52.3 45.4 48.8 54.9 6.4 −0.9 51.3 57.2

30000 52.3 44.3 47.9 56.1 11.9 2.3 51.4 58.7
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and recoverability after undergoing TMC for 30000 cycles.
Further, after removing the external force, the alloy strip still
deforms continuously and stably during TC, as shown in
Fig. 4b. Thus, it can be demonstrated that the external force
of 2 N has little influence on the stability of deformation
performance of the Ni51Ti49 alloy during TMC.

Referring to the requirement of “close” and “open”
functions of the AAS, the alloy strip should possess D35

around 2 mm and D55 of at least 10 mm. Although D55 of
the strip is beyond 10 mm during TMC, there still remains
an irreversible displacement (D35-2) around 4 mm, as shown
in Fig. 4a, resulting in the degradation of the well “close”
function of the AAS. It should be pointed out that the irre-
versible displacement is not caused by the functional insta-
bility. Because the irreversible displacement and recovery
ratio of the strip can recover to 1.8 mm and 77.4% respec-
tively after removing external force, as shown in Fig. 4b. As
a result, the external force leads to little degradation of
displacement and recovery ratio after TMC for 30000 cycles,
but prevents the alloy strip from recovering to the near
straight shape on cooling.

Microstructure

Taking into account the results of phase transformation
behavior and deformation performance, microstructure
characterization was carried out to study the mechanism of
functional stability of the Ni51Ti49 alloy during TMC. The
bright field (BF) image, together with selected area electron
diffraction (SAED) pattern, of the alloy after TMC for 30000
cycles, and the size distribution of 290 Ni4Ti3 precipitates
determined by statistical analysis are shown in Fig. 5. As can
be seen in Fig. 5a, lenticular Ni4Ti3 particles preferentially
precipitate in the matrix of the Ni51Ti49 alloy, which consists
of austenite (B2) and R-phase. Thus, the phase constituents
of thermo-mechanically cycled Ni51Ti49 alloy are similar to
the one only undergoing TC [6]. Moreover, the Ni4Ti3 pre-
cipitates in the Ni51Ti49 alloy after TMC has an average size
(L) of 130.0 ± 48.3 nm, as shown in Fig. 5b. Comparing
with the precipitate size of the as-fabricated Ni51Ti49 alloy,
131.4 ± 36.1 nm [4], the Ni4Ti3 precipitates are quite stable
during TMC. Further, only a limited number of dislocations
are observed at the interface between Ni4Ti3 precipitates and

(a) (b)Fig. 4 Thermo-mechanical
cycling curves of the
displacement versus temperature
of the Ni51Ti49 alloy after
undergoing different cycles
(a) and subsequent thermal
cycling curves for 30 cycles after
removing external force (b)

Fig. 5 Bright field image along
with SAED pattern of the
Ni51Ti49 alloy for the AAS after
thermo-mechanical cycling for
30000 cycles (a) and the size
distribution of 290 Ni4Ti3
precipitates (b)
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the matrix in thermo-mechanically cycled Ni51Ti49 alloy.
Therefore, the excellent stability of Ni4Ti3 precipitates in
particle size and the relatively stable microstructure indicate
that the external force of 2 N has limited influence on the
microstructural evolution of the Ni51Ti49 alloy for the AAS
during TMC.

During TMC, the external force and cycling temperature
play a dominant role in determining the functional stability
of the Ni51Ti49 alloy. As the presence of the external force is
approximately below 55 °C (< Af), at which the cylindrical
sponge is compressed, the SIM transformation does not take
place in the alloy strip during TMC. In addition, the applied
external force (2 N) is not sufficient to cause plastic defor-
mation in the alloy strip. Therefore, the small number of
dislocations in the alloy after TMC are caused by the alter-
nate forward and reverse R-phase transformations accom-
panying with slight lattice distortion. Such a limited
microstructural damage may not lead to obvious functional
instability like the shift of phase transformation temperature
and degradation of deformation performance. Besides, since
the Ni4Ti3 precipitates are formed and stabilized during long
time constraint-aging for 100 h, whose further growth can
not be triggered and driven by TC especially TMC within
25–80 °C, the coherent stress field between the matrix and
Ni4Ti3 precipitates remains steady during TMC. Therefore,
neither the external force nor the TMC temperature is suf-
ficient to bring about plastic deformation, large lattice dis-
tortion or the growth of Ni4Ti3 precipitates, hence the alloy
strip possesses stable functionalities. As for the irreversible
displacement, it can be explained by the fact that the residual
stress in the Ni51Ti49 alloy after removing cylindrical sponge
can not be released by heating during TC within 25–80 °C.

In our further work, the focus will be placed on clarifying
the role of the irreversible displacement and further opti-
mizing the deformability and deformation recoverability of
the Ni51Ti49 alloy strip during TMC so as to meet optimally
the requirement of the AAS.

Conclusion

The specially designed Ni51Ti49 alloy strip, aiming at mak-
ing the artificial anal sphincter, exhibits excellent functional
stability with small shifts of phase transformation tempera-
tures and slight degradations of displacement and recovery
ratio during thermo-mechanical cycling for 30000 cycles
under a pre-determined external load condition. The

thermo-mechanically cycled alloy strip shows excellent
stability of microstructure in terms of nearly unchanged size
of Ni4Ti3 precipitates and limited number of dislocations.
Thus, neither the external force nor the cycling temperature
has obvious influence on the corresponding functionalities of
the Ni51Ti49 alloy strip during thermo-mechanical cycling.
However, the external load impedes the recovery of the
currently fabricated alloy strip from fully open state to fully
closed state on cooling during thermo-mechanical cycling
and may lead to the degradation of the designed “close”
function of the artificial anal sphincter.
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Influence of Contact Friction
on Force-Deflection of Orthodontic NiTi
Archwire: A Computational Study

M. F. Razali and A. S. Mahmud

Abstract
The force response of NiTi archwire with respect to tooth
movement in orthodontic leveling treatment depends
largely on the sliding resistance of a bracket system. This
study investigated the influence of contact friction between
the wire and the bracket towards the force-deflection
behavior of superelastic NiTi wire. A finite-element model
of a three-bracket bending configuration was developed,
and a user material subroutine was employed to predict the
force response. The archwire was bent to a certain
displacement representing the curvature of the wire when
installed in a patient, and the coefficient of contact friction
with the brackets was defined at a range of 0.1–0.5. This
investigation revealed that the force plateau of NiTi
archwire occurred at positive slope, with steeper gradient
recorded on the model with a higher friction coefficient.
This implies that lower contact friction is preferable in a
bracket system to preserve the force plateau characteristic.

Keywords
Nickel-titanium archwire � Bracket friction
Force-deflection � Bending

Introduction

In fixed appliance therapy, the force-induced movement of a
tooth is obtained from the force being released during the
recovery of the deflected archwire. The early discovery of
this therapy considered the usage of stainless steel archwire,
before the orthodontist shifted to NiTi archwire for its

superelastic property. The superelasticity allows the NiTi
archwire to deliver light and constant force over a large
magnitude of bending activation—the suitable force char-
acteristics to move a highly displaced tooth during the initial
stage of orthodontic treatment. In today’s market, the dental
bracket is manufactured from several materials, ranging
from stainless steel to ceramic and plastic. The development
of brackets from ceramic and plastic is to meet aesthetic
demands requested by the patients, as these materials pro-
mote a translucent look with a color of a tooth. Unfortu-
nately, these types of brackets are reported to induce more
sliding resistance upon the sliding of archwire along the
bracket slot [1].

In orthodontic studies, the force delivery behaviors of
NiTi archwire under bending loads are evaluated through the
force-deflection curve. Although there are two force levels on
the force-deflection curve, the unloading curve is in fact the
portion of interest because it reflects the magnitude of force
released by the archwire to the teeth [2]. Until today, the
force-deflection curves were obtained over different bending
models, including cantilever [3], three-point bending [4], and
modified three-point bending [5]. It is reported that in can-
tilever and three-point bending tests, the force released by
NiTi archwire is characterized by an unloading plateau [6].
However, the incorporation of a bracket attachment in the
modified three-point bending model is found to alter the force
plateau into a slope [7] due to the generation of contact
friction between the wire and the bracket.

The contact friction in archwire sliding mechanics can be
classified into classic friction and binding [8]. Classic fric-
tion refers to sliding resistance created by elastomer ligatures
when it drives the archwire against the base of the bracket
slot. Meanwhile, binding refers to friction developed when
the archwire is bent, with the magnitude of friction increases
as the curvature of the bend increases [9]. During tooth
movement, along with sliding of the wire on the adjacent
brackets, the deactivation force of NiTi archwire is partially
used to overcome the binding friction developed due to the
bend of the wire, hence lowering the magnitude of effective
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force to induce tooth movement [5]. Studies pertaining to
binding friction have been carried over various combinations
of bracket materials and NiTi wire sizes. It is reported that
binding increases with an increase in the size of the archwire
[10] and the friction coefficient (µ) of the meeting surfaces
[11].

Although numerous studies have evaluated the binding
magnitude with different archwire-bracket combinations, the
influence of contact friction on the force-deflection behav-
iors of NiTi archwire during bending has remained unre-
ported. Therefore, the objective of this work is to evaluate
the force-deflection released by the superelastic NiTi wire
upon couples with different bracket material. This investi-
gation was conducted using computational technique by
developing a three-dimensional finite-element model that
simulated the bending of archwire at varied contact friction.
This approach allows a direct control of the friction coeffi-
cient encountered for different wire-bracket combinations.
A common combination of appliances for a standard con-
figuration of leveling was considered for the evaluation of
the force-deflection. The analysis focused on the magnitude
and slope of the force during the deactivation course. This
finding may assist orthodontists in selecting the best bracket
material to comply with the light and constant force criteria
suggested for effective tooth movement.

Methodology

Experimental Testing

The force-deflection of superelastic NiTi archwires in the
bracket system was investigated by using a modified
three-point bending test as described in [5]. The concept of
this setup incorporates the effect of contact friction towards
force-deflection behavior during bending. This setup consid-
ered three aligned brackets, with the central and adjacent
brackets mounted on a movable indenter and fixed supports,
respectively. Three brackets with a slot size of
0.46 � 2.80 mm were selected for their zero torque and
angulation design. The pairing of 0.4 mm wire with the
0.46 mm-slot bracket provides sufficient clearance for the free
sliding of the wire [12]. No ligature was installed in securing
the wire specimen inside the bracket slot to avoid the unnec-
essary friction. As shown in Fig. 1, the interbracket distance
(IBD) was set to 7.5 mm, and the specimen was deflected to
4.0 mm bymoving the indenter vertically downwards at a rate
of 1.0 mm/min. A heating chamber was used to maintain the
testing environment at 36 °C. This bending test was repeated
twice for consistency purposes, and the curves were directly
compared with the numerical result for validation.

A sliding test was conducted to determine the static
friction coefficient between NiTi wire and stainless steel

brackets, which was later used to define the frictional
properties in the numerical model. The sliding test was
carried out by using a Ducom TR-20 pin-on-disk tribometer.
In order to allow greater clearance between the archwire and
bracket slot, a 0.40 � 0.56 mm NiTi archwire and a 0.56
mm bracket slot were selected for the test.

A straightened wire specimen was glued to the surface of
a movable sliding plate and aligned against the fixed bracket
slot. The sliding test began with applying a 2 kg (19.62 N)
dead weight on the loading pan, which subsequently caused
the bracket to press the archwire. Then, the NiTi wire was
reciprocally slid along the slot at a speed of 1 mm/sec for
4 mm displacement. The friction coefficient was obtained by
dividing the friction data with the applied load. The sliding
test was repeated three times with new archwires and
brackets for each run.

Finite Element Modeling

The finite-element model and the force analysis were per-
formed using a commercial finite-element analysis package
of Abaqus/Standard version 6.12-1 in combination with
UMAT/Nitinol subroutine. The subroutine has been devel-
oped based on the constitutive model of superelastic NiTi
alloys by Auricchio and Taylor [13]. The material data that
constitutes the mechanical properties and shape memory
deformation behaviors of the specimen used in the subrou-
tine are tabulated in Table 1. Each parameter in this table
was measured and calculated from the uniaxial tensile
stress-strain curve. Additionally, since the compression test
on such a small wire specimen is impossible, the start of
transformation stress in compression (rSCL) was set to be
1.2 times higher than the start of transformation stress in
tension (rSL) [14].

Fig. 1 Modified three-point bending setup equipped with a heating
chamber
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A nonlinear finite-element model of modified three-point
bending was developed to evaluate the force-deflection
behavior of the NiTi archwire prior to the displacement of
the middle bracket. The 30 mm length specimen was mod-
eled by using 72,000 linear hexahedral elements with
reduced integration (C3D8R). The bracket was modeled by
using a bilinear rigid quadrilateral element (R3D4) with the
actual slot dimensions of 0.46 � 2.80 mm. Figure 2 illus-
trates the assembly of the wire and the brackets, with a
center-to-center distance between the brackets of 7.5 mm.
Each bracket was assigned to its own reference point (RP),
so that the boundary condition set to the reference point
could be applied to the entire bracket. The middle bracket
was set to be free to move only along the vertical axis and
the displacement rate was controlled at 1.0 mm/min (Ux =
Uz = 0). The adjacent brackets were fixed in all displace-
ment directions (Ux = Uy = Uz = 0).

The contact between the wire and the rigid brackets was
modeled using the finite sliding, surface-to-surface formu-
lation. For validation with the experimental work, a friction
coefficient of 0.27 (acquired from the sliding test) was
defined at the possible contacted surfaces. Then, the simu-
lation was expanded to different friction conditions by
varying the coefficient values from 0.1 to 0.5. In detail, the

coefficient values of 0.1–0.3 and 0.4–0.5 reflected the fric-
tion coefficients range of NiTi wire when in contact with
stainless steel [15] and ceramic [16] brackets, respectively.
All simulations were conducted at a constant temperature of
36 °C. The force-deflection result was attained by requesting
the vertical reaction force (RF2) and displacement (U2) at
the reference point of the middle bracket.

Results and Discussion

Figure 3 displays the experimental results of frictional force
and friction coefficient established from the sliding test. The
static friction was observed at the beginning of the wire
movement as indicated by the maximum frictional peak.
Beyond static friction are the peaks of kinetic friction that
fluctuated at a slightly lower magnitude. In brief, the static
friction coefficient was averaged at 0.27. This coefficient

Table 1 Mechanical properties
and shape memory deformation
behaviors of NiTi archwire
measured from the uniaxial
stress-strain curve

Parameter Description Value (unit)

EA Austenite elasticity 44 (GPa)

(mA) Austenite Poisson’s ratio 0.33

EM Martensite elasticity 23 (GPa)

(mM) Martensite Poisson’s ratio 0.33

(eL) Transformation strain 0.06

(dr/dT)L Stress rate during loading 6.7 (MPa/°C)

rSL Start of transformation loading 377 (MPa)

rEL End of transformation loading 430 (MPa)

T0 Reference temperature 26 (°C)

(dr/dT)U Stress rate during unloading 6.7 (MPa/°C)

rSU Start of transformation unloading 200 (MPa)

rEU End of transformation unloading 140 (MPa)

rSCL Start of transformation stress in compression 452 (MPa)

7.5 mm

Fixed
Bracket

Middle 
Bracket

NiTi Wire

Fig. 2 Finite element model for the modified three-point bending test
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value falls within the expected coefficient range for stainless
steel bracket coupling, as reported in [15]. It was also
acknowledged that a small variation was registered in the
coefficients of static friction (standard deviation of 0.20).

Figure 4 compares the force-deflection curve obtained
from the numerical and experimental work. A relatively
accurate agreement in force magnitude was observed
between the experimental and the numerical curves, as
indicated by the small discrepancy of force magnitude (0.2
N) at 4.0 mm deflection. Since the test was performed over
the austenite finish temperature, the numerical results por-
trayed the exact superelastic expression represented by the
full deflection recovery. As for the experimental result, a
small magnitude of residual elongation was observed, indi-
cating a small volume of the specimen being plastically
deformed during the activation sequence.

In orthodontic practices, the actual force delivered to the
periodontium is represented by the deactivation curve of the
force-deflection. Since the deactivation curve exhibited over a
slope trend, the evaluation of the effective force for tooth
movement was focused on the magnitude of minimum force
and the slope of the curve. As illustrated in Fig. 4, the mini-
mum force of the archwire is measured at the valley of the
deactivation curve, of which the deflection distance is
3.2 mm.Meanwhile, the slope of the forcewasmeasured from
the best linear region along the deactivation curve, as indi-
cated by the arrow in the figure. This gradient force behavior
of superelastic NiTi wire during bending in the bracket system
was consistently correlated to the linear increase of friction at
the wire-bracket interface [17]. The valley at the onset of the
deactivation curve indicates that a greater portion of the force
was utilized to encounter the friction.

The force-deflection curves of the archwire at various
friction coefficients are plotted in Fig. 5. At ls = 0.1, the
bending deformation behavior displayed a typical superelastic
curve, such as indicated by the flat force plateaus on both wire
activation and deactivation. The activation plateau corre-
sponded to stress-induced martensitic transformation (SIMT),
while the deactivation plateau at a lower force level denoted

the reversed transformation of the wire phase at the onset of
stress removal. As the friction coefficient increased, the stress
plateau level also increased proportionally. The activation
plateau stress increased in positive slope, but the deactivation
plateau increased in negative slope. This force slope is related
to the variation of binding created at the contact location
between the wire curvature and the bracket edges [9].

Additionally, it is also interesting to highlight that the
increment in coefficient value delayed the deactivation curve
to a lower force level. For the case in which friction coeffi-
cients were 0.4–0.5, the minimum force was plummeted
beyond the zero force level. The zero force marks the end of
the sliding mechanics of the archwire as the spring-back force
was no longer capable to overcome the overpowered contact
friction (binding) at the adjacent bracket slot. Therefore, the
archwire was subsequently stuck at the onset of deactivation.
If one were to translate this phenomenon from a clinical
perspective, no movement of the tooth will be induced until
the wire can be released from its stuck position.

For this simulation, one should note that the middle
bracket incorporated in the model was set to return to its
original position at the end of the deactivation mode.
Therefore, the negative force magnitude shall be denoted as
the minimum force required to surpass the contact friction,
hence allowing the archwire to slide again for the remaining
deflection. This similar zero force behavior was reported
previously prior to the deactivation of the NiTi archwire
from 6.0 mm bracket displacement [18].

The magnitude of the minimum force and the deactivation
slope measured in Fig. 5 is plotted in Fig. 6. It was recognized
that the increase of coefficient values from 0.1–0.5 has
increased the slope of the deactivation curve from 0.31 N/mm
to 1.10 N/mm, respectively. This slope rate signified that the
high friction coefficient case would lead to superior force
changes as the deflection recovers; a condition which is
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unsuitable to induce tooth movement. It can also be seen that
the minimum force decreased linearly from 1.60 to 0.42 N
when the friction coefficient was increased from 0.1 to 0.3.
Noted that the data points of minimum force for cases with a
friction coefficient higher than 0.4 were not included in this
figure due to their values being below zero. This observation
signified that the spring-back potential of the archwire during
the deactivation was used to overcome the high contact fric-
tion, thus hindering further recovery. In this regard, it is rec-
ommended that the friction coefficient between the wire and
bracket should be limited to lower than 0.3 for effective tooth
movement. Subsequently, the use of ceramic brackets is
highly not recommended due to the fact the contact friction
between ceramic andNiTi archwire can be higher than 0.5 due
to its rougher surface morphology [11]. Thus, the orthodontist
is strongly suggested to consider the stainless steel bracket
(µ � 0.3) for the leveling treatment, as this bracket promotes
positive forces with a minimum force variation.

Conclusion

The main findings are summarized below:

1. The binding friction increased proportionally as the wire
deflection magnitude increased.

2. The bending of NiTi archwire at friction coefficients
higher than 0.4 reduced the deactivation force to zero
value, and thus would inhibit further tooth movement.
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Features Cavitation Resistance
of Multifunctional Coatings from Materials
with a Shape Memory Effect

D. V. Dmitrenko, Zh. M. Blednova, and E. U. Balaev

Abstract
It is established on the basis of the analysis of structural
components of criterion of cavitation resistance of multi-
functional coatings from materials with a shape memory
effect (SME) that the major factors influencing the
cavitation resistant coatings are: tendency to strain hard-
ening, reversible deformation, the adhesion strength,
microhardness, uniformity of structure and roughness of
a surface. Weights coefficients for assessment of influence
of each of the specified components are defined. The paper
studies the mechanism of enhancing cavitation resistance
of coatings from materials with SME based on structural
and phase transformations in the coating material, subject
to local cavitation effects. Formation of surface composi-
tions was carried out by the high-velocity oxy-fuel
spraying in a protective environment. Tests on cavitation
resistance of multilayer coatings of materials with SME
performed according to standard methods of analysis of
structural-phase state and functional-mechanical proper-
ties that they are allowed to recommend as a cavitation-
resistant. Architecture layered surface composition is
proposed, which provides increase of durability of prod-
ucts in the conditions of cavitation-abrasive environment.

Keywords
Cavitation � Surface � Multicomponent material
Multifunctional coatings � SME

Introduction

Increasing the reliability and durability of machine parts and
mechanisms is primarily due to the elimination of wear
caused by various types of impacts, in particular, on their
surface layers. One of the types of such impact on the sur-
face of parts working in a fluid environment is cavitation
erosion of the metal, which is caused by the mechanical
action of fast moving fluid particles on the surface of the
metal, sand particles of solids, suspensions, gas bubbles, etc.
Such influence is characterized by a high rate of loading, its
small duration, locality and cyclicity. At the same time,
stresses appear in the surface layers, they can be compared
with the ultimate strength of the material and are concen-
trated in volumes close to the dimensions of its structural
components. Effective ways to improve the strength prop-
erties and resistance to corrosion-erosive effects are thermal
and thermomechanical hardening treatments and the depo-
sition of protective coatings on the metal surface [1].

Taking into account the crucial role of the surface layer in
the accumulation of damage and destruction, the task of
providing multifunctionality, as well as increasing reliability
and resource, can be successfully solved at the final stage of
processing by means of technologies based on the principles
of layer-by-layer synthesis using combined, functionally
oriented macro-, micro-, and nanotechnologies. [2, 3].

A promising direction in the implementation of layered
synthesis technologies is the intellectualization of products
using shape memory effect (SME) materials. They have a
wide range of functional and mechanical capabilities: effects
of thermomechanical memory and superelasticity, high
strength and damping properties, thermomechanical relia-
bility and durability, wear and corrosion resistance [4].
Works [5–7] show that multicomponent TiNi-based coatings
with addition of alloying elements such as Zr in an amount
up to 10 mass%, allow to create a composite material with a
gradient of properties at the interface of layers, which gives
new properties to coatings and significantly improves their
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performance. The use of materials with shape memory effect
(SME) as surface layers [8] or in the composition of surface
layered compositions [6] improves the durability under
cyclic loading and reverse friction due to the adaptation of
the functional layers to external influences.

The aim of this work is to identify the main factors that
affect cavitation resistance of multilayer coatings, based on
the analysis of the structural components of the criterion of
cavitation resistance of multifunctional coatings from
materials with shape memory effect (SME).

Experiment

Studies carried out by a number of authors [9] show that the
main influence on the cavitation stability of the surface is
caused by such factors as surface strength, surface hardness
and the damping ability of the material which allows to
dampen the energy of deformation and vibration oscillations
that occur during cyclic cavitation process. Taking into
consideration that materials of high hardness have a lower
viscosity, it becomes necessary to create layered gradient
structures that provide damping and stress relaxation. The
relaxation functions in the surface composition can be per-
formed by layers made of SME materials [8]. There are
works of different researchers [9, 10] convincingly showing
the positive effect of increasing the wear and cavitation
resistance of the SME alloy with TiNi. The use of SME
alloys for the manufacture of engineering products is limited

for costs reasons. Therefore, the development of layered
surface compositions of SME materials will solve the energy
saving problem; and the synergistic effect from the use of
surface-gradient structures will provide multi-functionality
and expand the field of practical use. The purpose of this
work is to obtain new data on the cavitation resistance of a
layered surface composition of engineering designation
made of multicomponent SME materials with a gradient
distribution of the properties of the “TiNi–TiNiZr–
wear-resistant layer cBN-Co”, which improves the func-
tionality of products.

The formation technology of a surface composition with
SME material is a complex multi-operation process involv-
ing the preparation of the surface and the deposited material
(milling and mechanical activation), high-velocity oxygen-
fuel spraying (HVOF), and subsequent thermo-mechanical
(TM) treatment. Characteristics of the layers are presented in
Table 1.

HVOF of preliminary mechanically activated powder, was
carried out on the upgraded GLC-720 unit [11], equipped
with a vacuum chamber, and with a device for moving the
HVOF gas flame burner. The steel samples (Steel 1045) were
coated with a composite coating consisting of: a Ti49Ni51
functional layers (550–600 lm), a layer of Ti33Ni49Zr18
(1000–1050 lm), and a wear-resistant cBN-10%Co layer
with the thickness of 200–210 lm (Fig. 1). On the basis of
the studies [4], we determined optimal regimes of HVOF of
the constituent composition layers on a steel substrate
according to the criteria of porosity and adhesion strength of

Table 1 Layer characteristics

Layers Material Layer thickness (µm) T (°C) Ms (°C) Mf (°C) As (°C) Af (°C) Microhardness (hPa) Phase state

Base Steel 1045 – 20 1,9–2,1 –

1 Ti49Ni51 600 ± 50 20 23 55 13 31 10,2–11,9 Austenite

2 Ti33Ni49Zr18 1000 ± 50 20 186 249 215 298 2,1–2,9/9,5–12,7 Martensite/austenite

3 cBN-10%
Co

200 ± 10 20 34,6–35,6 –

Mf is the temperature of martensitic transformation expiry
Ms is the temperature of martensitic transformation onset
As is temperature of austenitic transformation onset
Af is the temperature of austenite transformation expiry

Fig. 1 Surface layer with a material with SME: a base steel–layer Ti49Ni51, b layers Ti49Ni51–Ti33Ni49Zr18–cBN-Co, c layers Ti33Ni49Zr18–
cBN-Co, (c)
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the surface layer and the substrate. HVOF is accompanied by
large plastic deformations and the crystallization of particles
occurs at high degrees of supercooling and is accompanied by
the formation of crystalline nucleating centers whose size is
determined by the degree of supercooling determined by the
parameters of the process [8]. Complex thermo-mechanical
processing was performed to impart pseudo-elasticity or
shape memory properties to the surface layer and increase the
adhesive strength, depending on the thickness of the com-
posite layer. We carried out a complex thermo-mechanical
treatment for the coatings, including surface plastic defor-
mation (SPD) by rolling and ultrasonic treatment (UT).

The outer layer in contact with the working medium must
have a high wear resistance with an increased bearing and
damping ability, corrosion resistance with an optimum
combination of strength and toughness. To meet these
requirements, it is proposed to use a combination of lay-
ers of dissimilar materials. The outer layer is a hard and
wear-resistant cNB-Co material, intermediate layers of
Ti33Ni49Zr18–Ti49Ni51, which are in austenitic-martensitic
and austenite phase state, respectively. The purpose of the
intermediate layer is to relax the stresses, damping the
oscillations and blocking the cracks that appear in the outer
layer and propagate deep into the material. An intermediate
functional layer made of materials with an SME in the
martensitic state, which has an increased elasticity, helps to
reduce the stress concentration at the tip of the crack and
inhibits or blocks its movement. The gradient of properties
in the outer contact and functional layers of materials with
SME is provided by a gradient of the temperatures of the
phase transformations, which are set by the regulation of the
chemical composition and thermomechanical processing.

In order to assess the quality of the composition func-
tional layers, the sprayed samples were tested for cavitation
resistance and fatigue strength. The micro-hardness test was
performed on the Falcon-500 hardness tester. Cavitation
tests were carried out in accordance with the American
Standard ASTM G32-10 (Standard Test Method for Cavi-
tation Erosion Using Vibratory Apparatus), using an ultra-
sonic vibrating unit and standard statistical processing of the
experimental data [12, 13].

Ultrasonic waves were used to create the cavitation zone.
The signal from the generator is fed to a magnetostrictive
transducer mechanically connected to a waveguide, at the
end of which an experimental sample of a cylindrical shape
with a diameter of 15 mm is rigidly mounted, which pro-
vides an amplitude of oscillation of the sample end surface
up to 50 ± 2 lm at a frequency of 20 kHz. The sample is
immersed in a vessel with water. On the end surface of the
sample, a zone with developed cavitation is formed. To
assess the effect of corrosion processes on the magnitude of
cavitation erosion, experiments were conducted in fresh- and
sea-water.

Damage accumulation and destruction of the samples
surface was carried out with the visual inspection and area
damage assessment on a stereoscopic zoom microscope
Lomo MSP-1. Monitoring of the samples profile change,
subjected to the cavitation fracture, as well as the damage
depth was performed on the contour-tracing apparatus
ABRIS PM7, the weight loss was measured on a DEMCON
DL213 balance with an accuracy of ±0.001 g. The depen-
dence of the mass loss on the time of cavitation effect was
measured; and from these data, the kinetic curves of the
sample material destruction were constructed, which are
characterized by the presence of the initial segment, when
the destruction is small, and by the section with the maxi-
mum quasi-constant velocity.

Experimental Results and Discussion

The results of X-ray diffraction analysis showed that at room
temperature the initial phase state of Ti33Ni49Zr18 layer, after
the HVOF of mechanically activated powder in a protective
atmosphere (argon), are a martensitic phases B19′ with
monoclinic lattice, austenitic phases B2 with cubic lattice,
intermetallic phases Ni3Ti, Ti2Ni, NiZr, NiZr2, with cubic and
hexagonal lattice and there is a small amount of titanium oxide
(TiO)—less than 2%. The phase analysis of layer cNB-10%
Co BN with a cubic lattice (�85,3–87,4%), Co with a
hexagonal lattice (�10,3–11,2%), B2CN with orthorhombic
lattice (�2,3–3,5%), BC2N with orthorhombic lattice [6].

The hardness value was measured by Vickers scale at a test
load of 0.2 kg and the average of eight indentation values
were reported. The results of the hardness are given in Fig. 2a.

The kinetics of material destruction process is described
by the erosion curve (mass or volume loss in time), on
which, as in the fatigue process, the stages of erosion for-
mation and development are identified. The traditional cri-
terion for the erosion resistance of a material is the loss of its
mass over a certain period of time. Figure 2b presents the
results of cavitation failure study of uncoated samples and
with various coatings in fresh and sea water. In fresh water
cavitation destruction of the surface is a classical curve of
cavitation destruction: there is an incubation period (30–
60 min) with a period of intensive weight loss in the future.
The intensity of the mass loss of the hardened Ti49Ni51–
Ti33Ni49Zr18–cBN-10%Co coating have a longer incubation
period (exceeding 120 min), which is associated with an
increased micro-hardness of the coating surface.

The presence of an aggressive component in the medium
(salty sea water) somewhat smoothes the mass loss curve for
a material without coating and increases the intensity of
mass loss. The value of the mass loss is comparable for
materials of the layers when testing in fresh water and sea
water, as these materials have high corrosion resistance.
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In seawater, the dynamics of mass loss of the strengthened
Ti49Ni51–Ti33Ni49Zr18–cBN-10%Co coating does not
change in comparison with the tests in fresh water. This
suggests that the set of properties of the hardening coating,
and namely its corrosion resistance, high microhardness and
increased strength, combined with a damping ability, con-
tribute to increasing resistance of multicomponent coatings
to cavitation erosion in corrosive environments.

The surface without coating of Steel 1045, Steel 20Cr13
and the composite coating Ti33Ni49Zr18–cBN-10%Co before
and after cavitation for 30 and 120 min in the sea water are
shown in Fig. 3. It can be seen that the surface micro-relief
practically does not change, i.e. the coating is practically not
subjected to cavitation erosion. The distribution was obtained
by computer analysis of the measurement results of surface
roughness in different areas of the samples. In the above
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diagrams the depth of erosion destruction of the surface was
determined by the depth of asperities.

The composite coating in the process of cavitation for
120 min in the sea water is shown in Fig. 4. Cavitation
damage of the composite layer is only visualized after
120 min of impact.

For a qualitative description of the cavitation fracture of a
surface, it is expedient to investigate the parameters of the
surface profile. The most typical factor to assess the degree
of surface cavitation wear are the parameters of the rough-
ness profile: Rz and Rmax.

Table 2 shows the dynamics of surface roughness varia-
tion on different samples during the cavitation effect in the
sea water environment. The surface roughness of the sam-
ples with coatings is much higher than the initial roughness
of the uncoated sample. This is due to the formation tech-
nology of surface coatings by the method of HVOF by the
powder material particles, which forms a characteristic sur-
face micro-relief.

Analysis of Table 2 and Fig. 3 shows that the change in
the roughness of the samples with coatings is less than the
change in the roughness of the sample without coating by
1,5–2 times. As we know, cavitation as a phenomenon, is
associated with the discontinuity of the moving fluid, the
formation of vacuum voids (caverns) in it, followed by their
closing, accompanied by large hydrodynamic impacts.
According to the ideas of a number of cavitation phenomena
researchers [9–12], the cause of cavitation destruction of
parts is the fatigue destruction of micro-volumes of a
material due to repeated exposure of high-frequency pulses
both as a detachment action (during formation and detach-
ment of cavitation caverns) and shock action accompanying
their clamping. In this case, the application site of the cav-
itation action pulses is so limited that the process of cavi-
tation destruction should be considered from the point of the

cyclic strength of individual structural components or local
micro-volumes of the metal. Microvolumes of the metal
exposed to the leaching flow easily, as they damaged the
cyclic loading and cavitation effects weakened with neigh-
bouring micro-volumes due to loss of connection, forming a
low relief surface cavitation, activating the cavitation pro-
cesses to an even greater extent [11].

The surface composite layer cBN-10%Co has high
hardness and strength, which ensures its resistance to shock
cyclic influences of collapsing caverns. The increased
roughness of the surface of a solid surface composite in the
form of strong columnar structures ensures the crushing of
vacuum voids, redistributing their effect on the entire sur-
face, and not concentrating them in certain zones. In addi-
tion, the gradient structure of the multilayer composite
coating Ti49Ni51–Ti33Ni49Zr18–cBN-10%Co Co makes it
possible to create conditions for the relaxation of stresses
created by the variable impact load of cavitation caverns and
the manifestation of compensating internal forces due to
thermo-elastic martensitic transformations of SME materials.

The increase in the performance characteristics of sam-
ples with a composite surface layer (Table 1) “steel—ad-
hesive layer 1—relaxing SME layer 2—a functional
reinforcing SME layer 3—functional wear layer 4” under
conditions of cavitation erosion is explained by the special
functional properties of SME materials, which are mani-
fested in the ability to adapt to the loading conditions, which
is provided by the formation technology and processing of
the surface layer. The increase in the wear-and-fatigue
characteristics of the surface composition is explained by the
pseudoelasticity of the layer made of SME materials with the
Ti33Ni49Zr18 and the decrease in the stress concentration due
to its relaxation capacity. The field of use of the above
surface composition can be expanded by controlling the
functional properties of the layers composing the

0 min 30 min 60 min 120 min

Fig. 4 Cavitation destruction of the composite layer Ti49Ni51–Ti33Ni49Zr18–cBN10%Co

Table 2 Change in surface roughness (Rz/Rmax) (lm)

Process time (min)

0 30 60 90 120

Steel 1045 0,27/1,56 5,23/18,54 9,56/28,14 13,88/44,48 16,25/47,2

Steel 20Cr13 0,35/1,72 1,05/4,18 1,43/12,65 4,87/21,42 8,48/32,18

Ni–Ti49Ni51–Ti33Ni49Zr18 –cBN-10%Co 61,76/79,36 63,14/80,12 65,86/80,67 67,24/81,04 69,21/85,60
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composition by varying the chemical composition and
controlling the phase composition by thermal and thermo-
mechanical processing.

The Analysis of Criterion of Cavitation
Resistance

Performed research and analysis of the works of other
authors [9, 11, 12, 13, 14] allowed us to analyze the struc-
tural components of the criterion of the cavitation resistance
of parts with composite multilayer coatings, which is shown
in Fig. 5. The main factors that affect cavitation resistance of
parts with composite multilayer coatings, are defined by the
following set: the presence of stress raisers (15%), corrosion
resistance (14%), the tendency to hardening (12%), micro-
hardness (12%) and the adhesion strength (10%).

Conclusion

The phase analysis, mechanical properties, cavitation ero-
sion resistances, surface degradation studies of these coat-
ings were investigated. The following conclusions can be
drawn from the present study:

• The cavitation erosion damage in all the coatings occur-
rence is mainly due to generation and propagation of
cracks induced by the cyclic micro-impact loads, which
led to a larger number of hard carbide phase particles
being continuously pulled off the surface of the coating
and progressive damage occurs subsequently by fatigue.

• The cavitation resistance of the Ti49Ni51–Ti33Ni49Zr18
coating according to the criterion of mass wear is 1,5–2
times higher than that of the base material without
coating (steel 1045). The cavitation resistance of the

coating Ti49Ni51–Ti33Ni49Zr18–cBN-10%Co according
to the criterion of mass wear is 15–20 times higher than
that of the base material.

• The proposed architecture of the multifunctional gradient
composition, “steel–Ti49Ni51–Ti33Ni49Zr18–cBN-10%
Co”, each layer of which has its functional purpose,
allows to increase the service life of parts operating under
conditions of cavitation-fatigue loading in corrosive
environments.

• The roughness of the cavitated surface progressively
increase with time and follows a similar trend with that of
metal loss.
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Microstructure and Mechanical Behaviors
of Electron Beam Welded Ti44Ni47Nb9 Shape
Memory Alloys

Dan Yang, Haichang Jiang, Mingjiu Zhao, and Lijian Rong

Abstract
The microstructure, martensitic transformation behavior
and mechanical properties of the Ti44Ni47Nb9 electron
beam welding joints were systemically studied in this
research. The results showed that the microstructure of
the fusion zone was composed of equiaxed grains with a
small quantity of eutectic structure around the grain
boundaries, and the grain size in the fusion zone was
smaller than that in the as-cast microstructure. The
ultimate tensile strength was a little lower than that of
the base. The dissolution of niobium in the matrix
obstructed the martensite transformation and decreased
the martensite start temperature (Ms). After being
deformed at the low temperature, the welding joints
exhibited good wide transformation hysteresis, which was
similar to that of the base metal.

Keywords

Ti44Ni47Nb9 shape memory alloys ⋅ Electron beam
welding ⋅ Martensitic transformation

Introduction

Ti–Ni–Nb shape memory alloys (SMAs) have attracted
considerable attention due to the wide transformation hys-
teresis and excellent shape memory effect. These alloys have
been successfully applied as couplings and fasteners [1–4].
The transformation hysteresis of Ti44Ni47Nb9 SMAs will
reach 150 K after a proper deformation [5]. As a result,
processed connectors can be kept at room temperature rather
than in the liquid nitrogen or any other low-temperature

medium, which makes them very convenient to be used in
engineering applications, like the pipe-joints in fighters,
missiles and armored vehicles [6–8].

With an enlarged set of application for Ti–Ni–Nb SMAs,
the weldability of Ti–Ni–Nb SMAs has been widely studied.
Wu et al. [9] studied the microstructure and mechanical
behaviors of Ti–Ni–Nb SMAs joint welded by wire argon
arc welding. The welding joints showed characteristics evi-
dent of brittle rupture and the ultimate tensile strength was
far below that of the base metal. Moreover, the argon arc
welding produced a set of other problems, including the
broad heat affected zone and big welding deformation. Han
et al. [10] analyzed the effect of welding parameters of
precise pulse resistance butt welding on Ti–Ni–Nb SMAs.
The results indicated that the correct parameters could make
welding joints with higher strength and fine grains, but the
welding was difficult to control. Chen et al. [11] made a
conclusion that laser welding was appropriate for joining
Ti–Ni–Nb SMAs and the strength of the welding joint was
higher. However, the behavior of martensitic transformation
was not studied. The maximum difficulty of welding Ti–
Ni-based SMAs is to ensure not only the strength of the
welding joint but also the shape memory effect [12]. For the
traditional fusion welding methods, the heat treatment zone
is broad, which will decrease the tensile strength and affect
the shape memory effect of the welding joints [13].

Characteristics of electron beam welding (EBW) are a
vacuum environment and high depth-to-width ratio, which
can ultimately ensure the properties of SMAs. Under a vac-
uum environment in particular, harmful elements such as
oxygen and nitrogen are not introduced into the weld zone
during welding, which avoids the generation of gas pores and
the decrease of mechanical properties. Moreover, we have
studied the microstructure and mechanical behaviors of
electron beam welded Ni50.8Ti49.2 shape memory alloys and
the results proved that EBW is suitable for joining Ni50.8Ti49.2
SMAs [14]. As a result, we studied the microstructure and
properties of Ti44Ni47Nb9 SMAs joints welded by EBW in
this research.
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Experimental

Materials

For this study, Ti44Ni47Nb9 (at.%) ingots melted by vacuum
arc furnace were processed into sheets with a thickness of
4 mm, including the process of homogenization, hot forging,
hot rolling and a solid solution treatment. Then the sheets were
cut into small sizes (100 × 60 × 4 mm) by a wire-cut
electric discharge machine. Prior to electron beam welding,
the oxide layer of the sheets to be welded should be
mechanically removed from the sheet surface.

Electron Beam Welding Machines

For the electron beam welding experiments, a workable
electron beam welding machine from the
French TECHMETA company was employed. The maxi-
mum electron gun power and acceleration voltage were
15 kW and 60 kV, respectively.

Testing Methods

A scanning electron microscope (SEM) was employed to
analyze the microstructure of the weld metal. The phase
transformation characteristics were tested by the differential
scanning calorimetry (DSC) method, which was operated
using a PerkinElmer Diamond DSC in a helium atmosphere
ranging from 120 to 375 K under a controlled
cooling/heating rate of 10 K/min. Samples for the DSC tests
were cut from the positions of DSC sample 1, 2 and 3, as
shown in Fig. 1. They represented the base metal, the weld
seam and the welding joint, respectively. Tensile tests were
carried out to examine the ultimate tensile strength.

Results

Microstructure

Figure 2a shows the surface morphology of the welding
joint. It can be seen that a surface freed from any defects can
be obtained by the EBW method. Figure 2b exhibits the
cross-sectional view of the welding joint. The welding joint
is a typical T-type weld and its upper surface is about 3 mm
in width. The red squares represent the corresponding
position of Fig. 2c and d, respectively. It can be seen from
Fig. 2c that the microstructure in the fusion zone is typical
equiaxed dendrites. Because of the heat effect, the Nb ele-
ment of the heat affected zone (HAZ) is evenly distributed,
which is different from the base metal, as shown in Fig. 2d.

Martensitic Transformation Behavior

Figure 3 shows the DSC results of the base metal, the fusion
zone and the welding joint of Ti44Ni47Nb9 shape memory
alloys. The DSC specimens were obtained from the position
of samples 1–3, as shown in Fig. 1. During the cooling
process, the peak represents the transformation of the parent
austenite into the martensite, which is an exothermic process.
On the other hand, it represents the reversible martensitic
transformation during the heating process, called endother-
mic peak. It can be seen from the figure that there is only one
step of reverse martensitic transformation in both the base
metal and the fusion zone, while the welding joint owns the
two-step transformation. That is because the DSC sample of
the welding joint is made of the base metal and the fusion

Fig. 1 The pattern for obtaining DSC samples: DSC sample 1: the
base metal, DSC sample 2: the fusion zone and DSC sample 3: the
welding joint

Fig. 2 a Surface pattern, b cross section microstructure, c the SE
image of the fusion zone, d the SE image near the fusion line
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zone, as shown in Fig. 1. The two-stage transformation peak
represents the martensitic transformation of a different posi-
tion. Moreover, it can be clearly seen that the Ms of the fusion
zone is 49 K lower than the Ms value of the base metal.

Tensile Properties and Fracture Morphology

Figure 4 shows the tensile strain-stress curves of the base
metal and the welding joint in austenite (a) or martensitic

states (b). It can be seen that the four curves have the same
tendency. The material will deform plastically at first, as
shown in stage I. Then the curve has a yield platform, as
shown in stage II. However, the yield platform is different at
room or low temperature. At room temperature, both the
base metal and the welding joint are in the austenitic state,
and the platform represents the macroscopic plastic defor-
mation caused by stress-induced martensite. At low tem-
perature, the experimental temperature is lower than the
martensite finish temperature (Mf), and materials are all in
the martensitic state. So, the platform represents the reori-
entation of thermal-induced martensite variants. The critical
stress of the reorientation is much smaller than the
stress-induced martensite, so yield strength at low tempera-
ture is lower than that at room temperature for both the base
metal and the welding joint. Besides that, the yield strength
of the welding joint is higher than that of the base metal at
the same temperature due to the effect of welding thermal
stress and the decrease of Ms. It is worth noting that the
tensile strength of the welding joint can reach more than
95% whether tests are operated at room or low temperature,
as shown in Table 1. The fracture surface of the base metal
and the welding joint at RT or LT are exhibited in Fig. 5. It
can be seen from the pictures that both the base metal and
the welding joints show a typical ductile dimple fracture.
The result indicates that the welding joints have excellent
tensile strength and ductility. In a word, the welding joint
obtained by EBW has good comprehensive mechanical
properties.

Fig. 3 The DSC results of the base metal, the fusion zone and the
welding joint

Fig. 4 The tensile strain-stress
curve of the base metal and the
welding joint in austenite (a) or
martensite states (b)

Table 1 The ultimate tensile
strength of the base metal and
welding joint at room and low
temperature

Testing temperature σb (MPa)

Room temperature Base metal 692

Welding joint 673

Low temperature Base metal 838

Welding joint 803
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The Transformation Hysteresis of the Welding
Joints

As the As′ (the converse martensite start temperature after
deformation at low temperature) of Ti–Ni–Nb SMAs is
above room temperature when the Ti–Ni–Nb SMA is
deformed at a specific temperature, it is possible to keep the
union joints made of Ti–Ni–Nb SMAs at room temperature
rather than in liquid nitrogen. Therefore, studying the
reverse martensitic transformation temperatures after
deformation at low temperature (As′ and Af′) provide an
important basis for the applications of Ti–Ni–Nb SMAs.
For convenience, a lamellar sample was cut from the
low-temperature tensile fractures of the base metal and the
welding joint. Then the samples were heated to 423 K by
DSC to test the phase transformation temperature. The DSC
results are shown in Fig. 6 and the (reverse) martensitic
transformation temperatures before or after deformation are
displayed in Table 2. Before deformation, the hysteresis
width of the weld seam was 48 K, which is slightly higher
than that of the base metal. After deformation at low tem-
perature, the phase transformation hysteresis of both the
base metal and the weld seam were broadened. The As′
difference between the base metal and the weld seam could

be caused by the difference of the deformed temperature
and the amount of deformation. More than anything, it can
be seen that the welding joints have the wide hysteresis no
less than the base metal.

Conclusions

The Ti44Ni47Nb9 welding joints welded by the electron
beam welding were studied systematically, including the
microstructure, the martensitic transformation, the mechan-
ical properties and the transformation hysteresis. The fusion
zone was made of equiaxed dendrites, and there is a small
quantity of niobium-enriched phase in the grain boundary.
A quantity of niobium is dissolved in the matrix and the
microhardness of the weld seam increases. However, the
special growth pattern makes the centerline the weakest area
and decreases the ultimate tensile strength. The DSC results
indicated that Ms of the fusion zone is 49 K lower than that
of the base metal because the dissolved niobium is
obstructing the martensite transformation. Fortunately, the
welding joints showed wide hysteresis.

Fig. 5 The morphology: a base metal at RT b welding joint at RT
c base metal at 173 K d welding joint at 143 K Fig. 6 The reverse stress-induced martensitic transformation DSC

curves of the base metal (173 K, 22% deformation) and the weld seam
(143 K, 17% deformation)

Table 2 The martensitic transformation temperatures of Ti44Ni47Nb9 SMAs

Specimen conditions As′(K) Af′ (K) Ms(K) Mf(K) As(K) Af(K) As–Ms(K) As′–Ms(K)

Base metal before deformation 228.56 209.01 266.65 292.01 38.09

Weld seam before deformation 185.92 158.96 234.66 260.49 48.74

Base metal with 22% deformation (173 K) 353.84 361.19 228.56 125.28

Weld seam with 17% deformation (143 K) 330 342.28 185.92 144.08
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Relationship Between Applied Stress
and Hydrogen-Related Fracture Behavior
in Martensitic Steel

Yasunari Takeda, Takashi Yonemura, Yuji Momotani, Akinobu Shibata,
and Nobuhiro Tsuji

Abstract
In the present study, a relationship between the applied
stress and the hydrogen-related fracture behavior in an
8Ni-0.1C martensitic steel was investigated by means of
constant loading tensile tests under various applied
stresses ranging from 400 to 1000 MPa. The time to
fracture in hydrogen charged specimens increased from
0.5 to 30.5 s with decreasing the applied stress from 1000
to 400 MPa. Area fractions of brittle fracture surfaces,
especially that of intergranular fracture surface, increased
as the applied stress decreased. Orientation analysis using
EBSD showed that micro-cracks observed in the vicinity
of the main crack initiated along prior austenite grain
boundaries regardless of the applied stress. The
hydrogen-related fracture processes under various applied
stresses were reconstructed by fracture surface topogra-
phy analysis and the results indicated that intergranular
fracture was dominant under the lower applied stress,
while the fracture mode changed from intergranular
fracture to quasi-cleavage fracture with progress of crack
propagation under the higher applied stress.

Keywords

Martensitic steel ⋅ Hydrogen embrittlement
Fracture surface ⋅ EBSD
Fracture surface topography analysis

Introduction

Hydrogen embrittlement is the phenomenon that materials
become very brittle due to the existence of hydrogen. Since
high strength steels, especially martensitic steels, show high
susceptibility to hydrogen embrittlement, this is one of the
serious issues for practical applications of high strength
steels. There are mainly two fracture modes in hydrogen
embrittlement of martensitic steels: intergranular fracture and
quasi-cleavage fracture. Previous studies [1–5] reported that
hydrogen-related intergranular fracture occurred along prior
austenite grain boundaries. Momotani et al. proposed that
hydrogen accumulated at prior austenite grain boundaries
during deformation, resulting in the intergranular fracture [6].
Quasi-cleavage fracture occurs inside prior austenite
grains but not along typical cleavage planes. Nagao et al.
observed the microstructure beneath the hydrogen-induced
quasi-cleavage fracture surface in martensitic steels [7]. Their
results suggested that the quasi-cleavage fracture path was
along lath boundaries. Shibata et al. found through a crys-
tallographic orientation analysis that the quasi-cleavage
fracture occurred on {011} plane [8–10]. To reveal the dis-
tinct condition that controls the fracture mode in hydrogen
embrittlement is one of the important keys for understanding
the mechanism of hydrogen embrittlement. It has been
reported that the fraction of intergranular fracture increased
with increasing hydrogen content [3], impurities content [11,
12] or decreasing the tempering temperature [2]. Deforma-
tion conditions, such as strain rate, stress concentration factor
and applied stress, are also the important factors which affect
hydrogen-related fracture behavior. Momotani et al. reported
that the fraction of brittle fracture surfaces significantly
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increased with decreasing the strain rate [6]. Wang et al.
carried out slow strain rate tensile tests using the specimens
with various stress concentration factors, and found that the
intergranular fracture region increased as the stress concen-
tration factor increased [3]. However, the effect of the applied
stress on hydrogen-related fracture modes in martensitic steel
has not been quantitatively clarified in detail. In the present
study, the relationship between the applied stress and the
hydrogen-related fracture mode in martensitic steels was
investigated by means of constant loading tensile tests under
various applied stresses.

Experimental Procedure

An 8Ni-0.1C steel was used in the present study. The
chemical composition of the steel is shown in Table 1.
A cast ingot of the steel was homogenized at 1100 °C for
9 h followed by air cooling. The homogenized ingot was
cold-rolled to a thickness of 1.7 mm. Then the sheet was
austenitized at 1000 °C for 30 min followed by ice brine
quenching and sub-zero cooling in liquid nitrogen to obtain a
fully martensitic structure. Specimens for constant loading
tensile tests were cut from the heat-treated sheets and
mechanically polished on both surfaces until the final
thickness of 1 mm was reached to remove the decarburized
layers formed during the heat treatments. The gauge length,
width, and thickness of the specimen were 10 mm, 5 mm,
and 1 mm, respectively. After polishing the surfaces of the
specimen with a 3 μm diamond suspension, the specimen
was cathodically pre-charged with hydrogen in a 3% NaCl
aqueous solution including 3 g L−1 NH4SCN at a current
density of 3 A m−2 for 24 h. The diffusible hydrogen content
after hydrogen pre-charging measured by a thermal des-
orption analysis was 1.72 wt. ppm. After the hydrogen
pre-charging, constant loading tensile tests were carried out
under the various applied stresses ranging from 400 to
1000 MPa at ambient temperature. To prevent a desorption
of hydrogen, hydrogen charging at a current density of 3 A
m−2 was continued during the constant loading tensile tests.
Fracture surfaces were observed using scanning electron
microscopy (SEM, JEOL: JSM-7800F). To reveal
microstructural features of hydrogen-related cracks, electron
backscattering diffraction (EBSD) analysis was carried out
using SEM (JEOL: JSM-7100F). Hydrogen-related fracture
process during the constant loading tensile test was simu-
lated by fracture surface topography analysis (FRASTA).
A FRASTA technique is a procedure for reconstructing a
fracture process in microscopic level [13]. There are three

steps in the FRASTA method: (1) obtain topographic maps
of conjugate area in opposing fracture surfaces, (2) overlap
the two topographic maps computationally until there is no
gap between them and (3) increase the relative distance
between the two topographic maps. A schematic illustration
of FRASTA method is shown in Fig. 1 [14].

Results and Discussion

Figure 2 shows an optical microscopy image of the
heat-treated specimen. The microstructure exhibits a typical
lath martensite structure consisting of laths, blocks, packets
and prior austenite grains. The stress-strain curve of the
uncharged specimen at ambient temperature at a strain rate

Table 1 Chemical composition
of the steel used in the present
study (wt%)

C Ni Mn Al Si P S Fe

0.116 7.94 0.01 0.033 0.005 0.001 0.0015 Bal.

Fig. 1 Schematic illustration showing the method of fracture surface
topography analysis (FRASTA) [14]

Fig. 2 Optical microscopy image of the heat-treated specimen
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of 8.3 × 10−6 s−1 is presented in Fig. 3. The 0.2% proof
stress and ultimate tensile strength measured from the
stress-strain curve are 928 MPa and 1287 MPa, respectively.

Figure 4 shows the relationship between the applied stress
and the fracture time in the constant loading tensile tests.
While the applied stress of 1000 MPa is higher than the 0.2%
proof stress, the other applied stresses ranging from 400 to
800 MPa are within elastic deformation region of the
uncharged specimen. It can be found from Fig. 4 that the
fracture time increased from 0.5 to 30.5 s with decreasing the
applied stress from 1000 to 400 MPa. Figure 5 are SEM
images showing typical fracture surfaces after the constant
loading tensile test (applied stress = 1000 MPa). Intergran-
ular fracture surface, quasi-cleavage fracture surface and
ductile fracture surface with dimple patterns were observed in
Fig. 5a–c, respectively. Figure 6 summarizes the relationship
between the area fractions of various types of fracture sur-
faces and the applied stresses. As the applied stress
decreased, the area fraction of brittle fracture surfaces,

Fig. 3 Nominal stress–nominal strain curve of the uncharged speci-
men at ambient temperature at a strain rate of 8.3 × 10−6 s−1

Fig. 4 Relationship between the applied stress and the fracture time in
the constant loading tensile tests

Fig. 5 SEM images showing typical fracture surfaces observed after the constant loading tensile tests (applied stress = 1000 MPa);
a intergranular fracture surface, b quasi-cleavage fracture surface and c ductile fracture surface with dimples

Fig. 6 Area fractions of different fracture surfaces after the constant
loading tensile tests under various applied stresses
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particularly that of intergranular fracture surfaces, signifi-
cantly increased. The results shown in Figs. 4 and 6 indicate
that the higher applied stress accelerated hydrogen-related
fracture, but decreased the area fraction of brittle fracture
surfaces.

Figure 7 are SEM images showing micro-cracks observed
in the vicinity of the main cracks in the specimens tested
under the applied stresses of (a) 400 and (b) 1000 MPa,
respectively. Figure 7c, d shows EBSD orientation maps of
the same regions as Fig. 7a, b. In these figures, packet
boundaries and prior austenite grain boundaries identified by
crystallographic orientation analysis are drawn in white lines
and white broken lines, respectively. It is obvious from these
figures that the micro-cracks formed along prior austenite
grain boundaries in both cases. The results indicate that the
hydrogen-related fracture initiated along prior austenite grain
boundaries regardless of the applied stress.

Figure 8 summarizes changes in the fraction of each
fracture surface under the applied stresses of (a) 400 MPa
and (b) 1000 MPa, respectively, evaluated by FRASTA. The
horizontal axis shows the distance (L) between the conjugate

topography maps of fracture surfaces. L is defined as 0 at
which the first cracking occurs in the specimen. Under the
applied stress of 400 MPa (Fig. 8a), intergranular fracture
mainly occurred at the early stages of fracture and the
fraction of ductile fracture surface with dimples increased as
the fracture proceeded. It was reported that hydrogen accu-
mulated at prior austenite grain boundaries during defor-
mation [6]. Therefore, the results suggest that under the
lower applied stress, such as a stress in elastic region,
hydrogen accumulation at prior austenite grain boundaries
around the crack tip is necessary for the crack propagation.
When the applied stress was 1000 MPa (Fig. 8b), on the
other hand, not only intergranular fracture but also
quasi-cleavage fracture and ductile fracture occurred at the
early stages of fracture. It is considered that under the higher
applied stress, such as a stress higher than the 0.2% proof
stress, cracks can propagate easily even in transgranular
manner once micro-cracks form. Therefore, the fracture time
decreased and the fraction of transgranular fracture surfaces,
such as quasi-cleavage fracture surface and ductile fracture
surface, increased as the applied stress increased.

Fig. 7 a, b SEM images and c,
d corresponding EBSD
orientation maps showing the
micro-cracks observed in the
vicinity of the main cracks in the
specimens tested under the
applied stresses of a, c 400 MPa
and b, d 1000 MPa, respectively.
Packet boundaries and prior
austenite grain boundaries are
drawn by white lines and white
broken lines, respectively
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Summary

In the present study, constant loading tensile tests under
various applied stresses were carried out to reveal the rela-
tionship between the applied stress and the hydrogen-related
fracture behavior. The main results obtained are as follows:

• The fracture time increased with decreasing the applied
stress. As the applied stress decreased, the fractions of
brittle fracture surfaces, especially that of intergranular
fracture surfaces, increased. The results indicated that the
hydrogen-related fracture was accelerated with increasing
the applied stress, while the fracture mode became more
brittle as the applied stress decreased.

• According to the EBSD orientation analysis, it was found
that hydrogen-related cracking initiated along prior grain
boundaries regardless of the applied stress.

• Hydrogen-related fracture processes during the constant
loading tensile tests were reconstructed by FRASTA.
Under the lower applied stress, the crack propagation
proceeded mainly by intergranular fracture. Under the
higher applied stress, on the other hand, the crack
propagation occurred not only by intergranular fracture
but also quasi-cleavage fracture and ductile fracture.
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Contact Pressure and Residual Strain
of Resistance Spot Welding on Mild Steel
Sheet Metal

Hua Zhong, Xiaodong Wan, Yuanxun Wang, and Yiping Chen

Abstract
Coupled electrical–thermal and thermo-elastic–plastic anal-
yses were performed to analyze the behavior of the
mechanical features during the resistance spot welding
(RSW) process including the squeeze, heating, and hold
steps, and to prepare for further structural analysis for large,
complex structures with a large quantity of resistance spot
welds. A two-dimensional axisymmetric thermo-elastic–
plastic FEM model was developed and analyzed in the
commercial FEM program, ANSYS. The analysis was
based on the transient temperature field obtained from a
transient electrical–thermal simulation of the RSW process
conducted by the authors. The distribution and change of the
contact pressure at the electrode–workpiece interface and
faying surface, the residual stress, and the residual plastic
strain distribution of the weldment were obtained through
the analysis.

Keywords

Resistance spot welding ⋅ Temperature field
Contact pressure ⋅ Residual strain

Introduction

The resistance spot welding (RSW) process is widely used in
sheet metal joining due to its advantages in welding effi-
ciency and suitability for automation. For example, a modern
vehicle typically contains 2000–5000 spot welds. Thus, the
behavior of the RSW process is extremely important to the
quality of the entire welding production.

During the RSW process, deformation, stress, and strain
will be generated and changed in the weldment due to the
electrode force and Joule heating, and residual stress and
strain will retain in the weldment after welding. It is a
complex process in which coupled interactions exist with
electrical, thermal, mechanical, and metallurgical phenom-
ena, and even surface behaviors. Numerous studies of the
mechanical features for such a complex process have been
performed on all kinds of welding conditions and materials,
using both theoretical and experimental methods [5, 7, 12]. It
can be concluded from these studies that spot welding failure
is likely related to many parameters of the RSW process,
e.g., residual stress, welding parameters, welding schedule,
sheet thickness, welding gap, welding nugget size, and
material properties. These parameters also affect the fatigue
life of the welded joint. Results of the relative research
studies show that the fatigue strength is mainly controlled by
the residual stress, welding gap, and stress concentration at
the notch of the welding nugget [1, 10, 14].

Recently, numerical methods have proved to be powerful
tools in studying these interactions, especially the finite
element analysis (FEA) method, which can deal with non-
linear behaviors and complex boundary conditions. It has
become the most important method for the analysis of the
RSW process [8, 9, 15] developed a real-time control
method in RSW and obtained direct correlations between
welding nugget formation and expansion displacement of
electrodes. Nied [13] developed the first FEA model for the
RSW process, investigated the effect of the geometry of the
electrode on the workpiece, and predicted the deformation
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and stresses. However, the developed model was restricted
to elastic deformation and could not calculate the contact
areas at the electrode–workpiece interface and faying sur-
face. Therefore, many researchers developed more sophis-
ticated FEA models that incorporate the contact status, phase
changing, and coupled field effects into the simulation of
RSW [3, 6, 17]. The iterative method was employed to
simulate the interactions between coupled electrical, thermal,
and structural fields [4, 11]. In this method, the stress field
and contact status were initially obtained from the thermo-
mechanical analysis, and then the temperature field was
obtained from the fully coupled electrical–thermal analysis
based on the contact area at the electrode–workpiece inter-
face and faying surface. The calculated temperature field was
then passed back to the thermo-structural analysis to update
the stress field and contact status. The iterative method can
provide the temperature field, the electric potential field, and
the stress and strain distributions of the spot welding in one
calculation, but the simulation of transient processes with
such a methodology would probably require a large amount
of computing time. On the other hand, although so many
studies have been conducted, we still do not have adequate
and accurate information of the RSW process due to its
inherent complexity. More detailed analyses are needed of
the mechanical features during the whole process of RSW.

The objective of this paper is to develop a multi-coupled
method to analyze the welding deformation of the RSW
process in order to reduce the computing time with the
minimum loss of computing accuracy. The behavior of the
mechanical features during the RSW process including the
squeeze, heating, and hold steps are very important for
further structural analysis for large, complex structures with
a large quantity of resistance spot welds.

Model and Mesh

For the solution of the welding deformation of the RSW
process in this research, an axisymmetric model was
developed and solved using the FEA method based on
ANSYS code. The two-dimensional axisymmetric model is
illustrated schematically in Fig. 1, where x and y represent
the faying surface and the axisymmetric axis, respectively.
Its corresponding dimensions are OE = HI = 1.5 mm for
two sheets of equal thickness, OI = EH = 15 mm for the
spot welding area, PA = FG = 5 mm and AG = 18 mm for
the cooling water area, PB = 11 mm for the radius of the
electrode, EF = 12.5 mm, ED = 3 mm, OP = 32 mm and
α = 30°, while the lower half of the model is mirror sym-
metric about the faying surface of the two sheet metals.

The model was meshed using three types of elements, as
shown in Fig. 2. The solid elements were employed to
simulate the thermo-elastic–plastic behavior of the sheets

and electrodes. The contact pair elements were employed to
simulate the contact areas. There were three contact areas in
the model. Contact areas 1 and 2 represented the electrode–
workpiece interface, and contact area 3 represented the
faying surface. They were all assumed to be in contact with
two deformable surfaces, and these surfaces were allowed to
undergo small sliding. In order to obtain reliable results, fine
meshes were generated near these contact areas, while the
meshes of other areas were relatively coarse.

Governing Equations and Boundary
Conditions

The constitutive equations of the materials for axisymmetric
transient thermal analysis based on thermo-elastic–plastic
theory can be written as

d σf g= ½D�d εf g− Cf gdT ð1Þ

fCg= − ½D� αf g+ ∂ D½ �− 1

∂T
σf g

 !
ð2Þ
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Fig. 2 Mesh generation of the developed model
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where σf g is the stress vector, εf g is the strain vector, αf g is
the thermal expansion coefficient, and ½D� is the elastic–
plastic matrix with D½ �= ½D�e in the elastic area,and
D½ � = ½D�ep = ½D�e − ½D�p in the plastic area, in which ½D�e is
the elastic matrix and ½D�p is the plastic matrix.

For the structural analysis, the stress equilibrium equation
is given by

∇σðr, tÞ+ bðr, tÞ= 0 ð3Þ
Where σ is the stress, b is the body force and r is the

coordinate vector. For the transient thermal analysis, the
following boundary conditions are specified on the surface
of Γ1, Γ2, and Γ3 (see Fig. 1).

• Γ1 (AB): σy = −q, where q is the uniform pressure which
can be determined according to the electrode force and
the section area of the electrode.

• Γ2 (FEOJ): Ux = 0, where Ux is the displacement in
x direction.

• Γ3 (KL): Uy = 0, where Uy is the displacement in
y direction.

Welding Parameters and Material Properties

The welding parameters used in this analysis are welding
current of 50 Hz, sine wave AC current of 12.2 kA, weld
time of 13 cycles (0.26 s), electrode force of 3 kN, and
holding time of 3 cycles (0.06 s).

Because the materials are subjected to a wide range of
temperatures, most of the material properties are considered
as temperature-dependent. The most important property in
the analysis of the RSW process is the contact resistivity of
the faying surface. The contact resistivity is a dependent
function on contact pressure, temperature, and average yield
strength of two contact materials. Vogler and Sheppard [16]
pointed out that the contact resistance decreases as the
contact pressure increases. Using a curve fitting procedure,
Babu et al. [2] developed an empirical model for establishing
the desired relationship of contact resistance against pressure
and temperature. During the RSW process, the contact
resistivity distribution influences the current density pattern,
which affects the temperature field through Joule heating,
while the temperature field then influences the mechanical
pressure distribution through thermal expansion, related to
the interface resistivity. Therefore, this is a highly non-linear
problem involving the complex interaction of thermal,
electrical, and mechanical phenomena. To simplify the
problem, many researchers took the contact resistivity as a
function of temperature [3, 6, 11, 17]. This simplification is
reasonable since, firstly, the load is constant in a specified

RSW process and, secondly, the yield strength of the
materials, which determines the contact status in the contact
area, is essentially influenced by temperature. With this
simplification, the computing time can be reduced greatly.
Therefore, in this research, the temperature-dependent con-
tact resistance was imposed at the faying surface. The
mechanical and thermal properties of both the copper elec-
trode and mild steel sheet workpiece are shown in Figs. 3
and 4.

Thermo-Elastic–Plastic Analysis

The temperature field and its changing of the sheet metal
RSW have been obtained and well discussed through the
coupled electrical–thermal analysis by Hou et al. [8, 9].
Figure 5 shows the temperature-changing histories at the
center of the weld nugget (point O in Fig. 1) and the center
and the edge of the electrode–workpiece interface (points E

Fig. 3 Mechanical and thermal properties of the mild steel

Fig. 4 Mechanical and thermal properties of the copper electrode
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and D in Fig. 1) from which we can see the changing of
temperature and the heat affected zone (HAZ) during the
RSW process.

For the thermo-elastic–plastic analysis, some hypotheses
are cited. The mechanical properties stress and strain related
with the welding temperature are linearly changed in a small
time increment. Elastic stress, plastic stress, and temperature
stress are separable. Strain stiffening occurs in the plastic
field and obeys the theory of rheology. The Mises Yield
Criterion is used for the material yield strength. The welding
thermo-elastic–plastic analysis is constructed by the
strain-displacement relationship or compatibility condition,
stress-strain relationship or constitutive relationship, equi-
librium condition, and boundary conditions. The constitutive
equations of the material in the temperature field can be
written as Eq. (1). In the elastic field, D½ �= D½ �e is the elastic
matrix, and

Cf g= Cf ge = D½ �e αf g+ ∂ D½ �− 1
e

∂T
σf g

 !
ð4Þ

αf g is the thermal expansion coefficient. In the plastic field,
D½ �= D½ �ep, and

D½ �ep = D½ �e − D½ �e
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where f ðσx, σy, . . .Þ is the yield function. The material would
yield at the value f0ðσs,T ,KÞ at the temperature T and the
strain hardening exponential K. At loading, the consistency
condition must be content, so,

∂f

∂σ

� �T

dσf g= ∂f 0
∂K

� �
∂K

∂ε

� �T

dεf g+ ∂f 0
∂T

dT ð8Þ

For any cell of the weldment, at time τ, temperature is T ,
force at the node is Ff ge, node displacement is δf g, strain is
εf g, stress is σf g, and at time τ + dτ, there are T + dT ,
F + dFf ge, δ+ dδf g, ε+ dεf g, σ + dσf g. Using the virtual

displacement principle, we can obtain

dδf gT F + dFf ge =
ZZ

ΔV
dδf gT B½ �T σf g+ D½ � dεf g− Cf gdTð ÞdV

= dδf gT
ZZ

ΔV
B½ �T σf g+ D½ � dεf g− Cf gdTð ÞdV

ð9Þ
It is equilibrium at time τ, so,

Ff ge =
ZZ

ΔV
B½ �T σf gdV ð10Þ

Then, Eq. (1) can be expressed as

dFf ge =
ZZ

ΔV
B½ �T D½ � dεf g− Cf gdTð ÞdV ð11Þ

or written as

dFf ge + dRf ge = K½ �e dδf g ð12Þ
where the original strain equivalent node force is

dRf ge =
ZZ

ΔV
B½ �T Cf gdTdV ð13Þ

Cell stiffness matrix is

K½ �e =
ZZ

ΔV
B½ �T D½ � B½ �dV ð14Þ

Given the different D½ � and Cf g according to the elastic or
plastic state, the equivalent node load and stiffness matrices
can be obtained. Then, posting them to the general stiffness
matrix and the general load vector, the algebra equations of
the node displacement can be obtained by

K½ � dδf g= dFf g ð15Þ
where

K½ �= ∑ K½ �e ð16Þ

dFf g= ∑ dFf ge + dRf ge
� � ð17Þ

Fig. 5 Temperature-changing histories of the RSW process
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For welding problems, ∑ dFf ge is often zero, then,

dFf g= ∑ dRf ge ð18Þ
From the algebra equations (15), the node displacement

can be obtained, and then the node stress can be obtained
through the constitutive equations.

To correctly load the temperature field, the FEA model
and mesh in the thermo-elastic–plastic analysis are identical
with those in the temperature field analysis as shown in
Fig. 1. But the boundary conditions and the property of the
mesh cells must be changed correspondingly. For the plastic
material of the mild steel and copper electrode, the double
linear thermo-elastic strengthen material model is adopted,
and the physical equations are

ε= σ
E σj j≤ σsð Þ

ε= σ
E + σj j− σsð Þ 1

E′
− 1

E

� �
sign σ σj j> σsð Þ

�
ð19Þ

in which the material mechanical parameters, including the
Young’s modulus E, shear modulus E′, and yield strength
σs, which changed with temperature, are shown in Figs. 3
and 4. The shear modulus E′ is taken as 1/10 of the Young’s
modulus E at corresponding temperature.

The electrode force was loaded at the contact surface
(EH and OI in Fig. 1) of the electrode and the mild
steel sheets as a uniform load. The load boundary
condition was σy = −q, where q was the load intensity
obtained by the contact pressure. Loading the tempera-
ture field at the corresponding time as the node body

load, the APDL (analysis parametric design language)
loop language of ANSYS was used in the loading
process.

Results and Discussion

Contact Pressure

The contact pressures at the faying surface of the two sheet
metals and the electrode–workpiece interface can be divided
into three steps. Figure 6 shows the contact pressures on the
faying surface of the two sheet metals at different heating
cycles. During the squeeze step (marked as cycle 0), a
maximum contact pressure of 83 MPa was attained near the
edge of contact area, and the pressure at the faying surface
was a little changed. As the heating cycles started (electri-
fying), the pressure near the edge of the contact area was
decreased, while the pressure at the center of the contact area
increased quickly. Cycle 1 to cycle 3 compose the second
step. At cycle 3, the maximum contact pressure at the center
of the faying surface of the two sheet metals reached
155 MPa, with a contact area radius of 3 mm. Then, the
pressure near the edge of the contact area started to increase,
became and kept larger than that of the center of the contact
area during the consequent cycles at the third step from cycle
4 to cycle 8. The peak value of 168 MPa appeared at cycle 5,
with the a contact area radius of 3.1 mm. At the same time,
the location of the maximum pressure value moved outward

(a) squeeze and second steps (b) third step

Fig. 6 Contact pressure at the faying surface
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from the contact area. The high contact pressure near the
edge of the contact area is a benefit to the RSW process
because it can prevent liquid metal expulsion during weld-
ing. The contact area on the faying surface of the two sheet
metals was nearly constant during the heating cycles. The
radius of the contact area was varied in a narrow range from
3–3.5 mm.

The distributions and change of the contact pressure due
to the thermal expansion of the RSW welding joint and the
material properties were subjected to a wide range of tem-
peratures. At the second step, the temperature at the center of
the faying surface of the two sheet metals was increased
rapidly and the temperature near the edge was quite low, so
the thermal expansion of the material in the center of the
faying surface was much bigger than that near the edge. The
contact pressure in the center of the faying surface was
larger. At the third step, the Young’s modulus and yield
strength of the material at the center of the faying surface
decreased obviously with the increase of the temperature.

The contact pressure distributions on the electrode–
workpiece interface are shown in Fig. 7. Obviously, it has a
different pattern from that on the faying surface of the two
sheet metals. During the squeeze step (cycle 0), the pressure
was relatively uniform near the center of the contact area but
very steep at the edge of the contact area. As the heating
cycles started, the pressure profile changed. The pressure
near the center of the contact area increased while the
pressure at the edge of the contact area decreased quickly.
Since the temperature at the center of the contact area
increased quickly, the material along the axisymmetric axis

expanded, while the temperature at the edge of the contact
area was still low and the material was unchanged. This
status was kept for 4 cycles, and then another change
occurred. The distribution pattern became similar to that of
the squeeze step. This is probably because the temperature
near the center of the contact area became so high that the
Young’s modulus of the material decreased, while the tem-
perature at the edge of the contact area increased and led to
thermal expansion. The contact pressure distribution was
kept on this status up to the end of holding step, which
means the electrode edge was kept working under large
stress. In other words, there was a stress concentration at the
edge of the electrode, which could be the vital cause for the
abrasion of the electrode tip.

Residual Stress

The stress field in the weldment during the RSW process is
very complex. The normal stress σy has an important influ-
ence on the form of the weld nugget. Figure 8 shows the
distribution of normal stress σy at the squeeze and weld
nugget forming steps. It can be seen that there was mainly
compressive stress in the contact area, and the maximum
stress was about 172 MPa at the edge of the electrode–
workpiece interface. Figure 8b, c show the distribution of
normal stress σy at cycle 9 and cycle 13, when the weld
nugget started to form and completely formed (the end of
holding step). The stress field became more complex due to
the generation of thermal stress.

(a) squeeze and second steps (b) third step

Fig. 7 Contact pressure at the electrode–workpiece interface
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Residual Plastic Strain and Welding Deformation

The distribution and change of the strain, especially the
plastic strain, is very important to the residual stress and
deformation of the weldment. The strain field in the weld-
ment during the RSW process is also very complex. The
welding residual stress is produced in the welded joint as a
result of plastic deformation caused by non-uniform thermal
expansion and contraction due to non-uniform temperature
distribution in the welding process. Figure 9 shows the
residual plastic strain of the weldment in radial and normal
orientation after welding. It can be seen that the radial
residual plastic strain is mostly compression strain and the
normal strain is tension strain on the contrarily. The maxi-
mum of the residual plastic strain occurred near the edge of

the contact area through the thickness of the sheets. Com-
paring Fig. 10, the distribution of residual plastic strain of
the weldment in radial and normal orientation at the highest
temperature after RSW welding, we can give the following
discussion. During the RSW process, the material in the
center part of the welding joint expanded with electrifying
and heating up, but embarrassed by the material around in
the radial orientation. So, a larger compression plastic strain
was produced as shown in Fig. 10a. The maximum radial
compression plastic strain was about 0.063955 at the highest
temperature after welding.

Embarrassed in the radial orientation, the deformation of
the material was turned to the normal orientation during the
RSW process. Compressed by the electrode pressure in the
radial orientation (but the pressure was less than the

σy at squeeze step σy at the time of nugget started to form

σy at the time of nugget completely formed

(a) (b)

(c)

Fig. 8 Normal stress σy in the weldment during the RSW process
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resistance of the thermal expansion of the material of the
welding joint), the normal dimension increased and the
normal tension plastic strain was produced. The material
near the edge of the electrode was extruded and larger ten-
sion plastic strain was produced as shown in Fig. 10b. The
maximum normal tension plastic strain was about 0.069522
at the highest temperature after welding.

Once electrifying after welding stopped, compression of
the material started. Embarrassed by the material around in
the radial orientation, tension plastic strain was produced
and the radial compression plastic strain could be counter-
acted partly but not completely, so the residual compression
plastic strain remained. Figure 9a shows that the residual
compression plastic strain was only about 0.003345; most of
the residual compression plastic strain was eliminated. In the
normal orientation, compression plastic strain was produced
by the electrode pressure, most of the tension plastic strain

was eliminated, and residual tension plastic strain remained.
Figure 9b shows that the residual tension plastic strain was
about 0.005518.

Conclusions

The determinations of the contact pressure at the faying
surface and electrode–workpiece interface are important
aspects of the numerical analysis. The distributions of the
contact pressure at the faying surface are very important
during the RSW process, because they determine the dis-
tribution of the electric resistance. The contact resistance
distribution influences the current density pattern, which
affects the temperature field through Joule heating, while the
temperature field then influences the mechanical behavior of
the weldment. The distributions of the contact pressure at the

(a) radial residual plastic strain (b) normal residual plastic strain

Fig. 9 Residual plastic strain of the weldment after welding

(a) radial compression plastic strain (b) normal compression plastic strain 

Fig. 10 Residual plastic strain of the weldment at highest temperature after welding
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electrode–workpiece interface have little influence on the
temperature field, however, they have great influence on the
useful life of the electrode.

The deformation of the weldment is produced due to the
residual plastic strain. The residual plastic strain and the
welding deformation are symmetrical if the two sheet
workpieces have equal thickness. Research studies show that
the symmetrical residual plastic strain has a very small
influence on the deformation of the welding structure.
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Strain-Induced Martensitic Transformation
in a Co-Cr-W-Mo Alloy Probed
by Nanoindentation

Irmgard Weißensteiner, Patrick Voigt, Helmut Clemens,
and Verena Maier-Kiener

Abstract
Co-Cr-W-Mo alloys have been used for dental implants for
many decades. Thermomechanical processing in combina-
tionwith heat treatments leads to a significant improvement
of the materials properties regarding application and
manufacturing. During hot isostatic pressing (HIP) of the
cast prematerial, a change in the chemical composition of
the constituent phases occurs, which influences the sus-
ceptibility of the metastable fcc Comatrix to strain-induced
martensitic transformation (SIMT). The purpose of this
studywas to identify the effect of the HIP process on SIMT.
The local mechanical behavior of preselected grains in
{111}, {110}, and {100} orientations was analyzed by
nanoindentation, and the chemical composition of the
primary dendrites was studied by atom probe tomography
(APT). Due to HIP, the chemical composition of the matrix
slightly changed, which in turn changes the fcc ! hcp
transformation temperature and, connected with that, the
tendency to SIMT. Further, the present study revealed a
slight orientation anisotropy of the Young’s modulus in the
as-cast condition and a general drop in hardness after HIP.

Keywords
Co-Cr implant alloy
Strain-induced martensitic transformation
Nanoindentation

Introduction

Co-Cr alloys are broadly developed and well established in
the dental implantology due to the high resistance against
corrosion in contact with human body fluids and a sufficiently
high wear resistance [1, 2]. Due to economic reasons, the
initial material for implants is usually cast and subsequently
HIPed. Because the material shows a certain texture after the
casting process, mechanical anisotropy must be considered in
implant design. As state-of-the-art method, Co-Cr implants
are manufactured by a combined CAD/CAM process, where
a significant amount of strain is applied to the material. Due
to the low or even negative stacking fault energy (SFE) of
Co-Cr alloys [2–5], the deformation is accomplished by
localized gliding on distinct gliding planes, twinning, and
strain-induced martensitic transformation from the meta-
stable high temperature fcc structure to the stable e-hcp phase
[6–9]. The SFE and in turn the tendency to SIMT of the
Co-Cr solid solution is strongly influenced by the chemical
composition, especially the addition of C and N is reported to
be able to suppress the formation of e-Co in Co-Cr-Mo alloys
[2, 4, 10, 11].

Experimental Procedure

The starting material with the nominal composition of
Co-24Cr-8W-3Mo (m.%) was cast in ingots of Ø 100 mm
and subsequently HIPed at 1200 °C for 240 min at a pres-
sure of 100 MPa in order to close residual casting porosity.
For metallographic examination the samples were ground,
polished, and finally macro-etched in a solution of saturated
Fe(III)Cl in HCl (32%) for 6–8 min. The grain size was
determined according to the linear intercept method by
employing the software package Stream Motion 1.9.3 pro-
vided by Olympus. The macroscopic hardness was tested by
Vickers hardness measurements. The mechanical properties
were investigated by nanoindentation in the cast as well as
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the HIPed condition. To this end, the samples were carefully
cut in a laboratory cutting device, ground, and polished with
a small polishing pressure. The final polishing step was
performed with an oxide polishing suspension (OP-U from
Struers), which was mixed with H2O2 in order to remove any
deformation layers from the prior preparation.

Electron backscatter diffraction (EBSD) analyses were
performed prior to and after the indentation process in order
to identify grains in {111}, {110}, and {100} orientation
parallel to the sample surface. For this procedure, a dual
beam scanning electron microscope (SEM) of the type Versa
3D from FEI was employed, which is equipped with an
EDAX Hikari XP camera. For the data acquisition, the
software package OIM Data Collection 7 was used, and for
the data evaluation, OIM Analysis 7.3 was employed. The
datasets had a step-size of 80 nm. A grain confidence index
standardization clean-up was performed, and all data points
with a confidence index below 0.05 were discarded.

Nanoindentation testing was performed with a platform
Nanoindenter G200 (Keysight Tec Inc, Santa Rosa, CA,
USA) equipped with a three-sided Berkovich diamond
indentation tip and a continuous stiffness measurement
(CSM) unit. The latter allows the depth-dependent deter-
mination of the contact stiffness, and thus the evaluation of
hardness and Young’s modulus (Poisson ratio 0.31), by
superimposing a sinusoidal displacement signal during
indentation. Indentation experiments were conducted in
constant strain rate mode with an applied indentation strain
rate of 0.05 s−1 to a maximum indentation depth of
1000 nm, and the data analysis was performed according to
the Oliver-Pharr analysis [12]. Finally, the mechanical
properties were averaged between 800 and 950 nm inden-
tation depth. For all tests, neighboring indentations were set
with distances of more than 20 times indentation depth

(20 µm) to each other in order to exclude any overlapping of
the individual plastically deformed zones [13].

The APT measurements were performed on a
Cameca LEAP 3000X HR at 60 K, with an applied pulse
rate of 200 kHz, a pulse fraction of 20%, and an evaporation
rate of 1%.

Results and Discussion

A coarse microstructure of the material in as-cast condition
and after HIP was revealed by a macro-etching method
(Fig. 1 a, b). The examination of the grain size in this area
by means of linear intercept method showed a size of
1.4 ± 0.9 mm and 1.7 ± 0.8 mm for as-cast and HIPed
material, respectively. SEM investigations in combination
with energy dispersive X-ray spectroscopy and EBSD
analyses identified the microstructural constituents as coarse
primary dendrites with small amounts (<5% in total) of
interdendritic Laves and v–phase as well as Nb-Mo nitrides
[14]. Although the material appears to undergo no
microstructural changes on the macroscopic level during the
HIP process, the morphology of the interdendritic phases
suggests that partial dissolution as well as re-precipitation
took place. However, this change in phase fraction and
microstructural morphology does not influence the macro-
scopic hardness; the cast material exhibits 306 ± 10 HV10
and after the HIP process, the hardness was determined to be
304 ± 11 HV10.

In order to correlate changes in microstructure with the
mechanical properties of the alloy, nanoindentation experi-
ments were performed in preselected grains with {111},
{110}, and {100} planes parallel to the sample surface. In all
selected grains, at least nine indentations were set, and the

Fig. 1 Microstructure of the a as-cast and b HIPed condition
(light-optical micrographs); SEM images taken in backscattered
electron mode of the c cast and d HIPed material [14] (parts of this

figure are reprinted from Practical Metallography 53, 450 by I.
Weißensteiner, P. Voigt, V. Maier-Kiener, and H. Clemens, © Carl
Hanser Verlag GmbH & Co.KG, Munich)
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average values for hardness and Young’s modulus are pre-
sented in Fig. 2. A comparison of the orientation-dependent
Young’s moduli confirms the general trend observed for any
fcc materials, where E111 > E110 > E100 [15]. However, it is
important to mention that measured elastic anisotropies are
reduced during nanoindentation testing due to the multi-axial
loading situation of the used pyramidal indentation tip [16].
Regarding the production route influences, the HIP process
does not induce any significant change in the modulus val-
ues. In contrast to that, the hardness slightly decreases in all
three analyzed crystallographic orientations.

After testing, the plastically deformed zone around the
residual impressions were analyzed in detail by EBSD. For
both materials conditions, the indentations in a grain with
{100} orientation are shown exemplarily in Fig. 3. The
grayscale background of the EBSD analyses around the
marked indents correlates to the pattern quality of the indi-
vidual data points, which is, for example, decreased due to
surface roughness caused not only by the indentation
pile-up, but also by a high dislocation density. Thus, the
darker lines correspond to the gliding bands with accumu-
lated deformation. Primarily in the as-cast condition, there
are areas within the plastically deformed zone around the

impressions that exhibit hcp crystal structure; these data
points are colored green in Fig. 3 c, f. Regions that fulfill the
Shoji-Nishiyama orientation relationship, i.e., (111)fcc||(11–
20)hcp and <101> fcc|| <0001> hcp [17], are colored yellow.
For an equal area around the indents (25 � 25 µm2), iden-
tical preparation procedure, and identical measurement as
well as same analysis parameters, the area fraction of data
points with a confidence index of >0.15 that are assigned to
the hcp phase decreases from 1.7% (for the as-cast condi-
tion) to 0.7% (HIP-condition). The corresponding mechan-
ical data, such as load-displacement or hardness and
Young’s modulus over indentation depth, however, show no
obvious differences where drops might occur during phase
transformation. Thus, up to now no local mechanical indi-
cations in hardness, modulus, or load can be directly con-
nected to the present SIMT due to the implied plastic strain
of 8% during indentation.

Due to the HIP process, the alloying elements are par-
tially redistributed. This results in a change of the chemical
composition of the primary dendritic areas, which exhibit an
fcc structure. By means of APT, these changes could be
analyzed more accurately when compared to SEM-EDS.
Figure 4a shows the 3D reconstruction of the measured tips,

Fig. 2 Nanoindentation data of grains with varying crystal orientation
parallel to the sample surface: {100}, {110}, and {111}. Hardness and
modulus values are the average of 9 indents for both sample conditions,

i.e., as-cast and HIP. The full bars represent the values of the elastic
modulus whereas the shaded bars depict the average hardness values

Fig. 3 Comparison of nanoindentations in as-cast a–c and HIPed
condition d–f. a and d show the respective SEM images of the field of
indents. The color code of the EBSD data in b and e shows the
orientation and the overlaid greyscale corresponds to the pattern
quality. In c and f the color code represents the crystal structure; fcc

points are colored red, hcp points are colored green. Prior to the testing,
the grains in {100} orientation were completely fcc; after testing the
as-cast condition shows a higher fraction of data points of hcp structure.
The yellow lines along the phase interfaces denote sites that fulfill the
Shoji-Nishiyama orientation relationship [17]
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where both exhibit a homogeneous distribution of the ele-
ments without any clustering. In Fig. 4b the corresponding
change of the amount of the individual alloying elements is
depicted. The color code represents the effect of the indi-
vidual elements on the stacking fault energy of the solid
solution according to [2]. The elements indicated in green
color increase the fcc ! hcp transformation temperature
and, thereby, also the tendency to SIMT. In contrast, the
elements marked in red stabilize the fcc structure. For a
rough estimation of the effect on the stability of the fcc
matrix, the compositional change can be combined with the
individual shifts of the transformation temperature taken
from [2], which finally results in a decrease of the fcc ! hcp
transformation temperature of about 70 K. This is in
accordance with the lower amount of hexagonal phase after
plastic deformation during indentation observed in the
HIPed condition (Fig. 3).

Conclusions

In this study, the effect of the HIP process on the mechanical
properties and SIMT of a Co-24Cr-8W-3Mo dental alloy
were investigated by EBSD and nanoindentation. The alloy
shows an anisotropy of the elastic modulus, which is qual-
itatively in accordance with literature. The HIP process leads
to a decrease of the hardness values in all measured orien-
tations, whereas no overall trend in the Young’s modulus
could be observed. The effective strain of 8% applied during
nanoindentation leads to a change of the crystal structure in
the plastically deformed zone around the indentations. It was
proven that the transformed area fraction in the as-cast
condition is significantly higher than that in the HIPed
specimen. This is explained by the change of the chemical
composition of the fcc matrix during the HIP process. By
means of APT an increase of the fcc stabilizing elements in
the matrix was detected, which corresponds to a drop of the

fcc ! hcp transformation temperature of about 70 K,
which, in turn, leads to a decrease of the tendency to SIMT
as observed by EBSD.
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Estimation of Solute Carbon Concentration
by Electrical Resistivity Method
in Low-Carbon Martensitic Steel

Toshihiro Tsuchiyama, Taiga Taniguchi, Daichi Akama, Setsuo Takaki,
Kenji Kaneko, Masahide Yoshimura, Masaaki Fujioka,
and Ryuji Uemori

Abstract
The concentration of solute carbon in as-quenched
tempered low-carbon martensitic steels (Fe-2%Mn-0.3%
C) were estimated from the electrical resistivity. It was
found that the electrical resistivity decreased gradually
with the increase of the tempering period, and its
decreasing rate was enlarged by raising the tempering
temperature. The decrement in electrical resistivity was
mainly due to the decrease in the amount of solute carbon
caused by carbide precipitation. An empirical equation
was then applied to convert the electrical resistivity to the
solute carbon concentration, where the densities of
dislocation and that of grain boundary were also taken

into account. Quantitative analysis for a specimen tem-
pered at 373 K for 3.0 ks revealed that the concentration
of solute carbon was decreased by 0.005 mass% during
the tempering. This estimated value agreed well with the
amount of precipitated carbide (Fe2.5C) measured by
TEM observation. As a result, it was concluded that the
solute carbon concentration could be estimated quantita-
tively from the electrical resistivity measurement in
as-quenched and tempered martensitic steel.

Keywords

Electrical resistivity ⋅ Low-carbon steel
Martensite ⋅ Tempering ⋅ Solute carbon
Age hardening

Introduction

Recent development of analytical instruments such as
high-resolution transmission electron microscopy (TEM) and
3D atom probe has revealed the atomic distribution of carbon
in martensite. For example, Hutchinson [1] reported the
inhomogeneous distribution of carbon in martensite even
under as-quenched condition. In particular, it was found that
most of carbon precipitated as carbides or segregated at lath
boundaries and dislocations through auto-tempering in the
case of low-carbon steels with a relatively high Ms temper-
ature (0.12%C steel). This result suggests that the amount of
carbon present in solid solution (solute carbon concentration)
is dependent on the degree of auto-tempering, and thus, it is
influenced by the Ms temperature or cooling rate on
quenching. When such a quenched martensite is subjected to
subsequent tempering process, the remaining solute carbon
would gradually precipitate and segregate further, which
affects the mechanical property of the steel. Therefore,
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quantitative analysis methods measuring the amounts of
solute carbon must be established for understanding the
strengthening mechanism of martensitic steels.

Electrical resistivity measurement is one of the most
promising methods which responds directly and sensitively
to the concentration of elements present in solid solution
[2–5]. Although the electrical resistivity is significantly
affected by not only solute elements but also lattice defects
such as grain boundaries and dislocations [4, 5], it would be
possible to estimate the solute carbon concentration if the
effects of lattice defects and other solute elements could be
separated.

In this study, electrical resistivity measurements were
applied to a low-carbon martensitic steel for estimating the
concentration of solute carbon in as-quenched specimen
and its change during low temperature tempering. The
results obtained by the electrical resistivity method was
then verified by comparing the estimated amount of carbide
between this method and observation result by TEM
observation.

Experimental Procedure

A low-carbon steel with chemical composition of
Fe-0.31C-2.0Mn-0.5Si (mass%) was used in this study. The
steel was produced by vacuum melting, and then annealed at
1423 K for 3.6 ks, followed by hot rolling to 15 mm thick
plate. Specimens cut from the steel plate (10 × 10 × 60
mm) were solution-treated at 1373 K for 1.8 ks, followed by
water quenching to obtain full martensitic structure. The
cooling rate on the water-quenching was measured at
450 K/s at a temperature around Ms temperature of 653 K.
The solution-treated specimens were subjected to tempering
at different temperatures, and then the changes in hardness
and microstructure were investigated after the heat treatment.
The microstructures were observed with TEM (JEM-3200
FSK, JEOL) at an operating voltage of 300 kV. Thin foil
specimens for the TEM observations were obtained by
electropolishing at room temperature using an automatic
twinjet electropolisher at a voltage of 35 V with electrolyte
consisted of 10% perchloric acid and 90% acetic acid.
Electrical resistivity was measured by four-point probe
method [2] at 77 K and treated with a unit of specific
resistance [Ωm]. For obtaining the continuous resistivity
change during tempering, the measurement and additional
heat treatment were alternately conducted without discon-
necting the lead lines for the measurements of electrical
resistivity.

Results and Discussion

Change in Hardness and Microstructure During
Low Temperature Tempering in 0.3C Martensitic
Steel

Figure 1 shows changes in hardness of quenched and tem-
pered 0.3C steel as a function of tempering time. The hardness
of the specimens tempered at 523 K decreased monotonically
during the tempering as usually reported, while that tempered
at 373 K exhibited age hardening. The peak hardness was
obtained when the aging time reached around 3.0 ks, and soon
followed by over-aging softening by prolonged tempering.
Speich et al. [6] reported a similar age hardening phenomenon
from a specimen tempered at 373 K in 0.18%C martensitic
steel, and inferred that the carbon segregation to dislocations
was attributed to the increase of hardness. On the other hand,
Danoix et al. [7] found that spinodal (ordered) regimes
formed within the martensite matrix during the 373 K tem-
pering. These facts indicate a certain amount of solute carbon
should have remained in the as-quenched martensite matrix
though some of the added carbon might have already segre-
gated or precipitated before tempering due to auto-tempering
as reported by Hutchinson [1].

Figure 2 shows TEM images of (a) as-quenched,
(b) peak-aged, and (c) over-aged specimens. Although a
small amount of tiny carbides was observed, coarse carbide
particles were hardly seen in the as-quenched specimen, as
shown in Fig. 2a. On the other hand, a dense distribution of
fine carbide particles is clearly observed in the peak-aged
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specimen, as shown in Fig. 2b. As a result of structure
analysis with electron diffraction patterns, the fine carbides
were found to be χ carbides (Fe2.5C) which is one of the
metastable carbides in carbon steel [8]. Its average size and
number density were measured with this picture at 2 nm and
1.5 × 105/μm3, respectively. The age hardening observed in
Fig. 1 could have been caused by precipitation of this fine
carbide particles. In the over-aged specimen (c), coarse
stable carbides, namely cementite (Fe3C), was frequently
observed.

Results of Electrical Resistivity Measurements

Figure 3 shows the changes in electrical resistivity, ρ, and
the difference from as-quenched state, Δρ, as a function of
tempering time in the tempered specimens. In addition to the
low temperature tempering of 0.3C steels at 373 and 523 K,
results on carbon-free Fe-18%Ni alloy (18Ni steel) tempered
at 373 K were also presented to differentiate the effect of the
changes in dislocation and grain boundary densities from the
effect of solute carbon. The values of ρ for the 0.3C steel are
found to decrease with increasing tempering time and the
decreasing rate in ρ is enhanced by raising the tempering
temperature. On the other hand, the Δρ values for 18Ni steel
is almost negligible, which suggests that the effects of the
changes in dislocation and grain boundary densities during
such a low temperature tempering is small enough, and the
Δρ in 0.3C steels mainly corresponds to changes in the
amount of solute carbon. Araki et al. [9] have demonstrated
that the segregation of carbon at grain boundaries has
insignificant effect on electrical resistivity in a previous

study. Assuming that the segregation at dislocations is also
insignificant, similar to grain boundary segregation, the Δρ
can only derive from the change in the amount of solute
carbon in solid solution in the martensite.

It should be noted here that the values of ρ of
as-quenched specimens shown in Fig. 3 is not consistent and
shows considerable scatter. The reason for this behavior has
not been strictly clarified; however, some internal strain or
defects generated on water-quenching should vary depend-
ing on the size and location of the specimen, and this may
sensitively influence the measured value of electrical resis-
tivity. Such scattering never occurred when we used 5%
manganese steels with a sufficient hardenability which were
air-cooled to obtain full martensitic structure.

Estimation of Solute Carbon Concentration
in As-Quenched and Tempered Specimens

In order to convert the measured electrical resistivity into
carbon concentration, the following empirical relationship,
originally proposed for ferritic steels [3], was applied to the
martensitic steel.

ρ= 0.704+ 13.3 %Si½ �+ 0.04 %Mn½ �+ 30 %C½ � ðμΩ cmÞ
ð1Þ

By assigning the chemical composition of each element
and the measured electrical resistivity to Eq. 1, the solute
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Fig. 2 TEM images of a as-quenched, b peak-aged (373 K-3.0 ks),
and c over-aged (523 K-1.8 ks) 0.3%C steels
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carbon concentration could be roughly estimated. The calcu-
lated solute carbon concentrations were plotted as a function
of tempering time for 373 and 523 K tempered specimens in
Fig. 4. The solute carbon concentration is gradually decreased
with increasing time. As for the as-quenched specimens (the
points on the vertical axis), the solute carbon concentration is
estimated at around 0.18%, although this value contains the
as-mentioned scatter due to internal strain or defects.

Now we focus on the peak-age condition, at 373 K for
3.0 ks. Under this condition, the change in solute carbon
concentration from the as-quenched state is found to be
approximately 0.005 mass%. If this carbon was all con-
sumed to form χ carbides (Fe2.5C), the volume fraction of
the carbide would be calculated at 0.063 vol.% with con-
sideration of its density and structure. Since the size of
carbide particles is already known from Fig. 1 (2 nm), the
number density can be simply calculated at 1.6 × 105/μm3.

This calculated value agrees well with the microstructure
observed with TEM, suggesting that the electrical resistivity
measurement is an effective method for quantitative esti-
mation of the solute carbon concentration in as-quenched
and tempered martensitic steel.

Conclusions

(1) Age hardening behavior was confirmed in the Fe-0.3%
C steel tempered at 373 K with its peak hardness after
3.0 ks tempering. This phenomenon suggests that solute
carbon was present in solid solution in the as-quenched
martensite, which then precipitates as carbides during
the tempering.

(2) It was found that the change of electrical resistivity was
directly correlated with the concentration of solute
carbon during the tempering.

(3) The estimation of the number density of precipitated
carbides by electrical resistivity measurement agreed
well with TEM observation, which demonstrates the
validity of this method for estimating solute carbon
concentration in martensitic steels.

References

1. Hutchinson B, Hagström J, Karlsson O, Lindell D, Tornberg M,
Lindberg F, Thuvander M (2011) Acta Mater 59:5845

2. Komatsu S, Fujikawa S (1997) J Jpn Inst Light Met 47:170
3. Joubouji K (2011) J Inst Nucl Saf Syst 18:228
4. Karolik AS, Luhvich AA (1994) J Phys Condens Matter 6:873
5. Miyajima Y, Komatsu S, Mitsuhara M, Hata S, Nakashima H,

Tsuji N (2015) Phil Mag. https://doi.org/10.1080/14786435.2015.
1021400

6. Speich GR, Leslie WC (1972) Metall Trans 3:1043
7. Danoix F, Zapolsky H, Allain S, Gouné M (2015) Proc Int

Conf PTM, TMS, 537
8. Imai Y, Ogura T, Inoue A (1972) Tetsu-to-Hagané 58:726
9. Araki S, Fujii K, Akama D, Tsuchiyama T, Takaki S, Ohmura T,

Takahashi J (2017) Tetsu-to-Hagané 103:491

0.12

0.14

0.16

0.18

0.20

0.1

Tempering time (ks)
As-quench

C
ar

bo
n 

so
lu

te
 c

on
ce

nt
ra

tio
n 

(m
as

s%
)

373K

523K

10 103

Fig. 4 Calculated solute carbon concentrations plotted as a function of
tempering time for 373 and 523 K tempered 0.3%C steel

254 T. Tsuchiyama et al.

http://dx.doi.org/10.1080/14786435.2015.1021400
http://dx.doi.org/10.1080/14786435.2015.1021400


Part X

MSMnet: Magnetomechanics of Magnetic Shape
Memory Alloys



Comparison of Highly Mobile Twin
Boundaries in Cu–Ni–Al and Ni–Mn–Ga
Shape Memory Single Crystals

M. Vronka, M. Karlík, Y. Ge, and O. Heczko

Abstract
We compared twinning systems in Cu–Ni–Al and Ni–
Mn–Ga single crystals from macroscale down to atomic
scale. Using a newly developed formalism, we studied the
twinning stress or mobility and microstructure of the
equivalent twin boundaries. In Cu–Ni–Al, compound
twinning exhibits the twinning stress of 1–2 MPa, and
Type II twinning stress is approximately 20 MPa, which
is much higher than the twinning stress for Type II in Ni–
Mn–Ga (0.1–0.3 MPa). No temperature dependence was
found for twinning stress of Type II in either alloy.
Transmission electron microscopy revealed that in con-
trast to Ni–Mn–Ga, there was no internal twinning in Cu–
Ni–Al, only stacking faults. The highest density of
stacking faults was observed in the presence of Type I
twin boundaries. The extremely low twinning stress may
be associated with the deep hierarchy of twinning in
Ni–Mn–Ga.

Keywords
SMA � Single crystals � Martensite � Twinning stress
TEM

Introduction

The group of effects that provide giant deformations induced
by magnetic fields are known under the common name
magnetic shape memory (MSM) [1]. If this deformation is
caused by phase transformation, we speak about magnetic
field–induced phase transformation. If this deformation takes
place in one phase by lattice reorientation, the effect is called
magnetically induced reorientation (MIR) [2]. The existen-
tial condition for MIR is extremely low twinning stress or,
inversely, very highly mobile twin boundaries [2], which we
will focus further on. This extremely high mobility of twin
boundaries is rather exceptional, and the off-stoichiometric
Ni–Mn–Ga single crystal is the main example and the most
promising material for MIR [1, 2]. Similar highly mobile
twin boundaries were observed in a few non-magnetic shape
memory alloys [3, 4] such as Cu–Ni–Al, which belongs
among the most studied systems of shape memory alloys
(SMAs) in the past four decades (for review see [5]). We
suggested that the Cu–Ni–Al single crystal could be the best
non-magnetic analog to Ni–Mn–Ga [6]. Using this analogy
may help to clarify the origin of the high mobility of twin
boundaries [6].

The parent cubic austenite phase has L21 long-range
ordered structure for Ni–Mn–Ga and DO3 structure for Cu–
Ni–Al, which can be considered as a degenerate L21 struc-
ture [3, 7]. With a decrease in temperature, one of the several
martensitic phases occurs: 10M, 14M, or NM martensites for
Ni–Mn–Ga, and 2H or 18R modulated martensites for Cu–
Ni–Al [1, 3]. In this study we will further focus on 10M and
2H structures. The lattice parameters of these martensite
types and the parent austenite phase are listed in Table 1.
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In 10M modulated martensite of Ni–Mn–Ga, five different
types of twins can be observed: compound a-b twin laminate,
monoclinic twins, Type I and Type II twins, and so-called
“non-conventional type of twinning” [1]. The lowest twin-
ning stress of approximately 0.2 MPa, which means the
highest mobility of twinning boundaries, was measured for
Type II twinning boundaries [8–10]. The twinning stress for
Type I boundaries is about 1–2 MPa [8–10]. The 2H
martensite of Cu–Ni–Al consists of a mixture of compound,
and Type I and Type II twin boundaries [11, 12]. Here, the
lowest twinning stress occurs for the compound twinning at
about 1–2 MPa [3, 6]. The twinning stress for Type II
twinning is approximately ten times higher, and Type I twins
have not been found operational during reorientation [3, 6].

If we describe the 2H martensite of Cu–Ni–Al using the
monoclinic system [6], the full comparison to the twinning
system of Ni–Mn–Ga can be made. All lattice parameters for
the study were taken from [6], and they are shown in Table 1.

For comparison, the twinning planes for all possible
twinning types in Cu–Ni–Al 2H and Ni–Mn–Ga 10M
martensite are shown in Table 2. The Type I and compound
twinning planes are the same for both Cu–Ni–Al 2H and
Ni–Mn–Ga 10M martensites [6]. The difference is in the
nomenclature, as the monoclinic twinning is directly known
as compound twinning in Cu–Ni–Al. The only exception is
that the twinning planes for Type II twinning are inclined
from Type I twinning planes by 12.89° for Cu–Ni–Al [6]
and approximately by 6° for Ni–Mn–Ga [8].

The motivation of the presented research of twinning
boundaries in Cu–Ni–Al as a non-magnetic analog to Ni–
Mn–Ga is to help highlight the origin of the high mobility of
twin boundaries. Above that, this work further develops the
presented analogy between these martensites [6], including
the comparison of twinning boundaries on the nanoscale
level by transmission electron microscopy. Based on the
presented results and previous published works about Ni–
Mn–Ga, we discuss the twinning behavior of martensite
phases in these two different single crystals exhibiting sim-
ilar high mobility of twinning boundaries.

Experiment

Single crystals of Ni50.7Mn27.7Ga21.6 and Cu69.4Ni3.4Al27.2
(at.%) were grown by the Bridgman technique and used for
this study. Compression tests were performed in an
INSTRON 1362 electromechanical testing machine, and
tensile tests were carried out by a Deben Microtest 2kN
tensile stage inside a Tescan Fera3 scanning electron
microscope. The conventional TEM and HRTEM observa-
tions were carried out by an FEI Tecnai F20 field emission
gun transmission electron microscope operated at 200 kV
with a double tilt specimen holder. The samples for the TEM
studies were thinned to the final thickness by double jet
electropolishing at �20� in a solution of 30% HNO3 in
methyl alcohol.

Table 1 Lattice parameters of
cubic austenite phase and
monoclinic martensite phase in
Ni–Mn–Ga and Cu–Ni–Al [6]

Alloy Austenite lattice parameters (Å) Martensite lattice parameters (Å)
monoclinic description

a0 a b c c (°)

Ni50.7Mn27.7Ga21.6 5.840 5.960 5.943 5.607 90.29

Cu69.4Ni3.44Al27.17 5.841 6.089 6.089 5.368 92.07

Table 2 Twinning planes for all
possible twinning types in 2H
martensite of Cu–Ni–Al and 10M
martensite of Ni–Mn–Ga in
conformity with nomenclature,
which describes Cu–Ni–Al 2H
martensite by monoclinic lattice
[6, 8]

Twinning planes

Cu–Ni–Al 2H martensite

Type I twin (1 0 1), (0 1 −1), (0 1 1) or (0 1 −1)

Type II twina (0.69 0.22 0.69), (0.69 0.22 −0.69), (0.22 0.69 0.69) or (0.22 0.69 −0.69)

Compound twin (1 0 0) or (0 1 0)

Ni–Mn–Ga 10M martensite

Type I twin (1 0 1), (0 1 −1), (0 1 1) or (0 1 −1)

Type II twinb (0.07 0.71 0.71), (0.07 0.71 −0.71), (0.71 0.06 0.71) or (0.71 0.06 −0.71)

Modulation twin (1 0 0) or (0 1 0)

Compound twin (1 −1 0) or (1 1 0)
aThese planes inclined by 12.89° from corresponding Type I planes
bThese planes inclined approximately 6° from corresponding Type I planes
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Results and Discussion

The stress-strain curves were measured during the com-
pression and tension tests of several Cu–Ni–Al samples. Few
plateaus corresponding to the pseudoplastical twinning
mechanism were exhibited on the curves. These plateaus
could be assigned to different types of twinning. All curves
were repeatable for many cycles. The plateau at approxi-
mately 1–2 MPa belonged to compound twinning, and the
plateau at about 20 MPa belonged to Type II twinning. This
identification and magnitude of twinning stress are in
agreement with [3]. The full interpretation was done and the
stress-strain curves are shown in [6]. By comparison, in the
Ni–Mn–Ga single crystal, the twinning stress of the Type II
twin boundary was in the range 0.1–0.3 MPa, in agreement
with literature [8, 9]. The twinning stress of compound twins
has not been measured yet; however, from the reorientation
experiment it is clear that the stress must be smaller than
4 MPa [13].

Although the monoclinic structures of martensite are
comparable for both alloys, in Cu–Ni–Al 2H martensite,
Type II twinning exhibits a hundred times larger twinning
stress compared to that in Ni–Mn–Ga 10 M martensite.
Despite the higher twinning stress, the geometry of the twin
boundary in both alloys is similar. The main difference is the
existence of a deeper twinning hierarchy in Ni–Mn–Ga, such
as compound a-b twin laminate and nanolamination [14],
which may influence the twinning stress.

Type I twins have never been observed during reorientation
in Cu–Ni–Al. Laminates of Type I twins at the habit planes
were observed only during stress-induced martensitic trans-
formation in tension [15]. As we could not find this type of
twinning on any of the samples during compression, we also
prepared an elongated sample for tensile test. Before the test,
the sample was in the as-transformed state with a sponta-
neously formed twinned microstructure. This microstructure,
as will be shown later, contained a mix of Type I and II twins.

Figure 1 shows the stress-strain curve during tensile test
on this sample. At approximately 120 MPa the jagged pla-
teau occurred. From SEM observation, this was assigned to
the transformation from the 2H martensite to the 18R
martensite structure and confirmed by X-ray analysis. The
transformation interface spread from the edges to the central
part of the sample. At the end of the plateau, the whole
sample was in 18R phase. No movement of twinning
boundaries was observed during the tensile tests. After
releasing the stress, the sample partially transformed back to
2H martensite structure, as apparent from the return branch
of the stress-strain curve (Fig. 1).

This experiment suggests that the twinning stress for
Type I twins must be higher than at least 120 MPa, which is
five times higher than the twinning stress for Type II twins.
This is again consistent with the presented analogy with Ni–
Mn–Ga.

Furthermore, no temperature dependence was observed in
the measurement range for both compound and Type II
twinning in Cu–Ni–Al. The same results for Type II twins
were also observed in the Ni–Mn–Ga system [16]. Thus,
despite the different magnitude of the twinning stress, the
temperature behavior of Type II twinning is the same for
both alloys. Unfortunately, the temperature dependence
experiment for Type I twins in Cu–Ni–Al could not be done
due to the inability to observe the movement of these twins.
In the Ni–Mn–Ga system, the twinning stress of Type I
twins strongly increases with decreasing temperature [16,
17]. However, there is no report about twinning stress and
temperature dependence of compound twin boundaries [6].
According to the analogy, the similar temperature indepen-
dence of compound twinning stress in the Ni–Mn–Ga sys-
tem can be expected, and the similar strong temperature
dependence of Type I twinning stress in the Cu–Ni–Al
system is assumed.

In contrast to the results from mechanical testing, all three
possible types of twinning in Cu–Ni–Al were observed on

Fig. 1 Measured stress-strain
curve during tensile test of Cu–
Ni–Al elongated sample. The
plateau at approximately
120 MPa corresponds to phase
transformation to 18R. The phase
interface is shown in the electron
micrograph with white arrows,
which mark the interface. In 2H
phase the twinned structure is
observed as nearly diagonal bands
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TEM foils. Figure 2 shows the typical example of the
compound, Type I and Type II twins visualized by bright
field image of diffraction contrast and by high-resolution
transmission electron microscopy (HRTEM) for a sample in
the as-transformed state. Figure 2a, b show compound twins,
which are the common feature of 2H martensite Cu–Ni–Al
structure. These twin boundaries are apparently very flexi-
ble, as they may be found curved on TEM foils. No internal
twinning was observed between them, only stacking faults
with low density. Figure 2c, d show Type I twins. The
twinning boundaries are always straight with dense stacking
faults. The stacking faults cause steps in twinning bound-
aries (Fig. 2d). The Type I twinning plane between steps
formed by stacking faults is a well-defined plane along
{101}. Figure 2e, f show Type II twins. Unfortunately, we
were able to orient only one side of the twins. Despite this, it
is clear that the twinning boundaries are straight with much
less density of stacking faults compared to those of Type I.

In general, it seems that the density of irregular stacking
faults is much less if no Type I twinning is present. No steps
were observed at compound twinning boundaries compared

to Type I twinning boundaries. These steps originating from
stacking faults may be present at lower density also at
Type II twinning boundaries, but the inability to orient both
twins prevented any observation and confirmation. Only
compound twinning boundaries are conjugate planes and
were found curved similarly to the modulation twinning
boundaries in Ni–Mn–Ga [18]. Comparing Type I with
Type II twinning, it was observed that the widths of Type I
twin bands are much narrower than those of Type II twins.
Furthermore, Type I twins were found inside Type II twin
bands. This kind of hierarchy was not observed in modulated
Ni–Mn–Ga.

However, the main difference between Ni–Mn–Ga and
Cu–Ni–Al twinned microstructure is that in Ni–Mn–Ga, the
internal twinning is much more common than stacking faults
[18, 19]. Considering the mobility, it suggests that internal
twins do not impede the mobility of the twinning boundaries
as much as stacking faults or steps do at the boundaries. That
is also consistent with the observation that Type I twins
contain the most stacking faults and perhaps therefore they
are the least mobile or even totally blocked in Cu–Ni–Al.

(a)

(b)

(c)

(d)

(e)

(f)

Fig. 2 Transmission electron microscopy micrographs of Cu–Ni–Al
twinning boundaries: a compound twinning (bright field contrast),
b single twin boundary (HRTEM), c type I twinning (bright field

contrast), d several type I boundaries in high resolution (HRTEM),
e type II twinning (bright field contrast), and f single type II boundary
(HRTEM). White arrows mark stacking faults
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Conclusions

The developed formalism allows full comparison of the
twinning behavior of single crystals of Cu–Ni–Al and Ni–
Mn–Ga [6]. Owing to the twin geometry (Table 2), the
behavior is expected to be very similar. The twinning stress
of Type II and compound twinning in Cu–Ni–Al martensite
were found to be independent of temperature, as was Type II
twinning in Ni–Mn–Ga. On the other hand, the magnitude of
twinning stress of Type II twinning is approximately 100
times lower in Ni–Mn–Ga.

According to TEM observations, very flexible and not
always straight compound twins are the common feature of
2H Cu–Ni–Al and 10M Ni–Mn–Ga martensites. In contrast
to Ni–Mn–Ga, no internal twinning was observed in com-
pound twins; only stacking faults were observed. These
faults are, however, of much lower density compared to
other types of twinning in Cu–Ni–Al. The dense stacking
faults and the impossibility of forming a deeper twinning
hierarchy compared to Ni–Mn–Ga (such as compound a-b
twin laminate) may affect the mobility of twinning bound-
aries in Cu–Ni–Al. Further studies on the effect of twinning
hierarchy on twin boundary mobility are needed.
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Multiphase Microstructure and Extended
Martensitic Phase Transformation
in Directionally Solidified and Heat Treated
Ni44Co6Mn39Sn11 Metamagnetic Shape
Memory Alloy

P. Czaja, R. Chulist, M. Szlezynger, M. Fitta, and W. Maziarz

Abstract
Directionally solidified Ni–Co–Mn–Sn alloy shows a
multiphase solidification microstructure relatable primarily
to the varying Co–Mn/Sn ratio. Thermal treatment at
1220 K lasting for 72 h encourages chemical homogene-
ity with average stoichiometry of Ni45.1Co6.2Mn37.2Sn11.5.
At room temperature, despite the chemical uniformity, the
as-homogenized alloy shows a multiphase microstructure
with coexisting L21 austenite and 6M and 4O martensite
phases. The martensite phase preferentially locates at grain
boundaries. The onset of the martensitic transition
temperature is estimated at 402 K, which overlaps with
the Curie transition of austenite. The martensitic transition
appears to initially take place at the grain boundaries and
then it extends to low temperature as the volume of the
grains transforms to martensite.

Keywords
Martensite � Microstructure � SEM � TEM

Introduction

Ni–Co–Mn–Sn metamagnetic shape memory alloys are
exceptional smart materials from both applications and a
fundamental point of view given the combination of their
thermoelastic and magnetic properties closely linked to the
reversible martensitic phase transformation (MPT). Initial
research into Ni–Co–Mn–Sn was triggered by reports on
magnetic field induced strain recovery (*1%) in

polycrystalline Ni43Co7Mn39Sn11 [1], and it has been further
stimulated by reports on considerable cooling power affor-
ded by Ni47Co3.1Mn36.6Sn13.3 (196 J/kg) [2] and
Ni43Mn42Co4Sn11 (242 J/kg) [3]. Complex superparamag-
netic and superspin glass states found in the martensite phase
in Ni43.5Co6.5Mn39Sn11 [4] have further fed the curiosity in
this system as has the kinetic arrest phenomenon reported for
the Ni37Co11Mn42.5Sn9.5 and Ni37Co11Mn43Sn9 [5] as well
as a low (*6K) thermal hysteresis in Ni45Co5Mn40Sn10
allowed by the favorable lattice compatibility between
austenite and martensite with the middle eigenvalue of the
transformation stretch matrix k2 = 1.0032 [6]. Generally the
Ni–Co–Mn–Sn system’s magnetic properties are largely
inherited from the influence of Co substitution into the
ternary Ni–Mn–Sn [7]. Depending on the replaced element,
the introduction of Co can lead to the increase in saturation
magnetization of austenite while simultaneously bringing
down the MPT temperature, and thus overall it can
encourage magnetization discrepancy (DM) across the MPT,
rendering the inverse MPT more susceptible to the magnetic
field (DM � H) [7, 8]. Nonetheless, incorporation of an
excess amount of Co into Ni–Mn–Sn may compromise the
L21 phase stability, which frequently leads to the precipita-
tion of a c phase and suppression of MPT [9, 10]. Most of
the literature so far has been concerned with polycrystalline
Ni–Co–Mn–Sn produced either by arc- or induction-melting
and it has often omitted the finer details of phase
microstructure following the solidification process and
homogenization heat treatment. Most recently, directional
solidification has also been proven effective for production
of metamagnetic Ni–Mn–Sn based alloys with enhanced
magnetocaloric and mechanical properties [11, 12]. This
contribution is therefore centered on examination of the
microstructure and MPT in directionally solidified and heat
treated Ni44Co6Mn39Sn11 alloy. The alloy shows a multi-
phase solidification microstructure abatable by 72 h anneal
at 1220 K. Some peculiar features of MPT are also unveiled.
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Experimental

A polycrystalline master alloy with Ni44Co6Mn39Sn11
nominal composition was produced from pure (� 99.99%)
elements by conventional induction casting under protective
argon gas. Subsequently, the master ingot was placed in an
Al2O3 crucible and remelted at 1570 K. Then it underwent
directional solidification (Bridgman) with a 10 mm/h cru-
cible pull-out speed. A slice of an ingot was removed for
examination of an as-cast microstructure. The remaining part
was placed in an evacuated quartz ampoule and heat treated
for 72 h at 1220 K in order to encourage chemical homo-
geneity. Following heat treatment, the ingot was slow cooled
with the furnace to 670 K and then cooled in air. The as-cast
and homogenized microstructure and chemical composition
were evaluated with a FEI E-SEM XL30 scanning electron
microscope (SEM) furnished with an X-ray energy disper-
sive spectrometer (EDX). The crystal structure was con-
firmed with synchrotron high-energy X-ray radiation
(87.1 keV, k = 0.142342 Å) in a transmission geometry at
the beamline Petra P07B at DESY, Germany. It was also
investigated with a FEI TECNAI G2 F20 (200 kV) trans-
mission electron microscope (TEM) coupled with an energy
dispersive X-ray (EDX) microanalyser and a High Angle
Annular Dark Field Detector (HAADF). Thin foils for TEM
examination were prepared with TenuPol-5 double jet
electropolisher using an electrolyte of nitric acid (20%) and
methanol (80%) at 240 K. Thermal effects were elaborated
with a Mettler DSC 823 differential scanning calorimeter
(DSC) with a 10 K/min cooling/heating ramp. The dc mass
magnetic susceptibility and magnetization were measured in
the temperature range from 2 K up to 380 K and in magnetic
fields up to 90 kOe using the Vibrating Sample Magne-
tometer (VSM) option of the Quantum Design Physical
Property Measurement System (PPMS-9).

Results and Discussion

Upon directional solidification, the Ni–Co–Mn–Sn alloy
shows a dendritic, multiphase microstructure as evidenced by
Fig. 1a, b. The backscatter electron diffraction (BSE) image
(Fig. 1b) reveals distinct contrast differences with lighter
grey areas corresponding to the body of the dendrites
(Fig. 1a) and with a darker grey shade accentuating the
interdendritic phase. According to the EDS analysis, the
average composition of the BSE brighter phase is
Ni40.7±0.8Co5.2±0.2Mn36.2±0.7Sn17.9±0.4, whereas the
in-between dendrite phase has the average composition of
Ni40.5±0.8Co7.4±0.3Mn41.1±0.8Sn11.1±0.2. This phase inhomo-
geneity is thus primarily related to the variation in the
Co–Mn/Sn ratio, while Ni is less prone to segregation. The
brighter phase thus contains more Sn and less Co and Mn
relative to the darker phase and its Co–Mn/Sn ratio is 2.3,
whereas the same ratio for the darker phase amounts to 4.4.
This behavior reflects the solidification behavior observed in
Ni–Mn–Sn alloys [13]. Composition variation leads to
occurrence at room temperature of austenite and martensite
with varying electron-to-atom ratio (e/a), see Fig. 2 showing
the bright field (BF) images with the corresponding selected
area electron diffraction patterns (SADP) and scanning
transmission electron microscopy (STEM) images with
detailed averaged composition in micro-areas. In the area
dominated by the austenite phase, e/a = 8.176, whereas in
that with prevailing martensite phase, e/a = 8.268. The
appearance of the phases in respective areas can be explained
in relation to the well-established dependence of the MPT
temperature on e/a. The martensite has been indexed
according to the 6M modulated structure with the [210] zone
axis. The austenite has been indexed with the L21 Heusler
structure along the [111] zone axis. Thermal treatment at
1220 K lasting 72 h and completed with slow cooling

Fig. 1 Room temperature light microscopy, a backscattered electron (BSE), b, c electron backscattered diffraction (EBSD) d images of
as-directionally solidified (a, b) and homogenized (c, d) Ni–Co–Mn–Sn alloy
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restored equilibrium phase homogeneity what manifests itself
by uniform BSE contrast (Fig. 1c). The average composition
is determined as Ni45.1±0.9Co6.2±0.2Mn37.2±0.7Sn11.5±0.2,
which, except for Mn, is near the nominal composition.
Depletion in Mn content by approximately 2 at.% may be
ascribed to Mn volatilization during solidification and
post-casting thermal treatment. Figure 1c also reveals that at
room temperature the homogenized Ni–Co–Mn–Sn alloy has
a dual-phase microstructure composed of the austenite and
martensite phases, the latter given away by the plate-like
martensitic features. The heterogeneous microstructure is
also confirmed with EBSD (Fig. 1d), demonstrating that the
martensitic plates are preferentially sited at the grain
boundaries. TEM analysis of the heat treated alloy (Fig. 3)
confirmed the presence of two types of martensite with 6M
(Fig. 3a) and with 4O (Fig. 3b) modulated structures. A trace
amount of a Mn-rich phase was also detected (not shown).
The Mn-rich phase is frequently found in Ni–Mn-based
alloys and is associated with hardly dissolvable MnS [14].

The alloy’s structure is further corroborated with
high-energy synchrotron radiation experiment. The results in
the form of an integrated 2theta scan are shown in Fig. 4.
The peaks presented in the figure can be well indexed
according to the L21 austenite phase and the 4O martensite
with small contribution from the NiMn phase [11].

DSC measurements (Fig. 5) allowed for the establishing
of the critical martensite start (Ms), martensite finish (Mf),
austenite start (As), and austenite finish (Af) temperatures
taken by linear extrapolation to the curves corresponding to

Fig. 2 Bright field (BF) images (a, c) together with corresponding selected area electron diffraction patterns (SADP), insets (a, c), and scanning
transmission electron microscopy (STEM) images (b, d) taken from the as-solidified Ni–Co–Mn–Sn alloy

Fig. 3 BF and corresponding SADP (inset) images taken from the
homogenized Ni45.1Co6.2Mn37.2Sn11.5 alloy

Fig. 4 Room temperature integrated 2theta scan for the annealed
Ni45.1Co6.2Mn37.2Sn11.5 alloy

Fig. 5 DSC curves showing the forward and reverse martensitic
transformation with the characteristic martensite start (Ms), martensite
finish (Mf), austenite start (As) and austenite finish (Af) temperatures for
the Ni45.1Co6.2Mn37.2Sn11.5 heat treated alloy
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exo- and endothermic peaks related to the forward and
reverse MPT. The temperatures are as follows: Ms = 402 K,
Mf

* = 370 K, As
* = 384 K and Af = 412 K. The transforma-

tion hysteresis given as DThyst. = Af − Ms is small and
yields 10 K, consistent with Ref. [6]. The forward MPT peak
temperature is equal to TpA!M = 384.4 K and the reverse
MPT peaks at TpM!A = 395.5 K. The transformational
entropy change (DSMPT) determined as DSMPT = L/TpA$M,
where L is the latent heat of the transformation and TpA$M

denotes the forward or reverse peak temperature, brings the
following values DSA!M

MPT ¼ 35:6 J=kgK for the forward
MPT and DSM!A

MPT ¼ 30:9 J=kgK for the reverse transition.
The difference in the DSMPT between the forward and
reverse MPT can be understood in connection to the
first-order nature of the martensitic transformation and the
relative proximity of the Ms and Af temperatures to the Curie
transition of austenite ðTA

CÞ, which then impacts the magnetic
contribution (DSmag > 0) to the overall DSMPT (<0) [15]. In
fact, the TA

C is not explicit on the DSC (Fig. 3) suggesting
that most likely it takes place within the structural trans-
formation interval and effectively is obscured by the exo-
and endothermic peaks. According to [1] the TA

C of
Ni43Co7Mn39Sn11 alloy (e/a = 8.1) is found at 400 K while
its Ms * 335 K, which permits good resolution between
both transitions. In the present case the structural and mag-
netic transformations overlap due to the increase in the MPT
temperature brought about by the increase in electron-to-
atom ratio, e/a = 8.13, and the larger grain size stemming
from the solidification conditions relative to [1], which then
overall promotes the martensitic transformation while the TA

C

is less sensitive to both factors and henceforth is assumed
not to have deviated profoundly from 400 K.

Interestingly, the determined characteristic As temperature
contrasts with the room-temperature alloy’s microstructure
(Fig. 1c, d). The latter supplies stark evidence for the pres-
ence of austenite at temperatures well below �As. Careful
reexamination of the DSC curves (Fig. 5), however, indi-
cates that both forward and reverse MPT peaks tail off below
Mf and As, suggesting that the transition is not complete at
these temperatures and continues to about 200 K, hence,
asterisk near As and Mf in Fig. 5. This supposition is sup-
ported by the magnetic susceptibility vs. temperature mea-
surements (Fig. 6). The restricted experimental measurement
range offered by the VSM instrument failed to capture the
onset of the MPT, and hence Fig. 6 shows the zero field
cooled (ZFC), field cooled (FC), and field heated
(FH) curves tracing the progress of the transformation (up to
370 K) once it had already commenced or had not yet ter-
minated, depending on the cooling or heating programme.
The divergence between the FC and FH curves within the
temperature range 370–200 K indicates the typical finger-
print of hysteresis for MPT in agreement with tailing in

Fig. 5. It is seen that with decreasing temperature, the
magnetization decreases yet seemingly it does not go to zero,
pointing to a non-paramagnetic state of martensite. Below
200 K the bifurcation between the ZFC and FC curves
announced more complex magnetic interactions, often of
antiferromagnetic and ferromagnetic components. The Curie
temperature of the martensite phase ðTM

C Þ, determined as the
inflection point from the FC curve, is equal to TM

C ¼ 147K.
The top inset in Fig. 6 provides the inverse magnetic sus-
ceptibility vs. temperature dependence within the linear
168–196 K temperature range, which is extrapolated to zero
in order to determine the paramagnetic Curie temperature of
martensite (hMart.); it yielded hMart. = 107 K. The effective
magnetic moment (leff) has been obtained employing the
l2eff ¼ 3MkB

l0NAbmas
, where M is the molecular mass, kB is

Boltzmann’s constant, l0 is the permeability of vacuum, NA

is Avogadro’s number and bmas is the slope of the linear fit.
The results produced leff = 22±2.9 lBf.u., which indicates
complex magnetic interaction (bottom right inset in Fig. 6)
discussed elsewhere [4].

Summary

Following directional solidification, the Ni–Co–Mn–Sn
alloy shows a complex microstructure. The chemical
homogeneity is promoted by the thermal annealing at
1220 K for 72 h. The average composition of the alloy is
established as Ni45.1Co6.2Mn37.2Sn11.5 and at room temper-
ature its microstructure is a mixture of austenite (L21) and
martensite phases (6M, 4O). The martensite phase

Fig. 6 Magnetic susceptibility versus temperature measured while zero
field cooling (ZFC), field heating (FH), and field cooling (FC) the
Ni45.1Co6.2Mn37.2Sn11.5 alloy. The top inset (grey) shows the inverse
magnetic susceptibility versus temperature in the 196–168 K tempera-
ture interval. The bottom right inset (yellow) shows the magnetization
versus magnetic field dependence (−1 � l0 � H � 1) measured at 3 K
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preferentially appears at grain boundaries. The martensitic
transformation extends to low temperatures as the remaining
inner grain areas transform to martensite. The martensite
phase displays a complex magnetic microstructure.
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Effect of Heat-treatment Conditions
on Microstructure and Shape Memory
Properties of Ti–4.5Al–3V–2Fe–2Mo Alloy

Yuichi Matsuki, Hirobumi Tobe, and Eiichi Sato

Abstract
The effect of heat treatment conditions on microstructure
and superelasticity of Ti–4.5Al–3V–2Fe–2Mo (mass%)
alloy was investigated by scanning electron microscopy
with electron backscattered diffraction (SEM/EBSD) and
loading-unloading tensile tests. The presence or absence
of solution treatment (ST) at 1223 K before heat
treatment at 1073 K was considered. The SEM analysis
showed that the specimen without solution treatment had
globular α and β grains while the solution-treated
specimen had needle-shaped α in coarsened β grains.
The loading-unloading tensile tests revealed that the stress
for inducing martensitic transformation and shape recov-
ery strain were almost the same in both the specimens,
although the grain sizes of β austenite were significantly
different.

Keywords
Superelasticity � Alpha + beta titanium alloy
SP-700 � Texture � Heat-treatment

Introduction

Ti–4.5Al–3V–2Fe–2Mo (mass%) alloy, commercially called
SP-700, has been widely utilized in aerospace engineering as
a structural material. SP-700 has superior cold workability
and superplasticity to Ti–6Al–4V [1, 2], and has been
adopted for spherical gas tank liners fabricated by super-
plastic blow forming and subsequent welding for rockets at
ISAS/JAXA [3]. Recently, our research group revealed that
superelasticity (SE) and shape memory effect (SME) can be
induced in SP-700 after heat treatment at 1073 K and
1098 K for 10.8 ks, respectively, followed by quenching [4,
5]. The mechanism is as follows: Heat treatment at high
temperature over 1023 K on the commercial SP-700 reduces
the volume fraction of α phase. Since β stabilizers such as V,
Fe, and Mo are rich in β phase, α phase reduction dilutes β
stabilizers in β phase and consequently β phase is less sta-
bilized. Then stress-induced martensitic transformation from
β (bcc) to α′′ (orthorhombic) occurs before slip deformation
under loading. SE is attained at room temperature (RT) when
the austenite transformation start temperature (As) is below
RT. A much higher heat treatment temperature further
increases As above RT and retains α′′ martensite at RT,
resulting in SME.

Unlike NiTi shape memory alloys, SP-700 is available as
commercial, large standard-sized plates (*1.5 m × 2.5 m)
because of the good workability. Therefore, coexistence of
cold workability, superplasticity, and SE or SME in large
SP-700 plates is expected to enable novel SE or SME
applications, which cannot be attained in NiTi. At
ISAS/JAXA, foldable rocket/satellite parts designed by uti-
lizing SE is under consideration to make an effective use of
the limited space in rockets. Such design requires welding
processes for manufacturing, though welding creates
heterogeneous microstructure that consists of coarsened
grains in the welded zone and fine grains in heat-affected
zones [6]. Therefore, a solution treatment at above β transus
to the whole part, including welded zones, should be
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considered for microstructure homogenization along with its
effect on the SE property. In this study, the effect of heat
treatment conditions, that is, solution treatment and subse-
quent intermediate-temperature heat treatment, on the
microstructure and SE properties of SP-700 was
investigated.

Experimental

A commercial SP-700 plate 1 mm in thickness supplied by
JFE Steel Corporation by hot-rolling and subsequent
cold-rolling was used in this study. The chemical composi-
tion of the as-received plate is shown in Table 1. Specimens
for microstructural observation and tensile tests were cut
using an electro-discharge machine and heat-treated under
Ar atmosphere in quartz tubes followed by quenching into
water by breaking the tubes. The heat treatment consists of
two steps: First, presence or absence of ST at 1223 K for
10.8 ks and, second, subsequent heat treatment at 1073 K for
10.8 ks for adjusting α/β volume fraction ratio to induce SE.
The microstructure, including texture of β, was analyzed by
SEM/EBSD. Loading-unloading tensile tests were carried
out at RT along rolling direction (RD) at a strain rate of
2.5 × 10−4 s−1 with tensile strain up to 3%. The gage length
of the specimens was 60 mm.

Results and Discussion

Effect of Heat-Treatment Condition
on Microstructure

Figure 1 shows SEM images of the as-received specimen
and the specimens heat-treated under the conditions of
1073 K-10.8 ks and 1223 K-10.8 ks (ST) + 1073 K-10.8
ks. The two heat-treated specimens have almost the same α/β
volume fraction, which is smaller than that of the as-received
specimen and consistent with the reported α/β volume
fraction of SP-700 heat-treated at 1073 K followed by
quenching [2, 5]. Therefore, the duration of 10.8 ks at
1073 K is enough for the specimens to reach the phase
equilibrium.

The 1073 K-10.8 ks specimen had globular α and β
grains of about 3 μm in diameter. On the other hand, the
ST + 1073 K-10.8 ks specimen had fine, needle-shaped α
with 1 μm thickness, which precipitated in coarsened β

grains of about 500 μm diameter with the Burgers orienta-
tion relationship ðf110gb==ð0001Þa; 111h ib==½1120�aÞ.
After ST, the α phase in the as-received material totally
disappeared during solution treatment and β phase trans-
formed to twinned α′′ martensite of 100% volume fraction
during subsequent quenching [4]. In the ST + 1073 K-10.8
ks specimen, heat treatment at 1073 K decomposed α′′ phase
into α + β phase, and needle-shaped α was considered to be
formed on the twin boundaries of α′′ martensite.

Figure 2 shows the inverse pole figures (IPFs) of the β
austenite for the RD and the normal direction (ND) of the
rolling plane in the specimens before and after heat treat-
ments. The IPFs in the as-received specimen show high axis
densities at around 035h ib along the RD and 001h ib along
the ND, respectively, indicating that the main component of
the texture is f001gb 530h ib. A strong f001gb 110h ib texture
was formed by heat treatment at 1073 K for 10.8 ks, while a
strong f113gb 110h ib recrystallization texture was observed
in the ST + 1073 K-10.8 ks specimen. Although textures are
different for the heat-treated specimens, the crystal orienta-
tion along the RD is the same ð 110h ibÞ. Similar
f001gb 110h ib deformation texture and f112gb 110h ib
recrystallization texture have been reported in metastable
β-type titanium alloys [7].

Effect of Heat Treatment Condition
on Superelasticity

Figure 3 shows the stress-strain curves of the specimens
obtained by loading-unloading tensile tests with the tensile
strain up to 3% at RT. The yield stress corresponds to
stress-induced martensitic transformation. The stress for
inducing martensitic transformation (σSIM: *670 MPa) and
shape recovery strains, including elastic and SE strains
(*2%), were almost the same in both the heat-treated spec-
imens. The σSIM and recovery strain are known to depend on
the chemical composition related to β stability and lattice
parameters of α′′martensite, crystal orientation, and grain size
of β austenite. It is inferred that the chemical composition of β
austenite is the same in both the heat-treated specimens
because the α/β volume fraction ratios are almost the same.
The heat-treated specimens have the same β crystal orienta-
tion of 110h ib in the RD with nearly the same texture inten-
sity. Therefore, the effects of the chemical composition and
texture on the σSIM and recovery strain are not significant.

Table 1 Chemical composition
of the as-received SP-700
(mass%)

Ti Al V Fe Mo O C

Bal. 4.4 3.0 2.0 2.0 0.09 0.01
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In cold-rolled metastable β-type titanium alloys, it has
been reported that specimens solution-treated at around
1173 K tend to have inferior SE to ones heat-treated at an
intermediate temperature of around 873 K due to larger
grain sizes and lower dislocation densities [8]. Increasing
grain sizes reduces the restriction of grain boundaries to
martensitic transformation and increases transformation
temperatures, resulting in a decrease in SE recovery strain.
In addition, the strength of β austenite decreases with

increasing grain size, and dislocations are easily induced
during stress-induced martensitic transformation, which also
decreases SE recovery strain. However, shape recovery
strain was retained in SP-700 subjected to solution treatment
and subsequent heat treatment, although β austenite grains
became large (*500 μm), as shown in Fig. 1. This is
because needle-shaped α phase that precipitated in β grains
contributed to suppress the increase in transformation tem-
peratures and the introduction of dislocations by precipita-
tion hardening.

Conclusions

In this study, the effect of heat treatment conditions on
microstructure and superelasticity of Ti–4.5Al–3V–2Fe–
2Mo (mass%) alloy was investigated. It was revealed that
the specimen heat-treated at 1073 K for 10.8 ks had globular
α and β grains and f001gb 110h ib deformation texture, while
the specimen solution-treated at 1223 K for 10.8 ks followed
by heat treatment at 1073 K for 10.8 ks had needle-shaped α
in coarsened β grains and f113gb 110h ib recrystallization
texture. The needle-shaped α restricted the size of the
transformation regions in β austenite and also increased β
strength by precipitation hardening, which suppressed the

As-received 1073 K-10.8 ks 1223 K-10.8 ks+ 1073 K-10.8 ksFig. 1 SEM images of the
as-received and heat-treated
specimens (Bright: β Dark: α)

As-received
RD RD RD

1073 K -10.8 ks 1223 K-10.8 ks + 1073 K-10.8 ksFig. 2 IPFs of β austenite
obtained before and after heat
treatments

Fig. 3 Stress-strain curves of the heat-treated specimens loaded along
RD
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decrease in the stress for inducing martensitic transformation
and shape recovery strain. Therefore, almost the same
superelastic properties were obtained in both the heat-treated
specimens along the rolling direction.
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Porous Ni–Ti–Nb Shape Memory Alloys
with Tunable Damping Performance
Controlled by Martensitic Transformation

Shanshan Cao, Yuan-Yuan Li, Cai-You Zeng, and Xin-Ping Zhang

Abstract
Porous Ni–Ti–Nb shape memory alloys (SMAs) with
designed porosities and compositions were prepared by
the powder metallurgy technique. The phase-
transformation-controlled damping behavior of the porous
alloys was investigated by dynamic mechanical analysis
(DMA). Systematic microstructural study indicates that both
the pore configuration and Nb distribution in the matrix of
porous Ni–Ti–Nb alloys have significant influence on the
damping performance of the alloys. Increase in both pore size
and porosity in micro-scale leads to obvious decrease of the
internal friction, while addition of Nb brings dramatic
increase in the damping capacity of the porous alloys. The
damping capacity can be optimized by adjusting the Nb/NiTi
ratio, which balances the competitive contribution of
Nb/matrix and B2/B19′ interfaces to the internal friction
during martensitic transformation. Moreover, b-Nb phase of
lamellar structure in the matrix plays a greater role in the
internal friction than that of granular shape by offering a large
amount of interfaces.

Keywords
Porous Ni–Ti–Nb alloy � Martensitic transformation
Damping capacity

Introduction

Ni–Ti based SMAs have been widely studied and applied in
multifunctional fields due to their outstanding properties of
shape memory effect (SME) and superelasticity originating

from the displacive martensitic transformation [1], which also
yields unique damping performance [2–5]. The high damping
capacity together with excellent mechanical properties and
high corrosion resistance of these alloys enable them to be
employed in energy absorption devices for civil constructions
requiring high strength and durability [6, 7], which cannot be
offered by traditional damping materials such as polymers and
rubbers. Ternary Ni–Ti–Nb alloys, as typical Ni–Ti based
SMAs well known for their wide martensitic transformation
hysteresis, have been reported to have high damping capacity
controlled by the martensitic transformation over a wide
temperature range due to the large transformation hysteresis
[8–11]. Actually, Ni–Ti–Nb alloys can be taken as the com-
posites of the NiTi (Nb) matrix and b-Nb secondary phase
[12]. The interfaces between the b-Nb particles and the matrix
not only offer preferential sites for martensite nucleation, but
also introduce a large number of boundaries during martensite
propagating, and thus improve the damping capacity of the
alloys [9]. On the other hand, in the past decades porous
SMAs have drawn increasing interest for their low density,
relatively low modulus and high permeability. These unique
features associated with the porous structure can better fulfill
the requirements of light-weight and mass transportation in
the applications of aerospace and biomedicine [13]. More-
over, the martensitic-transformation-controlled damping
capacity of the porous SMAs can also be tailored by their pore
structure, and thus further broaden the application of the
alloys as smart dampeners [14]. As for porous Ni–Ti–Nb
SMAs, so far only limited attempts have been made to
investigate the martensitic transformation behavior and
mechanical properties of the alloys fabricated by various
powder metallurgy methods [15, 16], and damping perfor-
mance of submicron porous Ni–Ti–Nb alloy with restricted
dimension prepared by dealloying [17]. The
martensitic-transformation-controlled damping performance
tuned by composition and pore structure of these alloys is still
in need of systematic studies.

In the present work, porous Ni–Ti–Nb alloys of different
nominal compositions and porosities were fabricated by the
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space-holder assisted conventional sintering technique. The
pore features and microstructural characteristics of the
as-sintered alloys were investigated together with evaluation
of their damping capacity, so as to reveal the effect of Nb
content and pore structure on the
martensitic-transformation-controlled damping performance
in the porous Ni–Ti–Nb alloys.

Experiments

Nickel powder (61 lm, 99.9% purity) and titanium powder
(50 lm, 99.9% purity) with an equiatomic ratio were blended
for 24 h, followed by mixing with Nb powder (50 lm, 99.7%
purity) of different contents of 5 at.%, 7 at.%, 9 at.% and 15 at.
%, respectively, for another 24 h to yield mixtures with
nominal compositions of (NiTi)(100−x)/2Nbx (x = 0, 5, 7, 9, 15).
Afterwards, NH4HCO3 powder (150–200 lm, 99.99% pur-
ity), as the space-holder, of different amounts of 5 wt.%, 10 wt.
%, 15 wt.% and 20 wt.%, respectively, was added to the above
mixed powder with a nominal composition of (NiTi)45.5Nb9
and blended for 8 h. Then, the as-blended powders were cold
compacted into green samples with a cuboid geometry of
5 � 7 � 25 (thickness � width � length, mm3) under a
compressive stress of 100 MPa. The green samples were
subjected to a gradient sintering in a quartz tube furnace under
the protection of flowing argon (99.99% purity), with tem-
perature elevated gradually from room temperature till 1050 °
C and held for 3 h, followed by water quenching.

The pore structure and microstructural characteristics of
the as-prepared porous Ni–Ti–Nb alloys were characterized
by scanning electron microscope (SEM, Nano430, FEI)
equipped with an energy-dispersive X-ray spectrometer
(EDX, INCAX-act, Oxford). The damping performance of
the alloys with specimen geometry of 1.2 � 4 � 25
(thickness � width � length, mm3) was analyzed by a
dynamic mechanical analyzer (DMA, Q800, TA) using the
single-cantilever mode at 10 lm amplitude and 0.2 Hz fre-
quency in the temperature range of −120 °C to 120 °C with a
heating/cooling rate of 5 °C/min.

Results and Discussion

Typical backscattered electron (BSE) images of the
as-sintered (NiTi)(100−x)/2Nbx alloys are shown in Fig. 1, in
which their pore features and microstructure are clearly seen,
and the phases are presented in different contrast levels,
analyzed with the aid of EDX.

It can be found that dispersively distributed dark grey
NiTi2 particles exist in all as-sintered porous alloys, as
typically shown in Fig. 1a. The Ti depletion induced by
these particles finally yields a Ni-rich B2 matrix showing

light grey contrast. Since the solubility of Nb in NiTi is quite
limited [10], Nb exists mainly in the form of b-Nb precipi-
tates in the matrix exhibiting the brightest contrast as shown
in Fig. 1b–d. For the porous Ni–Ti–Nb alloys with relatively
low Nb content, most b-Nb precipitates form a eutectic
structure with the NiTi B2 matrix and thus show a fine
lamellar shape, such as the porous (NiTi)46.5Nb7 alloy pre-
sented in Fig. 1b. Figure 2 shows the details of b-Nb phase
distribution in such a eutectic structure with quantitative
morphological features. The lamella-shaped b-Nb precipi-
tates with an average thickness of 190 ± 163 nm and an
average interspace of 270 ± 238 nm separate the B2 matrix
into small channels and thus introduce a large number of
boundaries in the matrix due to the large specific area.
However, as shown in Fig. 1c, with the increase of Nb
content, more granula-shaped b-Nb precipitates with a
diameter of around 20–30 lm appear in the matrix of the
porous (NiTi)45.5Nb9 rather than the fine lamella-shaped
ones, which also introduce interfaces in the matrix but cer-
tainly with a much smaller amount. On the other hand,
according to Fig. 1a–c, the porous alloys without using
space-holder contain irregular pores with a diameter of
several tens of microns, which is close to the size of the raw
powders, while the one shown in Fig. 1d with 20 wt.%
space-holder contains not only micro-sized pores, but also
much larger ones with average pore size of around 200 lm.
Moreover, according to the data in Table 1, the porosity of
the porous (NiTi)45.5Nb9 alloys measured by the relative
density method obviously increases with the fraction of the
space-holder.

Figure 3 shows the curves of damping capacity versus
temperature for porous Ni–Ti–Nb alloys with different nom-
inal compositions and space-holder fractions. Damping peaks
upon cooling and heating can be observed in the damping
curves of all porous alloys, which can be attributed to the
martensitic transformation of the alloys. It is worth noting that
the martensitic transformation of the porous alloys is not
complete due to the limited cooling capacity of the instrument
(DMA). Therefore, the peak temperatures upon cooling (Mp)
and heating (Ap) are selected as the characteristic tempera-
tures to describe the phase transformation behavior and
damping performance of the alloys. According to Fig. 3a,
porous Ni–Ti–Nb alloys with a nominal Nb content lower
than 9 at.% shows a Mp close to −100 °C, while a higher Nb
content, i.e., 15 at.%, lowers Mp to −112 °C. This can be
explained by the fact that the preference of solute Nb for the Ti
sublattice increases the Ni/Ti ratio and thus suppresses the
martensitic transformation [8]. Besides, the porous Ni50Ti50
alloy has an Ap of −75 °C and thus yields a hysteresis (Ap–

Mp) of 27 °C, while the addition of Nb leads to a shift of Ap of
porous Ni–Ti–Nb alloys to the temperature range of 0 °C to
−20 °C, and thus causes a much wider hysteresis of around
100 °C together with broader damping peaks. This can be
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Fig. 1 BSE images of space-holder-free porous alloys with different nominal compositions of Ni50Ti50 (a), (NiTi)46.5Nb7 (b) and (NiTi)45.5Nb9
(c), together with a porous (NiTi)45.5Nb9 alloy with 20 wt.% space-holder (d)

Fig. 2 The detailed view (a), thickness (b) and interspace (c) maps of the lamella-shaped Nb-rich phase in the matrix of the porous
Ni46.5Ti46.5Nb7 alloy
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attributed to the b-Nb precipitates which impede the
martensitic transformation and stabilize the martensite during
the reverse transformation, leading to large transformation
hysteresis of the porous Ni–Ti–Nb alloys [18]. On the other
hand, use of the space-holder in the fabrication of the porous
Ni–Ti–Nb alloys has little influence on the temperature and
width of the damping peaks, as shown in Fig. 3b.

The variations of the maximum damping capacity values
upon cooling and heating with Nb content and porosity are
shown in Fig. 4. Clearly, the addition of Nb to porous NiTi
alloys obviously improves the damping capacity with
enhanced damping peaks during phase transformation, as
shown in Fig. 4a. The maximum of the optimal damping
capacity brought by a Nb content of 7 at.% is 5 times that of
the binary Ni50Ti50 alloy upon cooling, and 8 times upon
heating. Moreover, the maximum damping capacity values
firstly increase significantly, and then tend to decrease with
the Nb content of the porous Ni–Ti–Nb alloys. This can be
attributed to the competitive contribution of the Nb/matrix
and B2/B19′ interfaces to the internal friction during
martensitic transformation, in addition to the morphological

characteristics of b-Nb related to Nb content. When the Nb
content is relatively low, increasing Nb content leads to
increased amount of fine lamella-shaped b-Nb precipitates,
which introduce a large number of interfaces yielding strong
internal friction with B2 and B19′ matrix during martensitic
transformation, and thus increase the damping capacity.
However, as the Nb content is further increased, b-Nb pre-
cipitates tend to be coarser and granular providing much less
interfaces in the matrix. The interfaces introduced by these
particles can no longer compensate the loss of B2/B19′
interfaces in the matrix, and thus lead to decreased damping
capacity during martensitic transformation. Moreover, as
shown in Fig. 4b, the maximum damping capacity values of
the porous Ni–Ti–Nb alloys upon cooling and heating tend
to decrease with the increase of the porosity, meaning that
the pores of irregular shape in micro- or even submillimeter
scale have negative effect on the damping capacity of the
alloys. This can be understood from the fact that the limited
interfaces provided by the relatively large pores cannot cover
the loss of the B2/B19′ interfaces in the matrix during
martensitic transformation.

Table 1 Apparent density and
porosity of porous (NiTi)45.5Nb9
alloys with different fractions of
space-holder

NH4HCO3 (wt.%) Apparent density (g/cm3) Porosity (%)

0 4.32 36.8

5 3.67 45.1

10 3.48 47.9

15 3.43 48.6

20 2.99 55.2

Fig. 3 Damping capacity of porous Ni–Ti–Nb alloys of different compositions (a) and (NiTi)45.5Nb9 alloys with different fractions of
space-holder (b) as a function of temperature
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Conclusion

The damping capacity of porous Ni–Ti–Nb alloys fabricated
by powder metallurgy technique can be tuned by the com-
position and pore structure of the alloys. Porous Ni–Ti–Nb
alloys exhibit outstanding damping performance controlled
by martensitic transformation with much higher damping
peaks and broader temperature range than that of the binary
Ni–Ti ones. The competitive contribution of Nb/matrix and
B2/B19′ interfaces to the internal friction leads to optimal
damping capacity brought by the porous alloy with a nom-
inal composition of Ni46.5Ti46.5Nb7. Fine lamella-shaped
b-Nb precipitates in porous alloys with relatively low Nb
content provide a much larger number of interfaces than the
coarser and granular ones induced by high Nb content, and
thus make greater contribution to the damping capacity.
Increasing pore size and porosity by using micro-sized
space-holder in fabrication of the porous alloys leads to
obvious decrease of damping capacity due to the loss of the
B2/B19′ interfaces in the matrix during martensitic
transformation.
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Cryogenic Immersion Time Influence
on Thermal and Mechanical Properties
of a Ni48-Ti52 Shape Memory Alloy

Bartholomeu Ferreira da Cruz Filho

Abstract
Smart Memory Alloys (SMA) have great potential for
application in various engineering and medicine fields. In
applications in which these materials are used as actua-
tors, there is a need for improvement of their properties
such as resistance to thermomechanical fatigue and
structural fatigue. This work investigates the potential of
cryogenic treatment to change properties of SMA. Deep
cryogenic treatment has been used for decades to enhance
material properties in steels, such as the wear resistance
increase in tool steels and fatigue life in ferrous materials.
The objective of this study is to investigate the influence
of deep cryogenic treatment on mechanical properties
(elastic modulus, damping, and stiffness) and thermal
properties (phase transformation temperatures and latent
heat processing) of Ni48-Ti52 alloy. In this study, an
experimental comparative analysis of these properties was
carried out before and after the cryogenic treatment at
−196 °C using different immersion times. The test
samples were prepared and referred to as NiTi_CR (CPs
as received), NiTi_TC12, NiTi_TC18, and NiTi_TC24
(CPs cryogenically treated by immersion −196 °C for 12,
18, and 24 h, respectively). The heating and cooling rate
used was 18 °C/h. These thermal properties were
measured by Differential Scanning Calorimetry and the
mechanical properties by Impulse Excitation. Microstruc-
tural analysis was based on optical and electronic
microscopy scanning and X-ray diffraction. The results
showed that cryogenic treatment affects all the properties
investigated, with emphasis on reducing the latent heat of
transformation and increasing the damping factor.
Microstructural analysis indicates that these changes
may be associated with changes in grain size and
precipitates.

Keywords

Criogeonic treatment ⋅ NiTi alloys ⋅ Ni48-Ti52 alloy
Martensitic transformations

Introduction

The strong evidence that the effect of Deep Cryogenic
Treatment (DCT) reduces wear on tool steels and increases
the life of high-cycle fatigue in ferrous materials [1–3], and
the fact that its effect on tool steels and other matter is a
source of several papers on the subject [4–6] led the research
of the effect of DCT in the thermal and mechanical prop-
erties of shape memory alloys (SMA).

Shape memory alloys exhibit the shape memory effect
(SME) and/or pseudoelasticity (PE) with resilience of the
deformation of about 10% when subjected to a heating, after
having been deformed under full martensite transformation
temperature (Mf)—(SME); A charging and discharging cycle
over the complete austenite transformation temperature (Af)
—(PE).

The multifunctional characteristics of these alloys guar-
antee a high potential for application in various fields from
medicine (with products such as “stents” and orthodontic
appliances and guide wires) to space engineering [7].

The technological interest in the dynamic properties of
SMA has focused primarily on the NiTi alloy. NiTi alloys
demonstrate superior cushioning properties of SMA due to
copper [8, 9] and its ability to absorb vibration, which is
particularly important with regard to the integrity of
mechanical systems. The high-capacity damping presented
by SMA is related to the movement of interphase martensitic
variants (depending on atomic mobility) and the control of
twinning (disagreement on microstructure), which is directly
proportional to the dislocation density in the structure [8, 9].
Damping is also dependent on external variables such as the
frequency and amplitude of oscillation and some internal
variables such as grain size, density of martensitic variants,
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and structural defects [9, 10]. SMA is expected in a high
damping capacity and low modulus of elasticity in its
martensitic state [9]. During the phase transformation occurs
the presence of a peak of damping capacity and increased
modulus or stiffness [8, 9].

The objective of this study was to evaluate how the time
to soak in DCT influences the mechanical properties of
Ni-Ti. Watching hardness, elastic modulus and damping of
that alloy subjected to cyclic cryogenic treatment of 24 to
−196 °C with soaks of 12, 18, and 24 h at a temperature of
−196 °C and heating and cooling rates of 18 °C/h.

Materials and Experimental Methods

The material investigated was a Ni48-Ti52 alloy, manufac-
tured by Minesis. The test specimens for the different tests
were drawn from a cylindrical alloy bar, 9.55 mm in
diameter and 1500 mm in length, martensitic at room tem-
perature (24 °C). Its chemical composition (Ni 47.72%, Ti
51.86%, Al 0.11%, K 0.08%, S 0.06%, Ca 0.14% and Si
0.03%) was determined by Flurescence X-ray in the Mul-
tiuser Laboratory of the Chemistry Institute of UnB.

The methodology used was to submit the Ni48-Ti52 test
bodies (TC12, TC18 and TC24) to a DCT, starting at
ambient temperature up to −196 °C, with a heating and
cooling rate of 18 °C/h and soaking by 12, 18 and 24 h,
respectively. These Ni48-Ti52 test bodies (with and without
DCT) were characterized by differential scanning calorime-
try (latent heat and phase transformation temperature),
mechanically by impulse excitation (modulus of elasticity
and damping factor) and by the hardness test (HRC). These
obtained properties were compared microstructurally, by
scanning electron microscopy (SEM) and X-ray diffraction
(XDR).

Results and Discussion

Influence of DCT on Mechanical Properties

Regarding hardness, NiTi_TC18 and NiTi_TC24 samples
presented, respectively, 4.96 and 6.76% hardness reduction
in relation to Niti_CR, while NiTi_TC12 CP hardness pre-
sented within the uncertainty error of hardness of the CP
without DCT (Fig. 1). From this, it is also verified that the
reductions of the hardness of the CPs with DCT relate to the
grain increases corresponding to the respective immersion
times of 12, 18 and 24 h at −196 °C (Fig. 2). Therefore, it
can be considered that the Ni48-Ti52 alloy hardness can be
related to the Hall-Petch equation [11].

With respect to the modulus of elasticity (Table 1 and
Fig. 3), DCT samples (NiTi_TC12, NiTi_TC18 and

NiTi_TC24) immersed for 12, 18 and 24 h showed per-
centage reduction (Δ%) of 0.93%, 4.74%, and 9.09%,
respectively, in relation to the sample (NiTi_CR) without
cryogenic treatment. Considering the margin of error of the
equipment being around 1%, the small percentage variation
of the NiTi_TC12 sample was considered practically negli-
gible. The (Δ%) percentage reductions of the NiTi_TC18
and NiTi_TC24 samples of 4.74 and 9.09% can be explained
by the evolution of the elastic modulus as a function of the
temperature of the Ni-Ti alloy [12]. By observing the
chemical composition of the material, the type of bond
involved and considering the increase of grain size with the
immersion time, the bond is weakened [13]. The damping
factor of samples NiTi_TC12, NiTi_TC18 and NiTi_TC24
immersed for 12, 18 and 24 h, respectively, presented in
Table 1 and Fig. 3, respectively, obtained a percentage
increase of 58.94, 127.39 and 199.62%, relative to NiTi_CR,
without DCT. It is assumed that internal variables such as
grain size increase, variant density and structural defects
may have been the cause of increases in DCT damping [10].

Influence of DCT on Thermal Properties

Tables 2, 3 and 4 and Figs. 4, 5, 6, 7, 8 and 9 present the
results of the DSC assays. From the results of the differential
scanning calorimetry (DSC) tests applied on Ni48-Ti52 test
bodies, it was observed that the temperatures As, Af, Ms, the
phase transformation hysteresis (Hist) and the latent heat of
transformation (ΔHA and ΔHM) of the cryogenically treated

Fig. 1 HRC hardness of samples of Ni48-Ti52 with and without DCT

Fig. 2 Grain of alloy sample size Ni48-Ti52 with and without DCT
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bodies presented lower values than those of the untreated
bodies, presented, respectively, in Figs. 4, 5, 7, 8 and 9.
However, Ms temperatures of the DCT bodies (NiTi_TC12,
NiTi_TC18 and NiTi_TC24), shown in Fig. 6, increased
respectively by 2.73, 5.94 and 12.36% relative to the body

without DCT. The temperatures As, Af and Mf may have
been reduced due to the presence of Ti2Ni precipitates,
because according to Ishida [14], the temperatures of the
forward and reverse transformations in the transformation
neighborhoods of the matrix as a whole are altered by the

Tabela 1 Mean mechanical
properties of treated and
untreated CPs

Corpo de provas E (GPa) Δ (%) ζTF E-6 Δ (%)

NiTi_CR 56.10137 – 558.941397 –

NiTi_TC12 55.58139 0.93 883.612209 58.94

NiTi_TC18 53.44134 4.74 1270.953177 127.39

NiTi_TC24 51.00128 9.09 1674.684187 199.62

Fig. 3 Modulus of elasticity (E) and the damping Ni48-Ti52 samples without and with DCT

Table 2 Phase transformation
temperatures of treated and
untreated CPs

CP’S MS (°C) PM (°C) Mf (°C) AS (°C) PA (°C) Af (°C)

NiTi_CR 62.331 57.303 48.824 57.729 87.744 94.247

NiTi_TC12 64.032 45.023 20.010 30.015 48.024 84.042

NiTi_TC18 66.033 30.015 10.005 22.013 81.341 82.041

NiTi_TC24 70.035 43.422 6.003 20.010 58.329 70.035

Table 3 Hysteresis (Af-Ms)
of treated and untreated CPs

CP’S Hist (°C) Δ%

NiTi_CR 31.9216 –

NiTi_TC12 20.0010 −37.3

NiTi_TC18 16.008 −49.9

NiTi_TC24 10.005 −68.7

Table 4 Latent head of phase
transformation of Ni48-Ti52 alloy
witout and with DCT

CP’S ΔHM (J/g) Δ% ΔHA (J/g) Δ%

NiTi_CR −22.57113 – 22.68113 –

NiTi_TC12 −9.77045 −56.71 9.62048 −57.84

NiTi_TC18 −5.37027 −76.21 5.04025 −77.78

NiTi_TC24 −4.96025 −78.02 4.40022 −80.60

Cryogenic Immersion Time Influence on Thermal … 283



presence of Ti2Ni precipitates. Increases in Ms temperatures
may be associated with the increase in grain size of cryo-
genically treated CP’s. According to the literature the tem-
peratureMs is affected by the size of the austenitic grain and,
in general, the highest temperature Ms, corresponds to the
largest austenitic grain size [15–17].

Analysis-Ray Diffraction (XRD)

From this data, diffraction X-ray Ni48-Ti52 samples with and
without DCT, were constructed with the result of the net-
work parameters the diffractograms of Figs. 10, 11, 12 and
13. It is observed that both NiTi_CR sample and NiTi_TC12,
NiTi_TC18 and NiTi_TC24, showed monoclinic phases
B19′, Phase R and Ti2Ni precipitations at room temperature,
a predominant characteristic of the Ni48-Ti52 alloy.

Scanning Electron Microscopy (SEM) Analysis

Figures 14, 15, 16 and 17 present the images obtained by
SEM. It is observed that all the samples presented marten-
sitic needles, monoclinic phase B19′ and precipitates Ti2Ni,
at room temperature, characteristic of titanium-rich Ni48-Ti52
alloy. The presence of precipitates may have caused changes
in the properties presented after DCT

Fig. 4 Initial austenite temperature

Fig. 5 Final austenite temperature

Fig. 6 Initial martensite temperature

Fig. 7 Final martensite temperature

Fig. 8 Evolution of histeresis

Fig. 9 Evolution of latent heat
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Fig. 10 XRD do CP NiTi_CR

Fig. 11 XRD do CP NiTi_TC12

Fig. 12 XRD do CP NiTi_TC18
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Fig. 13 XRD do CP NiTi_TC24

Fig. 14 SEM—NiTi_CR

Fig. 15 SEM—NiTi_TC12

Fig. 16 SEM—NiTi_TC18

Fig. 17 SEM—NiTi_TC24
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Conclusion

In this work, it is evaluated whether and how the cryogenic
treatment at −196 °C and the cryogenic immersion time
affect mechanical properties (modulus of elasticity, damping
and hardness) and thermal properties (phase transformation
temperatures and latent heat of transformation). By means of
an experimental comparative analysis between these prop-
erties of Ni48-Ti52 alloy as-received and cryogenically trea-
ted, it was observed that the cryogenic treatment applied in
this alloy affects these properties. In lines, the hardness
decreases, the damping increased, the modulus of elasticity
decreases, the latent heat decreases and the thermal hys-
teresis decreases. A microstructural analysis and literature
indicate that these changes may be associated with the
appearance of the Ti2Ni precipitate and the increase in grain
size due to the cryogenic treatment applied.
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The Martensitic Transformation
in Indium-Thallium Alloys

T. R. Finlayson, G. J. McIntyre, and K. C. Rule

Abstract
The martensitic transformation in indium-thallium alloys
is reviewed with a focus on the nature of the transfor-
mation as has been investigated using elastic and lattice
vibrational properties. Recent measurements from
thermal-neutron Laue and cold-neutron, triple-axis exper-
iments are presented in an attempt to ratify the traditional
explanation for the transformation as being driven by
phonon softening for low-f ff0½ � f�f0� �

(i.e., T1) phonons.
No evidence for phonon softening has been found to as
low as f = 0.02 reciprocal lattice units on the T1 phonon
branch. An alternative mechanism is advanced, for the
transformation involving nucleation and growth on {111}
planes, which appears to be consistent with electron
diffuse scattering in the system. Such a mechanism is also
consistent with the transition being driven by the
electronic free energy of the system, as has been
demonstrated by other properties.

Keywords
Indium-thallium alloys � Phonon dispersion
Transformation mechanism

Introduction

The face-centred cubic (fcc) to face-centred tetragonal
(fct) martensitic transformation in indium-thallium alloys
was first revealed via optical microscopy on the polished
surface of an In-20 at.%Tl alloy by Bowles, Barrett, and
Guttman and accompanying x-ray measurements [1].
Indeed, the transformation now features in text books to
illustrate a transformation morphology displaying planar
interfaces extending right across parent grains [2]. The
transformation was suggested to proceed by homogeneous
shear on one of a set of {110} planes in 110h i directions but
in opposite sense in adjacent, and thus twin-related, regions.
Within each planar region, finer-scale twinning on another
set of {110} planes at 60° to the first, creates an inhomo-
geneous shear. Subsequent reports [3, 4] also based on
optical metallography and x-ray observations, supported this
110f g 1�10h i double-shear mechanism.
Again, through the combination of optical metallography

and x-ray diffraction, Pollack and King [5] showed that
In-xat.%Tl alloys for 15.5 � x � 31 at.% undergo this fcc
to fct transformation with a martensite start temperature, Ms,
varying from approximately 425 K for a 15.5 at.% alloy to
close to 0 K for 31 at.%. In addition, Pollock and King
published a phase diagram which showed that for alloys of
less than 24 at.%Tl, Ms and the martensite finish tempera-
ture, Mf, were different by just a few degrees, but for higher
Tl concentrations, the difference Ms – Mf increased as the
alloy concentration increased until, for alloys of greater than
about 28 at.%Tl, they would remain two-phased (tetragonal
and cubic) to the lowest temperatures.

In a series of papers [6–8] the elastic constants for various
In-Tl alloys were measured using ultrasonic techniques.
Particularly for the 1=2 c11 � c12ð Þ (or c′) modulus, it was
suggested that this shear modulus went to zero at the Ms

temperature, although it must be borne in mind that often for
c′ measurements, the damping of the ultrasonic wave in the
parent crystal as Ms was approached became so severe that
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the value for 1=2 c11 � c12ð Þ had to be arrived at by inde-
pendent measurements of c11 and c12, followed by subtrac-
tion. Observing a number close to zero may have been an
inevitable artifact.

However, using their measured elastic constants, Gunton
and Saunders [9] performed a pseudopotential calculation
for the phonon-dispersion relations. An important conse-
quence of this calculation was the appearance of a strong
positive curvature at low q along the ff0½ � f�f0� �

branch
(hereafter called the T1 branch).

Clearly, there was a need for experimental
phonon-dispersion measurements to address this situation.

Phonon-Dispersion Measurements

Indium, in particular, and likewise an In-Tl single crystal, is
a most unfavourable system on which to attempt neutron
phonon-dispersion measurements on account of the high
ratio of the absorption to coherent scattering cross sections.
The only possibility as was already well known from mea-
surements on pure indium (H. G. Smith, private communi-
cation, 1983), was to prepare large, flat-plate crystals so that
the phonons could essentially be measured with the crystal
in reflection. To this end, our first preparation was via a
Bridgman growth for an In-24 at.%Tl alloy in an evacuated
quartz capsule, 25 mm in diameter. The longitudinal axis for

the crystal growth proved to be 001½ �, so that two crystal
plates having 100ð Þ 001½ � and 110ð Þ 001½ � orientations could
be spark machined from the single-crystal ingot. These two
plates were sufficient to record all the high-symmetry pho-
nons, although the 110ð Þ 001½ � plate had to be rotated to the
110ð Þ 1�10½ � orientation (i.e., 1�10½ � normal to the scattering
plane), to enable the longitudinal and transverse fff½ � pho-
nons to be measured.

The resultant room-temperature data are shown in Fig. 1
together with a most satisfactory 4NN Born-von Kármán
force-constant model [10]. Also shown on the Figure are the
dispersion relations from the above pseudopotential calcu-
lation [9], where, particularly along the T1 branch, the
pseudopotential does not provide a good fit to the measured
T1 phonons, although it does show the low-q curvature, in
order to fit the measured elastic constant.

Single-Crystal Limitations

The limitation to measuring the T1, low-q phonons was the
quality of our two crystal plates, which restricted these
measurements of the T1 branch to f = 0.15 reciprocal lattice
units (rlu). This lack of quality was believed to arise from
solute segregation at the solidification interface during the
Bridgman growth. Indeed, evidence for the lack of crystal
quality could be seen from images of particular Bragg peaks

Fig. 1 The phonon-dispersion
data at room temperature for
#1067, In-24 at.%Tl, prepared by
Bridgman growth in an evacuated
quartz capsule. The data were
measured on two crystal plates,
spark machined from the
cylindrical crystal, as explained in
the text. The solid lines show the
calculated frequencies for a 4NN
Born-von Kármán force-constant
model while the dash-dot curves
are the theoretical calculation of
Gunton and Saunders [9]. The
thin lines show the initial slopes
expected from the elastic
constants for an alloy of this
composition. The inset shows the
low-q data along the T1 branch
with a “guide-to-the-eye” line
through the experimental points.
(Figure reproduced from [20].)
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taken during the experiment. Thus, it was necessary to
reduce the liquid solution and to grow a flat-plate directly
from a small, oriented-seed crystal as part of the growth. The
design of such a horizontal Bridgman furnace is shown in
Fig. 2. Oriented, high-quality crystals, of approximate
dimensions 60 � 25 � 3 mm3, were the result. Also, crys-
tals with higher thallium contents, having a lower Ms tem-
perature and a larger temperature range over which to search
for phonon softening, were grown. The complete set of
crystals for which data are presented in this paper, are listed
in Table 1.

While most studies were continued on the HB3 spec-
trometer at the Oak Ridge National Laboratory, with a fixed
final energy of 3.58 THz, we obtained some access to a
cold-neutron, triple-axis spectrometer (H7) at the Brookha-
ven National Laboratory, where a T1 phonon at f = 0.03 rlu
could be resolved using fixed incident energy of 1.21 THz
and an in-pile Be filter. But despite this improvement, there
remained no answer, as far as the transformation in In-Tl
was concerned, to the important question of phonon

softening as evidenced by either curvature along the T1
branch at low q or the decrease in frequency with decreasing
temperature for any measured phonons.

The New Australian Research Reactor

The new Australian research reactor, OPAL (Open Pool
Australian Lightwater), was commissioned at Lucas Heights
in 2007 and a suite of 14 instruments have now been
installed. Two of these, KOALA, a thermal-neutron Laue
diffraction instrument, and SIKA, a cold-neutron, triple-axis
spectrometer, have the potential to study low-q phonons as a
function of temperature. KOALA is similar to the VIVALDI
instrument at the Institut Laue-Langevin, Grenoble, where
McIntyre et al. had demonstrated the potential of neutron
Laue diffraction to study low-q phonons and their tempera-
ture dependence [11, 12]. The spectrometer, SIKA [13], was
designed and built as the result of an agreement between
ANSTO and the National Central University of Taiwan and

Fig. 2 Horizontal Bridgman furnace, designed to grow oriented,
flat-plate crystals of indium-thallium alloys, approximately 3 mm thick,
for inelastic neutron-scattering measurements. An oriented seed crystal
would be located in the thin end of the crucible, which is water cooled.

The base is maintained at a steady temperature slightly below the
melting point of the alloy and a small resistive heater beneath the
radiation shield is driven along the ingot. The whole furnace is
contained beneath an evacuated glass bell jar
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Table 1 Details of crystals
being discussed in this paper.
Alloy composition was estimated
from the measured density [8] and
hence the expected Ms

determined from the phase
diagram [5]

Crystal
#

Preparation Flotation density
(g cm−3)

Composition
(at.%Tl)

Ms

(K)

1067 Bridgman, 25 mm cylinder 8.489 24.0 250

1072 Bridgman, 10 mm cylinder 8.613 27.0 165

1074 Horiz. Bridgman from seed 8.707 27.5 140

1080 Horiz. Bridgman from seed 8.793 29.0 90

Fig. 3 Thermal diffuse scattering
expected around certain Bragg
reflections, calculated from the
measured phonon dispersion
relations [10]

Fig. 4 A neutron Laue
diffraction pattern at 260 K for an
In-24 at.%Tl crystal,
3 � 3 � 2.8 mm3, from the
KOALA instrument. The indices
of the main diffraction spots are
given and one example
illustrating the temperature
dependence of scattering near the
1�11 reflection is shown

was funded by the National Science Council of Taiwan. The
instrument was fully commissioned in 2016.

As a result of these new developments, we were
encouraged to re-examine the indium-thallium system in
relation to phonon softening. An initial experiment was
carried out at KOALA using a small piece of single crystal,
3.0 � 3.0 � 2.8 mm3, cut from #1067, for which Ms

appeared to be around 210 K, on the basis of the
first-noticeable changes in the Laue diffraction pattern
(Fig. 4). The expected thermal diffuse scattering had been
calculated by Wakabayashi (N. Wakabayashi, private com-
munication, 1985), using the measured phonon-dispersion
relations [10] as follows:

I /
X
j

nþ 1=2ð Þ
mj ~qð Þ

~Q � ~ej ~qð Þ
� �2

where ~Q ¼~qþ~G, ~G is a reciprocal lattice vector, mj ~qð Þ is the
frequency of the jth mode of eigenvector, ej ~qð Þ, and

n ¼ 1= e
hmj ~qð Þ
kT � 1

� �
. Typical results showing wing-like con-

tours around Bragg reflections are shown in Fig. 3. How-
ever, the high absorption to coherent scattering cross section
ratio together with alloy disorder scattering analogous to that
for x-rays [14] prevented an observation of the wing-like
profiles around certain Bragg reflections, expected for pho-
non scattering. The diffuse scattering in the vicinity of Bragg
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reflections observed prior to and through the transformation,
(Fig. 4) would appear to arise from disorder scattering.

A second experiment was conducted on the SIKA spec-
trometer using the same crystal for which the T1 phonons
had been resolved to as low as f = 0.03 rlu in the earlier
experiment at the Brookhaven cold-neutron, triple-axis
spectrometer. In this case, the f = 0.02 phonon could be
resolved and was studied using a fixed final neutron energy
of 1.21 THz, as a function of temperature. A clear advantage
with the higher thallium concentrations is that the cubic
phase can still be detected and the crystal aligned to this
cubic phase at temperatures below Ms, as pointed out above
in relation to the phase diagram. In this way, the phonons
could be measured through the Ms temperature range. The

complete set of data for the T1 phonon branch are collected
in Fig. 5. In producing Fig. 5 in which the T1 data for dif-
ferent crystals having slightly different compositions and
therefore slightly different lattice vibrational properties,
some normalization procedure should be included to account
for these different properties and hence to allow for direct
comparison of the T1 frequencies measured. However, this
would require the complete lattice dynamics for each of the
crystals, which we do not have. Thus, for the purposes of
understanding the overall trend along the T1 branch, we
have simply plotted the as-measured phonon frequencies.
Clearly, as is most evident in Fig. 5b, there is no detectable
positive curvature at low q.

The temperature dependences for several T1 phonons are
shown in Fig. 6. There is no “softening” found for any T1
phonon frequencies. On the contrary, all frequencies to that
for the lowest f value of 0.02, increase (i.e., “harden”) with
decreasing temperature.

An Alternative View for the In-Tl
Transformation

Close examination of the dispersion relations for In-Tl
(Fig. 1) shows a most unusual feature when compared with
the lattice-vibrational behaviour for other fcc crystals. This
feature is illustrated in Table 2, where the ratios
m fff½ �T/m fff½ �L for the zone-boundary, fff½ � phonons for a
number of fcc metals, and alloys have been listed. Clearly,
In-Tl with a ratio of 0.226, approximately half the value for
all other metals, is unusual.

Geisler [15] proposed a nucleation and growth mecha-
nism along {111} planes of the fcc matrix. Allowing the

Fig. 5 a The complete data set for the T1 phonon branch for all four
crystals (#1067, #1072, #1074, and #1080) studied. b The low-q region
for the T1 branch data. Note the absence of frequencies for certain
crystals from b as for these crystals phonon groups could not be
resolved to as low as f = 0.10 rlu, on account of the crystal quality. The
recent data from the SIKA spectrometer are shown as open symbols

Fig. 6 Temperature dependence of phonon frequencies for a number
of f values for the different crystals measured. Again the recent data
from the SIKA spectrometer are shown as open symbols
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slight change in orientation required for {111} conjugate
planes between the fcc and fct structures, as illustrated in
Fig. 3 of [15], gives precisely the same x-ray pole-figure
results as for the double-shear mechanism [1, 3, 4]. Further,
Geisler’s mechanism proposed the formation and growth of
coherent nuclei along the {111} conjugate planes. When the
size of each nucleus reaches the size at which the strain
energy becomes intolerable, a twin forms.

Such a mechanism is also consistent with the observation
of premartensitic electron diffuse scattering in the form of
rods of scattering in 111h i� directions in reciprocal space.
(See Fig. 4 of [16]). The unusual softness to shear for
phonons along the fff½ � T branch is also consistent with this
mechanism, suggesting that the premartensitic nuclei may be
generated by dynamic and static 111h i 11�2h i atomic dis-
placements. According to the theory of Olsen and Cohen
[17], the first step in martensite nucleation is the faulting on
planes of closest packing, and these faulting displacements
are derived from existing defects. When the temperature of
the fcc phase is reduced to the transformation temperature,
short-range order of 111h i 11�2h i atomic displacements
rapidly transforms to long-range order of the martensitic, fct
phase.

In addition, these particular atomic displacements have
been shown to arise from conduction-electron energy effects
associated with strong electron-phonon coupling.
Indium-thallium, similar to other dilute indium alloys such
as indium-bismuth, indium-cadmium, indium-lead, and
indium-tin, exhibits a phase transition which is driven by the
electronic contribution to the free energy of the system [18].
This is also evidenced by the rapid variation of Ms with
composition and the observed depression of Ms with applied
magnetic field [19].

Conclusion

The background literature regarding the transformation
mechanism in indium-thallium alloys as involving a double
shear in {110} planes driven by phonon softening has been
reviewed. More recent measurements directed towards the
observation of phonon softening have yielded negative
results. The observation of anomalously soft fff½ � T phonons
has given rise to an alternative nucleation and growth
mechanism involving 111h i 11~2

� �
defects. Such a mecha-

nism is consistent with electron diffuse-scattering observa-
tions and a transition driven by the electronic free energy of
the alloy system.
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