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Preface

Economics is the science that tries to allocate scarce resources for the satisfaction of
multiple and frequently conflicting objectives. Decision-making in agriculture is
always the process that typically involves multiple criteria, especially when new
policies are applied in agriculture and the environment. Multicriteria analysis is a
methodology that considers multiple criteria simultaneously in a wide range of
concerns in complex decision-making processes by taking into account multiple
conflicting criteria.

This book integrates 12 chapters and outlines the current trends in the use of
multicriteria analysis in agriculture by providing recent applications for modelling
agricultural decision-making. Specific case studies using multicriteria analysis as a
method for selecting multi-attribute discrete alternatives or solving multi-objective
planning problems are also considered. The volume intends to target agricultural and
environmental economists, engineers and all scientists concerned with the manage-
ment of agricultural resources and decision-making in agriculture.

In chapter “Multi-scaling Agroclimatic Classification for Decision Support
Towards Sustainable Production” a decision support system by using multicriteria
analysis combining different criteria to a utility function under a set of constraints
concerning different categories of agroclimatic, social, cultural and economic con-
ditions and to achieve an optimum agricultural production plan is developed by
conducting contemporary agroclimatic classification based on remote sensing and
geographic information system.

Chapter “Review of Multicriteria Methodologies and Tools for the Evaluation of
the Provision of Ecosystem Services” focuses on studies that used multicriteria
decision analysis for an ecosystem service assessment, attempting to cover a repre-
sentative sample of case studies of ecosystem service assessments through
multicriteria decision analysis. It also discusses advantages and disadvantages of
different methodological choices in ecosystem service evaluation. For this reason, a
literature review has been performed that covers an overview of various methodol-
ogies that seek to improve the knowledge base of existing tools and methodologies
in ecosystem services assessment.
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Chapter “Integrating AHP and GIS Techniques for Rural Landscape and Agri-
cultural Activities Planning” aims at providing some insights into the usefulness of
the analytic hierarchy process in the context of geographic multicriteria analysis,
applied to geographic information system techniques for rural landscape and agri-
cultural activities planning. This chapter illustrates four case studies from Tuscany
Region (Italy) where this approach has been applied.

Chapter “The Use of the Analytic Network Process for the Analysis of Public
Goods Supply from Agricultural Systems: Advances and Challenges Ahead” aims to
review and summarize the potentials and limitations of the use of the analytic
network process in the context of the evaluation of public goods provision from
agricultural systems. The chapter provides a description and a step-by-step explana-
tion of the method and presents insights from three selected recent papers using the
analytic network process to analyse public goods supply from agricultural systems.

Chapter “Allocating Shadow Prices in a Multi-objective Chance Constrained
Problem of Biodiesel Blending” tries to allocate shadow prices in a multi-objective
chance-constrained problem of biodiesel blending. The chapter presents a model that
determines the optimal blend that minimizes production costs and GHG emissions
and assesses the influence of technical constraints on the decision objectives. For this
purpose, an algorithm for the allocation of shadow prices to the constituent parts of
the composite objective function was implemented.

Chapter “Promoting Small-Scale Biofuel Production: A Qualitative GIS-OWA
Methodology for Land Suitability Analysis of Winter Rapeseed” focuses on pro-
moting small-scale biofuel production as biofuels could be a possible solution to
promote agricultural development in rural areas by increasing farm income. As land
planning issues are complex problems with multiple decision-makers and criteria, a
spatial multicriteria analysis model for supporting decision-makers in the site selec-
tion process for winter rapeseed production is proposed.

Chapter “Multi-criteria Decision Analysis: Linear and Non-linear Optimization
of Aqueous Herbal Extracts” aims to present a multicriteria decision analysis with
linear and non-linear optimization of aqueous herbal extracts. Modelling is an
indispensable part of food production, from “farm to fork”, where it is used to
optimize the initial production of food and feed as well as in the food and feed
processing. Different particle sizes of olive leaves were used in extraction of
biologically active components using water as a solvent.

Chapter “Methodology and Criteria for the Allocation of Reused Water in
Agriculture” provides a methodology to support the water allocation decision,
applied to reused water. The tool has been developed for the Guadalquivir River
Basin Authority, allowing decision-makers to rank the water users asking for an
entitlement to urban water for agriculture when demand is higher than supply.

The objective of chapter “Simulating Farmers’ Decision-Making with a Cobb-
Douglass MAUF: An Application for an Ex-Ante Policy Analysis of Water Pricing”
is to provide more in-depth knowledge about simulating farmers’ behaviour by using
non-linear multi-attribute utility functions, developing a new non-interactive method
to elicit Cobb–Douglas multi-attribute utility functions based on farmers’ actual
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behaviour that overcomes some shortcomings of traditional additive multi-attribute
utility functions.

Chapter “Perceptions and Attitudes of Greek Farmers Towards Adopting Preci-
sion Agriculture: Case Study Region of Central Greece” aims to examine the
concepts of crop producers regarding the prospects that arise through the adoption
of Precision Agriculture in Greece, a country with problematic primary sector, with
particular climatic conditions and varied microclimates while competing with coun-
tries of low labour costs.

Chapter “Multi-criteria Optimization Methods Applied in Agricultural Touring”
is a comprehensive review of the multi-objective nature of agricultural touring and
focuses on multi-objective formulations that arose in the literature so far in touring,
especially concerning tourism, and with regard to them being applied under agri-
tourism scenarios.

Finally, chapter “Life Cycle Assessment and Multi-criteria Analysis in Agricul-
ture: Synergies and Insights” outlines the integration of life cycle assessment and
multicriteria analysis methodologies and develops a complete literature review
regarding the sustainability of the agricultural sector. In this review, scientific papers
integrating life cycle assessment and different multicriteria methodologies in agri-
culture are analysed.

The main lesson learned from the papers in this book is in the fact that there are a
number of emerging areas of application of multicriteria analysis, and this requires
an effort for methodological adaptation. Some of these areas actually bring more and
more complex issues either due to the comprehensiveness or width of the topic
(ecosystem services, bioeconomy issues) or to the “fuzziness” of impacts
(e.g. information tools). In addition, multicriteria analysis is part of an important
process of integration of different tools, e.g. with LCA or models, as well as with
participatory instruments.

This seems to lead to a number of new challenges for researchers to meet the
future needs of practitioners and decision-makers.

Cordoba, Spain Julio Berbel
Thessaloniki, Greece Thomas Bournaris
Thessaloniki, Greece Basil Manos
Chania, Greece Nikolaos Matsatsinis
Bologna, Italy Davide Viaggi
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Multi-scaling Agroclimatic Classification
for Decision Support Towards Sustainable
Production

Nicolas R. Dalezios, Kostas Mitrakopoulos, and Basil Manos

Abstract Agriculture is highly affected by environmental conditions and the
assessment of the agroclimatic potential is necessary for sustainability and produc-
tivity. The climate is among the most important factors that determine the agricul-
tural potentialities of a region and the suitability of a region for a specific crop,
whereas the yield is determined by weather conditions. In this chapter the first
objective is to identify sustainable production zones in Thessaly by conducting
contemporary agroclimatic classification based on remote sensing and GIS. The
agroclimatic conditions of agricultural areas have to be assessed in order to achieve
sustainable and efficient use of natural resources in combination with production
optimization. Thus, a quantitative understanding of the climate of a region is
essential for developing improved farming systems. The second objective derives
from the first; it develops a decision support system (DSS) by using multi-criteria
analysis combining different criteria to a utility function under a set of constraints
concerning different categories of agroclimatic, social, cultural and economic con-
ditions and so we can achieve an optimum agricultural production plan. In order to
support the realization of the proposed production zoning and DSS in real-time, a
Sensor Web service platform is proposed to be implemented based on the Sensor
Web technologies, which extracts Real-time environmental and agronomic data.

Keywords Agroclimatic classification · Production zones · Agroclimatic indices ·
Decision support system · Multi-criteria analysis · Web production platforms
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1 Introduction

Agriculture is a primary productivity sector, which is highly dependent on environ-
mental conditions. The agroclimatic potential of agricultural areas has to be assessed
in order to achieve sustainable and efficient use of natural resources in combination
with optimal production (Tsiros et al. 2009). Temperature and rainfall, in terms of
quantity and spatiotemporal variability, are variables which determine the type of
crops suitable to a given location. These variables, in combination with soil type and
geomorphology, also determine areas, where high levels of production are appro-
priate, avoiding the threat of degrading the natural resources. Extreme climate
variables and climate extremes, such as droughts, are projected to experience
significant changes over the twenty-first century, just as they have during the past
century, in many areas, including the Mediterranean basin, among others (IPCC
2012, 2013). Thus, climate change has to be considered in all the aspects of
agroclimatic analysis.

Agroclimatic classification is very useful in identifying sustainable production
zones within a climatic region. Recently, a methodology has been developed based
on remote sensing data and methods and applied in semi-arid region (Tsiros et al.
2009). Specifically, two drought indices have been computed, namely aridity index
(AI) and vegetation health index (VHI), in order to define zones adequate for
sustainable farming according to water limitations, called water limited growth
environment (WLGE) zones. At the second stage, WLGE zones are combined
with soil maps and a digital elevation model (DEM) of the region and two more
indices are computed, namely the Growing Degree Days (GDD) and Net Radiation
(Rn), in order to define sustainable production zones. In addition, viticultural zoning
has been developed at a European scale based on seven bioclimatic indices. Thus,
climatic classification at meso-scale level has been achieved leading to zones with
different viticultural suitability and their possible geographical shift under future
climate change scenarios using regional climate model simulations (Malheiro et al.
2010). As a result, optimal production can be computed for each sustainable
production zone, at a multi-scale level, within a major climatic region, which is a
research need that has not been investigated yet.

Moreover, during the last decade many Decision Support Systems (DSS) have
been developed to supply decision makers with tools on several aspects of climate
change and extreme events, as well as mitigation and preparedness planning. In
particular, Spatial Multi-Criteria Evaluation (SMCE) approach has been widely used
in the development of Decision Support System (DSS) due to its ability to take into
account simultaneously all the basic aspects of the problem including heterogeneous
sets of many different factors and constraint (Steinemann et al. 2005). Although
many applications of DSS already exist, there are just a few recent developments in
climate change and vulnerability assessment and in hydrometeorological hazard risk
management (e.g. EU project CHANGES) (Van Westen 2013). However, DSSs for
assessing adaptation in agroecosystems or drought preparedness and mitigation
plans are still not available, although they remain a current research need.

2 N. R. Dalezios et al.



There are several recent applications of web environmental platforms, such as
satellite derived online web-maps (Gong et al. 2009). For example, satellite imagery
can monitor crop phenology, measure and estimate meteorological parameters,
measure the effectiveness of irrigation systems and evaluate the risk of droughts
and floods, among others. Similarly, high frequency multispectral imagery, or
automated change detection, is used for developing insurance products for small
farmers or trends in agricultural production. Immediate information on crop health is
critical to enable early warning systems for potential drops in crop production or soil
moisture monitoring for agricultural drought. Remote sensing data is increasingly
used for famine early warning systems. Indeed, before disasters occur, satellite
images can provide means to reduce vulnerabilities and prepare for different scenar-
ios, such as high resolution digital elevation maps for assessing the risk of floods or
droughts. Remote sensing information is immensely useful to gain oversight of the
current situation after an event and to identify areas that are most affected. All these
are achieved through web platforms. This summarizes the major research question:
to develop a holistic, hierarchical, scientifically objective and multi-scaling
agroclimatic classification approach for optimal production in a web platform,
which is still not available.

The objective of this chapter is twofold: first, to identify sustainable production
zones by conducting contemporary agroclimatic classification based on remote
sensing and GIS and second to achieve an optimum agricultural production plan.
The first objective is achieved in four steps: in the first step hydroclimatic zones are
developed leading to water limited growth environment (WLGE) based on drought
indices; the second step further develops the non-crop specific agroclimatic zones; in
the third step crop-specific agroclimatic zones are produced, which identify sustain-
able production classes; finally, in the fourth step multi-scaling agroclimatic zones
are developed. Specifically, agroclimatic classification at meso-scale level based on
additional seven bioclimatic indices can be achieved leading to zones with different
suitability and their possible geographical shift under future climate change scenar-
ios using regional climate model simulations. The second objective is based on the
outcome of the first stage and develops a decision support system (DSS) by using
multi-criteria analysis in each production class combining different criteria to a
utility function under a set of constraints concerning different categories of
agroclimatic, social, cultural and economic conditions. Moreover, to support the
realization of the proposed production zoning and DSS in real-time, a Sensor Web
service platform is proposed to be implemented based on the Sensor Web technol-
ogies. Real-time environmental and agronomic data, e.g. soil moisture and temper-
ature data, meteorological data, production data for each zone or remotely sensed
data, are managed in the Sensor Web service platform. It is stated that the method
integrating real-time GIS data model and Sensor Web Service Platform is an
effective way to manage production and environmental data under the Geospatial
Service Web framework.

Multi-scaling Agroclimatic Classification for Decision Support Towards. . . 3



2 Background

Common Agricultural Policy (CAP) continues to play a major role in affecting
agriculture and agricultural production, as well as the farming population. The
focus on non-protected national markets and the enlargement of the European
Union are creating a new reality for agriculture and rural areas, in general. The
overall economic contribution of farm-households in rural areas depends on the
weight of agriculture in each area. The policies of the European Union
(EU) highlight the multi-functional role of the rural areas, which extends beyond
the role of agriculture to also include other activities. Additionally, the issue of
maintaining economically vital rural communities, particularly in disadvantaged
regions, where alternative income opportunities have been limited, it is a traditional
argument connected to Common Agricultural Policy. However, in the last decades, a
full range of new issues has emerged (Manos et al. 2011). A Communication about
the CAP post 2013 (EC COM 672 2010) suggests three main objectives for the
future CAP. The third objective “Balanced territorial development” aims to support
rural employment and maintaining the social fabric of rural areas, to improve the
rural economy and promote diversification to enable local actors to unlock their
potential and to optimize the use of additional local resources and finally to allow for
structural diversity in the farming systems, as well as improve the conditions for
small farms and develop local markets (European Commission 2009). When model-
ling the dynamics of agricultural systems, economists recognized that farm house-
holds vary and that this variation is important, but rather than attribute this variation
to different factors, they concentrated on defining farm types by structural variables,
such as farm size and enterprise mix. However, common sense suggests that not all
farmers within any given farm type are similar, and it is becoming increasingly
apparent that few individuals maximize financial gain. Given this situation, one
alternative approach would be to develop a methodological procedure including a
model, which assumes some degree of commonality in the behavior of individuals,
but also recognizes that the characteristics of the individuals may influence the
specifics of any generalized response (Manos et al. 2010b).

Extensive research has been conducted on climate variability and change involv-
ing, among others, General Circulation Models (GCMs), Regional Climatic Models
(RCMs), downscaling, as well as assessment of impacts, vulnerabilities, mitigation
and recently adaptation of different sectors of the economy (Eitzinger et al. 2007;
Olesen and Bindi 2002) (e.g. EU targeted projects: CECILIA, ADAGIO, PRU-
DENCE, ENSEMBLE, also IRENA, ARIDE, MEDALUS, ENVASSO, RAMSOIL,
PRODIM, CLIVAGRI). There are several recent research efforts on climate change
impacts in the Mediterranean region (Politi et al. 2016; Kioutsioukis et al. 2010). It is
clear that results of climate change impacts should be considered in several aspects
of agroclimatic zoning, such as preparedness planning, computation of indices and
future scenarios. Moreover, climate change research on long term observations of
past decades suggests that characteristic recurrence frequencies, intensities and
durations of certain extreme events have already increased (IPCC 2013; Bruce
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1994; Dilley and Heyman 1995). There is medium confidence that since the 1950s
some regions of the world have experienced more intense and longer droughts (IPCC
2012). Land use changes have potential impacts on environmental hazards (Arneth
et al. 2014), the anthropogenic forcing has contributed to the global trend towards
increased extreme events, such as droughts, in the second half of the twentieth
century. Extreme climate variables and climate extremes, such as droughts, are
projected to experience significant changes over the twenty-first century, just as
they have during the past century, in many areas, including Southern Europe, among
others (IPCC 2012; Nastos et al. 2016; Tarquis et al. 2013). There is also medium
confidence that the duration and intensity of hydrological droughts will increase in
the twenty-first century in some seasons and areas, due to reduced precipitation
and/or increased evapotranspiration (ET), although other factors leading to a reduc-
tion in river flows or groundwater recharge are changes in agricultural land cover and
upstream interventions.

Besides, the climate is among the most important factors that determine the
agricultural potentialities of a region and the suitability of a region for a specific
crop, whereas the yield is determined by weather conditions. Since agriculture is
highly dependent on environmental conditions, a quantitative understanding of the
climate of a region is essential for developing improved farming systems (Pereira
2017). Even though crop production depends on environmental conditions, almost all
agroclimatic classifications take into account temperature and rainfall. These climatic
parameters in combination with soil type and geomorphology can determine areas,
where high levels of production are appropriate, avoiding the threat of degrading the
natural resources (Mavi and Tupper 2004). It is understood that vulnerable agriculture
and its related impacts operate on a variety of time scales. There is, thus, a research
need for agroclimatic classification at different spatial scales and for an objective
procedure for the assessment of production within each agroclimatic zone, which still
has not been attempted (Tsiros et al. 2008, 2009; Dalezios et al. 2014). The interna-
tional research community continues working toward newer and potentially better
monitoring of agricultural production and environment that can also account for a
changing climate, where there may be a shift in both temperature and precipitation
regimes (Waseem et al. 2015; Zargar et al. 2011).

Agroclimatic classification is very useful in identifying sustainable production
zones within a climatic region. There are many climatic and agroclimatic classifica-
tions seeking to describe the moisture conditions of crops (Thornwaite 1948). These
classifications vary in complexity, ranging from the use of one parameter to methods
incorporating a number of parameters. Most of these agroclimatic classifications use
rainfall and potential evapotranspiration in order to delimit the growth environment
of crops (Badini et al. 1997). Specifically, an investigation of the Water Limited
Growth Environment (WLGE) has been conducted for millet cultivation in Burkina
Faso, where rainfed production is a major source of food and income. In this study,
Aridity Index (AI) and Crop Water Stress Index (CWSI) have been used for defining
such environments. Kogan (2001) proposed the Vegetation Health Index (VHI) for
monitoring the impact of weather to vegetation, and used it for agricultural drought
and agricultural production monitoring.

Multi-scaling Agroclimatic Classification for Decision Support Towards. . . 5



Recently, a methodology has been developed based on remote sensing data and
methods and applied in a semi-arid region (Tsiros et al. 2009). Specifically, two
drought indices have been computed, namely aridity index (AI) and vegetation
health index (VHI), in order to define zones adequate for sustainable farming
according to water limitations, namely water limited growth environment (WLGE)
zones. Moreover, sustainable production zones are identified in terms of water
efficiency, fertility (appropriate or not for agricultural use), desertification vulnera-
bility and altitude restrictions. Thus, WLGE zones are combined with soil maps and
a Digital Elevation Model (DEM) of the semi-arid region and two more indices are
computed, namely the Growing Degree Days (GDD) and Net Radiation (Rn), in
order to define sustainable production zones (Tsiros et al. 2009). In order to apply
new management techniques, transfer new technologies and plan alternative crops
according to the bio-physical characteristics of each region, a quantitative under-
standing of the relationships among crop, climate and soil are needed (Badini et al.
1997). Defining areas of sustainable crop production is a major step for identifying
agroclimatic zones, considering environmental limitations and the sustainable use of
natural resources. In addition, multi-scaling agroclimatic classification at meso-scale
level based on additional seven bioclimatic indices can be achieved leading to zones
with different suitability and their possible geographical shift under future climate
change scenarios using regional climate model simulations (Malheiro et al. 2010).
These indices are: length of the growing season (LGS), growing season precipitation
(GSP), Huglin heliothermal index (HI), cool night index (CI), hydrothermal index
(HyI), dryness index (DI) and composite index (CompI). The proposed combination
of all 11 indices can achieve finer scale agroclimatic classification even in hilly
terrain. As a result, optimal production can be computed for each sustainable
production zone, at a multi-scale level, within major climatic regions.

The main driving force behind the use of satellite products as inputs to
agroclimatic zoning indices is the lack of long records from weather stations in
many developing areas, as well as lack of available data in remote areas (Thenkabail
et al. 2004). It is also recognized that remote sensing has gradually become an
important tool for the detection of the spatial and temporal distribution and charac-
teristics of drought at different scales. Moreover, there is a gradually increasing
reliability and accuracy in remote sensing data and methods (Dalezios et al. 2017).
In addition, the new satellite systems have better spatial resolution, more bands and
new sensors for environmental parameters and vegetation (Niemeyer 2008). Needless
to say, the continuous technological advancements also offer additional computa-
tional capabilities. The tendency is to extract data from gridded satellite datasets and
biophysical data. This is particularly useful and necessary when dealing with com-
bined use of several satellite systems, where the selected cell resolution is that of the
coarsest input dataset (McVicar and Jupp 1998; Brown et al. 2008).

Moreover, during the last decade many Decision Support Systems (DSS) have
been developed to supply decision makers with tools on several aspects of climate
change, extreme events and agroenvironment, as well as mitigation and prepared-
ness planning (Steinemann et al. 2005). In particular, Spatial Multi-Criteria Evalu-
ation (SMCE) approach has been widely used in the development of DSSs due to its
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ability to take into account simultaneously all the basic aspects of the problem
including heterogeneous sets of many different factors and constraints. Although
several applications of DSS already exist, there are just a few recent developments in
climate change and vulnerability assessment (Sivakumar et al. 2005) and in hydro-
meteorological hazard risk management (e.g. EU project CHANGES) (Van Westen
2013). For this purpose, an extension of existing methodologies (Sumpsi et al. 1997;
Amador et al. 1998) is conducted for the analysis and simulation of agricultural
systems based upon multi-criteria techniques. In these approaches, weighted goal
programming has been proposed as a methodology for the analysis of decision
making. Specifically, a Multi-Criteria Decision Making (MCDM) model is used in
order to achieve better policy-making procedures and the simulation of the most
realistic decision process. The utility of MCDM approach in comparison with other
approaches, such as linear programming, or cost benefit analysis, can achieve
optimum farm resource allocations (land, labour, capital, water, etc.) that imply
the simultaneous optimization of several conflicting criteria, such as the maximiza-
tion of gross margin, the minimization of fertilizers, the minimization of labour used
and similar aspects.

Furthermore, web content management systems (also known as WCM or CMS
platforms) have been recently used to design, implement and administer digital
content, including satellite imagery, on the web. Most are bundled software pack-
ages that deliver a platform for developers to build and customize web templates and
institute a publishing workflow. Specifically, with the development of information
technologies, such as Web services and interoperable services, a Geospatial Service
Web (GSW) has been recently proposed in the geospatial community (Gong et al.
2009). GSW is a virtual geospatial infrastructure based on the Internet, and it
integrates various geospatial-related resources, such as sensor resources, data
resources, processing resources, information resources, knowledge resources, com-
puting resources, network resources, and storage resources to manage data, extract
information, and obtain knowledge in the geospatial community domain (Gong et al.
2009). GSW unifies the functions of a geospatial acquisition system, data transfor-
mation system, distributed spatial data collection, high-capability server system,
large volume storage system, remote sensing, and a geographic information system
(GIS), where the functions are implemented by Web services and communicated
through the standardized protocols of the Internet. The mission of GSW includes the
following: (1) acquire global spatial data for all seasons, all days, and all directions
using all kinds of sensors on satellite, aircraft, and ground surface; (2) chain the
whole process seamlessly from sensors to application services using unified infor-
mation networks, including satellite communication, data relay network, and wired
or wireless computer communication networks; (3) register sensors, computing
resources, storage resources, internet resources, manipulate software and spatial
data on the internet, and process spatial data online quantitatively, automatically,
intelligently, and in real time; and (4) provide geospatial services, compose virtual
service chains and transmit user-required information in the most effective and
efficient ways. Using GSW for real-time environmental data management will
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help describe, organize, manage, manipulate, interchange, search, and release envi-
ronmental data in a unified framework (Gong et al. 2015).

There are several recent applications of web environmental platforms, such as
satellite derived online web maps. For example, satellite imagery can monitor crop
phenology, measure and estimate meteorological parameters, measure the effective-
ness of irrigation systems and evaluate the risk of droughts and floods, among others.
Similarly, high frequency multispectral imagery, or automated change detection, is
used for developing insurance products for small farmers or trends in agricultural
production. Immediate information on crop health is critical to enable early warning
systems for potential drops in crop production or soil moisture monitoring for
agricultural drought. Remote sensing data is increasingly used for famine early
warning systems. Indeed, before disasters occur, satellite images can provide
means to reduce vulnerabilities and prepare for different scenarios, such as high
resolution digital elevation maps for assessing the risk of floods or droughts. Remote
sensing information is immensely useful to gain oversight of the current situation
after an event and to identify areas that are most affected. All these are achieved
through web platforms. This summarizes the major research question: to develop a
holistic, hierarchical, scientifically objective and multi-scaling methodology for
agroclimatic zoning in a web production platform.

New satellite systems offer online open information for web platforms, such as the
European Copernicus system with six Sentinel satellites (2014–2021) to monitor
land, ocean, emergency response, atmosphere, security and climate change (ESA
2014; Dalezios et al. 2017), or NASA’s new online satellites for climate change,
Global Precipitation Measurement Core Observatory, Orbiting Carbon Observatory-
2, and active-passive Soil Moisture. Moreover, massive cloud computing resources
and analytical tools for working with big datasets make it possible to extract new
information from environmental satellites’ imagery with varying spatial resolution,
such as Landsat-8 imagery (15 m), RapidEye (5 m), Worldview-3 (.31 m) or Pleiades
(.5 m). Thus, digital data processing and analysis for agroecosystems, including
satellite imagery, monitoring and preparedness planning, including DSS, could be
incorporated into a dynamic web production platform.

3 Methodology

The objective of the proposed methodology is to identify sustainable production
zones by conducting contemporary agroclimatic classification based on remote
sensing and GIS and considering also climate change and then to achieve an
optimum agricultural production plan.
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3.1 Climate Change and Agroclimatic Zoning

3.1.1 Climate Variability and Change

This is a significant step involving the Weather Research and Forecasting (WRF)
model for downscaling and assessment of impacts on drought at different spatial and
temporal scales. The WRF is a non-hydrostatic model, with several available dynamic
cores, as well as many different choices for physical parameterizations suitable for a
broad spectrum of applications across scales ranging from meters to thousands of
kilometers. The physics package includes microphysics, cumulus parameterization,
planetary boundary layer (PBL), land surface models (LSM), long-wave (LW) and
short-wave (SW) radiation. The WRF is used in its version 3.6.1 (Skamarock et al.
2006). WRF is setup with two nested grids, one at 20 km (Domain 1—Europe) and a
second at 5 km (Domain 2—Greece and Cyprus) horizontal grid spacing, 40 vertical
levels, using one-way nesting (Politi et al. 2016). The outer grid is centered in the
Mediterranean basin, while the second in Greece and have 265 � 200 and 185 � 185
grid points (for Greece), respectively (Fig. 1). The high resolution downscaling
improves the spatial and temporal variability of climate parameters due to better
representation of topography (Soares et al. 2012).

The ERA-Interim reanalysis dataset is used to provide initial and boundary
conditions. The lateral boundary conditions and sea surface temperature are both
updated every 6 h, from ERA-Interim. Two different schemes are tested for the
boundary layer, the first (WRF_pp1) with the Yonsei University (YSU) (Hong and
Lim 2006) along with the corresponding surface layer of the revised version of
MM5, the Kain-Fitch convective parameterization (Kain 2004) only for the domain
1, none for domain 2. The second (WRF_pp2) is the Mellor-Yamada-Janjic (MYJ)
(Janjic 2001) PBL, the Monin-Obukhov similarity theory for the surface layer.
Finally, WSM 6 class single-moment and Thomson represent the microphysics
schemes, respectively. The common schemes in both cases, are the Noah land

Fig. 1 WRF used coupled model domain (from Dalezios 2015)
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surface (LSM) and the newer version of the Rapid Radiative Transfer Model
radiation scheme. To evaluate the model simulations, surface observations of daily
minimum and maximum temperatures are used, and daily precipitation values
available for Greece-Cyprus from the European Climate Assessment and Data
(ECA&D) project (http://www.ecad.eu/) station dataset. To assess the performance
of the model, four statistical indices were estimated (Soares et al. 2012; Zittis et al.
2014), the root mean square error (RMSE), the BIAS, the mean absolute error
(MAE) and the Pearson’s correlation coefficient (COR). Before the statistical anal-
ysis, an elevation correction of constant lapse rate 6 �C/km should be applied, to both
minimum (TN) and maximum temperatures (TX), due to different horizontal posi-
tion and smooth model topography (Soares et al. 2012). The work includes mapping
of simulated and already available results of climate change impacts on
agroenvironment assessment including climate stresses, water availability and land
degradation at different spatial and temporal scales including agroclimatic zoning,
which is innovative and new. The results of WRF are used in agroclimatic zoning at
different scales for future scenarios, as well as in DSS.

3.2 Agroclimatic Zoning

3.2.1 Hydroclimatic Zones

The first step is to identify zones adequate for sustainable farming according to water
limitations using GIS and remote sensing. In order to determine such zones and
classify the Water Limited Growth Environment (WLGE), satellite derived Vegeta-
tion Health Index (VHI) and Aridity Index (AI) are used (Tsiros 2009; Tsiros et al.
2008, 2009). The WLGE zones are identified through superposition of the two
indices’ images over an area and describe the hydroclimatic component of the
agroclimatic zoning.

Water limited growth environment The first index used to identify WLGE is
VHI. VHI represents overall vegetation health (moisture and thermal conditions) and
is used for identification of vegetative stress and drought affected areas (Kogan
1995, 2001). VHI is a combination of VCI and TCI derived by a long term NDVI
and channel 4 images from NOAA/AVHRR satellite. NDVI, is obtained by com-
bining the channels 1 and 2, the visible and near infrared, respectively, of NOAA/
AVHRR. NDVI is a quick and efficient way for the estimation of vivid vegetation.
NDVI is indicative of the level of photosynthetic activity in the vegetation moni-
tored, reflecting whether the vegetation is stressed or not. After stressed conditions,
significant reduction in NDVI of the field is expected. VCI and TCI characterize the
moisture and thermal conditions of vegetation, respectively (Bhuiyan et al. 2006;
Kogan 1995, 2001) and are given by the equations:

10 N. R. Dalezios et al.
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VCI ¼ 100∗
NDVI � NDVImin

NDVImax � NDVImin
ð1Þ

TCI ¼ 100∗
BTmax � BT

BTmax � BTmin
ð2Þ

where NDVI, NDVImax and NDVImin are the smoothed 10-day normalized differ-
ence vegetation index, is multi-year maximum and minimum, respectively; BT,
BTmax and BTmin are the smoothed 10-day radiant temperature, its multi-year
maximum and minimum, respectively, for each pixel, in a given area. Thermal
conditions are especially important when moisture shortage is accompanied by
high temperature, increasing severity of agricultural drought, having direct impact
to vegetation’s health. VCI and TCI vary from zero, for extremely unfavorable
conditions, to 100, for optimal conditions. Thus, higher VCI and TCI values
represent healthy and unstressed vegetation.

Both indices are based on the same concept. Maximum amount of vegetation is
developed in years with optimal weather conditions, whereas minimum vegetation
amount develops in years with extremely unfavorable weather (mostly dry and hot).
Therefore, the absolute maximum and minimum values of NDVI and BT, calculated
from several years, contain the extreme weather events (drought and no drought
conditions). The resulted maximum and minimum values can be used as criteria for
quantifying the environmental potential of a region (Kogan 1995). VHI is expressed
by the following equation:

VHI ¼ 0:5∗ VCIð Þ þ 0:5∗ TCIð Þ ð3Þ
In VHI computation, an equal weight has been assumed for both VCI and TCI,

since moisture and temperature contribution during the vegetation cycle is currently
not known. The five classes of VHI that represent agricultural drought are illustrated
in Table 1 (Bhuiyan et al. 2006; Kogan 2001).

The other index used to identify WLGE zones is AI. AI represents climatic aridity
and is used to determine the adequacy of rainfall in satisfying the water needs of
crops. AI is a function of the ratio of precipitation to potential evapotranspiration.
The categories as they are defined by the values of AI are illustrated in Table 2
(UNESCO 1979). The index is calculated on multiyear basis, using monthly values.
The potential evapotranspiration is calculated with the use of Blaney-Criddle method
(Tsiros 2009; Tsiros et al. 2009; Blaney and Criddle 1950). The method estimates
potential evapotranspiration (ETp) using monthly air temperature data, the ratio of

Table 1 VHI drought
classification scheme (Kogan
2001)

VHI values Vegetative drought classes

<10 Extreme drought

<20 Severe drought

<30 Moderate drought

<40 Mild drought

>40 No drought
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daytime hours (month/year), and a weighted crop coefficient (Kc). Regarding the
weighted crop coefficient, 12 maps with grid cell size of 100 � 100 m (one for each
month) have been utilized. Kc values are defined according to land use provided by
CORINE 2001 database.

In ETp calculations, land surface temperature (LST) is used instead of air
temperature. The generation of LST maps is based on the “split-window” algorithm
from Becker and Li (1990), which uses the differential absorption effects in channels
4 and 5 of NOAA/AVHRR for correcting atmospheric attenuation mainly caused by
water vapour absorption. For estimating surface emissivity, the relationship given by
Van de Griend and Owe (1993) is applied. In order to avoid over-estimating ETp,
LST is converted to air temperature using a linear empirical relationship. The
relationship has been derived by applying a regression analysis to the LST and air
temperature data of the time series fpr the station of Larisa (R2 ¼ 0.84). Results are
depicted in Fig. 2.

Since both indices have been computed, two maps are created. From the VHI
images a final map is obtained using the frequency of occurrence of agricultural
drought events. The derived map is combined with the climatic aridity map and leads
to the definition of WLGE zones. The generalized thematic classification scheme is
shown in Table 3.

3.2.2 General Agroclimatic Zoning

The second step is to identify sustainable production zones to characterize the general
agroclimatic zones in terms of water efficiency, fertility (appropriate or not for
agricultural use), desertification vulnerability and altitude restrictions. Thus, WLGE
zones are combined with Soil Maps and a DEM (Tsiros 2009; Tsiros et al. 2009).

Soil map and DEM Overlapping WLGE zones, a soil map and a DEM of the study
area has led to the definition of regions, where crop production is sustainable and
agriculture is the best suited agronomic use. Soil types are digitized according to
fertility (appropriate or not for sustainable agricultural use) and desertification vulner-
ability. The sustainable agronomic use and the desertification risk according to soil

Table 2 Dryland categories (UNESCO 1979)

Aridity Index: P/PET Rainfall (mm) Classification

PET>P Desert climate

<0.03 <200 Hyper-arid

0.03 to <0.20 <200 (winter) Arid

<400 (summer)

0.20 to <0.50 200–500 (winter) Semi-arid

400–600 (summer)

0.50 to <0.65 500–700 (winter) Dry sub-humid

600–800 (summer)

>0.65 No desertification
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category are adopted (Yassoglou 2004). Soil types are grouped into three classes
during the digitization, namely soils appropriate for agricultural use, controlled agri-
cultural use, and no agricultural use. The classification pattern is illustrated in Table 4.
Finally, the digitized vector map is converted to raster (grid) with cell size of
100 m � 100 m. Three major crop growth zones are selected according to altitude
limitations (Dalezios 2015; Danalatos 2007). The first, ranging from 0 to 600 m, is
appropriate for most of the crops. The second, ranging from 600 m to 900 m is
appropriate for non-tropic crops and fruit trees (maize, winter wheat, apple trees,
chestnuts, etc.). The last one, having altitudes higher than 900 m is not appropriate
for crops.

Supervised classification During the supervised classification, the parallelepiped
technique is used in order to combine the WLGE zones, the soil map and the DEM
and define the sustainable production zones. During the classification, the following
rule pattern is used. Crop production is:
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Fig. 2 Application of linear regression analysis to land surface temperature and air temperature for
Larisa (from Tsiros et al. 2009)

Table 3 WLGE generalized classification scheme (Tsiros et al. 2009)

Agricultural drought classes Aridity classes WLGE classes

Extreme drought Extremely dry Limited environment

Severe drought Dry

Moderate drought Semi-dry Partially limited environment

Mild drought Semi-wet

No drought Wet No limitations
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• “Unsustainable” in areas characterized by any of the “limiting” classes.
• “Sustainable under restrictions” when “partial limitations” regarding to WLGE or

soil map or DEM (intermediate classes) exist.
• “Sustainable for non-tropic crops” in regions with “no limitations” and

600–900 m altitude range.
• “Sustainable” in areas with “no limitations” and altitude lower than 600 m.

3.2.3 Specific Agroclimatic Zoning

Two indices are used to identify areas suitable for cultivation, namely Growing
Degree Days (GDD) (�C d) and Net Radiation (Rn) (Tsiros 2009; Tsiros et al. 2009).
Rn is used to define areas, where crop growth is not restricted due to limitations
related to the radiation component. This leads to production classification zones,
i.e. high, medium and low productivity zones, where, for instance, in low produc-
tivity zones energy crops could be considered. Figure 3 summarizes the flow chart of
the various steps of the agroclimatic zoning methodology.

3.2.4 Multi-scaling Agroclimatic Zones

Agroclimatic classification at meso-scale level based on seven bioclimatic indices
has been achieved leading to zones with different suitability and their possible
geographical shift under future climate change scenarios using regional climate
model simulations (Malheiro et al. 2010; Kogan 2001). These indices are: length
of the growing season (LGS), growing season precipitation (GSP), Huglin
heliothermal index (HI), cool night index (CI), hydrothermal index (HyI), dryness
index (DI) and composite index (CompI). The proposed combination of all 11 indices
for finer scale agroclimatic classification even in hilly terrain is new. As a result,
optimal production can be computed for each sustainable production zone, at a

Table 4 Classification scheme of soil types for sustainable use and desertification vulnerability
(from Tsiros et al. 2009)

Class name
Sustainable
agronomic uses

Desertification
vulnerability Soil types category

No agricultural
use

Wild nature, Very high Rock outcrops Leptosols

Forest Regosols (low quality)

Controlled pasture High Cambisols (medium-low
quality)

Controlled agri-
cultural use

Controlled
agriculture

Medium Regosols (medium quality)

Pasture Cambisols (medium-high,
high quality)

Forest Luvisols (medium quality)

Agricultural use Agriculture Low Fluvisols, Vertisols, Luvisols
(high quality)
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multi-scale level, within major climatic regions. Malheiro et al. (2010) in their paper
considered climate change scenarios applied to viticultural zoning in Europe. In their
study, the above seven indices were described as follows.

1. Length of the growing season (LGS) is calculated as the number of days with
mean temperatures above 10 �C (growing degree days). Although depending on
the different varieties, a region is commonly considered appropriate for vine
growing for LGS higher than 182 days.

LGS ¼ Number of days with Tavg > 10 �C ð4Þ

2. Growing season precipitation (GSP): Precipitation from April to September
was found to be one of the most discriminating climatic variables in northwestern
Spain for current conditions.

GSP ¼
XSep

Apr

Pð Þ ð5Þ

3. Hulgin Heliothermal Index (HI) is a degree-day formulation that weights
maximum temperatures above daily mean temperatures and applies a latitude-

AI

WLGE

VHI

sustainable production zone

Agro-climatic zones

DEMs Territorial
maps

RnGDD

(Supervised thematic
classification)

(Supervised thematic
classification)

(Supervised thematic
classification)

Stage 2.
General Agroclimatic
Zoning

Stage 3.
Specific Agroclimatic
Zones (cotton and wheat)

Stage 1.
Hydroclimatic Zoning

Fig. 3 Flow chart of the agroclimatic zoning methodology (from Tsiros 2009)
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varying day-length adjustment. The day length coefficient was linearly interpo-
lated from 1.02 to 1.06 within latitude belt 40–50 �N. Southwards of 40 �N the
coefficient takes a value of 1.00. For latitudes 50–60 �N was considered a linear
extrapolation. HI is grouped into six categories of climate from very cool
(HI < 1500) to very warm (HI > 3000).

HI ¼
XSep

Apr

T � 10ð Þ þ Tmax � 10ð Þ
2

d ð6Þ

4. Cool night Index (CI) provides a relative measure of ripening potential with four
categories, namely very cool nights (CI � 12�C), cool nights (12 < CI � 14 �C),
temperature nights (14 < CI � 18 �C) and warm nights (CI > 18 �C).

CI ¼ September average Tmin ð7Þ

5. The Hydrothermic index (HyI) considers precipitation and temperature regimes
for estimating the risk of downy mildew disease. HyI < 2500 �C mm, Low risk;
HyI > 5100 �C mm, High risk.

HyI ¼
XAug

Apr

T x Pð Þ ð8Þ

6. Dryness Index (DI) defines four viticulture climates ranging from very dry
(DI � �100 mm) to humid (DI > 150 mm). DI defines the soil water component
of the climate, assessing the level of dryness relevant for wine production in a
specific region.

DI ¼
XSep

Apr

WO þ P� TV � ESð Þ ð9Þ

7. The Composite index (CompI) summarises the main results obtained from the
previous indices. It is computed for each year separately and extends between
0 and 1, depending on four conditions HI � 1400; DI � �100; HyI � 5100 and
daily minimum temperatures never below �17 �C are simultaneously
accomplished.

CompI ¼
HI � 1400;
DI � �100;
HyI � 5100;

Tminalways � �17 �C

8>><
>>:

ð10Þ
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3.3 Multi-criteria Modelling

The selected model is a Multi-criteria Programming (MCDM) model for planning
the agricultural production. In order to analyze how Common Agriculture Policy
may influence farm production decisions, the methodologies for the analysis and
simulation of agricultural systems based upon multi-criteria techniques are extended
(Sumpsi et al. 1997; Amador et al. 1998). Indeed, a weighted goal programming is
proposed as a methodology for the analysis of decision making. This methodology
has been successfully implemented on real agricultural systems (Gomez-Limon and
Sanchez-Fernandez 2010; Gomez-Limon and Berbel 2000; Berbel and Rodriguez
1998; Bartolini et al. 2007a, b; Gomez-Limon et al. 2002; Gomez-Limon and Riesgo
2004; Manos et al. 2006, 2007, 2008, 2010a, b). Specifically, an MCDM model is
used in order to achieve better policy-making procedures and the simulation of the
most realistic decision process. The MCDM model is selected due to the variety of
criteria taken into account by farmers in crop planning, broadening in this way the
traditional assumption of profit maximization. It also assembles the multi-
functionality of agriculture involving variables related to economic, social and
environmental aspects. The use of the MCDM approach in comparison to other
approaches, such as linear programming, or cost benefit analysis, can achieve
optimum farm resource allocations (land, labour, capital, water, etc.) that imply
the simultaneous optimization of several conflicting criteria, such as the maximiza-
tion of gross margin, the minimization of fertilizers, or the minimization of labour
used, among others.

Weighting goal programming for policy analysis This methodology is employed
to estimate a surrogate utility function in order to simulate farmers’ decision-making
processes, broadening in this way the traditional profit-maximizing assumption. This
surrogate utility function is then used to estimate the value of decoupled payments in
crop production. Briefly, the methodology can be summarized as follows:

1. Establish a tentative set of objectives that may be supposed to be most important
for farmers. Questionnaires and descriptive research are sufficient for this
purpose.

2. Determine the pay-off matrix of the above set of objectives. Using this matrix,
estimate a set of weights that optimally reflect farmers’ preferences.

3.3.1 Components of the Multi-criteria Objective Function

Multi-criteria model definition A system is defined via a mathematical simplifi-
cation of the relevant variables and their relationships in order to understand the
effect of any modifications of the initial conditions that characterize the system.
Every system has variables that control the processes involved and that belong to the
decision-making process as ‘decision variables’. The selected crop plan determines
changes in certain attributes of the system. Attributes are relevant functions deduced
from the decision variables, but there are also attributes that are not relevant to the
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decision makers. Attributes to which decision makers assign a desired direction of
improvement are considered objective functions. In this analysis not only the
farmers’ objectives are considered, but also attributes that are relevant to policy
makers.

Variables Each farmer has a set of variables Xi (crops), as described in the previous
section. These are the decision variables that can assume any value belonging to the
feasible set.

Objectives This model optimises at the same time different criteria as profit
maximisation, fertilizer minimisation etc. At the preliminary stage, three objectives
must be regarded as belonging to the farmer’s decision-making process, namely
profit maximization, fertilizer minimisation and minimisation of the labour inputs.

Profit maximization Farmers wish to maximise profits, but calculation of profit
requires the computation of some relatively difficult factors, such as depreciation.
Therefore, for convenience it is assumed that gross margin (GM) is a good estimator
of profit, and maximisation of profit is equivalent in the short run to maximisation of
gross margin. The objective function included in the model is defined as follows:

MaxGM ¼ ΣGMi � Xi ð11Þ
where GM is the total gross margin, Xi is crop i and GMi is the gross margin of
crop i.

Fertilizer minimization Fertilizer minimization is a public objective. For this
reason it is not considered in the decision process by farmers. The most obvious
indicators are those related to the consumption of water and use of pesticides that are
directly related to the pollution of water resources and appear more directly quan-
tifiable at farm level. They are, nevertheless, not obviously subject to aggregation at
higher level and their effects on the environment can be evaluated only after some
elaboration of prediction models based on diffusion functions.

Fertilizer minimization is the main form for calculating the surpluses of nitrogen,
which are potentially dangerous for the environment. It would also be the main
indicator of the impact of farming on the environment as far as groundwater quality.
In this way, all nitrogen reaching the cultivated soil is included as input. Similar
indicators can be designed for other nutrients, such as phosphorus and potassium.
For this reason, fertilizer is computed as the sum of fertilizers used for all crops (TF),
and its objective function is as follows:

MinTF ¼ ΣFi � Xi ð12Þ

Minimization of labour inputs The minimization of labor implies not only a
reduction of input cost, but also an increase of leisure time and reduction of
administration and management processes. The farmers usually show an aversion
to hiring labor. An explanation of this behavior is that this parameter is connected
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with the complexity of crops, because the hired labor adds a degree of complexity to
family farming. For this reason, labor is calculated as the sum of labor for all farm
activities (TL), therefore the objective function becomes:

MinTL ¼ ΣTLi � Xi ð13Þ
No other objectives are proposed in advance. It is assumed that at the preliminary

stage that the three objectives mentioned above are sufficient to explain farmers’
behaviour.

3.3.2 Constraints of the Multi-criteria Modelling

In order to analyze CAP’s impacts several constraints are used as a result of the
implementation of the new CAP. The selected constraints are the following:

Total cultivation area The sum of all crops (Xi) must be equal to 100. This
constraint is only introduced in order to obtain the results of the model in percent-
ages. The sum of total available land for all crops is a second constraint. Finally,
another constrain is the sum of irrigable available land for irrigated and non-irrigated
crops.

CAP A large proportion of agricultural income depends upon CAP subsidies, and
farmers cannot afford to ignore CAP regulations that affect most of the crops
available for cultivation. For this reason, in accordance with RDP measures, a
set-aside activity (SA) is included related to the subsidized crops (which are the
majority):

ΣXi þ SA ¼ 100 ð14Þ
This SA, as a CAP requirement, must be at least the 25% of the irrigated land

according to the RDP measure “protection of nitrate sensitive areas”. A second CAP
constraint “Production Rights” has been also included in the model. The sum of
production rights (PR) according to CAP for crops (Xi) following CAP regulations
has the following objective function:

PR ¼ ΣPRi � Xi ð15Þ

Market and other constraints Such payments, by being up to 100% decoupled
from current production, allow farmers to make production decisions based more on
market signals than on policy interventions. Some other crops are not subject to CAP
rules, but marketing channels put an upper limit on short-term variations. This is the
case for alfalfa. This crop needs to be produced in quantities that processing
facilities, the marketing system or livestock in the vicinity of the production area
is expected to demand without price distortions. For this circumstance, a ‘greater-
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than’ constraint has been included in the model. This upper limit has been fixed on
the basis of the maximum historical cultivation.

Rotational and agronomic considerations It is regarded as agronomic sound
policy not to cultivate a crop, such as a cereal, if, during the previous year, the
same plot has grown another cereal. This is called a rotational constraint. A rota-
tional constraint limits the cultivated area for a crop to a maximum number of the
total available area, and it is applied to all cereals. All this information has been
included in the model that forms the basis for the MCDM simulation.

3.4 Web Agricultural Production Platform

With the development of information technology, the purpose is to determine a
method to realize agricultural production or environmental data management under
the Geospatial Service Web (GSW) framework, which is innovative and new. The
aim for GSW is to develop a real-time GIS data model to manage real-time data.
Indeed, GIS data models have evolved from static GIS data models, to temporal GIS
data models, and then to real-time GIS data models (Gong et al. 2015). The real-time
GIS data model is developed from the temporal GIS data model and emphasizes the
time efficiency of data management (Hatcher and Maher 2000) although the real-
time GIS data model is still in an immature stage and needs further study. This
method is based on a novel real-time GIS data model and the model’s implementa-
tion, namely the Sensor Web Service Platform with Sensor Web technologies
(Bröring et al. 2011). Real-time GIS is an important new research domain,
transforming the study of historical changed data to real-time data in GIS. The
real-time GIS data model represents further progress for static and temporal GIS
data models.

The data model is the core of GIS, since an appropriate data model plays a
decisive role in constructing a GIS application. The primary task of a spatiotemporal
data model is the organization and management of spatiotemporal data, as well as
analysis and expression of the content and relationships of spatiotemporal change.
The data model should have five characteristics: (1) the model takes into account
both traditional GIS and real-time GIS; (2) it can express the dynamic data from
moving object; (3) it is highly effective for storing and retrieving real-time data from
various sensors; (4) it can support the dynamic simulation of spatiotemporal pro-
cesses from real-time GIS data; and (5) the model can represent the relationships
among its factors, including geographical objects, states, events, processes, sensors
and observations.

The real-time GIS data model is shown in Fig. 4. Figure 4a is the Entity-
Relationship diagram (Chen 1976) and Fig. 4b is the conception diagram. Some
relevant elements of the conceptual model are described as follows: (1) Sensor
(Sensor): Various sensors containing space-borne, air-borne, and ground sensors;
(2) Observation (Observation): The behavior of observable attributes from various
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sensors provides observational data for the model; (3) Geographical Object
(Geo-Object): Either physical entities or social phenomenon formed naturally or
artificially, expressed with clear boundaries or not, as the objects of GIS research in
the real world; (4) Object (Object): Single entity in the real world; a Geo-Object can
contain one or multiple objects; (5) Spatiotemporal Process (StProcess): The Spa-
tiotemporal Process is a periodized change process of a complex geographic phe-
nomenon in a timeline, and the processes refer to a series of Geo-Objects and their
interactions; (6) Simulation (Simulation): Simulation is the imitation of the operation
of a real-world process or system over time; (7) Event (Event): An event is an
occurrence of the Geo-Object change, and is the reason for the change of
Geo-Objects; (8) State (State): A snapshot of a geographic object at a point of time
in the change process; and (9) Change Function (ChFunction): In the time of
research, the correspondence between an instant and the values of geospatial and
thematic properties. This function can be derived from industry, scientific comput-
ing, and relevant experience.

A geographical object consists of three basic indivisible features: time, space, and
thematic attributes (Gong et al. 2009, 2015). A geographical object contains both
unchangeable attributes and time-varying attributes. Time-varying attributes are
associated with state sequences. The time-varying attributes may be different at
different states. A sensor is a special geo-object that contains self-parameters and
observations. The sensor, described by its metadata, is a tool to observe the spatial
attributes and the thematic attributes of geographical objects. As a result, a sensor is
the primary means of obtaining the changed information of a geographical object. In
fact, one sensor may observe many geo-objects and a geo-object can be observed by
many sensors. The wide use of sensors has brought revolutionary changes to data
acquisition by improving the accuracy, speed, timely perception, and timely trans-
mission of spatiotemporal data. This change has resulted in the generation of a large
volume of data, such as spatiotemporal data, thematic attribute data, image data, and
video stream data. This information, which may be remote sensing image collected
by a remote sensor, environmental parameters collected by in-situ sensors, or only
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Fig. 4 Real-time GIS data model: (a) entity-relationship diagram; (b) conception diagram (from
Gong et al. 2015)
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position information acquired by a Global Navigation Satellite System, is recorded
in a series of observations along with the time.

Complex spatiotemporal changes in geographical phenomena refer to three core
components: spatiotemporal processes, geographical objects, and events. There is
interoperable usage of sensor resources by enabling their discovery, access, and
tasking, as well as eventing and alerting in a standardized way. The Open Geospatial
Consortium (OGC) Sensor Web Enablement defines the Sensor Web information
model and interface model. The information model defines the encoding standards of
sensor observations and sensor metadata, such as the Observations & Measurement
(Cox) and the Sensor Model Languages (SensorML) (Botts 2012). The interface
model specifies the interfaces of the different Sensor Web services, such as the
Sensor Observation Service (SOS) (Bröring et al. 2012) the Sensor Planning Service
(SPS) (Simonis and Echterhoff 2009) and the Sensor Event Service (SES)
(Echterhoff and Everding 2008). The SOS provides a standardized interface to
manage and retrieve metadata and observations from heterogeneous sensor systems.
The SPS defines interfaces for queries that provide information about the capabilities
of a sensor and how to task the sensor. The SES is an enhancement of the OGC
Sensor Alert Service, and it provides operations to register sensors at the service
application and let clients subscribe to observations available at the service. Indeed,
the Sensor Web Service Platform (Fig. 5) follows a layer-based framework with
three layers: a resource layer, service layer, and application layer. The service layer
not only provides the standard Sensor Web services (SOS, SPS, and SES), but also
enables integrating third-party services, such as the commonly used OGC services
Web Processing Service (WPS) (Schut) Catalog Service for the Web (CSW), Web
Map Service (WMS), Web Feature Service (WFS), and Web Coverage Service
(WCS), using a core controller component. The service layer interacts with the
resource layer and the application layer using a resource access protocol and
standard service protocol, respectively.

Resource
Layer

Service
Layer

Applications
Layer

All kinds of sensor resources

SOS SPS SES

Core Controller

Applications

Third-party services
WPS CSW WMS WFS WCS ...

Resource access protocol

Standard service protocol

Fig. 5 Sensor Web service platform (from Gong et al. 2015)
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In summary, to support the realization of the proposed real-time GIS data model,
a Sensor Web service platform is implemented based on the Sensor Web technolo-
gies. Real-time environmental data, e.g. soil moisture and temperature data, meteo-
rological data or remotely sensed data, are managed in the Sensor Web service
platform. It is stated that the method integrating real-time GIS data model and Sensor
Web Service Platform is an effective way to manage drought data under the
Geospatial Service Web framework.

4 Study Area and Database

4.1 Study Area

The study area is the climatological region of Thessaly (Fig. 6). Thessaly is a
hydrological district located in the central part of the country with a total area of
14,036 km2, which roughly represents 10.6% of the whole country. Moreover, in
Thessaly 36% of the land is flat, 17.1% is semi-mountainous and the remaining
44.9% is mountainous. The region of Thessaly is characterized by a highly variable
landscape and the terrain is such that high mountains surround the plain, which is the
largest in the country. It comprises the prefectures of Larisa, Magnisia, Trikala and
Karditsa, together with the Northern Sporades group of islands, the largest of which
are Skiathos, Skopelos and Alonisos (Fig. 6). The climate of Thessaly is continental
in the west part with cold winters, hot summers and large seasonal temperature
range. In the east part of Thessaly the climate is typical Mediterranean. In Thessaly,

Fig. 6 Map of the region of Thessaly (from Dalezios et al. 2014)
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summers are usually hot and dry with temperatures occasionally reaching 40 �C in
July and August. Mean annual precipitation over Thessaly is about 700 mm,
unevenly distributed in space and time, varying from about 400 mm at the central
plain to more than 1850 mm at the western mountain peaks. The mountain areas
receive significant amounts of snow during winter months.

The thessalic plain constitutes the main agricultural area of the country. The
increase in agricultural activities and the intensive type of agricultural practices
applied in Thessaly, has resulted in insufficient use of the available natural resources.
Moreover, since rainfall is, in general, rare from June to August, the resulted water
deficit is replaced by irrigation in order to satisfy agricultural water needs. The
irrigated areas are expected to further increase in Thessaly, thus, the future water
needs are also expected to increase, despite scheduled crop restructuring programs.
Thessaly is characterized by vulnerable agriculture, since extreme hydrometeoro-
logical events, such as floods, hail and droughts are quite common in the catchment,
but also due to the existing water deficit for agriculture. Having the higher percent of
flatlands than any other district in Greece, 38.7% of the population is occupied in the
primary productivity sector and thus, Thessaly is a major supplier of agricultural
products. Furthermore, the labour force is underemployed, agricultural machinery
underused and land is expensive to buy or lease. As a result, costs in the region are
relatively high. The utilized agricultural area (UAA) in Thessaly covers an area of
432,059 ha. Arable crops are the main cultivation for the majority of the agricultural
holdings. In arable crops are included cereals, cotton, maize, alfalfa, sugar beets and
vineyards.

4.2 Data Base and Preprocessing

Data base The research carried out is based on the available statistical data. The
modelling approach suggested requires data collection from the specific regions. The
data base consists of NOAA/AVHRR satellite data and conventional data for
20 hydrological years, from October 1981 to September 2001. In specific:

• Normalized Difference Vegetation Index (NDVI), and CH4 and CH5 Brightness
Temperature (BT) 10-day composite images (8 � 8 km2 spatial resolution).

• Monthly rainfall maps with grid cell size 50 � 50 km2.
• Mean monthly air temperature measurements from Larissa meteorological station

(National Meteorological Service, NMS).
• Soil map of the study area (Yassoglou 2004).
• Digital Elevation Model derived from 100 m contours.

All satellite data are obtained on-line by NASA archives. NDVI maps are 10-day
Maximum Value Composite (MVC) images. CH4 and CH5 images are converted to
BT’s using the equation provided by the info file of the data set. Using the 10-day
images, NDVI and BT images are composed over a monthly period using the MVC
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and mean pixel value, respectively. Missing data due to cloud cover or sensor’s
technical problems are completed using monthly climatic values derived from the
images of the time series which presented no blunders. The rainfall maps are
produced using the data of ISPRA European database. The subset satellite images
and the rainfall maps cover the entire Greece. After all computations have been
carried out, the area under investigation is isolated.

Preprocessing Before using NDVI and BT images, fluctuations induced by noise
must be removed. The combination of the filtering and the MVC can significantly
reduce the noise from residual clouds, fluctuating transparency of the atmosphere,
target/sensor geometry, and satellite orbital drift (Goward et al. 1991). Other noise
can be related to processing, data errors, or simple random noise (Kogan 1995). In
the current study, a “4253 compound twice” filter (Van Dijk et al. 1987) is applied to
the NDVI images, whereas a “conditional” statistical mean spatial filter (window
size ranging from 3 � 3 to 7 � 7, according to image needs) has been used for
smoothing the BT series (Tsiros et al. 2008). The BT series presented continuous
spatial fluctuations and thus a spatial filter (statistical mean) has been preferred for
smoothing Channel 4 and Channel 5 BTs. “Conditional” means that the filter is
applied only to the pixels that presented errors.

5 Application of the Two-Stage Methodological Approach

The proposed methodology consists of two distinct stages. The first stage comprises
of the development of agroclimatic zones based on remote sensing and GIS leading
to optimum production classification and the second stage develops a DSS based on
multi-criteria analysis for production planning within each class.

5.1 Agroclimatic Zoning

Agroclimatic zoning is an innovative approach based on GIS and time series of
satellite data. Remote sensing is already a useful and reliable tool to analyze the
vegetation dynamics and there are several studies showing the inter-annual differ-
ences in vegetation parameters mainly due to water availability (Al-Bakri and Taylor
2003; Weiss et al. 2004). Agroclimatic zoning is developed in three sequential steps,
namely hydroclimatic zoning, general agroclimatic zoning and specific agroclimatic
zoning. A description follows.
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5.1.1 Hydroclimatic Zoning

This first step aims to define zones adequate for sustainable farming according to
water limitations (Tsiros et al. 2009). As crop growth is affected by water supply,
these zones are named Water Limited Growth Environment (WLGE) zones. The
WLGE zones describe the hydroclimatic component of the agroclimatic zoning,
characterizing the moisture conditions during crop growth. In order to determine
such zones and classify the WLGE, two satellite derived indices are jointly used,
namely Vegetation Health Index (VHI) and Aridity Index (AI).

The computation of the two indices leads into the development of two maps for
the period under consideration, where one characterizes areas according to the
frequency of agricultural drought episodes, i.e. VHI, and the other represents
climatic aridity, i.e. AI. The analysis results of the two maps indicate that there is
no area in Thessaly water district, where the climate is “dry” or “extremely dry”
based on AI, and “severe” and “extreme” drought events are frequent based on VHI.
The WLGE zones result from the combination of these two maps. The thematic
classification procedure follows certain steps. At first, a number is assigned to every
class of the two indices (five classes each). Specifically, number one corresponds to
“wet” and “no drought” classes, grading the sequence up to five, which corresponds
to “extremely dry” and “extreme drought” classes. Then, by adding those numbers,
three classes are produced to delimit WLGE zones: (1) “limited” (values from 7 to
10); (2) “partially limited” (values from 3 to 6); and (3) “no limitation” exists
according to water availability (values equal to 2). The map of WLGE zones is
presented in Fig. 7.

Figure 7 indicates that there is no area in Thessaly water district, where plant
growth is prohibited by water availability. The identification of “limited” growth
environment indicates areas, where moisture and rainfall cannot satisfy crop water
requirements or even a portion of them. In order to satisfy crop water needs in those
areas, large quantities of water supply from irrigation are required, leading to
unsustainable use of water resources and increase the cost of the final product.
Areas of “partially limited” growth environment due to water availability require
smaller amount for irrigation, whereas areas with “no limitation” even smaller. In
such areas, an effective use of water resources could be achieved, since a major part
of crop water requirements is supplied by rainfall and existing moisture conditions.

5.1.2 General Agroclimatic Zoning

The combination of the WLGE zones with soil maps and DEM results into the
development sustainable production zones, or general agroclimatic zones or
non-crop specific agroclimatic zones. This is achieved through image processing,
namely parallelepiped supervised classification. The zones of sustainable use
according to soil characteristics and altitude based on crop growth zones in Thessaly
lead to the development of the sustainable production zones map of Fig. 8.
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Specifically, Fig. 8 shows that in the 35% of Thessaly water district agriculture is
not a sustainable due to water, altitude, or soil limitations. The term “sustainable
under restrictions” refers to the cultivation of crops that do not need large quantities
as “input” regarding irrigation and fertilizers. Also, “sustainable under restrictions”
indicates that the type of cultivation preferred to those areas is extensive and not
intensive. Further work has to be done in order to define the type of crops and
cultivation techniques applied to those areas. The sustainable production areas for
non-tropic crops have small spatial coverage, because they are delimited by the
relatively high altitudes. Lastly, sustainable production zones cover about 25% of
Thessaly indicating that those areas of the water district are suitable for any

Fig. 7 Map of Thessaly showing WLGE zones (first stage: hydroclimatic zoning) (from Tsiros
et al. 2009)
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agricultural use. But, in order to obtain sustainability, farming management practices
such as crop rotation, use of crop cover, and combination with livestock grazing out
of the growing season are essential. Most of the times, monocultures are not
sustainable systems.

5.1.3 Specific Agroclimatic Zoning

In this application, two indices are used to characterize areas suitable for cultivation,
namely Growing Degree Days (GDD) (�C d) and Net Radiation (Rn) (Tsiros et al.
2009). This leads to specific agroclimatic zones, i.e. high, medium and low

Fig. 8 Map of Thessaly showing sustainable production zones (second stage: general agroclimatic
zoning, non-crop specific) (from Tsiros et al. 2009)
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productivity zones. Figure 9 shows the map of specific agroclimatic zones of
Thessaly based on major existing crops, such as cotton and wheat.

5.2 Application of the Multi-criteria Methodology

5.2.1 Pay-Off Matrix

The weighted goal programming technique is applied to the model. The three
objectives are: (1) Maximization of Total Gross Margin (GM); (2) Minimization of

Fig. 9 Map of Thessaly showing specific agroclimatic zones (third stage) (from Tsiros et al. 2009)
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Fertilizer use (TF); and (3) Minimization of Total Labor (TL). The pay-off matrices
for the four Prefectures of Thessaly are shown in the next tables (Tables 5, 6, 7, and 8),
where the diagonal values of these tables are bold to signify the optimal values.

The last column shows real data (observed) for each analyzed study area. These
values show for each Prefecture the actual crop distribution (considering a theoret-
ical 100 ha farm) and the relation among different crops and the objectives consid-
ered [gross margin (GM), fertilizers (TF) and labour (TL)]. This is an indication on
how far the real situation (2009) is from any single optimum (column). This may
lead to an attempt to combine objectives as a better simulation of farmers’ behavior.
Besides, this is the basis for the multi-criteria theory and for the methodology
described. With the values of Tables 5–8 for each Prefecture the set of weights is
obtained that best reflects farmers’ preferences. These are shown in Table 9.

These weights show a type of farmers’ behavior that combines profit maximiza-
tion and total labor minimization. The minimization of total labor is an important

Table 5 Pay of matrix in Karditsa (from Manos et al. 2010a)

Values

Optimum

Real (observed values)GM TF TL

GM 52,652 48,207 47,484 51,867

TF 37,412 35,801 36,603 39,038

TL 14,656 13,599 13,581 14,996

Table 6 Pay of matrix in Larisa (from Manos et al. 2010a)

Values

Optimum

Real (observed values)GM TF TL

GM 76,696 61,353 49,491 75,861

TF 30,808 29,948 29,951 32,565

TL 12,615 11,362 11,176 13,410

Table 7 Pay of matrix in Magnisia (from Manos et al. 2010a)

Values

Optimum

Real (observed values)GM TF TL

GM 324,706 292,555 255,286 319,597

TF 37,115 36,869 36,879 37,123

TL 22,151 19,505 18,920 22,154

Table 8 Pay of matrix in Trikala (from Manos et al. 2010a)

VALUES

Optimum

Real (observed values)GM TF TL

GM 77,962 69,805 69,443 76,685

TF 33,596 32,348 32,760 35,628

TL 15,875 15,029 15,021 16,511
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criterion, since it has a weight of 14.99% in Trikala, 7.36% inMagnisia and 3.07% in
Larisa agricultural area. This is combined with the criterion of profit maximization
that has a large weight (85.01% in Trikala, 92.64% in Magnisia, 96.93% in Larisa
and 99.98% in Karditsa). On the contrary, fertilizers minimization is not considered
as a relevant criterion in these particular agricultural systems.

The estimation of these weights has been based on the current situation (2009). In
this sense, it is important to note that the set of weights can be considered as a
structural factor. As these weights correspond to the psychological attitudes of the
producers, it is reasonable to assume that they will be kept at the same level in
the short and the medium run, and this is actually an important pre-assumption in the
simulation. The weightings given above are used in order to represent the farmers’
utility function. For each Prefecture the utility function can be as follows:

• Karditsa : U ¼ 99:98%GM� 0:02TL ð16Þ
• Larisa : U ¼ 96:93%GM� 3:07TL ð17Þ
• Magnisia : U ¼ 92:64%GM� 7:36TL ð18Þ
• Trikala : U ¼ 85:01%GM� 14:99TL ð19Þ

5.2.2 Comparison of the Observed and Simulated Situations

It is essential to compare the real (observed) situation with the situation predicted
with the help of the estimated utility function (Eqs. 16, 17, 18 and 19). Tables 10, 11,
12 and 13 show that the adopted methodology produces a better approximation to
observed values. The results of the MCDM model for Karditsa suggest the aban-
donment of soft wheat, oat and sugar beets cultivations (Table 10). There is a
decrease of 36.1% in the cultivated area of maize, and 9.07% in the cultivated area
of hard wheat. In addition, there is an increase of 50% in the cultivated area of vines,
27.66% in the area of tomatoes, 20% in the area of barley, 18.75% of vetch, 0.51% of
cotton and an increase 9.83% in the cultivated area of alfalfa. The participation of set
aside in the optimal production plan increases, as compared with the existent
production plan, by 13.3% of the total cultivated area of Karditsa. From the
comparison of the existent and optimal production plans, it is observed that gross
margin is increased by 1.51% (Fig. 10). In addition, a reduction is observed of
fertilizers’ use by 4.17%. Regarding labor use, a reduction is observed of 2.27%, due
to increased set aside and finally water demand decreased by 3.02%.

Table 9 Weights that best reflects farmers’ preferences (from Manos et al. 2010a)

Karditsa Larisa Magnisia Trikala

W1 ¼ (maximize GM) 0.9998 0.9693 0.9264 0.8501

W2 ¼ (minimize TF) 0.00 0.00 0.00 0.00

W3 ¼ (minimize TL) 0.0002 0.0307 0.0736 0.1499
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The results of the MCDM model for Larisa suggest the abandonment of rye, and
sugar beets cultivations (Table 11). There is a decrease of 40% in the cultivated area
of soft wheat, and 86% in the cultivated area of maize. In addition, there is an
increase of 17% in the cultivated area of tomatoes, 9.88% in the area of vines, 9.21%
of oat, 5% of hard wheat, 4.90% of barley, 4.96% of cotton, 4.35% of vetch, 4.75%
of olives, 2.04% of apples and an increase of 4.91% in the cultivated area of alfalfa.
The participation of set aside in the optimal production plan increases, as compared
with the existent production plan, by 7.9% of the total cultivated area of Larisa. From
the comparison of the existent and optimal production plans, it is observed that gross
margin is increased by 1.10% (Fig. 11). In addition, a reduction is observed of
fertilizers’ use by 5.39%. Regarding labor use, a reduction is observed of 5.93%, due
to increased set aside and finally water demand decreased by 11.65%.

Additionally, the results of the model for Magnisia agricultural area, suggest the
abandonment of sugar beets cultivation (Table 12). It is observed that there is a
decrease of 73.6% in the cultivated area of maize, and 8.57 in the cultivated area of
cotton. In addition, there is an increase of 349% in the cultivated area of soft wheat,
47% in the area of vines, 42% in the area of oat, 17% of tomatoes, 9.4% of vetch, 5%
of hard wheat, 4.88% of barley, 6.23% of alfalfa, 1.97% of olives and an increase of
1.84% in the cultivated area of apples. The participation of set aside in the optimal
production plan decreases, as compared with the existent production plan, by 3.94%
of the total cultivated area of Magnisia. From the comparison of the existent and

Table 10 Comparison between observed values and MCDM model for Karditsa (from Manos
et al. 2010a)

Existent plan

MCDM model

Model values % deviation

Gross margin (€) 48,987,305 49,728,414 +1.51

Fertilizer use (kg) 36,870,717 35,334,832 �4.17

Total labour (h) 14,163,554 13,841,931 �2.27

Water demand (m3) 455,526,255 441,753,606 �3.02

Soft wheat 2.29% 0.00% �100

Hard wheat 32.74% 29.77% �9.07

Barley 1.10% 1.32% +20.00

Oat 0.51% 0.00% �100

Maize 5.79% 3.70% �36.10

Sugarbeets 0.26% 0.00% �100

Cotton 42.98% 43.20% +0.51

Alfalfa 5.19% 5.70% +9.83

Vetch 0.64% 0.76% +18.75

Tomatoes 0.47% 0.60% +27.66

Vines 1.10% 1.65% +50.00

Set aside 6.94% 13.30% +91.64

Total 100% 100%
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optimal production plans, it is observed that gross margin is increased by 1.60%
(Fig. 12). In addition, a reduction is observed of fertilizers’ use by 0.02%. Regarding
water demand, a reduction is observed of 14.33% and finally labor use decreased by
0.01%. These results are expected, due to the high participation of the trees in the
crop plan, which are intensive in labor use.

Finally, the results of the MCDM model for Trikala agricultural area, suggest the
abandonment of vetch cultivation (Table 13). There is a decrease of 45.55% in the
cultivated area of soft wheat, and 33.27% in the cultivated area of maize. In addition,
there is an increase of 36.49% in the cultivated area of oat, 20% in the area of barley,
19.75% in the area of vines, 8.43% of hard wheat, 9.97% of cotton, 15.64% of
alfalfa, and an increase of 6.78% in the cultivated area of olives. The participation of
set aside in the optimal production plan increases, as compared with the existent
production plan, by 13.40% of the total cultivated area of Trikala. From the
comparison of the existent and optimal production plans, it is observed that gross
margin is increased by 1.66% (Fig. 13). In addition, a reduction is observed of
fertilizers’ use by 5.54%. Regarding labor use, a reduction is observed of 4.12%, due
to increased set aside and finally water demand decreased by 6.74%.

Table 11 Comparison between observed values and MCDM model for Larisa (from Manos et al.
2010a)

Existent Plan

MCDM model

Model values % deviation

Gross margin (€) 165,607,253 167,430,154 +1.10

Fertilizer use (kg) 71,089,746 67,254,693 �5.39

Total labour (h) 29,273,622 27,538,865 �5.93

Water demand (m3) 685,135,467 605,341,091 �11.65

Soft wheat 6.14% 3.68% �40.07

Hard wheat 40.21% 42.22% +5.00

Barley 7.34% 7.7% +4.90

Oat 0.76% 0.83% +9.21

Rye 0.32% 0% �100

Maize 5.26% 0.73% �86.12

Sugarbeets 0.79% 0% �100

Cotton 20.98% 22.02% +4.96

Alfalfa 5.50% 5.77% +4.91

Vetch 1.15% 1.20% +4.35

Apples 0.98% 1.00% +2.04

Tomatoes 1.77% 2.08% +17.51

Vines 1.62% 1.78% +9.88

Olives 2.95% 3.09% +4.75

Set aside 4.23% 7.90% +86.76

Total 100% 100%
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Table 12 Comparison between observed values and MCDM model for Magnisia (from Manos
et al. 2010a)

Existent plan

MCDM model

Model values % deviation

Gross margin (€) 231,188,315 234,877,176 +1.60

Fertilizer use (kg) 26,854,148 26,848,280 �0.02

Total labour (h) 16,025,611 16,023,371 �0.01

Water demand (m3) 110,471,869 94,636,780 �14.33

Soft wheat 0.55% 2.47% +349

Hard wheat 31.01% 32.56% +5.00

Barley 6.56% 6.88% +4.88

Oat 0.42% 0.60% +42.86

Maize 2.20% 0.58% �73.64

Sugarbeets 0.39% 0.00% �100

Cotton 8.52% 7.79% �8.57

Alfalfa 2.89% 3.07% +6.23

Vetch 1.48% 1.62% +9.46

Apples 3.26% 3.32% +1.84

Tomatoes 0.85% 1.00% +17.65

Vines 0.68% 1.00% +47.06

Olives 34.47% 35.15% +1.97

Set aside 6.72% 3.94% �41.37

Total 100% 100%

Table 13 Comparison between observed values and MCDM model for Trikala (from Manos et al.
2010a)

Existent plan

MCDM model

Model values % deviation

Gross margin (€) 36,019,785 36,619,490 +1.66

Fertilizer use (kg) 16,734,628 15,807,634 �5.54

Total labour (h) 7,755,291 7,435,470 �4.12

Water demand (m3) 248,167,137 231,433,771 �6.74

Soft wheat 7.53% 4.10% �45.55

Hard wheat 15.77% 17.10% +8.43

Barley 4.75% 5.70% +20.00

Oat 0.74% 1.01% +36.49

Maize 22.51% 15.02% �33.27

Cotton 22.46% 24.70% +9.97

Alfalfa 11.57% 13.38% +15.64

Vetch 1.31% 0.00% �100

Vines 1.62% 1.94% +19.75

Olives 2.95% 3.15% +6.78

Set aside 8.79% 13.40% +52.45

Total 100% 100%
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6 Discussion of Results

An integrated methodology has been developed to identify agroclimatic zones using
remote sensing and Geographic Information System (GIS). The agroclimatic condi-
tions mapping shown that 59% of Thessaly water district is not appropriate for
agricultural use. Agroclimatic classifications are divided into general and crop
specific. The first task is to define a general methodology (not crop specific) for
identifying zones adequate for sustainable farming according to water limitations
using GIS and remote sensing. As crop growth is affected by water supply, these
zones are named Water Limited Growth Environment (WLGE) zones. The WLGE
zones are significant, since they delineate areas, where plant growth is limited by
water availability. The results of the application justify the use of AI and VHI.
Specifically, using VHI, areas frequently affected by agricultural drought are iden-
tified and excluded. The combination of the frequency of occurrence of such extreme
events along with climatic aridity is useful for identifying areas unsuitable for crop
production due to water availability. Such areas are excluded from any sustainable
management plan.

The second task is to identify sustainable production zones (general agroclimatic
zones) in terms of water sufficiency, fertility (appropriate or not for agricultural use),
desertification vulnerability and altitude restrictions. Specifically, the use of soil
maps and DEMs excludes areas inappropriate for agricultural activities. Thus, the
combination of WLGE zones along with soil maps and DEMs can be used to identify
sustainable productions zones. The third task is to identify crop specific agroclimatic
zones with reference to existing crops in Thessaly, such as cotton and wheat. Such
zones are essential in developing any sustainable development/farming plan, since
they can be combined with crop specific agroclimatic indices in order to obtain
agroclimatic zones.

The set of weights for the Prefecture of Larisa is compatible with a type of
behaviour that combines profit maximisation (weighted by 97%) and labour
minimisation (3% weight). It is important to note that although minimization is
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36 N. R. Dalezios et al.



proposed of fertilizers as an objective taken into account by farmers, the results have
shown that actually fertilizers are not considered as a relevant criterion in this
particular agricultural system.

Similarly in the Prefecture of Magnisia, farmers’ behaviour combines profit
maximization and labour minimization but in different levels than in Larisa. In the
Prefecture of Magnisia, farmers give more attention to labour minimization than in
Prefecture of Larisa (it is weighted by 7.4%). The profit maximization is also
considered an important criterion, since it is weighted by 92.6%. In this Prefecture
the minimization of fertilizers is also not considered as a relevant criterion for the
farmers’ decisions. In the Prefecture of Karditsa the minimization of total labour is
not considered a relevant criterion, since it is weighted by only 0.02%. This criterion
is combined with the profit maximization criterion, which presents a very high
weight (99.98%). On the contrary, in the Region of Trikala, the minimization of
total labour is considered an important criterion, since it is weighted by 15%. This
criterion is combined with the profit maximization criterion, which presents a high
weight (85%) Also in the case of Trikala, minimization of fertilizers is not consid-
ered a relevant criterion in this agricultural system. As mentioned before, fertilizer
minimization is a public objective. The utility function explains the farmers’ behav-
ior, so it can be concluded that, for this reason, fertilizer minimization is not
considered in the decision process by the farmers.

Moreover, it is essential to compare the real (observed) situation with the situation
predicted with the help of the estimated utility function for each Prefecture. It can be
concluded that the adopted methodology provides a better approximation to
observed values at the present (2009). Trying to combine the two objectives, profit
maximization and total labour minimization, the MCDM model gives a farm plan
that achieves an increase in gross margin in all Prefectures of Thessaly. On the issue
of the minimization of total labour, the MCDM model achieves an important
reduction in all Prefectures of Thessaly, except Magnisia, where it achieves a
minor reduction. It can be concluded that labour use remains in the same level in
Magnisia without significant differences due to the intensive labour demand of the
trees cultivation (olives and apples). The results have also revealed that the MCDM
model achieves a minor decrease in fertilizer use in Magnisia and an important
reduction of fertilizer use in Trikala. Additionally, in Larisa and in Karditsa,
regarding the minimization of fertilizers, the model achieves also an important
reduction, respectively. Finally, from the comparison of the existent and optimal
production plans, a significant reduction of water demand in all Prefectures of
Thessaly can also be observed.

7 Summary and Conclusions

The first objective of this chapter has been to identify sustainable production zones
by conducting contemporary agroclimatic classification. The innovation of the
proposed methodology for this first objective consists of the joint use of the
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previously described steps, as well as the classification of areas escalating the
suitability of agricultural activities. The main advantage of the methodology is that
it uses satellite and raster data, providing continuous spatial and temporal informa-
tion. In this way, there are no fuzzy borders regarding the derived zones. Methods
that use conventional data are lacking the above advantages. The proposed method-
ology is not crop specific and has the advantage of providing total spatial coverage of
the area under investigation. Lastly, the proposed methodology is transferable and
integrates all the climatic variables that are important in order to identify
agroclimatic zones.

The second objective is based on the outcome of the agroclimatic classification
and develops a decision support system (DSS) by using multi-criteria analysis in
each production class combining different criteria to a utility function under a set of
constraints concerning different categories of agroclimatic, social, cultural and
economic conditions. Specifically, a weighted goal programming model was
applied, that combines the advantages of Linear Programming (LP), i.e. simplicity
and flexibility, with the integrative ability of Multi-criteria Decision Making
(MCDM) models. This methodology estimates the farmers’ utility function taking
in account various conflicting criteria that can explain the farmers’ behavior (max-
imization of gross margin, minimization of fertilizers and minimization of total
labor). The MCDM model was then applied in each Prefecture of Thessaly sepa-
rately. From the results, for each Prefecture the set of weights is obtained that best
reflects farmers’ preferences. These weights show a type of farmers’ behavior that
combines profit maximization and labor minimization.

The described methodology presents new optimal solutions to existing interna-
tional environmental issues. Furthermore, this methodology capitalizes the recent
continuous technological and computational advances. Specifically, it can be stated
that this innovative integrated methodology, which satisfies the above two objec-
tives, can significantly contribute to the global food production adequacy problem
due to the expected population increase globally. Moreover, this methodology can
also contribute to the new research trend of water-energy-food (WEF) nexus in
several regions around the world facing water availability problems, such as the
whole Mediterranean basin. Nevertheless, the presented methodology constitutes a
unique combination of the above two objectives, since it incorporates the latest
technological and scientific achievements in remote sensing, as well as in optimiza-
tion methods and crop yield modelling. However, as expected, there are certain
limitations, which are essentially based on the availability of satellite and conven-
tional environmental and agronomic data. There is also need for training of farmers
and stakeholders, as well as increase of the public awareness on the above issues.

The future trend of the presented research seems promising. At first, during the
forthcoming years the number of environmental satellites is expected to increase
providing additional data with finer spatial and temporal resolution, as well as more
bands. As a result, agroclimatic zoning could reach mesoscale and fine-scale clas-
sification of the agricultural land. Moreover, the continuous computational advance-
ments are expected to lead to the development of web environmental and production
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platforms, as well as further improvement in optimization, namely multi-criteria
analysis, methods and crop yield modelling and systems.
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Review of Multicriteria Methodologies
and Tools for the Evaluation
of the Provision of Ecosystem Services

Parthena Chatzinikolaou, Davide Viaggi, and Meri Raggi

Abstract An ecosystem is defined as an area, place or environment where organ-
isms interact with the physical and chemical environment. Ecosystems provide a
variety of benefits to people that are divided into market and non-market ecosystem
goods or ecosystem services (ES) and classified in multiple ways. A wide range of
methodologies is available to value changes in ES. The type of valuation technique
chosen depends on the type of ES to be valued, as well as the quantity and quality of
data available. Since ES provide multiple benefits, they are valued for a range of
reasons and researchers must employ valuation methods that better match this
diversity. How to compare objects with multiple characteristics has been the focus
of Multi-Criteria Decision Analysis (MCDA). In this paper, a literature review has
been performed that covers an overview of various methodologies that seek to
improve the knowledge base of existing tools and methodologies in ES evaluation.
The focus will be on studies that used MCDA for an ES assessment; attempting to
cover a representative sample of case studies of ES assessments through MCDA. We
also discuss advantages and disadvantages of different methodological choices in
ecosystem service evaluation. We conclude that the ES concept is currently used in a
range of studies with widely differing aims creating difficulties for policy makers as
well as researchers since it makes it difficult to assess the credibility of assessment
results. MCDA techniques can indeed help structuring the problem and supporting a
more transparent decision-making.
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1 Introduction and Objective

The term Ecosystem Services (ES) was originally conceived to highlight humanity’s
dependence to nature, and the fact that the multitude of plant and animal species in
the forests, oceans, lakes, wetlands and other ecosystems provides humanity with a
wide selection of goods. The concept of ES has been used in research since the 1980s
and involved the framing of beneficial ecosystem functions as services in order to
increase public interest in biodiversity conservation (de Groot 1987). The next step
during the 1990s, was the mainstreaming of ES in the literature (Costanza et al.
1997; Perrings et al. 1992). In 2001, the Millennium Ecosystem Assessment (MEA)
launched the ES in the global policy agenda (Gómez-Baggethun et al. 2010). The
objective was to assess the consequences of ecosystem change for human well-
being. The series of MEA publications described the condition and trends of the
world’s ecosystems and the services they provide, and the options available to
restore, conserve or enhance their sustainable use. At present, the ES concept has
become a central issue in conservation planning and environmental impact assess-
ment (Burkhard et al. 2010).

The ability of ecosystems to yield ES is largely connected to biodiversity; many
researchers agree about the positive effect of biodiversity on ecosystem functions
(Hooper et al. 2005; Schneiders et al. 2012). Biological diversity, or biodiversity,
refers to the variety of life forms at all levels of organization. Biodiversity is
generated and maintained in natural ecosystems, where organisms encounter a
wide variety of living conditions that shape their evolution in unique ways. Bio-
diversity is usually quantified in terms of numbers of species, and this perspective has
greatly influenced conservation goals. It is important to remember, however, that the
benefits that biodiversity supplies to humanity are delivered through populations of
species residing in living communities within specific physical settings in other
words, through complex ecological systems, or ecosystems (Luck et al. 2003).
Natural ecosystems provide fundamental services which humanity needs. These
include the production and maintenance of biodiversity; purification of air and
water; decomposition of wastes and regulation of climate; services until recently
have been less appreciated. The consequences of population loss for species con-
servation are well recognized, but have been little addressed from the point of the
functioning of ecosystems and the provision of ES (Hughes et al. 1997). Because
threats are increasing, there is a critical need for identification and monitoring of ES
both locally and globally, and for the incorporation of their value into decision-
making processes. There is a need for policies that achieve a balance between
sustaining ES and pursuing the short-term goals of economic development.

Following the publication of the Millennium Ecosystem Assessment in 2005
(MEA 2005), ES have been included for the first time into the international envi-
ronmental policy agenda. This agenda included efforts to develop integrated systems
of ecosystems (Weber 2007). In current policies the ES concept is being integrated at
global and European level (EC 2009; Perrings et al. 2011). The global strategic plan
for biodiversity for the period 2011–2020 (EC 2011) of the Convention of Biological
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Diversity complements previous conservation biodiversity targets with the addition
of ES. The EU has adopted an ambitious strategy to halt the loss of biodiversity and
ES in the EU by 2020 (EC 2010). There are 6 main targets, and 20 actions to help
Europe reach its goal. Target 2 focuses on maintaining and enhancing ES and
restoring degraded ecosystems by incorporating green infrastructure in spatial plan-
ning. This will contribute to the EU’s sustainable growth objectives and to mitigating
and adapting to climate change, while promoting economic, territorial and social
cohesion and safeguarding the EU’s cultural heritage. It will also ensure better
functional connectivity between ecosystems within and between Natura 2000 areas
and in the wider countryside. According to the EU Biodiversity Strategy, by 2050,
biodiversity and the ES, its natural capital, are protected, valued and appropriately
restored for their essential contribution to human wellbeing and economic prosper-
ity, and changes caused by the loss of biodiversity are avoided.

Biodiversity and agricultural production are connected and their capacity to be
mutually supportive is increasingly recognized. On the one hand, maintaining
biodiversity makes agricultural production and related practices more sustainable.
On the other hand, it is recognized that changing agricultural land use is a major
cause of the decline of biodiversity. As a result, the Common Agricultural Policy
(CAP), the largest agricultural support system worldwide has been reformed in order
to meet the Europe 2020 Strategy goals. The European Commission highlighted the
importance of using the CAP to halt the decline of biodiversity, and various efforts
have been made to merge biodiversity conservation into agricultural policy. The
reformed CAP has shifted from an agricultural production support system towards a
broader focus including the inventory of public goods and ecosystems services
provided by agriculture (EC 2009). Both CAP pillars contribute to biodiversity
conservation, pillar 1 through direct payments and pillar 2, through agri-
environmental measures. Importantly, also the EU Water, Regional and Cohesion
Policy recognize the importance of investing in natural ecosystems, in particular
urban green areas, floodplains and nature for recreation, as a source of economic
development. However, it is further necessary to develop a policy framework that
considers the most recent research on multidimensional ES and enhance the provi-
sion of ES in order to preserve social and cultural landscape values and maintain the
multifunctionality of agricultural ecosystems. Both agriculture and regional devel-
opment contribute to over 80% the annual EU budget, so the inclusion of ES in these
policies is considered an important step towards a more sustainable economy.

In the last decades, in the field of ES, there is a rise of concern for the valuation of
ecosystem functions, goods and services. Early references refer to the concept of
ecosystem functions, services and their economic value (Helliwell 1969; Odum and
Odum 1972). More recently, there is a growth in publications on the benefits of
natural ecosystems to human society (Daily 1997; de Groot 1992; Pearce 1993;
Wilson and Carpenter 1999). Boyd and Banzhaf (2007) and Fisher and Kerry Turner
(2008) focused on the quantification of ES and their value to stakeholders and
suggested various classification schemes. Turner and Daily (2008) proposed that
ecosystem service research should address the various stages in decision-making,
from problem identification to policy evaluation and capacity building. The
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measurement and monitoring of ES requires also relating ecosystem functioning to
ecosystem service indicators. Different perspectives are taken to describe the rela-
tionships underlying the supply of ES, which representation has been approached
using derived land use or land cover data (Lautenbach et al. 2011),experiments
(Sandhu et al. 2008), expert opinion or modelling (Carpenter et al. 2009). Other
approaches to map ecosystem services were based on land cover (Nelson and
Kennedy 2009). Willemen et al. (2010) estimated landscape functions which were
related to a number of ecosystem functions and ecosystem services based on proxy
variables.

Since ecosystems are multifunctional, complex systems, described by a multitude
of characteristics from the point of view of multiple criteria. The multidimensional
logic of ES seems highly consistent with multicriteria approaches. According to
Chan et al. (2012), ES provide multiple benefits, valued for a range of reasons, and
researchers must employ valuation methods that better match the diversity of values
in question. How to compare objects with multiple characteristics is focus of Multi-
Criteria Decision Analysis (MCDA). MCDA is a general framework for supporting
complex decision-making situations with multiple and often conflicting objectives.
The considered goals are usually too complex to be properly assessed by a
single criterion or indicator. Therefore, multiple relevant criteria or indicators are
considered at the same time (Kiker et al. 2005).

The objective of this paper is to review existing methodologies and tools for the
evaluation of the provision of the ES with a focus on studies that used MCDA for an
ES evaluation. We attempt to cover a representative, though not comprehensive,
sample of case studies of ES assessments using MCDA. The literature review
performed highlights the scope of MCDA as a decision support tool for ES evalu-
ation. The structure of the paper is as follows. Section 2 describes the Ecosystem
Services concept and Sect. 3 presents a review of the relevant literature and a review
of different methods for evaluation, mapping and assessment of the Ecosystem
Services. In Sect. 4, the paper is presenting a review of multicriteria approaches
for Ecosystem Services evaluation and in the final sections (Sects. 5 and 6) the
discussion and conclusions are presented.

2 Ecosystem Services Concept

An ecosystem is usually defined as an area, place or environment where organisms
interact with the physical and chemical environment. The ecosystem concept
describes the interrelationships between living organisms and the non-living envi-
ronment. “An ecosystem is a dynamic complex of plant, animal, and microorganism
communities and the non-living environment interacting as a functional unit” (MEA
2005). There is a full range of ecosystems, from natural forests, to ecosystems
managed and modified by humans, such as agricultural land. Ecosystems provide
a variety of benefits to people that is divided into market and non-market ecosystem
goods or ecosystem services (ES) and classified in multiple ways. It is common
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practice to refer to goods and services separately and to include the two concepts
under the term services. Definitions of the ES concept through various publications,
give attention to the ecological basis or the economic use, capturing environmental
concerns in ecological and socio-economic terms (Diehl et al. 2016):

• Ecosystem Services are the benefits human populations derive, directly or in-
directly, from ecosystem functions (Costanza et al. 1997).

• Ecosystem Services are the benefits people obtain from ecosystems (WRI 2005).
• Ecosystem Services are components of nature, directly enjoyed, consumed, or

used to yield human well-being (Boyd and Banzhaf 2007).
• Ecosystem Services are the aspects of ecosystems utilized (actively or passively)

to produce human well-being (Fisher et al. 2009).
• Ecosystem Services are the direct and indirect contributions of ecosystems to

human well-being (TEEB 2010a).

ES have been categorized in a number of different ways, including:

• functional groupings, such as regulation, carrier, habitat, production, and infor-
mation services (de Groot et al. 2002);

• organizational groupings, such as services that are associated with certain species,
that regulate some exogenous input, or that are related to the organization of
biotic entities (Norberg 1999); and,

• descriptive groupings, such as renewable resource goods, nonrenewable resource
goods, physical structure services, biotic services, biogeochemical services,
information services, and social and cultural services (Moberg and Folke 1999).

The Millennium Ecosystem Assessment framework (MEA 2003) categorizes the
ES within four categories: provisioning, regulating, supporting and cultural services:

Provisioning services are the services that describe the material or energy outputs
from ecosystems:

• food and fiber including the range of food products derived from plants, animals,
and microbes; food comes principally from managed agro-ecosystems but marine
and freshwater systems or forests also provide food for human consumption;

• raw materials, fuel, wood, and other biological materials that serve as sources of
energy, also a great diversity of materials for construction and fuel including
wood, biofuels and plant oils that are directly derived from wild and cultivated
plant species;

• fresh water, because ecosystems regulate the flow and purification of water; also
vegetation and forests influence the quantity of water available; fresh water is an
example of linkages between categories, in this case, between provisioning and
regulating services;

• genetic resources, that includes the genes and genetic information used for
animal and plant breeding and biotechnology;

• biochemical, natural medicines, and pharmaceuticals, since many medicines,
biocides, food additives such as biological materials derived from ecosystems
and are potential source of medicinal resources;
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• ornamental resources including animal products, such as skins and shells, and
flowers used as ornaments, although the value of these resources is often also
determined culturally.

Regulating services are the benefits obtained from the regulation of ecosystem
processes, the services that ecosystems provide by acting as regulators:

• air quality maintenance, because ecosystems contribute to extract chemicals to
the atmosphere, influencing many aspects of air quality;

• climate regulation, both locally and globally; for example, at a local scale,
changes in land cover can affect both temperature and precipitation; at global
scale, ecosystems play an important role in climate by either sequestering or
emitting greenhouse gases;

• water regulation, the timing and magnitude of flooding, and aquifer recharge can
be strongly influenced by changes in land cover, including, in particular, alter-
ations that change the water storage potential of the system, such as the conver-
sion of wetlands or the replacement of forests with croplands or croplands with
urban areas;

• erosion prevention and maintenance of soil fertility: soil erosion is a key factor in
the process of land degradation and desertification; vegetation cover provides a
vital regulating service by preventing soil erosion. Soil fertility is essential for
plant growth and agriculture and well-functioning ecosystems supply the soil
with nutrients required to support plant growth;

• water purification and waste treatment: ecosystems can be a source of impurities
in fresh water but also can help to filter out and decompose organic wastes
introduced into inland waters and coastal and marine ecosystems;

• regulation of human diseases; changes in ecosystems can directly change the
abundance of human pathogens, such as cholera, and can alter the abundance of
disease vectors, such as mosquitoes;

• biological control: ecosystem changes affect the prevalence of crop and livestock
pests and diseases; they regulate pests and diseases through the activities of
predators and parasites that all act as natural controls;

• pollination: insects and wind pollinate plants and trees, which are essential for the
development of fruits, vegetables and seeds; animal pollination is an ecosystem
service mainly provided by insects but also by some birds and bats.

Cultural services are tightly bound to human values and behavior, as well as to
human institutions and patterns of social, economic, and political organization. They
are the non-material benefits people obtain from ecosystems through spiritual
enrichment, cognitive development, reflection, recreation, and aesthetic experiences,
including:

• recreation, mental and physical health: walking and playing sports in green space
is not only a good form of physical exercise but also lets people relax; the role that
green space plays in maintaining mental and physical health is increasingly being
recognized, despite difficulties of measurement;
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• spiritual and religious value: many religions attach spiritual and religious values
to ecosystems or their components like natural features or specific forests, caves
or mountains are considered sacred or have a religious meaning; nature is a
common element of all major religions and traditional knowledge;

• educational values because ecosystems and their components and processes
provide the basis for both formal and informal education in many societies;

• inspiration for culture, art and design: language, knowledge and the natural
environment have been intimately related throughout human history; biodiver-
sity, ecosystems and natural landscapes have been the source of inspiration for
much of our art, culture and increasingly for science;

• aesthetic values: many people find beauty or aesthetic value in various aspects of
ecosystems, as reflected in the support for parks or even the selection of housing
locations;

• social relations, since ecosystems influence the types of social relations that are
established in particular cultures; fishing societies, for example, differ in many
respects in their social relations from nomadic herding or agricultural societies;

• cultural heritage values: many societies place high value on the maintenance of
either historically important landscapes (cultural landscapes) or culturally signif-
icant species;

• recreation and ecotourism: ecosystems and biodiversity play an important role for
many kinds of tourism which in turn provides considerable economic benefits and
is a vital source of income; cultural and eco-tourism can also educate people
about the importance of biological diversity.

Supporting services are those that are necessary for the production of all other
ES. They differ from provisioning, regulating, and cultural services in that their
impacts on people are either indirect or occur over a very long time, whereas changes
in the other categories have relatively direct and short-term impacts on people:

• soil formation: humans do not directly use this as a service, but changes in soil
formation would indirectly affect people through the impact on other services
such as the provisioning service of food production;

• nutrient cycling: this indirect supporting service is required e.g. as the basis for
crop production and plant growth;

• biomass production: primary production provides the basis of the food for all
consumers;

• production of atmospheric oxygen through photosynthesis is often categorized as
a supporting service since oxygen forms the basis for any animal life on Earth;
any impacts on the concentration of oxygen in the atmosphere would only occur
over an extremely long time;

• habitats for species: Habitats provide everything that an individual plant or animal
needs to survive: food; water; and shelter; each ecosystem provides different
habitats that can be essential for a species’ lifecycle; migratory species including
birds, fish, mammals and insects all depend upon different ecosystems during
their movements.
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Some services, like erosion control, can be categorized as both a supporting and a
regulating service, depending on the time scale and immediacy of their impact on
people. For example, humans do not directly use soil formation services, although
changes in this would indirectly affect people through the impact on the provisioning
service of food production. Fresh water is another example of linkages between
categories, in this case, between provisioning and regulating services. Similarly,
climate regulation is categorized as a regulating service since ecosystem changes can
have an impact on local or global climate over time scales relevant to human
decision-making. The production of oxygen gas (through photosynthesis) is catego-
rized as a supporting service since any impacts on the concentration of oxygen in the
atmosphere would only occur over an extremely long time.

A new classification of ES is under development at international level, by the
Common International Classification of Ecosystem Services (CICES 2013).
According to CICES, there are three types of services: (1) provisioning (products
obtained from ecosystems, e.g. food, wood, water), (2) regulation and maintenance
(moderation or control of environmental conditions, e.g. flood control, water purifi-
cation), (3) cultural (non-material benefits obtained from ecosystems, e.g. recreation,
education, aesthetics). CICES highlights the importance of making a clear distinc-
tion between final ES, ecosystem goods or products and ecosystem benefit, and
recommend the following definitions:

• Final ecosystem services are the contributions that ecosystems make to human
well-being. These services are final in that they are the outputs of ecosystems
(whether natural, semi-natural or highly modified) that most directly affect the
well-being of people. A fundamental characteristic is that they retain a connection
to the underlying ecosystem functions, processes and structures that
generate them.

• Ecosystem goods and benefits are things that people create or derive from final
ecosystem services. These final outputs from ecosystems have been turned into
products or experiences that are not functionally connected to the systems from
which they were derived. Goods and benefits can be referred to collectively as
“products”.

• Human well-being is that which arises from adequate access to the basic materials
for a good life needed to sustain freedom of choice and action, health, good social
relations and security. The state of well-being is dependent on the aggregated
output of ecosystem goods and benefits, the provision of which can change the
status of well-being.

Ecosystem service capacity and service output are closely related to the notion of
stocks and flows. Layke et al. (2012) define stocks of ES as the capacity of an
ecosystem to deliver a service while the flow corresponds to the benefits people
receive. Stocks may be expressed in total size area or the total biomass whereas the
associated ecosystem service flow or output must have units per time period. The
capacity of an ecosystem to provide a flow is not necessarily measured in hectares or
tons since the capacity does not only contain a quantity aspect but also a quality
aspect. For a given quantity, an ecosystem may provide more output if it is in a
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healthy state, or at least be able to provide a sustained flow of services. As a result,
the capacity of such a system to produce services will be higher. Ecosystems in a
healthy state are considered resilient systems, which are able to recover after
disturbance, and high species diversity and a balanced trophic community charac-
terize them. Benefits derived from ES are food, drinking water, clear air, fuel, fiber,
construction materials, protection against disasters and stable climate. In the case of
regulating services (e.g., climate regulation) and supporting services (e.g., nutrient
cycling), aggregate stocks are most important. The “efficiency” with which stocks
deliver specific ES will vary with ecology. Thus, a forest’s capacity to provide
climate regulation services will reflect broad patterns of species composition and
architecture, but flows of services may not be closely linked to conservation value in
terms of diversity (Carnus et al. 2006). Differences in harvesting technologies can
lead to different flows of outputs from similar stocks. In timber concessions,
chainsaws and powered haulage also change the scale and value of economic
flows from a forest. In both cases, such technologies also, of course, have impli-
cations for sustainability of revenue flows. The value of provisioning service flows
from a given stock of natural capital can therefore vary with the technology used.
Technology is also important in demand for ES. The relationship between cultural
services and stocks of biodiversity is a little more complex and can vary over time.
Thus, the income from tourism based on the reintroduction of a charismatic locally
extinct species might be expected to decline as the species becomes widespread.
Moreover, different human actors may perceive the relationship between the size of
stocks of biodiversity and the value of the flows of services that they provide
differently. These relationships between biodiversity and valued ecosystem func-
tions are an important area for further theoretical and experimental research
(Vira and Adams 2009).

3 Literature Review on ES Concept

Improved ways and methods for ES quantification, mapping and assessment are
needed to investigate the number and quality of ES produced by individual eco-
systems and to increase the ability to feed such knowledge into policy design (TEEB
2010b). While provisioning ES can often be directly quantified thanks to the
availability of primary data, for other ES the collection of such information is
often impossible (Maes et al. 2015). Thus, for most regulating, supporting, and
cultural services, researchers must rely on proxies for their quantification. As a
result, altogether, data on quantifiable ES remain limited and only a small number
of indicators are being used for those that cannot be measured directly (Feld et al.
2010). Reviews of indicators used for ES are available from the literature and
contribute to developing reliable indicators for modelling and for bridging current
data gaps (Cowling et al. 2008; Egoh et al. 2012).

Several studies have assessed changes in land use and their connection with the
provision of ES (Carreño et al. 2012; Silvert 2000). In many cases, their output
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includes environmental and land use information that are connected to landscape
features, although few yield a direct assessment of changes in ES provision
(Burkhard et al. 2012; Swetnam et al. 2011). According to de Groot et al. (2010),
ES approaches and ES valuation efforts have changed the terms of discussion on
nature conservation, natural resource management, and other areas of public policy.
These efforts have strengthened both public and private sector development strate-
gies and improved environmental outcomes (de Groot 2006; de Groot et al. 2002).

In this paper, a literature review has been performed that covers an overview of
various methodologies that seek to improve the knowledge base of the contribution
of landscape management to the rural economy. This review of the literature is
concerning methods relevant to the landscape management taking into account the
policy strategies and linkages with environmental impacts and climate change.
Based on the analysis of the literature performed, the methodological tools were
classified into three main categories (Table 1):

• Identification and valuation of the ES and natural resource management;
• Sustainable land use, in terms of assessment of agricultural systems and linking

socio-economic requirements with landscape potentials;
• Structure of the landscape, and linkages with environmental impacts and

climate change.

In the first category, De Groot (2006) presented a comprehensive framework for
integrated assessment of ecological services and socio-economic benefits of natural
and semi-natural ecosystems and landscapes. The framework can be applied at
different scale levels to different ecosystems or landscape-units and consists of
three steps: (1) Function-analysis, which translates ecological complexity into a
limited number of ES; (2) Function valuation, which includes ecological, socio-
cultural and economic valuation methods; (3) Conflict analysis, to facilitate the
application of function-analysis and valuation at different scale levels. Hein et al.
(2006) established an enhanced framework for the valuation of ES, with specific
attention for stakeholders. The framework included a procedure to assess the value
of regulation services that avoids double counting of these services. Moreover, the
study analyzed the spatial scales of ES. The analysis has shown that stakeholders at
different spatial scales can have very different interests in ES, and it is highly
important to consider the scales of ES when valuation of services is applied to
support the formulation or implementation of ecosystem management plans.

Moreover, Fisher et al. (2009) offer a definition of ES that is likely to be
operational for ecosystem service research and several classification schemes: “eco-
system services are the aspects of ecosystems utilized (actively or passively) to
produce human well-being”. Defined this way, ES include ecosystem organization
or structure as well as process and/or functions if they are consumed or utilized by
humanity either directly or indirectly. There is not one classification scheme that will
be adequate for the many contexts in which ecosystem service research may be
utilized. The paper discusses several examples of how classification schemes will be
a function of both ecosystem and ecosystem service characteristics and the decision-
making context. In addition, Wallace (2007) developed a classification of ES that
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Table 1 Studies that estimate ecosystem services

Method Used for/example Key references

Ecosystem
services
approach

Identification of ES and valuation of them
separately

de Groot (2006), de Groot
et al. (2010), Hein et al.
(2006)

Classification schemes as functions of both
ecosystem and ecosystem service characteristics
and decision-making

Fisher and Kerry Turner
(2008), Fisher et al. (2009)

Classification of ES—framework for decision-
making in natural resource management

Wallace (2007)

Classifying and valuing ecosystem functions,
goods and services—link ecosystem functions to
the main ecological, socio-cultural and economic
valuation methods

de Groot et al. (2002)

Sustainable
land use

Potential effects, economic viability and social
acceptability of Agri-environmental Regulation—
AEI indicators

Onate et al. (2000)

Conceptual framework for the economic valuation
and prioritization of sustainability indicators—
based on Bayesian decision theory

Pannell and Glenn (2000)

Self-assessment tool based on the IDEA method
to support sustainable agriculture—41 indicators
covering the three dimensions of sustainability

Zahm et al. (2008)

Indicators that cover the three components of the
sustainability concept—evaluated the three
dimensions sustainability with composite
indicators

Gomez-Limon and
Sanchez-Fernandez (2010)

Indicators for multifunctional land use—Linking
socio-economic requirements with landscape
potentials

Wiggering et al. (2006)

Framework for sustainability assessment of
agricultural systems, encompassed the three
dimensions of sustainability

Glaser and Diele (2004),
Rasul and Thapa (2004)

Landscape
structure

Selection of different input–output IOA systems
as effective tools for Agri-environmental
improvement—environmental indicators based on
good agricultural practices

Halberg et al. (2005)

Approach which measures environmental
sustainability of urban water system, based on
LCA methodology

Lundin and Morrison
(2002)

LCA method, for assessing the environmental
impact of production processes

Haas et al. (2000, 2001)

Quantitative measure of human disturbance based
on land-use and solar energy (Energy Accounting)
consumption per use

Brown and Vivas (2005)

Evaluation of ecosystem health and its measure-
ment at a variety of landscape scales—linkages
between socioeconomic drivers, biogeochemical
indicators

Patil et al. (2001)

(continued)

Review of Multicriteria Methodologies and Tools for the Evaluation of. . . 53



provides a framework for decisions in natural resource management. However,
further work is still required to resolve particular issues, such as the classification
of socio-cultural services. De Groot et al. (2002) presented a framework and
typology for describing, classifying and valuing ecosystem functions, goods and
services in a clear and consistent manner. In the second part of the paper, a checklist
and matrix is provided, linking these ecosystem functions to the main ecological,
socio-cultural and economic valuation methods.

As regards the second category, Onate et al. (2000) tried to evaluate the potential
effects of Agri-environmental Regulation EC 2078/92 on European agricultural
landscapes through the use of agri-environmental indicators (AEIs) on policy effects.
The main effects may be catalogued as improvement effects or protection effects
since they represent a change in participant over non-participant farmers’ decisions.
Finally, the importance of this type of policy evaluation approach is discussed in the
light of the likely future development of AEP in the European Union. Pannell and
Glenn (2000) presented a conceptual framework for the economic valuation and
prioritization of sustainability indicators. The framework was based on Bayesian
decision theory, particularly its use to calculate the value of information under
conditions of uncertainty. They tried to fill the gap of a conceptual framework as
basis for evaluation and sustainable development. Moreover, Zahm et al. (2008)
based on 41 sustainability indicators covering the three dimensions of sustainability,
tried to design a self-assessment tool not only for farmers but also for policy makers
to support sustainable agriculture. Gomez-Limon and Sanchez-Fernandez (2010)
developed a methodology for evaluating the sustainability of farms by means of
composite indicators. This methodology was based on calculating 16 sustainability
indicators that cover the three components of the sustainability concept (economic,
social and environmental). The evaluation of farm sustainability using the methods
suggested is a potentially useful tool for public decision-makers who are tasked with
designing and implementing agricultural policy. Wiggering et al. (2006) presented
an approach to merge different types of output by defining an indicator of social
utility. Social utility in this sense includes environmental and economic services as
long as society expresses a demand for them. Within this approach, the integrated
indicator concept incorporates the approaches of both sustainability and
multifunctionality in land use and management. In addition, Glaser and Diele
(2004) presented some central aspects of a sustainability assessment for a North
Brazilian mangrove crab fishery, based on a number of criteria from biology,
economics and sociology. They intended to contribute to future resource

Table 1 (continued)

Method Used for/example Key references

Stepwise downscaling procedure based on expert-
judgement and pairwise comparison to obtain
socio-economic parameters between the evolution
of socio-economics and climate change

Abildtrup et al. (2006)

Source: Own elaboration
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management plans to improve the living conditions of current and future generations
while ensuring the health and productivity of the crab population and the mangrove
ecosystem they depend on. Rasul and Thapa (2004) examined the sustainability of
two production systems in terms of their environmental soundness, economic
viability and social acceptability, based on 12 indicators of sustainability.

In the last category, Halberg et al. (2005) selected 10 input–output accounting
systems (IOA) covering the topics of the farm’s use of nutrients, pesticides and
energy, from a survey of 55 systems and compared them. The approaches and
indicators used vary from systems based on good agricultural practices to accounts
based systems that use physical input–output units. Haas et al. (2000, 2001) used the
framework of a LCA in 18 grassland dairy farms covering three farming intensity
levels. In this study, the selection of appropriate impact categories and functional
units are emphasized, to fit specific agricultural and regional requirements in order to
compare the impact of farms. The objective of this study was to adapt the LCA
method, developed for assessing the environmental impact of production processes,
to agriculture on the whole farm level, efficiently and feasibly assessing all relevant
environmental impacts. In addition, Lundin and Morisson (2002) presented a pro-
cedure for the selection of indicators, which reflects the environmental sustainability
of urban water system. The chosen indicators were evaluated in case studies in a
developed and a developing region. This procedure combined empirical results with
a theoretical framework based on LCA methodology. Brown and Vivas (2005)
developed a method of quantitatively evaluating the human disturbance gradient
that is applicable to landscapes of varying scales from watersheds to forest patches or
isolated wetlands. Moreover, Patil et al. (2001) described the challenges of reporting
on changes in an ecosystem health at the different landscape scales. The focus was to
show how the integration of recent advances in quantitative techniques and tools will
facilitate the evaluation of ecosystem health and its measurement at a variety of
landscape scales. The challenge was to characterize, evaluate, and validate linkages
between socioeconomic drivers, biogeochemical indicators, multiscale landscape
metrics, and human life indicators. Finally, Abildrup et al. (2006) presented an
integrated approach to the construction of socio-economic scenarios required for
the analysis of climate change impacts on European agricultural land use. The
chosen scenarios ensured internal consistency between the evolution of socioeco-
nomics and climate change.

A range of methodologies are available to value changes in ES. The type of
valuation technique chosen depends on the type of ES to be valued, as well as the
quantity and quality of data available. Some valuation methods may be more suited
to capturing the values of particular ES than others (Galimberti et al. 2014). The
valuation methodologies reviewed are not new in themselves. The challenge is in
their appropriate application to ES. The Ecosystem Services Framework emphasizes
the need to consider the ecosystem as a whole and stresses that changes or impacts
on one part of an ecosystem have consequences for the whole system (Jopke et al.
2015). Key challenges in the valuation of ES relate to how ecosystems interrelate to
provide services and to dealing with issues of irreversibility and high levels of
uncertainty in how ecosystems function. All of this suggests that, while valuation
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is an important and valuable tool for good policy-making, it should be seen as only
one of the inputs in decision making (Mace et al. 2012).

4 Multicriteria Approaches in ES Evaluation

Multi-Criteria Decision Analysis (MCDA) is a set of methods that can be used to
support the process of decision making by taking into consideration multiple criteria
in a flexible manner, by means of a structured and intelligible framework. MCDA are
integrative evaluation methods in the sense that they combine information about the
performance of the alternatives with respect to the criteria (scoring) with subjective
judgements about the relative importance of the evaluation criteria in the particular
decision-making context (weighting). Due to their capacity to assess trade-offs and
accommodate value pluralism, MCDA has been proposed as a tool for an integrated
valuation of ES (Daily et al. 2009).

In order to valuing benefits provided by ecosystems and biodiversity social and
economic aspects should be considered along with environmental issues. Multi-Criteria
Decision tools allow simultaneous consideration of a wide range of economic, social
and environmental decision criteria, representing different dimensions of sustainability.
In the ecological domain, recent research by Gorshkov et al. (2000), show how the
complexity of ecosystems and the ecological web and the biosphere in general can
determine the climatic stability and resilience of the surrounding region or the global
system. Recent research by Costanza et al. (2014) contributes to the debate on the
evaluation of a multitude of ES. Regan et al. (2006) present a coherent set of
environmental criteria for evaluating biodiversity. Moffett et al. (2005) offers an
extensive overview of existing applications of multi-criteria methods to the problem
of biodiversity evaluation.

A systematic literature review has been performed, in order to assess the knowl-
edge on the use of MCDA methods in ES evaluation. The review was focused on
studies that used MCDA for an ES assessment; attempting to cover a representative
sample of study cases of ES assessments through MCDA. This section highlights
and discusses the main results from the review. A summary of the main results is
given in Table 2. As presented in the table below, there is a group of studies has
attempted to build a framework in order to assess the ES. Another group has used
different multicriteria evaluation tools and techniques, and the last group has used
different multicriteria approaches for the evaluation of landscape functions.

MCDA methods have been applied by a wide range of studies, as decision
support systems that integrate economic and noneconomic values (Newton et al.
2012), as approaches for cost-benefit analysis (Wegner and Pascual 2011) or as
methodological framework for addressing value dimensions related to ES (Mendoza
and Prabhu 2003). Based on the analysis of the literature performed, the methodo-
logical tools were classified into three main groups. The first group includes different
studies that have applied frameworks for the assessment of ES. The objective of
Comino et al. (2014) was to explore the use of a Multicriteria Spatial Decision

56 P. Chatzinikolaou et al.



Support System tool for the analysis of the environmental quality of the river basin
with particular reference to the issue of nature conservation and to support both the
planning and management processes. Oikonomou et al. (2011) proposed a concep-
tual framework that combines ecosystem function analysis, multi-criteria evaluation

Table 2 Multicriteria methods for ES assessment and evaluation

Method Problem definition/scope Reference

Assessment
frameworks

Multicriteria Spatial Decision Support System tool
for the analysis of the environmental quality with
reference to nature conservation

Comino et al. (2014)

Ecosystem function-based planning and manage-
ment approach

Oikonomou et al. (2011)

Development of sustainability indicators for ana-
lyzing their interactions and effects on ecosystems

Mendoza and Prabhu
(2003)

Multi-scale framework, for the assessment of
European regions in terms of sustainability and ex
ante impact assessment of policy scenarios

Paracchini et al. (2011)

MCA for a comparative assessment of ES for alter-
native land and water management scenarios

Posthumus et al. (2010)

Framework in which MCDA tools are used for
evaluating strategic planning options based on pol-
icy scenarios

Stewart and Scott (1995)

Framework for sustainability assessment of agricul-
tural systems related to the multiple functions of the
agro-ecosystem

Van Cauwenberg et al.
(2007)

Evaluation
techniques

PROMETHEE-based methods for the evaluation of
potential water resources/ to obtain new indicators
for ES/ to compare land use alternatives considering
ES as criteria/ to compare municipalities based on
ES indicators

Abu-Taleb and Mareshal
(1995), Segura et al.
(2015), Fontana et al.
(2013), Chatzinikolaou
et al. (2015)

Three different evaluation techniques to compare
alternative plans for the socioeconomic development

Bodini and Giavelli
(1992)

ELECTRE III for the evaluation and selection of a
solid waste management system

Hokkanen and Salminen
(1997)

Interaction matrix to evaluate the effects of farmer
production practices on the agro-ecosystem

Girardin et al. (2000)

Landscape
scales

Multicriteria assessment framework for the evalua-
tion of land cover change scenarios and the estima-
tion of regional potentials to provide ES

Koschke et al. (2012)

Qualitative approach to assess landscape functions
using four land use scenarios

Kienast et al. (2009)

Spatial multi-criteria assessment methodology to
construct maps of regional conservation priorities

Zerger et al. (2011)

Qualitative tool for the quantification and spatial
modelling of multiple ES in different landscapes

Burkhard et al. (2009)

Multicriteria evaluation approach to assess how
changes in cultural landscapes might affect people

Martínez-Sastre et al.
(2017)

Source: Own elaboration
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and social research methodologies for introducing an ecosystem function-based
planning and management approach. Moreover, Mendoza and Prabhu (2003)
applied two general MCA methodologies for developing sustainability indicators
and for analyzing their interactions. This analysis allowed a more holistic assessment
of the indicators by examining how they affect each other directly and indirectly, like
individual elements of an ecosystem. Paracchini et al. (2011) proposed a further
advancement in integrated assessment procedures by setting up an operational multi-
scale and transparent framework, which comprised the assessment of European
regions in terms of sustainability, and the identification of the impact that policy
options might have on the sustainability of these regions. The framework was
designed for use in ex ante sustainability impact assessment of policy scenarios on
multifunctionality of land use and integrates economic, environmental and social
issues (Paracchini and Capitani 2011). Additionally, Posthumus et al. (2010) applied
a multi-criteria analysis that enables a comparative assessment of ES for alternative
land and water management scenarios, especially regarding the assessment of
non-monetary values. They focused on a methodology in order to measure and
value ES under different land management scenarios that reflect different priorities
for food plain areas. Stewart and Scott (1995) introduced a framework in which
MCDA tools are used for evaluating strategic planning options. This framework was
based on direct evaluation of sequences of policy scenarios. Finally, Van
Cauwenberg et al. (2007) proposed a framework for sustainability assessment of
agricultural systems, (Sustainability Assessment of Farming and the Environment).
The framework was composed of principles, criteria, indicators and reference values
in a structured way. Principles were related to the multiple functions of the agro-
ecosystem and consistent approaches were used for the identification and selection
of the indicators.

The second group of the reviewed methods has applied evaluation or ranking
techniques as tools to evaluate ES. Abu-Taleb and Mareshal (1995) have applied the
PROMETHEE V multicriteria method to evaluate potential water resources and select
from a variety of potentially feasible water resources development options, so that the
allocation of limited funds to alternative development projects and programs can
proceed in the most efficient manner. Segura et al. (2015) applied a PROMETHEE-
based method to obtain new composite indicators for provisioning, maintenance and
“direct to citizen services”. Fontana et al. (2013) have used PROMETHEE to compare
land use alternatives considering ES as criteria. Chatzinikolaou et al. (2015) applied
the PROMETHEE III method, for the comparison of the 26 municipalities of the
province of Ferrara, based on a set of ES indicators. Moreover, Bodini and Giavelli
(1992) have applied three different evaluation techniques, multicriteria weighted con-
cordance, discordance analysis and a qualitative procedure. These evaluation techniques
were used to compare four alternative plans for the socioeconomic development of
Salina Island, based on 14 criteria that reflect the socio environmental perception of the
inhabitants. Hokkanen and Salminen (1997) applied the multicriteria ELECTRE III
decision-aid in the context of choosing a solid waste management system in Finland.
Girardin et al. (2000) have adopted an interaction matrix to evaluate the effects of farmer
production practices on the agro-ecosystem. The evaluation matrix provided the raw

58 P. Chatzinikolaou et al.



material both for the development of Agro-Ecological Indicators (AEI) and Indicators of
Environmental Impact (IEI) and for the use of multicriteria methods for sorting,
selecting, or classifying cropping or farming systems.

The last group of studies is focused on a regional or landscape scale, have attempted
a spatial distribution of specific ES. Availability of data for an assessment of ES
provision on a regional scale is often very limited. Up-scaling of detailed data from
lower scales does not always contribute to an improvement in the data base on a
regional scale (Egoh et al. 2008). Koschke et al. (2012) have applied a multicriteria
assessment framework for the evaluation of land cover change scenarios and for the
qualitative estimation of regional potentials to provide ES as a prerequisite to support
regional development planning. The objective was to present a conceptual framework
for how to assess the actual and potential future capacity of a region to provide
ES. Moreover, Kienast et al. (2009) have applied a framework to analyze the relation-
ships between the ecosystem properties of large portions of land, and their capacities to
provide goods and services using four land use scenarios. Burkhard et al. (2009) have
used quantitative and qualitative assessment data in combination with land cover and
land use information for the assessment of multiple ES. The proposed framework was
applied in different case studies and is proposed as a useful tool for the quantification
and spatial modelling of multiple ES in different landscapes. Zerger et al. (2011) have
focused on integrated sustainability and impact assessments in conservation planning.
More specifically, they apply a spatial multi-criteria assessment methodology to
construct maps of regional conservation priorities and assesses how these maps map
influence farm-scale actions. Finally, Martínez-Sastre et al. (2017) tried to assess,
through an empirical case study, how changes in cultural landscapes might affect
people living in and making use of the ES associated with those landscapes. They also
discuss the usefulness of combining a multicriteria evaluation approach with the ES
framework, as a methodological tool to support complex decision-making in situations
associated with land use planning where multiple and conflicting interests are
involved.

5 Discussion

Different studies have tried to classify, quantify, map and value ES in order to
integrate the concept into decision-making processes (e.g. Costanza et al. 1997; de
Groot et al. 2010). In general, frameworks include three main parts: (i) measuring the
provision of ES; (ii) determining the monetary value of ES; (iii) designing policy
tools for managing ES (Polasky 2008). This variety of methodological approaches
is, on which ES to measure, which indicators to use and in which scale. Seppelt et al.
(2011) provided a quantitative review of 153 ecosystem service studies that are using
a set of indicators. More than 75% excluded scenario analysis and more than 60% of
the studies did not involve stakeholders. Between 45% and 80% of the studies also
did not give sufficient information, concerning the results’ uncertainty and vali-
dation. However, this does not mean that these studies were not reproducible. This
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variety of methodological approaches is, on the one hand, a creative scientific
process and typical of the development of new concepts, however on the other
hand, it can deliver confusing messages to the policy makers and researchers.

As assessing and mapping of ES is mainly dependent on data availability and
finding the appropriate indicators, most publications focused either on selected ES
and/or only on one landscape scale. Ecosystems have the ability to produce multiple
ES simultaneously, which is referred to as multifunctionality. Efforts that focus on
the provision of single services (e.g. production of a crop) can have a negative
impact on other services; for example, water and often pollination are needed for
agricultural crops. Enhancing important provisioning services, such as food and
timber, often leads to trade-offs between regulating and cultural services, such as
nutrient cycling, flood protection, and tourism. As an example, Van Zanten et al.
(2016) tried to measure the relative importance of landscape features across agri-
cultural landscapes in order to better understanding the cross-regional variation of
aesthetic and recreational values and how these values relate to characteristics of the
agricultural landscape. Moreover, Guo et al. (2016) proposed a modelling frame-
work which considers land-competition across different land types and sectors and
accounts for ecosystem service changes due to changes in land use transitions over
multiple time periods without exploring options based on policy scenarios. They
considered a number of quantitative and semi-quantitative indicators of ES, focusing
on provisioning (e.g. bioenergy, livestock) and biodiversity.

Scientific progress is also being made in developing socio-economic scenarios and
models of global change impacts on biodiversity and ES (Cheung et al. 2009;
Rodriguez et al. 2006; Sitch et al. 2008; Thomas et al. 2004; Xenopoulos et al.
2005). Currently a major challenge in this field of research, is improving the relevance
and value of these advances for decision makers at multiple scales (Donner et al.
2005). Scenarios are widely used in land use planning, climate change analysis and
conservation planning (Verburg et al. 2006; Xiang and Clarke 2003), and, increas-
ingly, in ecosystem service assessment (Castella et al. 2005; Duinker and Greig 2007;
Kirchner et al. 2015). The CAP has recently entered a new programming period and
the new objectives are oriented towards the sustainable management of natural
resources and climate action (Viaggi 2015). The CAP 2014–2020 has presented
policies centered on efficient provision of ES from agricultural land. However, only
a few studies have tried to assess the value of changes in ES with the implementation
of the reformed CAP measures that are addressed on ecosystems. As an example,
Lupp et al. (2015) applied an ES approach as a framework to assess the impact of
increasing energy crop production (with a focus on biogas production) on the quality
and services of those ecosystems concerned, taking into account the European and
national energy production targets and action plans about biomass and total energy
consumption by 2020. Kirchner et al. (2016) tried to assess the impacts of alternative
policy pathways on the supply of ES, considering the aggregate and spatial impacts of
the latest CAP reform. Applying different policy scenarios is a key component of
forward-looking decision making in some instances at local and national levels (e.g.,
climate change impacts on forests and protected areas, management of fisheries) but
covers only a small range of sectors and cases (Jetz et al. 2007).
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6 Conclusions

The objective of this paper is to review existing methodologies and tools for the
evaluation of the provision of ES with a focus on studies that used MCDA for the
assessment and evaluation of ES. We attempt to cover a representative, though not
comprehensive, sample of case studies of ES assessments using MCDA. The rising
demand for ES measurement, modelling and evaluation is the main driver for
development of ES research. A key challenge of ecosystem management is deter-
mining how to manage multiple ecosystem services across landscapes. The review
performed highlights the scope of MCDA as a decision support tool for ES evalu-
ation, since it can structure an assessment of a complex problem like evaluating ES
and allows comparison of ecological objectives with socio-cultural and economic
ones in a structured framework.

Different studies have tried to classify, quantify, map and value ES in order to
integrate the concept into decision-making processes. These efforts have suggested
measures to better evaluate ES and to improve the knowledge base of the value of
ES, as well as proposed measures that will mainstream the importance of biodiver-
sity and the value of ES. However, there are still open questions to fully integrate the
ecosystem service concept in landscape research and decision making (Seppelt et al.
2012). Despite the increase in publications on ecosystem goods and services, a
comprehensive framework for integrated assessment and valuation of ES is still
missing (Armsworth et al. 2007; van Zanten et al. 2014). Improved ways and
methods for ES quantification and assessment are needed to investigate the number
and quality of ES produced by the individual ecosystems and to increase the ability
to feed such knowledge into policy design.

According to the review performed, one of the main findings was that there does
not exist one standard method or approach to map and assess the ES and their value.
MCDA methods can structure an assessment of a complex problem along both
cognitive and normative dimensions, both of which are essential in evaluating and
assessing ES. There exists a wide variety of MCDA approaches put in practice at
different geographical scales or ongoing efforts at to harmonize the classification of
ES and their valuation. There are a number of choices to be made between classifi-
cations, methods and approaches. These choices involve firstly defining what the
purpose of the ES valuation is; determine which ES are of highest relevance;
defining the types of value information that are required; and finally select the
relevant and appropriate valuation methods. Although MCDA techniques can help
structuring the problem and supporting a more transparent decision-making, the ES
concept is currently used in a range of studies with widely differing aims creating
difficulties for policy makers as well as researchers since it makes it difficult to assess
the credibility of assessment results.
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Integrating AHP and GIS Techniques
for Rural Landscape and Agricultural
Activities Planning

Massimo Rovai and Maria Andreoli

Abstract This chapter aims at providing some insights on the usefulness of the
analytic hierarchy process (AHP) in the context of geographic multi-criteria analysis
applied to GIS techniques for empirical applications. The increasing complexity in
planning and programming applied to rural landscape and territories asks for
multidisciplinary and transdisciplinary approaches based on a holistic knowledge
system. The AHP allows organizing in a hierarchic way both quantitative and
qualitative information related to different disciplines, usually expressed in incom-
mensurable measure units. Participatory approaches can be included either through
information based on the perception of the value of indicators (criteria) or by
providing weights on the relative importance of the elements included in each
hierarchical level. When applied to GIS techniques, the AHP allows taking into
account both spatial distribution of elements/information and their physical rela-
tions, which are paramount for the analysis of interventions about landscape,
biodiversity, etc. This chapter illustrates four case studies from Tuscany Region
(Italy) where this approach has been applied. Results highlight the flexibility of this
approach in planning, programming and designing specific interventions where
several biophysical characteristics of a territory or landscape have to be integrated
with socioeconomic information both at territorial and farm levels. Results show that
it is possible to increase the effectiveness and efficiency of tools for the territorial
governance by applying a scientifically sound approach that does not ask for
complex mathematical models and provides a methodology and results that can be
understood also by “non-experts”, improving participation processes.
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1 Introduction

The case studies presented in this chapter have been developed through a 10-year
time span and have as a common denominator the use of the Analytic Hierarchy
Process (Saaty 1980, 2004, 2008) as a decision support tool.

Many policy instruments and specific interventions are based on concepts such as
the ones of sustainability (see, e.g. Graymore et al. 2009; Gómez-Limón and Riesgo
2009; Sands and Podmore 2000), landscape quality (see, e.g. Daniel and Vining
1983; Fry et al. 2009); vulnerability (see, e.g. Villa and McLeod 2002; Barnett et al.
2008), risk of negative effects, e.g. due to forest fires (see, e.g. Van Wagner 1987;
Chuvieco et al. 2010), level of disadvantage based on natural constraints (see,
e.g. Eliasson et al. 2010), which can be associated to composite indexes (OECD
2008) or criteria depending on several elementary indicators, usually organized
hierarchically. These phenomena can be studied by analyzing; (1) current situation,
(2) past trends, (3) drivers of change, (4) most likely future evolutions and (5) policy
responses in the case that either the current situation or the expected trends ask for
them. AHP can help to manage data and to organize them in several information
layers which can be related to each other. As regards rural areas, in order to design
proper interventions, it is important that analyses take into account not only bio-
physical characteristics of a territory (related to land suitability to agricultural uses)
and land cover or land use, but also the role of farmers’ decisions in determining a
bundle of potential effects (e.g. in term of Ecosystem Service provision) in specific
locations, since farmers’ strategies are the main drivers of agricultural and rural
landscape changes (Primdahl and Kristensen 2011; Van Zanten et al. 2013). In their
turn, farmers’ decisions are influenced by market trends and policy tools, but depend
also on farm structure and bio-physical features of the land farmers manage (see,
e.g. Fastelli et al. 2017).

Higher profits deriving from land development compared with the income from
cultivation have brought about inefficient and persistent soil consumption (ISPRA
2017) and the creation of relics of farmland enclosed by built-up areas. This
approach driven by economic interests has determined an underestimation of the
importance of open spaces especially in areas of urban-rural fringe that have not
been properly managed, and consequently it should be abandoned. In this case it is
important to have a clear vision not only of the productive function of open spaces,
but of the whole bundle of Ecosystem Services (ESs) they are able to provide. On the
other hand, as stated by Cooper et al. (2006) and Pelorosso et al. (2011), the
abandonment of agricultural activities may result both in a loss of ESs provision,
such as hydrologic regulation, and of landscape value, especially in the case of
cultural landscapes. Indeed, woodland abandonment can bring about several prob-
lems related to: (a) landslides, due to the excessive weight of trees that are no longer
cut; (b) the development of vegetation more suitable to ignition; (c) the abandonment
of the minor road systems, causing problems of accessibility; and, (d) the lack of
custodianship and maintenance of the ancient hydraulic works protecting from
floods. Thus policy tools influencing agricultural activities should take into account

70 M. Rovai and M. Andreoli



the whole spectrum of ESs that these activities can provide. Due to the negative
effects of abandonment, in some of the case studies presented, the economic aspects
have been considered as prerequisites for the permanence of agricultural activities in
a territory, rather than as ESs belonging to the productive function.

Where the spatial distribution is relevant, it is possible to integrate AHP with a
GIS approach (see, e.g., Malczewski 1999, 2006a; Greene et al. 2011). In this case,
the analysis often aims at individuating spatial ambits that are homogeneous as
regards relevant criteria. Indeed, ex post analyses of the effects of policies impacting
on agriculture and environment have highlighted that spatial models are more
suitable to achieve an effective policy, if compared to non-spatial regression models
(Yang et al. 2014). After the adoption of the European Landscape Convention
(Council of Europe 2000) innovative policy directions focusing on designing mea-
sures appropriate for different contexts and scales have increased (Conrad et al.
2011).

According to Magnaghi (2005) a territorial project should be considered as the
reference scenario that should guide both specific actions and projects, and the
strategic assessment of operational projects and policies, by referring to evaluation
parameters which can be continuously reformulated in relation to the information
acquired in the process. The need of information at local/detailed level and of
updating them frequently makes it difficult to base policy decisions on information
that are exclusively depending on external sources and that often are also quite
difficult to be interpreted, as in the case of complex mathematical models. The lack
of awareness about the impact of policies can encourage decision-makers to take
decisions on the basis of lobbying or economic pressures, rather than of objective
analyses (Marson 2010).

Recently, there has been a growing diffusion of web-GIS tools based on
Multicriteria Analyses (Labiosa et al. 2010, 2013; Jackson et al. 2013; Tallis and
Polasky 2011) allowing to integrate a great amount of information and models
typical to different disciplines by homogenizing the information. They provide a
useful decision support system to problems that are not completely structured and
aim to determine a final score (a-dimensional and expressed in relative terms)
allowing to individuate a hierarchical order of the alternatives, e.g. from the best
to the worst one. These tools can be useful especially when analyses and policies are
related to regional/local ambits and to operational tools.

In this framework, after describing the main features of the methodological
approach integrating AHP and GIS, this chapter presents some empirical studies at
increasing level of complexity, in which at least one of the Authors has been directly
involved, in order to highlight how the general methodology has been adapted to
each specific problem and the results obtained.

The chapter is organized as follows. After this introduction (Sect. 1), a section on
the methodology (Sect. 2) is given, distinguishing the general aspects by the specific
ones which are characterizing the four case studies presented. In this section also a
short description of Tuscany, the Italian Region where case studies are located, is
given. Section 3 presents the results of the case studies, while Section 4 provides a
general analysis of strengths and critical points of the proposed approach.
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2 Methodology

All the case studies presented in this contribution have employed Geographic
Multicriteria Aiding Techniques able to rank the spatial alternatives under study
according to their specific and often conflicting evaluation criteria, which are
represented through standardized map layers (Malczewski 1999, 2006a, b).
Among the several multicriteria analysis techniques described in literature (Beinat
and Nijkamp 1998; Mendoza and Martins 2006), the multiattribute Saaty’s Analytic
Hierarchy Process (AHP) has been chosen. AHP constructs the evaluation process
through distinct phases assuming as a principle the possibility to segment a complex
decision-making problem into smaller and simpler sub-problems composing a
hierarchical structure, within which it is always possible to measure the influence
each part has on the whole system. The hierarchical structure is organized in three
levels: goals, criteria, and alternatives, where criteria can be detailed in attributes and
sub-attributes, in order to reach elementary indices, represented by cardinal or
ordinal values that can be reliably measured or assessed. In the case of AHP
integrated with GIS, alternatives are spatial and they can be represented by points,
lines, polygons or pixels that contain the attribute values. The presented case studies
deal with situations where the relevant spatial unit varies from polygons referring to
a regular grid in which the territory has been subdivided, to plots of land with
homogeneous characteristics, up to the land managed1 by an agricultural enterprise,
considered as a single decisional business unit.

The advantages of AHP are related to the following features:

• It is possible to use not only quantitative but also qualitative information,
provided that they can be ordered. The transformation of information in Saaty’s
semantic scale allows comparing attributes expressed in different measure units.

• The AHP hierarchic structure allows analyzing phenomena described by criteria
that in their turn are related to attributes and sub-attributes, thus allowing the
representation of complex problems, as the ones that have to be faced in dealing
with sustainability or integrate territorial planning.

• AHP allows confronting the performances of alternatives, represented by deci-
sions, e.g. in terms of alternative policy designs, or by territorial units. In the case
of integration of AHP with GIS techniques the result of the analysis is usually a
characterization of the space through its subdivision in ambits which are homo-
geneous as regards the goals/criteria included in the analysis.

All the case studies presented are located in Tuscany, an administrative Region in
the Central-Western part of Italy. Tuscany has a territory of about 23,000 km2, which

1Through databases related to Common Agricultural Policy aid it is possible to individuate the
cadastral parcels that are managed by each farm. Cadastral data refers to the Italian inventory of
agricultural land (Catasto Terreni), where the elementary unit is a parcel of land belonging to the
same Municipality, holder, category of agricultural utilization and class of productivity that is not
divided by roads, rivers, railways, etc.
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is mainly hilly (66.5%) and mountainous, while plains account only for 8.4% of the
whole territory, and it has a population of ca. 3.7 million inhabitants. Tuscany is
famous worldwide, due to the beauty of its rural landscape, often characterized by
the presence of urban structures dating back to the medieval and Renaissance age,
together with fortified villages, scattered rural and religious buildings, and to its
cities of art (Rovai et al. 2016). According to Ciampi et al. (2015) in Tuscany on
average in 2013 artificial areas accounted for about 8.6%, agricultural areas for
38.1%, natural and semi natural areas for 52.3%, and water bodies and wetlands for
0.9%; these average figures hide a high variability among areas; artificial areas, e.g.,
account only for 5.3% in the mountains and for 7.5% in hilly areas, but raise up to
33.9% in the lowlands. Agricultural land use is the most important one in hills and
lowlands, where it accounts for 68.0% and 57.4%, respectively, while natural and
semi natural areas are prevalent in the mountains where they account for 75.3%. In
the period 2007–2013 agricultural areas decreased by 5800 ha, mainly due to
artificialization processes and, in some areas, due to an increase of woodlands
(Ciampi et al. 2015). Furthermore, the urbanization model is very often characterized
by low density, with a high consumption of soil for each inhabitant.

The case studies are presented in order of increasing complexity. The first one
deals with a specific and technical problem, i.e. the spatial analysis of the level of risk
of forest fires, in order to plan the best ways to prevent and face them. The second
one deals with the problem of land abandonment in a rural area and the individuation
of policy instruments that could lead either to a recover in terms of productive use or,
when this is not economically sustainable, to reduce the risks coming from a
“sudden” renaturalization after a long period of anthropic pressure. The third one
deals with problems of open spaces in areas of urban sprawls and in the character-
ization of the main ESs provided by different portions of a territory. The last one
proposes a model for the sustainable governance of the rural cultural landscape of
Val d’Orcia, which is one of the UNESCO heritage sites.

2.1 Territorial Assessment of the Risk of Forest Fires
in Livorno (Leghorn) Province

This first case study2 concerns the design of a plan for forest fires in Livorno
province (Italy). Italy, especially in its central and southern areas, is very prone to
forest fires due to its bio-physical characteristics and hazards of anthropogenic
causes, often related to arson with the aim of allowing the development of burnt
land. Italian legislation requires that every Region adopts a Plan for forecasting,
preventing and actively counteracting forest fires. In this application the goal of the

2The methodology applied for this case study is described in details in Candura (2005), although
some improvements to the initial methodology have been introduced.
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GIS-AHP analysis was to assess and map the risk of forest fires in order to provide a
scientifically sound basis for actions aiming to reduce and mitigate this risk. The
methods that are more frequently employed for simulating the frequency or the
probability of fire events use GIS-based MCA tools to produce risk maps. In other
cases, it is proposed to employ geoprocessing routines based on algorithms able to
interpret input maps (Gai et al. 2011). While many studies regarding forest fire risk
(Arpaci et al. 2014; You et al. 2017) deal with factors affecting the probability of fire,
in our model, as in Hardy (2005) the level of risk, for each area, has been assumed to
depend on:

• The probability (P) to have a forest fire in a predefined time period,
• The entity of consequences of forest fires, i.e. damage (D) that they will cause in

terms both of economic losses of productive activities and of environmental
negative effects.

In our model the Risk (R), in analogy to the definition of risk in the case of safety
problems, is given by the product of the probability of an event (P) and the damage
(D) it would cause, i.e.

R ¼ P� D:

Thus, while Probability measures the chance of a forest fire in each area in a
predefined time period, Damage estimates the consequences in terms of loss of
economic and environmental values in case of forest fire.

The provincial territory of Livorno has been subdivided in 119.922 units by a grid
of 100� 100 m and each elementary unit has been described by means of the data of
the Regional GIS through criteria and attributes related to fire-related risks. Proba-
bility and Damage criteria have been described by separate hierarchical trees, by
considering the attributes derived from literature and by interviews to key infor-
mants, and initially mapped as separated criteria. Then a composite index of forest
fires risk has been computed, under different scenarios as regards the weights to be
assigned to each attribute.

In accordance with other contributions (Jaiswal et al. 2002; Arpaci et al. 2014;
You et al. 2017) the criterion assessing the probability of forest fires has been related
to the following attributes:

1. Topographical factors, described by: Altitude, Slope and Orientation
(sub-attributes)

2. Climate factors, described by: Temperature, Precipitation, Wind (sub-attributes)
3. Land cover factors, described by Land cover ignitability (sub-attribute)
4. Human activity factors, described by: Proximity to roads and Number of tourists

(sub-attributes)

The criterion assessing the entity of damage has been related to the following
attributes:
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5. Economic Value, described by: Average value of agricultural land (VAM)3

(Ciancio et al. 2007; Blahut et al. 2014); and Presence of infrastructures, such
as power lines and methane pipelines (sub-attributes);

6. Environmental Value, described by: Presence of areas with Environmental con-
straints; Presence of Areas with Archaeological constraints, Presence of areas
with Hydrological constraints; Presence of Protected areas (e.g. Natura 2000
areas).

For more details on data sources and how sub-attributes have been calculated, see
Candura Master’s Degree thesis on Building Engineering (2005).

In order to compare attributes expressed in different measure units, they have
been normalized to a 0–1 range. According to the type of attribute, the following
three normalization methods have been used:

1. Linear scale transformation, using a direct or indirect relation between raw data
and normalized ones depending from the fact that a high value of the raw datum
was increasing or decreasing the probability or the damage level of forest fires;

2. Expert evaluations, when functions relating raw data and probability or damage
level of forest fires were not available;

3. Probability method, when the relation has been estimated on the base of a
statistical analysis relating forest fires and the features of the areas where they
have developed. This analysis was performed on a random sample of 50% of the
elementary units.

After normalization, the computation of criteria has been performed under the
hypothesis that all sub-attributes and attributes had the same weight, thus obtaining
two separate maps: the first one measuring the probability of forest fires and the
second one measuring the extent of economic and environmental damages in case of
forest fires.

Lastly, in order to assess the risk in its components of probability and damage
level, four different scenarios were built under the following hypotheses about
weights:

• Scenario 1: all criteria and attributes have the same weights;
• Scenario 2: human activity and land cover factors have a higher importance than

topographical and climate factors in influencing forest fire probability and envi-
ronmental values are more important than economic values when assessing the
entity of damages;

• Scenario 3: human activity and land cover factors have a higher importance than
topographical and climate factors in influencing forest fire probability and eco-
nomic values are more important than environmental values when assessing the
entity of damages;

3VAM (Valori Agricoli Medi) are the average real estate prices for land with agricultural destination
and have been mostly used in case of compulsory purchase, i.e. when a state or a national
government takes private property for public use. They are individuated at provincial level.
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• Scenario 4: human activity and land cover factors have a much higher importance
than topographical and climate factors in influencing forest fire probability and
environmental values are slightly more important than economic values when
assessing the entity of damages.

The ability of the different scenarios to fit real data (model testing) has been
checked by using the sample of 50% of the elementary units that were not selected
for building the model (see normalization phase), thus searching an independent
validation of the model.

2.2 Productive and Landscape Restoration of a Hilly Rural
Area (Pieve di Compito, Lucca)

The second case study4 deals with a territory with strong historical, identity and
landscape values, and it is located in a hilly area of Tuscany traditionally character-
ized by olive groves and currently suffering for severe abandonment problems,
partly caused by land fragmentation. Rural areas have not been deemed as very
important in the cultural debate on landscape until 2000, when the European
Landscape Convention (Council of Europe 2000) caused a new and increasing
interest for the maintenance and restoration of rural landscapes. Currently, rural
landscapes are not only appreciated for their value from a historic and identity point
of view, but also for the economic role they can play for tourism and the high quality
produce reputation of an area. The new role of agro-forestry landscapes as a common
good to be protected asks for new models aiming to individuate the best intervention
strategies for territories characterized by both high landscape value and widespread
phenomena of abandonment, and for appropriate governance approaches to imple-
ment them. In this case study, AHP has been used to build an “expeditious”model to
individuate intervention priority for the productive and landscape restoration of olive
groves or, as an alternative, for the transition to woodland, in the framework of the
Integrated Territorial Projects (ITPs). ITPs are one of the “collective measures”
included in the Rural Development Plan (RDP) 2014–2020 by Tuscany. In this
case, as it has been partly done for the analysis of Val d’Orcia landscape described in
the last case study, the elementary unit is represented by cadastral parcels. Each
elementary unit (i.e. cadastral parcel) has been characterized by means of attributes
about the bio-physical features of the plot, the way it is managed by the farmer and
its importance in terms of landscape and environmental values. The model has been
tested on a small area (81 ha ca) in the “Colline Lucchesi” (hills of Lucca province),
characterized by small farms where production for self-consumption is prevalent and
the main agricultural use is the cultivation of olive trees which, due to an average
slope of 45%, are grown on terraces. The model integrates all these aspects with the

4This case study has as a main sources (Bonelli 2017) and Rovai et al. 2017.
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aim to provide useful information to policy-makers on the specific interventions that
would be most favorable for each type of cadastral parcel. The case-study area, as
most of the hilly areas in Lucca province with olive groves, has shown increasing
phenomena of abandonment since the 1960s, due both to fires and to the reduction of
the profitability of olive cultivation, together with a cultural change in the local
community, where the new generation shows a lower attachment to rural values. A
diachronic analysis of the evolution of land use highlights how the area suffered for a
noticeable landscape change, due to the abandonment of olive groves, to which
renaturalization processes followed (Fig. 1).

The percentage of abandoned agricultural land during each period is described in
Table 1.

Since the focus of the analysis was on the problem of abandonment, the spatial
MCA model has been built:

Fig. 1 Abandoned agricultural land by period of abandonment—spatial distribution. Source:
Bonelli Master’s Degree thesis in Architecture and Building Engineering (2017), modified

Table 1 Abandoned agricultural land by period of abandonment

Period
Abandoned agricultural
land (ha)

Abandoned agricultural
land on total agricultural land (%)

1954–1965 0.96 1.2

1965–1978 1.31 1.6

1978–1988 7.32 9.0

1988–1999 4.49 5.5

1999–2010 4.65 5.7

2010–2013 2.99 3.7

Total (1954–2013) 21.72 26.8

Source: Bonelli (2017, modified)
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1. From a spatial point of view, on the layer of cadastral parcels where the agricul-
tural use has been abandoned,

2. Using as a goal the assessment of the possibility of restoration of olive groves and
their cultivation,

3. Defining attributes and criteria related to the goal, which could be calculated from
available data sources. The creation of the MCA matrix has been done directly in
GIS environment in order to use the data collected during the territorial analysis in
the more effective way and to profit of the computing power of QGIS software
(QGIS Development Team, 2012).

Table 2 describes the 12 criteria considered in the spatial MCA: among them, the
first eight have been classified as “Cost criteria” since they deal with the costs for
olive groves restoration and management, while the last four criteria have been
classified as “Benefit criteria”, since they are related to the degree of quality
improvement from an environmental and landscape point of view and, consequently,
with an increase of community well-being.

A score in the 1–5 range—where the lowest score is related to the lowest criterion
value, both for cost and benefit criteria—has been given to attributes belonging to
each criterion. Table 3 gives an example of the scores for the attribute “Average
slope”, whose spatial representation is given in Fig. 2.

Finally, in order to compute the goal value for each spatial elementary unit,
weights were assigned to the 12 criteria. This has been done separately for the two
subsets of Cost and Benefit Criteria. The ranking of the alternatives, aiming to assess

Table 2 Criteria related to the suitability to productive rehabilitation of abandoned parcels

Cost criteria Benefit criteria

1. Period of land abandonment 9. Architectural value of open ditches drainage

2. Size of the abandoned areas 10. Proximity to cultivated areas

3. Soil average slope 11. Proximity to inhabited zones

4. Vegetation cover on abandoned land 12. Aesthetic-perceptive significance

5. State of maintenance of terraces

6. Accessibility (from outside farm)

7. Access to farm and forest land (internal)

8. Management type

Source: Bonelli (2017)

Table 3 Score attribution to the criterion “Soil Average Slope”

Description Score

Soil average slope � 15% 1

Soil average slope > 15% and � 30% 2

Soil average slope > 30% and � 45% 3

Soil average slope > 45% and � 60% 4

Soil average slope > 60% 5

Source: Bonelli (2017)
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the degree of parcels suitability to rehabilitation for land cultivation, has been carried
out with two methods in order to compare strengths and weaknesses of both of them.
The methods were the following:

1. Weighted Sum: for each cadastral parcel the total score has been computed as
sum of the weighted values of each criterion. In this case, due to the fact that costs
are inversely related with utility, the highest utility level has been assigned to the
score 1 of Cost criteria. In this way, all criteria are summarized in a unique
cardinal value (goal value), that is available for each spatial alternative (cadastral
parcel). While cadastral parcels with a very high value for the Goal show a high
suitability to rehabilitation since farm costs are low and community benefits are
high, this method has the drawback of not allowing to know if the suitability is
mostly due to low costs, high benefits or a combination of good scores for criteria
belonging to both classes.

2. Miles’s Value Index: this index has been defined in the framework of the Value
Analysis (Miles 1961). When defining the concept of value, Miles introduces a
composite index called “Value Index”, or IV, computed as the ratio between the
utility of an entity, i.e. “Worth” or W, and its global cost, i.e. “Cost” or C.

IV ¼ W=C:

In this case study, IV has been computed as a ratio between the weighted sums of
criteria classified as Benefits and Cost criteria; consequently, the higher is the ratio,
the higher is the priority that parcels should have in rehabilitation strategies.

Fig. 2 Spatial representation of average slope in the case-study area. Source: Bonelli (2017),
modified
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2.3 Planning in the Rural-Urban Fringe Taking into Account
the Multifunctional Role of Agriculture (Piana di Lucca,
Lucca)

The third case study5 deals with a problem of spatial planning in an area (Plain
around Lucca) where, due to low density and scattered settlements, there is a strong
intertwining between build-up and open agricultural areas. In this case, the AHP-GIS
model was used to evaluate the value of the open spaces (i.e. agricultural land) in
terms of Ecosystem Services (ESs), in order to give support to policy-makers in their
planning decisions and to promote strategies aiming to limit soil consumption and
abandonment, since both these phenomena have strong effects in terms of ES
provision. In past times, due to a gradual loss of importance of the value of
agricultural production and a disproportionate ratio between the cultivation income
and the building land income, planners have interpreted the open land around urban
centers as an unlimited resource for the development of settlements. In recent years,
as a result of the growth of a new cultural sensitivity, the use of open spaces, and in
particular of agricultural soils, for building purposes is increasingly perceived as a
waste, if not an abuse, when not justified by the actual need for improving the quality
of life and welfare of citizens. The strengthening of public awareness about the
importance of open and rural land areas to ensure the reproducibility of resources
and vital functions, should be a key objective for planning actions for the coming
years. This objective should be reflected in the implementation of proper strategies to
enhance the value of the open territory, and in particular in the rural areas, as a place
of co-production between man and environment where to make the best use of
reproductive capabilities of nature (Rovai et al. 2013). In this framework, it is
paramount to assess ESs provided by open spaces and the negative impacts on
community well-being deriving from the waste of them.

The methodology allowed not only mapping the spatial distribution of each
specific function, but also finding the relative intensity with which each type of
ES or ES category was provided by an area.

Following the Common International Classification of Ecosystem Services
(Haines-Young and Potschin 2013), in this contribution the categories of ESs
considered have been reduced by the initial four, i.e. provisioning, regulating,
supporting and cultural (Costanza et al. 1997; de Groot et al. 2002; MEA 2005) to
only three relating respectively to: productive function, protective function, and
recreational and cultural function.

The case-study area is “Piana di Lucca” (lowland around Lucca town), where
remains of “Lucca Court”, a peculiar rural settlement organization in the open terri-
tory that has a great value both from an aesthetic and from a historic and cultural
point of view, are still present.

5This case study has as a main source (Rovai et al. 2013).
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While in the marginal hilly areas vineyards and olive groves have been replaced
by natural and semi natural areas, the expansion of lowland settlement typical of
urban sprawl is leading to a strong fragmentation of the ecological network and
exacerbating hydraulic problems. From 1995 to 2007 the area around Lucca suffered
for a gradual decrease of agricultural land, mainly due to the process of urban
expansion; this phenomenon caused the loss of 37,000 ha at province level. Besides,
agricultural activities suffer for the increased fragmentation of farms in the areas of
urban sprawl, which in its turn causes increased costs and organizational problems.
For the above reasons it was deemed as important to include in local planning an
assessment of the values (in broad sense) related to rural areas and to highlight costs
and benefits of their conservation.

This case-study area was analyzed through a GIS-AHP analysis aiming at
spatially assessing the three following categories of ESs:

1. Productive services, related to the ability to produce food and agricultural goods
and, consequently, economic value;

2. Protective services, related to the ability of open spaces to ensure the preservation
and reproduction of natural resources;

3. Cultural and social services, related to the rural environment ability to contribute
to the physical and psychological well-being of the community.

Productive services have been estimated through the identification of areas:

1. Which are managed by farmers who have applied for EU contribution, considered
as “professional”;

2. Where there are Protected Designation of Origin (PDO) products; and
3. By taking into account the degree of estimated profitability of crops.

Protective services have been estimated through the identification of areas:

1. Of ecological connectivity (giving the maximum score to “nodes” and the
minimum to “secondary connections”);

2. CO2 sequestration capacity, and;
3. Ability to recharge the aquifers.

Cultural Services have been estimated through:

1. The persistence of the historical settlement system;
2. The topological relationship to the settlement system, i.e. the Intervisibility

between settlements and agricultural land portions, and;
3. The proximity to high population areas, considered as a proxy of the number of

people who can benefit from these services.

The elementary spatial unit was a hexagon having a size of about 1000 sq. m.
While it would have been possible, through AMC, to summarize the total

importance in terms of provision of ESs belonging to all the three categories
described above, the Authors deemed more important and useful, as a cognitive
framework for planning, to individuate the main suitability in terms of ES provision
of each homogeneous ambit of the territory. This result was obtained by using a
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three-dimensional color gradient built through the integration of the three RGB
channels of a 24-bit image, where red was related to Cultural services, green to
Protective Services and blue to Productive Services.

2.4 Sustainable Governance of a Cultural-Historic
Landscape (Val d’Orcia, Siena)

The fourth and last case study6 deals with the demand for new landscape planning
tools deriving from the adoption of the European Landscape Convention in 2000
(Council of Europe 2000). This case study analyses the situation of Val d’Orcia, one
of the Italian UNESCO heritage sites, and it identifies future landscape scenarios by
integrating past evolution (historical analysis), landscape sensitivity (territorial anal-
ysis) and farmers’ adaptation to market and policy changes (farm analysis). In this
framework, policies are considered both as drivers, since Common Agricultural
Policy (CAP) has often had a negative influence on landscape, and as responses to
landscape change. This case study presents a model for the governance of rural
landscapes (Fig. 3) that is based on the integration of a geographical multi-criteria
analysis and advanced GIS-based geo-processing tools (Rovai et al. 2016). The
spatial elementary unit considered varies depending on the features that are ana-
lyzed; thus, there are attributes described on the base of a regular grid; attributes
related to plots as an elementary unit with homogeneous agricultural use, and
attributes related to the farm as an economic unit.

AHP integrated with GIS techniques has been used in the analyses at territorial
and farm level. The territorial analysis is necessary to classify a territory into
homogeneous ambits as regards the level of ecosystem services that they are able
to provide and the risk that anthropic activities might negatively impact on them. As
in many other studies concerning the risk of loss of ecologic, environmental or
cultural values, the problem was faced with a twofold approach. First of all, the areas
characterized by higher values were identified, in order to be able to rank territorial
units from the ones most deserving interventions to the ones whose value was
deemed as negligible; in this case the aim was to classify areas in homogeneous
ambit in terms of “Intrinsic Value” and the spatial elementary unit was a regular
square grid. Then, the same areas were classified in order to assess their level of
“Vulnerability”. Crossing the two above classifications it is possible to obtain a
matrix giving priorities for the interventions: the highest priority relates to territories
with high value and high vulnerability, while at the opposite end of the hierarchy
there are territories with negligible value and low vulnerability.

In both cases, criteria were organized in attributes and sub-attributes chosen
among those commonly used in landscape ecology approaches (Farina 2006). The
criterion “Intrinsic Value” included two attributes, i.e. “Historical and

6This case study has as a main source (Rovai et al. 2016).
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Environmental Value” and “Frequentation”; this latter was introduced under the
hypothesis that Historical and Environmental values were not only important for
themselves but also insofar as they could be enjoyed by somebody. In its turn, the
“Historical and Environmental value” of each ambit depended on the values of
several sub-attributes, i.e. Fragmentation, Persistence, Uniqueness, Integrity and
Visibility, for which rules for attributing a score were given, based on literature
and participatory approach. Vice versa, in the case of “Frequentation” it was possible
to directly attribute a score. For a detailed description of criteria and attributes used
in the analysis, see Rovai et al. (2016). The territorial analysis allowed individuating
and locating zones with similar level of importance for community wellbeing and
vulnerability to the modifications induced by anthropic activities.

While the territorial analysis aims to classify a territory in homogeneous ambits,
farm analysis aims to highlight the most likely effects of farmers’ strategies, seen as
the main drivers of change in agricultural landscape. Intensification (Stoate et al.
2001) and abandonment (Cooper et al. 2006; Pelorosso et al. 2011) of agricultural
activities may result in a loss of ES provision and of landscape value, but in this
case—due to the specific bio-physical characteristics of the area—we deemed
abandonment to be more likely and more dangerous than intensification. Farmers’
strategies are heavily depending on farm structural, socio-economic and manage-
ment characteristics but also on the quality level of available resources in terms of
land suitability to cultivation. While the first characteristics have to be analyzed at
farm level, intended as the business unit were decisions are taken, the second
characteristics mainly depend on bio-physical features and consequently had to be
analyzed at plot level. Plot and farm levels were related by attributing to each farm

Fig. 3 Flow chart of the model for the governance of sustainable rural landscape. Source:
Rovai et al. (2016)
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the plots it was managing. The analysis at farm level had the aim to understand the
degree of resilience of business units in relation to policy and adverse market trends,
due to its structural and organizational features, while the analysis at plot level had
the aim to investigate their suitability to cultivation. This latter differs from the
commonly used concept of land capability insofar as it depends from characteristics,
such as scale/morphology, that are more influencing farm organization and costs
than land productivity, while variables like climate, that was considered to be quite
homogeneous due to the small scale of the case-study area, were not taken into
account. By combining the analyses at farm and plot levels it was possible to forecast
the level of adaptation and capacity to survive either as business unit or productive
resource of local agriculture when confronted with external negative impacts; indeed
at territorial and landscape levels the exit of a business unit from the market has a
different impact from the abandonment of land as a productive resource. Thus a
decrease in farmland could have a very different and worse impact than a decrease in
the number of farms.

The analysis at farm level aims to provide information on the areas that are at risk
of abandonment or strong extensification, with negative impacts due to the aban-
donment of the agricultural activity and its custodianship role. Moreover, farms with
different resilience to adverse trends react in a different way to the possible policy
tools that could be implemented in order to promote landscape sustainability;
consequently a good knowledge of their features and how these could affect
farm’s strategies is very important when designing policy tools.

The final values of plots’ suitability to cultivation and farms’ adaptation capacity
to negative impacts have been parted into three classes (low, medium, high) with
the aim to compute, in accordance with fuzzy logic (Boroushaki and Malczewski
2010; Karsak 2004) the probability of each alternative to belong to each class (see
Rovai et al. 2016). Then, a cross-reading phase has been carried out via a fuzzy
logic in order to compare and integrate the two composite indices and identify a set
of farm evolutionary paths/strategies deriving from crossing the classes (L, M, and
H) of plots and farms. These strategies are described and discussed in the section of
results.

It is important to stress that the setup of the model and the validation of
intermediate results have been carried out with the involvement of local stake-
holders through individual interviews to key informants and focus groups. Inter-
views have been based on open-answer questionnaires and mainly used to gather
information for the analyses, such as attribute and sub-attribute to be considered
and their scores. Focus groups, which have involved representatives of associations
of the territory and farmers, have been mainly used for checking the results of the
analyses and for discussing actions to be taken. In particular, focus groups have
explored the willingness/motivation to develop actions/products within a partici-
pative approach with the aim to promote an “environmental requalification” of
Orcia Valley landscape; this with the aim to promote a participatory and trans-
disciplinary approach.
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3 Results

3.1 Territorial Assessment of the Risk of Forest Fires
in Livorno (Leghorn) Province

The analysis of forest fires in Livorno province allowed to produce a series of
thematic maps for sub-attributes, attributes and criteria, as the one reported in
Fig. 4, which represents the maps of the four attributes describing the criterion
“Environmental value”.

The methodology allowed producing also the mapping of the composite index
estimating the risk of forest fires, according to the four different scenarios described
in the methodology. These were tested by using the random sample of 50% of
elementary cells that had not been used in the normalization process. The scenario
which best fitted statistical data, i.e. with the highest number of coincidences
between the model and the effective situation, was Scenario 4.

Figure 5 presents the maps of the estimated level of risk under the four Scenarios.
The spatial AHP model applied to GIS techniques has allowed building an

integrated model of Analysis of Forest Fire Risk, as required by the current Italian
legislation. The model takes into account the complexity of the relations existing
among the component of the geographic, environmental, social and economic
contexts and their influence on forest fires risk. While at research level there are
analyses that have used more complex mathematical models to approach the prob-
lem of forest fires (Arpaci et al. 2014; You et al. 2017), in operational planning the
studies on which Italian institutions in charge of territorial government have based
their plans had a less transparent formalization of the concept of risk and used only a
few attributes, with the consequence of a worse representation of the risk. The map
of Scenario 4 can be considered as a good compromise between model complexity

Fig. 4 Livorno province—maps of the distribution of the scores related to the four attributes of the
Environmental Value criterion. Legend: Presence or absence of (a) landscape constraints, (b)
hydrogeological constraints, (c) archaeological constraints, (d) Presence/absence of Protected
areas. Source: Candura (2005)
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and utility for planning, being a sound tool from a technical and scientific viewpoint
for organizing prevention activity and structure and drawing plans for facing prob-
lems in case of fires. The model shows a high ease and flexibility of use, being
implemented through the same GIS software employed by Tuscany Region for its
thematic mapping and having a plug-in for MCDA analyses. Therefore, it could be
improved in time by introducing new available data sources or better integrating
anthropic aspects as factors determining a higher risk of forest fires. Another area of
improvement could be that of the assessment of damage, where a more complex
framework for estimating economic and environmental impacts might be built.
Finally, it is important to highlight the role of the archive of areas where there
have been forest fires that must be created and updated by law, since historical data
can be very useful for testing the effectiveness of models estimating forest fire risk,
as it has been done for choosing the best scenario.

3.2 Productive and Landscape Restoration of a Hilly
Rural Area

The main results of this case study are represented by the maps providing a
prioritization of the areas in need of policy interventions, which have been built on
the base of two different methods for summarizing the performances in terms of Cost
and Benefit criteria. The spatialization of the results of the Weighted Sum and Miles’
Value Index analyses are shown in Figs. 6 and 7; in both cases, according to the
value of the goal, parcels have been classified as suitable for the following interven-
tion strategies:

• Class 4—rehabilitation to cultivation uses through extraordinary maintenance
interventions;

• Class 3—rehabilitation to cultivation uses through land improvement
interventions;

Fig. 5 Livorno province—maps of the level of forest fire risk, under the hypotheses of four
scenarios. Source: Candura (2005, modified)
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• Class 2—managed conversion into forests and woodland;
• Class 1—natural conversion into forests and woodland (null hypothesis).

According to transacts and experts’ opinion, the Weighted Sum method (Fig. 6)
allows a better spatial distribution of classes 3 and 4 in comparison with the Value
Index method (Fig. 7). Nevertheless, both methods allow reaching good results as
regards the goal of assessing the suitability to a productive rehabilitation, which has
to be interpreted in relative terms, i.e. providing a rank in terms of priority, rather
than in absolute ones.

The main results of this case study are:

1. The identification of abandonment processes as the main driver of the trans-
formations landscape has undergone since 1954 and a detailed territorial analysis
of the areas that have been interested by these negative changes;

Fig. 6 Ranking and classification of abandoned cadastral parcels in terms of rehabilitation suit-
ability according the Weighted Sum method. Source: Bonelli (2017), modified

Fig. 7 Ranking and classification of abandoned cadastral parcels in terms of rehabilitation suit-
ability according the Miles’ Value Index method. Source: Bonelli (2017), modified
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2. The definition of a geographic multicriteria analysis model based on the aware-
ness that the rehabilitation to productive uses of previously cultivated areas is not
always possible or cost-effective. The model, on the basis of the characteristics of
abandoned land, of the cost needed for its rehabilitation and of the benefits that
this latter will bring to the community well-being, especially in terms of land-
scape functions, identifies a set of intervention strategies ranging from the
productive rehabilitation to the so called “null hypothesis”, i.e. the one of “non-
intervention”.

These results are consistent with the two main phases in which the research has
been organized, i.e. an initial phase aiming to gather knowledge, mainly through
information taken from Tuscany Region Geo-portal, and then a phase aiming to
build and run the model. Both the phases have been implemented through QGIS that
has allowed to coordinate and integrate in the same database all the relevant data and
to archive the indices derived from data processing. This database and the processing
power of QGIS have made it easy the subsequent phase of assessment of the criteria
deemed relevant for the model. Indeed, QGIS plug-in “Vector MCDA” has allowed
to easily and quickly obtaining both the results of the analyses and their cartographic
representation.

The strategies that have been individuated by the model should be applied to all
the territory or at least to the majority of the case-study area in order to achieve a
rehabilitation and promotion of its landscape, since landscape is not made of single
elements or portions of a territory, but have to be considered as a whole unit. From
this point of view, the results of the model could be important in setting priorities for
Regional Development Programmes (RDPs) actions, e.g. in highlighting the role that
could be played by Integrated Territorial Projects (ITPs), i.e. voluntary and collec-
tive private-public projects, under the Tuscany RDP 2014–2020.

Although the case-study area is quite small, the above described approach can be
applied to larger rural territories having the same features, i.e. a high historic and
identity value of landscape and widely spread abandonment phenomena, tailoring
the criteria—when necessary—to the specific context to be analyzed. This method-
ology can be very useful for the public decision maker both in the phase of definition
of planning rules and standards for rural territories and to channel in a more effective
way the use of public resources aiming to promote and protect cultural landscapes
located in hilly and mountainous areas, which are widely spread not only in Tuscany,
but in the whole Italian territory.

3.3 Planning in the Rural-Urban Fringe Taking into Account
the Multifunctional Role of Agriculture

The results of this case study mainly consist on the production of maps with specific
themes (or thematisms). In particular, for each category of ESs, i.e. those concerning
productive, protective, and cultural/recreational functions, a specific map was
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produced representing the areas providing the ESs of this category and their intensity
(related to the shade intensity of the relevant color) of provision.

As regards the production of ESs on the whole, i.e. without distinguishing among
categories, the problem has been faced with two different approaches. In the first
case, through a new AHP, the three thematic maps have been summarized into a new
map, where the intensity of color (different shades of the same color) was related to
the whole production of ESs by each portion of the territory. Summarizing ESs in a
composite index, by expressing them in a common monetary unit or by means of a
weighted sum, would allow for compensations, meaning that a low production of
ESs belonging to a category can be compensated by a high production of ESs
belonging to another category. Although the classes with very high or very low
scores have a significant role in highlighting the areas where the situation of ES
provision on the whole is highly positive or negative, the Authors deemed that this
kind of information could be misleading in terms of planning actions, for the
following reasons. First of all, summarizing ESs by the use of a “monetary evalu-
ation” and additive methods might generate difficult and questionable results both
from a scientific point of view, due to the complexity of the factors involved, and
from an ethical point of view, due to the difficulties of interpretation of a total value
obtained by the sum of values related to the provision of very different functions,
affecting different groups. Then, in the case that model results are employed for
spatial and urban planning, by summing up ESs and functions that are quite
different, the information about the suitability of some territorial portion to produce
specific ESs or ESs related to a specific function would be lost. Last, but not least,
there is the risk that by summarizing ESs in a single composite index, a low score on
it could be read as an index of suitability to artificialization, i.e. that the areas which
have a relatively low production of ESs can be transformed in built-up or in other
artificial areas without problems.

For these reasons, it was decided to avoid aggregating the values of the three
categories of ESs and to produce a map with a ‘three-dimensional’ evaluation that
keeps them separated. The map (Fig. 8) provides a spatial representation of the
performances for the provision of ESs belonging to the three classes, which are
represented by different colors. Consequently, the final shade of color depends on
the mix of functions provided by each territorial ambit, so that it is possible to
highlight if an area is specialized, or not, in the provision of a specific ESs category.
In other words, this second map highlights the suitability of a territory to provide a
specific class of ESs or a mix of them, rather than the intensity of ESs provision.

Figure 8 should be interpreted more as a spatial distribution of the different
categories of ESs than in terms of intensity of ESs provision, since the assessment
of ESs for each category is significant in relative terms more than in absolute ones. It
provides an immediate and intuitive overview of areas with greater or lower suit-
ability to the provision of specific services or categories. This should consent to
support planning by better individuating where to localize strategies aiming to
promote ES provisions, i.e. the areas with high priority in terms of protection,
rehabilitation, or other interventions. In other words, Fig. 8 can be very useful
when deciding where to concentrate aid to agricultural production, where to
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subsidize or promote the protection and improvement of ecological connectivity and
where to promote actions related to the social and cultural role of open spaces. Last
but not least, by changing the set of weights assigned to criteria, attributes and
sub-attributes it is possible to build maps according to scenarios based on different
sets of instances coming from stakeholders.

Fig. 8 Lucca lowland—Map of the ESs provided by agricultural land by suitability to specific
category of ESs (color shadow represents the prevalence of each ESs category). Legend: green: ESs
related to ecological functions; blue: ESs related to productive functions; red: ESs related to
cultural/recreational functions. Source: Rovai et al. (2013)
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3.4 Sustainable Governance of a Cultural-Historic
Landscape

The governance model described in Sect. 2.4 has been tested on the Municipality of
Castiglione d’Orcia, one of the five municipalities belonging to Val d’Orcia. In this
section, for the sake of brevity, we will focus on the farm analysis and in its utility
when integrated with the results of the territorial analysis. In particular, we describe
two matrices that can be very useful in designing policy tailored on the specific
context of an area, the first one summarizing the results of the analyses at farm level
in terms of evolutionary paths; the second one setting the more suitable policy
actions according to farm evolutionary paths and territorial characteristics.

The first matrix has been built in the framework of the “farm analysis” and crosses
the results in terms of Farm structural, socio-economic and management character-
istics with those of Plots’ suitability to cultivation. The result is the identification of
seven classes of evolutionary paths of farms ranging from maintenance strategies of
the current situation, to multifunctionality strategies or, in the worst cases, to the
abandonment of agriculture activities (Fig. 9).

For example, Class VH includes farms characterized by a high adaptation capac-
ity and by plots characterized on average by a high suitability to cultivation. These
farms will very likely maintain their present cultivation systems without relevant
changes in their organizational structure. Class MH represents farms with a high
capability of adaptation to the external changes, but managing plots that have a low
suitability to agricultural use. The evolution of these farms is almost inevitably
directed to multifunctional agriculture (i.e. farm holidays, educational farms,
eno-gastronomic tourism, etc.) or, alternatively, to the production of value-added
products; otherwise the low suitability to agricultural use could cause land abandon-
ment with negative repercussions on both environmental and landscape resources.
Class VL is characterized by farms with low adaptation capacity and plots with a low
suitability to cultivation. These are the weakest farms, which will probably abandon

Plot “resistance” or suitability to cultivation

High (H) Medium (M) Low (L)

Farm 
“resistance” 
or reaction 
capacity to 
external 
solicitations

High 
(H)

VH

maintenance

H

maintenance /

multifunctionality

MH

multifunctionality

Medium 
(M) M uncertain strategies

Low (L)
LM

transfer to 
stronger farms

L

transfer to stronger 
farms/abandonment

VL

abandonment

Fig. 9 Fuzzy classes defining farm evolutionary paths for the case study according to their
adaptation capacity. Source: Rovai et al. (2016)

Integrating AHP and GIS Techniques for Rural Landscape and Agricultural. . . 91



all agricultural activities in the medium term, unless some supporting actions cause a
rupture and a deep change of the farm development path.

By using GIS, it was possible to represent the spatial distribution of these farms in
the municipality of Castiglione d’Orcia (Fig. 10) and to obtain important information
for territorial policies: for example, farms directed to multifunctionality are mainly
located on the western part of the study area, whereas the ones with a high risk of
agricultural abandonment are concentrated in the central and in the eastern part of
Castiglione d’Orcia municipality. Finally, those farms whose prevalent evolution
will likely be the ‘status quo’ maintenance are mainly located in the northern part of
the study area.

Results of the analyses, which have been validated by focus groups with local
stakeholders, show that:

1. The local entrepreneurial class appears quite stable as a considerable percentage
of farms presents a high adaptation capacity to the external transformations;

2. The potential impacts on environmental and landscape resources are anyway very
critical as 4356 ha, on a total surface of 5600, belong to farms run by farmers that

Fig. 10 Spatial distribution of classes related to farms evolutionary paths (H Maintenance/
Multifunctionality, MH Multifunctionality, M Uncertain evolution, L Sale or renting of land to
stronger farms/abandonment, VL Abandonment). VH and LM classes have been omitted, since they
are not present in the case-study area. Source: Rovai et al. (2016)
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may opt for agricultural abandonment if the external conditions become too
adverse, i.e. due to changes on CAP, market trends and climate.

The second matrix (Fig. 11) combines the results of the territorial analysis, where
areas were classified on the base of their level of landscape sensitivity with the ones
of farms strategies. Landscape sensitivity has been obtained under the hypotheses
that in the specific case-study area Intrinsic Value and Vulnerability were directly
related and consequently could be summarized in a unique composite index. Prior-
ities and actions should take into account not only the results of the analysis but also
the institutional and cultural context of the area.

As Fig. 11 shows, e.g. in a subsystem with high landscape sensitivity, depending
on farms probable evolution, the response actions to counteract negative effects may
vary from public institution actions for the promotion of the territory, to specific
regulations and incentives for the preservation of landscape’s current state, up to
incentives to improve farm viability in the specific territorial context. Public promo-
tion could, e.g. include such interventions as the creation or improvement of existing
countryside walking paths in order to improve territory and landscape fruition. The
need for a GIS able to collect and update all farm changes is a consequence of the
above defined response actions, since it is essential, especially for the monitoring of

Farm adaptation 
capacity (resulting 
from farm analysis)
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(resulting from territorial analysis)

High Medium Low
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to improve quality 
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Multi-functionality

Incentives aiming 

to promote 
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Incentives aiming 

to promote 

multifunctionality 

and to improve 

quality of 

landscape

Incentives aiming 

to improve quality 

of landscape

M
Uncertain strategies
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improve landscape 
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Low priority 
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Incentives aiming 
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and to improve 

landscape quality 

Low priority 
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Fig. 11 Response actions for the sustainable governance of the case-study rural landscape. Source:
Rovai et al. (2016)
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the most critical areas. Due to the adopted spatial scale, all those actions can be
calibrated not only at farm level, but also at plot level, which makes such interven-
tions potentially very effective.

For example, from the spatial analysis emerges that the majority of plots present
high landscape sensitivity and belong to the class M (Uncertain strategies) in relation
to the farm analysis. In such circumstances the definition of rules and incentives for
the preservation of the current landscape configuration, together with public promo-
tion actions for landscape valorization, becomes absolutely necessary.

Although the definition of proper actions for promoting a sustainable rural
landscape is very important, it is not possible to remain in the “scientific domain”
but these actions have to be seen in the normative and administrative context where
they have to be implemented. Nevertheless, in the Authors’ opinion, the proposed
governance model approach constitute a sound scientific tool for a sustainable
governance of the rural landscape, since it is able to give suggestions about the
most appropriate tools for intervention in the framework of an integrated planning
approach and a prioritization of areas in need of interventions.

4 Concluding Remarks

Planning, programming and assessing the functions of rural territories are complex
problems that ask for a multidisciplinary and transdiciplinary approach based on a
holistic knowledge system. In this framework, the integration of MCDA techniques
and GIS represents a very effective and promising solution for the following reasons:

1. Multicriteria Analysis supplies many technical solutions for building a model,
assessing criteria and attributes, assigning weights, testing the results; allowing a
high flexibility and adaptability of the approach to a vast range of specific
problems;

2. GIS software has reached a high power of processing data and information
rendering, allows having a high interactivity with the user, and it can be used
also with computer of normal capacity. Furthermore, due to the ability to create
maps and spatial representations, it is a powerful tool for communicating with
stakeholders and citizens. This characteristic is very important due to the increas-
ing role of participative processes in the setting and implementation of territorial
policies and in the assessment of their results.

In the specific case, the choice to use the same GIS software used by the Tuscany
Region for producing and making available geographical information, from the one
hand made it easier for the Authors to access and integrate data sources, from the
other hand it made the interaction with regional employees easier, since they have a
good knowledge of this software.

This contribution aims to highlight these features through the analysis of the main
features of four case studies characterized by an integrated approach of AHP and
GIS techniques, but which are different in terms of size of the case-study area, goals,
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complexity of the problems, spatial elementary units considered, etc. Indeed, each
approach was tailored to the specific context of application and had to be adapted to
take into account data availability.

In each case of study the ability of the method to integrate information and
knowledge belonging to different fields has clearly emerged as much as the capacity
to represent a fundamental, scientifically robust and flexible tool providing results
able to effectively support public decision-makers for territorial planning
interventions.

The use of spatial multi-criteria analysis models would make it possible to
organize planning and programming as continuous and flexible processes. This is
very important in all the institutional contexts, as the one of Italy, where plans and
programmes have a long life time-span and for which the “ad hoc” concertation
process requires too much time, so that when a plan or a program is implemented,
it is already “out of date”.

Finally, this tool is useful to overcome the lack of coordination among policy
tools. Indeed, what is still missing in the Italian context, as in the ones of other
countries, is an operative policy approach able to integrate and coordinate instances
coming from stakeholders, agricultural (or other sectoral) policies and territorial and
landscape governance. Consequently, efforts should be directed towards innovative
policies and governance instruments, such as collective voluntary actions, inte-
grated projects, etc., which are needed for an adequate implementation of sustain-
able landscape and rural development policies.
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The Use of the Analytic Network Process
for the Analysis of Public Goods Supply
from Agricultural Systems: Advances
and Challenges Ahead

Stefano Targetti, Anastasio J. Villanueva, Carlos Parra-López,
and Davide Viaggi

Abstract This chapter aims to review and summarize potentials and limitations of
the use of the Analytic Network Process in the context of the evaluation of public
goods provision from agricultural systems. The chapter provides a description and a
step-by-step explanation of the method, and presents insights from three recent
papers using the Analytic Network Process to analyze public goods supply from
agricultural systems. The papers were selected to show a range of diversified and
complementary approaches to the problem and the possibility to integrate stake-
holders in the different phases of the evaluation process. The first paper presents a
comparison between three rural landscapes and provides a discussion of the role of
different economic actors in supplying private- and public-type services. The second
paper presents an integrated approach to support the policy-making aimed at a more
efficient provision of public goods from a specific farming system. The third paper
presents a farm level assessment of multifunctional performance considering a range
of different farming practices and techniques. These studies provide evidence of the
usefulness of the method to support policy-making and understand the relation
between farmers’ decision-making and the provision of public goods. The results
are also discussed, pointing out the strengths and weaknesses of the method in this
type of analysis as well as pathways for methodological refinements and integration
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possibilities with other techniques with a particular attention toward the ex-ante and
ex-post participation of stakeholders.

Keywords ANP · Public goods · Ecosystem services · Farm management · Rural
development · Stakeholders · Agricultural policy

1 Introduction

Agricultural systems jointly provide a wide range of goods highly valued by society
(Madureira et al. 2013). This provision has been studied following different strands
such as the “multifunctionality” (e.g. OECD 2001), or the “ecosystem services”
(e.g. Porter et al. 2009) frameworks. A common aspect concerns the differentiation
between private (e.g. food and fiber) and public (e.g. amenities, regulation, and
supporting functions) goods, which underlines the disconnection between marketed
and non-marketed services and the need of a more balanced delivery of both good
types from agricultural landscapes. That entails the necessity to design enhanced
policies able to tackle several challenging issues, including the joint production of
public and private goods and the socioeconomic context in which this provision takes
place (Hanley et al. 2012). Therefore, the investigation of public goods provided by
agricultural systems requires the use of integrated approaches, taking into account the
different dimensions, from purely ecological and biophysical to socioeconomic,
which play a role in their provision (Bennett 2017). In particular, the employment
of a “portfolio” of methods (quantitative and qualitative, economic and bio-physical,
etc.) is advocated to reflect different perspectives and cause-effect pathways for the
assessment and identification of efficient policy solutions (Young et al. 2006). That is
even more relevant considering the recent advances challenging a range of basic
assumptions of economic theory (e.g. rational behavior) which suggest the opportu-
nity to adopt more nuanced methodologies (Gowdy and Erickson 2005).

Multicriteria analysis (MCA) is considered among the effective approaches to
investigate the provision of public and private goods of agricultural systems as it can
overcome some inherent limitations of monetary evaluation (Spangenberg and
Settele 2010; Parks and Gowdy 2013). Among the MCA techniques, the Analytic
Network Process (ANP) stands out as a promising tool to analyze public goods
(Parra-López et al. 2008a; Reig et al. 2010). In fact, there is a growing body of
literature employing the ANP in agri-environmental policy evaluation and design.
Recent studies particularly underline the potential of the ANP in the context of
policy-making toward the supply of public goods from agricultural systems
(e.g. Parra-López et al. 2008a; Nekhay et al. 2009; Reig et al. 2010; Villanueva
et al. 2014, 2015; Schaller et al. 2015; Carmona-Torres et al. 2016). Indeed, the ANP
enables to consider the multi-faceted interrelationships and feedbacks of the joint
provision of private and public goods by using a systemic and trans-disciplinary
approach (Carmona-Torres et al. 2014). Main advantages of the ANP approach are
the possibility to analyze complex systems where only partial information is
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available, the potential to integrate quantitative and qualitative variables, and,
therefore, the option to carry out cross-cutting assessments involving different
expertise, methodologies and information sources (Villanueva et al. 2015). Alike
other MCA approaches, the ANP can be integrated in a multi-step methodology
including trans-disciplinary techniques (e.g. cognitive mapping, focus groups, Del-
phi, etc.). As such, the ANP is also fitting as a boundary object where stakeholders
and researchers may discuss cause-effect chains involving multiple interests at
stakes, and visualize the results to identify disconnections between different knowl-
edge types.

This chapter aims to provide an overview of the ANP method and a review of
latest advances, potentials and limitations of the use of the ANP in the context of the
evaluation of public goods provision from agricultural systems. After a description
of the method (Sect. 2), this chapter reports results from three selected papers applied
to the analysis of public goods in different rural case studies (Sect. 3). Based on this,
Sects. 4 and 5 provide a critical discussion and the conclusions highlighting main
pros and cons in the analysis of public goods by agricultural systems and exploring
the potential for methodological refinements and integration possibilities with other
methods.

2 The Method

The ANP is based on pairwise comparisons between criteria, and matrix algebra
calculations to produce a vector of scores (so called “priority vector”) which outlines
the importance of the criteria with respect to a specific goal (so called “control
criterion”), and a measure of judgment consistency. The method was developed by
T. L. Saaty as a generalization of the Analytic Hierarchy Process (AHP). The
difference between the two methods is essentially in the network structure as the
AHP strictly fits to hierarchical decision trees, and the ANP to problems involving
feedbacks and loops between the system’s constituents (Saaty 2005). Similarly, to
other multicriteria techniques, the ANP was developed as a tool to outline the most
important factors affecting a decision and to support decision-making processes
involving multiple conflicting criteria in a wide variety of fields, such as finance,
engineering processes, international policy, etc. (cfr. Hülle et al. 2013; Sipahi and
Timor 2010, for reviews). More recently, the possibility to analyze problems even
with incomplete or inconsistent inputs has raised the attention toward the ANP as a
method able to address the relevance or influence of various factors in complex
environmental evaluations (Huang et al. 2011). Indeed, the ANP is useful when data
are lacking or difficult to collect, or in cases where feedback effects are not easily
disentangled by the stakeholders/experts involved in the assessment. That feature is
linked with the use of the eigenvector method for the calculation of the priority
vector and the use of a specific psycho-cognitive rating scale for the pairwise
comparisons.
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An assessment based on the ANP can be developed in four subsequent phases:
(a) identifying the network of elements of a system, (b) pairwise comparisons,
(c) assessing the relative importance of the elements, and (d) result validation.
This four-phase process is led by a narrowing-down rationale, from more abstract
(i.e. the general elements at play within the system under study) to more specific
(i.e. scoring the relative importance of the elements and estimating the final weights/
importance). Therefore, through this process the analyst can better approach the
problem under analysis.

The first methodological phase consists of building the ANP network, which
entails the identification of the most important elements contributing to the targeted
system, as well as the clusters of elements (Saaty 2005). Usually, expert knowledge
is required to identify the elements that have major relevance and organize the
network of relations. This phase is particularly critical as the consistency of the
whole analysis depends on considering all the elements that influence the system, but
without going beyond an affordable number of elements for the subsequent evalu-
ation. Indeed, failing to identify the elements influencing the system will bias the
results and could induce to rank-reversal effects (Harker and Vargas 1987). On the
other hand, including a wider number of elements implicates the need to manage
long evaluation sessions and raises problems related to cognitive stress for the
involved experts. The elements are organized in clusters following the rationale of
the system functioning and each cluster should be homogenous under some specific
characteristic that is considered relevant and comprehensible by the experts and/or
stakeholders. Once the elements are identified and organized in clusters, the network
can be finalized sketching the relations linking the different clusters with arrows on
the basis of hypotheses about the system functioning. The arrows outline impacts or
influences between the clusters of elements and can be uni- or bidirectional. Also,
inner feedbacks can be included to outline the relationships between the elements
belonging to a specific cluster.

The second phase concerns the pairwise comparisons among the elements of the
network. The comparisons are organized in groups gathering the pairwise compar-
isons of the elements of one cluster with regard to one specific element of a linked
cluster. The evaluation is based on the 1-to-9 ratio scale based on the empirical work
of Saaty (1980, 2008a, b) which is aimed at capturing the individual’s intensity of
preference (Table 1).

Considering a simple network with two clusters, a typical question could be
“Which element between “Element x1” and “Element x2” belonging to cluster X has
more influence on “Element y2” of cluster Y and to what extent?”. In the example
(Fig. 1), the influence of element x1 is rated as “strongly more important”
(i.e. 5-score) than element x2 on the element y2 (cell a12). Reciprocal values in the
pairwise comparison matrix are assigned following aij ¼ 1/x, if aji ¼ x with x 6¼ 0. In
the example, (1/5) is hence reported for the influence of element x2 in comparison to
element x1 in influencing element y2 (cell a21). The same pairwise comparison
process is afterwards applied to assess the influence of each cluster (cluster weights)
in the system.
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The third phase regards the calculation of the elements’ overall importance in the
system: The priority vector. This part can be performed with an ad-hoc software
(www.superdecisions.com) specifically designed to aid the calculations required by
the methodology. In the alternative, the calculation can be performed following the
eigenvector techniques as in the sequential steps outlined below.

A matrix of pairwise comparisons and reciprocals is built for each question block.
Considering a simple network composed by three elements and their relations as
outlined in Fig. 2, the following matrix X of relations is built.

The matrix (Table 2) outlines that the influence on the network of element “A” is
respectively two times and six times higher than the influence of elements “B” and

Table 1 The 1-to-9 ANP rating scale

Rating Definition Explanation

1 Equal importance The two compared elements contribute equally to the
objective

3 Moderately more
important

Experience and judgment slightly favor one element
over the other

5 Strongly more
important

Experience and judgment strongly favor one element
over the other

7 Very strongly more
important

Experience and judgment very strongly favor one ele-
ment over the other

9 Extremely more
important

One element is completely dominating the other

2, 4, 6, 8 Intermediate values

Source: Adapted from Saaty (2005, 2008a, b)

“Which element has more influence on Element y2 and to what extent –Element x1 or 
Element x2?”

CLUSTER X
Element x1

Element x2

Element x3

Element x4

CLUSTER Y
Element y1

Element y2

Element y3

Control element

Element x1 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Element x2

a12 = a1 / a2 = 5
a21 = a2 / a1 = 1/5

Ratios from

interviewee’s

judgment

Fig. 1 A detailed pairwise comparison in a simplified ANP assessment. Source: Own elaboration
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“C”. The vector could be written as (0.6; 0.3; 0.1) which is the normalized values
calculated for an arbitrary column of the matrix. The matrix X is the case of perfect
judgment consistency where If aij ¼ aik/ajk for all i, j, k and the weights wi, wj, wk

from an arbitrary column of the matrix would be the vector of weights of the
elements i, j, k.

As inconsistent judgements are usual especially in the analysis of complex
systems, Saaty (2005) proposed the right eigenvector method and a related consis-
tency index for the calculation of the priority vector of “near” consistent judgment
matrices as AW ¼ λmax W where λmax is the largest eigenvalue of the matrix A,
and W is the eigenvector (Saaty 2013). The right eigenvector method is computed by
raising and then normalizing the judgment matrix to an arbitrary large power k so
that the (normalized) column vectors converge to the principal right eigenvector of
the matrix (Harker and Vargas 1987). To explain the procedure, consider matrix A
(Table 3) as derived from matrix X but with the inclusion of an inconsistent pairwise
comparison which does not follow the axiom aij ¼ aik/ajk for all i, j, k (i.e. A is two
times more important than B, B is three times more important than C, but A is four
times more important than C).

Normalizing the columns of the matrix A (with n! + 1 ) n and then taking the
average of the corresponding entries in the columns the normalized values of the
inconsistent matrix A converge to a unique vector that represents the influence

Fig. 2 Network of relations
outlining feedbacks and
loops between elements.
Source: Own elaboration

Table 2 Matrix of relations
as outlined in Fig. 2

Matrix X A B C

A 1 2 6

B 1/2 1 3

C 1/6 1/3 1

Source: Own elaboration

Table 3 Matrix derived from
inconsistent pairwise
comparisons

Matrix A A B C

A 1 2 4

B 1/2 1 3

C 1/4 1/3 1

Source: Own elaboration
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weights of the single elements within each group of pairwise comparisons (Table 4).
That vector is also converging to the normalized vector 0.6; 0.3; 0.1 derived by the
consistent matrix X and explains why the eigenvector method is able to account for
some judgment inconsistencies.

This calculation procedure of the eigenvector refers to the process of averaging
over normalized columns (Meade and Sarkis 1999). Readers can consult Harker and
Vargas (1987), and Saaty (2005, 2013) for a more extended presentation of the
eigenvector method.

The eigenvectors from each question block are then arranged in a so-called
“unweighted supermatrix”, which is weighted according to the cluster weights to
obtain the “weighted supermatrix”. The latter is transformed in the “limit
supermatrix” following the same eigenvector procedure described above. The nor-
malized columns of the limit supermatrix converge to a same vector which is called
“priority vector” which is the output of the ANP method summarizing the average
coefficient or weight of each element in the network accounting for all the possible
direct and indirect interactions (Harker and Vargas 1987; Saaty 2005).

The last steps aim to aggregate and validate the results and verify the extent to
which the ANP output represents and is consistent with the studied system (Saaty
2005). Aggregation of weights consist of a procedure which synthesizes the opinions
of different experts/stakeholders following a wide range of methods, including
mathematical combinations of individual judgments (e.g. simple aggregation like
arithmetic, geometric means, weighted-group means, or more complex rules such as
the singular value decomposition, Gass and Rapcsák 1998; or Bayesian-based
models, e.g. Lipscomb et al. 1998). Different weighting and aggregation techniques
exist and a decisive solution for the selection of the most effective practice has not
been attained (Bartolini et al. 2011). Nevertheless, the decision context, a clear
articulation of the research structure framing the criteria at stake and the type of
expert/stakeholder knowledge available are crucial factors that can help in the
selection of the most appropriate elicitation process (Roy and Słowinski 2013).

The result validation can follow different procedures, but a stakeholder panel
exercise involving the experts participating to the pairwise comparisons is usually
recommended. The main reason is that the ANP results are not evident to the
interviewee until the ANP procedure is completed and the priority vector calculated.
Discussing the results with the same interviewees is therefore extremely useful for
the interpretation of the results and the identification of limitations. The ANPmethod
may involve multiple stakeholders in the process and therefore requires an attentive
participatory assessment procedure. That goes beyond the scope of this chapter, but

Table 4 Explanations of the right eigenvector methodology

Normalized vectors Matrix A1 Matrix A2 Matrix A3 Matrix A4 Matrix An ! + 1
A 0.517 0.554 0.5584 0.5584 0.558

B 0.286 0.323 0.3198 0.3196 0.320

C 0.143 0.123 0.1218 0.1220 0.122

Source: Own elaboration
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it is relevant to consider typical flaws and biases related to stakeholders’ involvement
like representativeness, anchoring, power balance, etc. (cfr. Kuhnert et al. 2010).

3 The Analytic Network Process Applied to the Analysis
of Public Goods: A Summary of Selected Papers

3.1 Assessing the Role of Economic Actors in the Production
of Private and Public Goods in Three EU Agricultural
Landscapes (Villanueva et al. 2015)

3.1.1 Background and Rationale

Even though agriculture is still the main form of land-use in the EU, rural areas are
undergoing changes in terms of economic structure and contribution of the different
economic sectors to employment and added value (SEGIRA 2010). In many cases,
the shift is from an agriculture-based economy to a more diversified contribution of
tourism and tertiary sectors. It is therefore relevant to assess the impact of different
economic sectors on ecosystem services (ES) as these are defined as the benefits for
society generated by the environment (MEA 2005). Such assessments are timely in
areas affected by huge changes like rural areas (van Zanten et al. 2014), but
quantitative evaluations are hampered by the range of direct and indirect effects
and trade-offs affecting ES (de Groot et al. 2010). The objective of the paper by
Villanueva et al. (2015) is to present an application based on the ANP in three rural
landscapes and provide a discussion of the potential of the method. The aim is to
evaluate the influence of a range of local economic actors in three different agricul-
tural landscapes covering distinct aspects and trends of agricultural regions in EU,
and taking into consideration the feedback effects between ES and socioeconomic
benefits.

The selected case study areas were: (a) a marginal area affected by out-migration
and abandonment of agricultural activities, (b) intensive agriculture in a highly
cultural-environmental value area, and (c) permanent groves shifting toward aban-
donment or intensive/industrial production. The first case study is located in an
alpine valley in Austria (Mittleres Ennstal) where livestock-based agriculture and
forestry are the traditional economic activities. Main land-use dynamic is the aban-
donment of these traditional activities linked to a consistent out-migration. The
second case study is located on reclaimed lands in the Po River delta in Italy
(Emilia-Romagna, Ferrara Province). Intensive agriculture occupies the major part
of the area, but naturalistic stakes are noteworthy (around 30% of the area is part of
the Regional Po Delta Park), and cultural heritage aspects are also relevant (the area
is a UNESCO site). Main dynamics include urbanization concentrated on the coastal
strip, the growing importance of the tourism sector, and a constant concentration of
farm holdings. The third case study is located in a rural municipality in Spain
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(Montoro, Andalusia). The most important activity is olive growing (with around
20,000 ha) but traditional land-uses such as the agro-forestry system “dehesa” and
the “Sierra de Cardeña y Montoro Natural Park” are also relevant in the area.
Traditional agricultural land-uses (e.g. mountain olive groves) are important for
the conservation of endangered species, but profit reduction and competition from
other sectors increase the rate of abandonment of these land-use types (Villanueva
et al. 2017a).

3.1.2 Method Application

The application of the ANP was based on the analytical framework proposed by van
Zanten et al. (2014) for the analysis of the connections between agricultural land-
scapes and regional competitiveness and the operational adaptation proposed by
Schaller et al. (2015). Basically, the framework employs the ES cascade (Haines-
Young and Potschin 2010) to connect the impact of different economic actors on
local competitiveness. In this work, the focus was on differentiating the impacts of
the main economic sectors on private- and public-type services and evaluate the
perceived influence on socioeconomic benefits from local stakeholders. The ANP
network consisted of two sub-networks composed by three clusters each: Economic
actors (Agriculture & forestry, Tourism, Trade & services, Local population),
Private goods-type services (Supply of food, Production of raw materials), Public
goods-type services (Protection function, Natural processes, Biodiversity, Cultural
services) and Socioeconomic benefits (Creation of jobs, Creation of added value,
Stability of rural demography, Local investment) (Fig. 3). The structure of the ANP
was developed on the basis of a focus group held in each case study and the
terminology was defined to avoid misunderstandings between the different areas
about the meaning of specific ecosystem services.

To obtain the influence of each economic actor on ES and socioeconomic
benefits, the ANP was modified following a weighted matrix approach which
consists of a matrix multiplication driven by the target of the analysis. While the
ANP is based on the supermatrix to calculate the priority vector, the weighted matrix
approach aims to a matrix that synthesizes the flow of influences among the elements
of the network and, hence, provides an assessment of specific connections (Lee and
Kim 2000; Karsak et al. 2003). In this work, the three matrices of influences of each
sub-network (one matrix for each cluster) were multiplied to obtain two matrices
representing respectively the influence of economic actors on private and public
services. With reference to Fig. 3, the matrix outlining the influence of Economic
actors on Private-type services was calculated as

PrS ¼ w∗Að Þ∗ 1� wð Þ∗Stð Þ½ �∗Pt ð1Þ
where PrS is the matrix of actors’ impact on private-type services mediated through
the feedback between private-type services and socioeconomic benefits; w is the
actor cluster weight; A is the matrix of direct impacts of economic actors on private-
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type services; St is the transposed matrix of socioeconomic benefits’ impacts on
private-type services; and Pt is the matrix of impacts of private-type services on
socioeconomic benefits. The same procedure was followed to calculate the impact of
economic actors on public-type services.

The two obtained matrices were subsequently normalized and weighted to create
a final matrix outlining the contribution of the Economic actors on Socioeconomic
benefits through their influence on Private-type and Public-type services.

With regards to data gathering, 28 interviews were performed in the three case
studies (8–10 stakeholders from each case study) employing the Saaty (2005)’s ratio
scale. The stakeholders were selected in order to cover a homogeneous range of
relevant public institutions in each case study (agriculture, tourism, trade and
services, local municipalities, and local experts). The control criteria concerned the
“valorization of agricultural landscape” and therefore the elicited pairwise compar-
ison focused on “impacts” as a positive influence (to avoid comparisons linked to
negative impacts).

Regarding the aggregation method, the elicited priorities were aggregated in each
case study to obtain a general assessment attaining to each specific agricultural
landscape. As the stakeholders were interviewed separately, the aggregation was
based on arithmetic means. Confidence intervals of the estimates were also calcu-
lated by means of bootstrapping to compare the results and test statistical differences
between the case studies. A stakeholder workshop was finally organized in each case
study to discuss the results against the specific features of the case study and provide
keys for their interpretation.

Fig. 3 Network for the analysis of economic actors’ impact on private and public services in
agricultural landscapes. Source: Adapted from Villanueva et al. (2015)
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3.1.3 Main Results

Slightly more than 50% of the influence on services was attributed to agriculture and
forestry in the three case studies (Table 5). That was not a surprise, as the major land-
use activity was perceived to have also significant importance for socioeconomic
benefits and impacts on services. On the contrary, tourism influence was generally
perceived as the lowest in comparison to the other economic actors and that could be
related to the lower development of this sector in particular in the Spanish and
Austrian areas. Trade and services and local population impacts denoted more
evident differences between the case studies. Influence of the local population was
the highest in M. Ennstal reflecting the greater involvement of the local population in
contributing to ES provision, while trade and services impact were the highest in
Montoro.

Whereas the overall impacts on services were related to land-use, the balance
between influence on the private-type and public-type services outlined some dif-
ferences linked to the specific socioeconomic features and agricultural system type
of each case study area (Table 6). For instance, the impact of agriculture and forestry
on private-type and public-type services was more balanced in M. Ennstal, whereas
Montoro and the Po delta evidenced productive-based agricultural systems with
lower influence on public services. The link to a more multifunctional landscape in
the Austrian case study versus intensive agriculture in the Po delta was evident
considering the impacts on natural processes and biodiversity. More nuanced was
the Spanish case where a mix of traditional agriculture and intensive olive produc-
tion was present. The local stakeholders attributed the results to the low adoption of
environmentally friendly agricultural practices (despite close to the Natural Park)
and in particular the related erosion risks in olive groves. Environmental concerns in
the Montoro municipality were also stressed by the low contribution of the other
actors to public-type services which characterized the area as a case strongly focused
on delivering private-type services. Results were similar in the Po delta, but a sharp
difference concerning the protection function was denoted in comparison to the
Spanish case. The stronger influence on the protection function was related to the
artificial nature of the reclaimed landscape in the Po delta and the vital role of all the
actors in preserving the territory. However, the lower contribution to cultural

Table 5 Overall contribution of economic actors to services in the three case studies

Economic actor

Case study

Mean (%)M. Ennstal Po delta Montoro

Agriculture and forestry 50b 54a 49b 51

Tourism 15a 11b 10c 12

Trade and services 11c 17b 24a 17

Local population 24a 18b 17b 20

Values are expressed in percentage; values with different letters in a row outline statistically
significant differences with p < 0.05
Source: Villanueva et al. (2015)
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services in the Po delta in comparison to the other cases and in particular to
M. Ennstal was evident. The result attributed to Cultural services was surprising
given the inclusion of the Po delta among the UNESCO sites. Local stakeholders
interpreted that result as an indicator of general lack of connections between the
“young” agricultural landscape on reclaimed land and the traditional values of the
territory which is clearly more connected with tourism activities. Indeed, both
M. Ennstal and Montoro highlighted a higher contribution of agriculture and local
populations to cultural services in comparison to the Po delta.

3.2 Analysing the Provision of Agricultural Public Goods:
The Case of Irrigated Olive Groves in Southern Spain
(Villanueva et al. 2014)

3.2.1 Background and Rationale

The joint production of private and public goods from farming activities is typically
characterized by a high level of complexity derived from the intense relationship
between the production of both kinds of outputs (OECD 2001). This complex nature
of the joint production processes in agriculture calls for the use of integrated
approaches to analyze them (Renting et al. 2009; Novo et al. 2015). This work
presents a ANP application on a theoretical framework including a clear definition of
each public good provided by the system and a priori set of relations explaining these
production processes. This framework is based on the causality of producers’
decision-making at farm level, allowing to build up a network enabling an ANP
application.

The main objective of this work is the development of an integrated approach to
analyze the production of public goods by agricultural systems to support public
decision-making concerning the design and implementation of policies aiming at the
governance of the farming sector. Specifically, it focuses on the analysis of what are
the most relevant public goods to be provided by the agricultural system under study
from the policy perspective and how farmers’ decision-making on structural and
management factors of the farm influence the provision of these goods.

The study is carried out in a specific farming system: The irrigated olive groves
(IOG) of Andalusia, Southern Spain. Andalusia is the world’s main olive oil
production region producing roughly 35% of the world’s output and IOG systems
produce approximately half of it (EC 2012). IOG occupy half a million hectares, is
located on low and moderate slopes and is characterized by low tree density (usually
less than 140 trees ha�1), the use of drip irrigation methods at low doses (around
1500 m3 ha�1 per year) (Gómez-Limón et al. 2013). The analysis of IOG is highly
pertinent due to its enormous expansion during the last two decades and the relevant
environmental and socio-cultural impacts of this process. This expansion essentially
results from the high profitability of the crop, which had a lot to do with high olive
oil market prices and agricultural policy implementation, both boosting
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intensification processes, as well as water-management technological improvements
and crop’s low water needs (Gómez-Limón and Arriaza 2011). Nevertheless, this
process of expansion and intensification of olive production involves important
negative impacts both on the environment (including soil erosion, biodiversity
decline, water resources overexploitation, and non-point water pollution, among
others—see Gómez Calero 2009) and on sociocultural aspects such as cultural
heritage and deterioration of traditional landscape (Guzmán Álvarez 2004). Also,
positive impacts from the economic and social points of view may have resulted
from the expansion of IOG, as these agricultural system is characterized by highly
value-added production and intensive labour-use (Viladomiu and Rosell 2004).
Therefore, this expansive trend together with its environmental and social impacts
demands a deeper understanding from the perspective of its multifunctional
performance.

3.2.2 Method Application

The application of the ANP method to the case study has been developed in three
steps. The first step was the network design, which consists of three clusters: Public
Goods, Structural Factors and Management Factors (see Fig. 4; Table 7). The
elements of the last two clusters depended on farmer’s decisions in the long and
short term, respectively. In fact, the cluster of Management Factors groups the
agricultural practices that are decided within a single season, including productive
and non-productive decisions, while the cluster of Structural Factors includes
farmer’s decisions that can only be modified in the long term. Also, according to
the theoretical framework (see Table 7), the cluster of Public Goods contains the
most relevant public goods for our case study, considering a novel theoretical

PUBLIC GOODS

BIODIVER

WATERCON

FLOODRI

FOODSEC

HERITAG

SOILFER

CARBON

WATERPOL

LANDSCA

EMPLOY

STRUCTURAL FACTORS
Density

Technique

Size

Variety

MANAGEMENT FACTORS
Harvest

Pruning
Funcelem

Praherit

Irrima

Soilma

Fertima Pestco

Fig. 4 ANP network for the analysis of public goods provided by IOG (see Table 7 for elements
description). Source: Villanueva et al. (2014); reproduced with permission of the Editor
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framework specifically developed for the analysis of the public goods provided by
agricultural systems (see Villanueva et al. 2014, for further explanation).

The second step established feedback and dependency connections among them
(i.e. the interaction matrix). This was done through a deliberative process that ended
with the consensus among the authors and a significant proportion of the panel of
experts consulted to support this research (see below). From the network already
shown in Fig. 4, two interaction matrices were defined: (i) matrix of received
influences; and (ii) matrix of influences exerted. This represents a novelty in com-
parison to the standard ANP applications. As Saaty (2008b) explains, there are two

Table 7 Description of the ANP network elements

Cluster Element Brief description

Public Goods CARBON Carbon balance: GHG emissions and carbon sequestration
(in trees and soil)

WATERPOL Water pollution (nutrients, pesticides and soil sediments)

WATERCON Irrigation water consumption

FLOODRI Flooding risk at the basin level (or sub-basin level)

BIODIVER Biodiversity associated to irrigated olive farmlands, excluding
off-farm effects

SOILFER Soil physical, chemical and structural properties regarding its
long-term fertility

EMPLOY Rural employment (limited to that produced inside the farm)

FOODSEC Contribution to food security (olive oil production in quantity
and quality)

HERITAG Rural cultural heritage, including material (constructions,
buildings, etc.) and immaterial (traditional food production,
traditions, habits, etc.)

LANDSCA Visual quality of the rural landscape

Management
Factors

Fertima Fertilization management

Irrima Irrigation management

Soilma Soil management (including pruning residues and herbicides
managements)

Pruning Pruning practices at olive groves

Pestco Pest & disease control (incl. mgmt. of phytosanitary products,
except herbicides)

Harvest Harvesting practices

Funcelem Practices related to functional elements (hedges, riparian vege-
tation, terraces, etc.)

Praherit Practices related to management of material and immaterial
cultural heritage

Structural
Factors

Technique Cultivation technique, considering only conventional and
integrated

Variety Variety of the olive tree used

Density Tree density

Size Farm olive grove area

Source: Villanueva et al. (2014); reproduced with permission of the Editor
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approaches of the interactions, namely “being influenced” and “influencing” (equiv-
alent to our “received influences” and “influences exerted”, respectively) and,
depending on the way the user understands the problem, one approach should be
chosen to ensure consistency of final results. In the IOG case, both results were
relevant: the received influences approach shows the public goods productions that
can be influenced by structural and management factors; whereas the influences
exerted approach reveals which farmer’s decisions are more influential. It is worth
clarifying that Fig. 4 represents the ANP network for the influences exerted
approach; the same figure would represent the ANP network for the received
influences approach if opposite direction arrows were applied.

In the third step, 28 unweighted supermatrices were obtained from each ques-
tionnaire: 14 supermatrices of “received influences” and another 14 of “influences
exerted”. Matrix calculations were performed with the SuperDecisions 2.2.3.0
software (for further details see Saaty 2005).

The data gathering consisted of interviewing the experts using two questionnaires
(elicited from the two interaction matrices) including the following pairwise com-
parison question-types:

(a) An example of the matrix of received influences: “Biodiversity of the olive
groves” (BIODIVER) and “Soil fertility” (SOILFER) are both influenced by
farmer’s decisions concerning “Soil management” (Soilma); which one is
more influenced by those decisions and to what extent?

(b) An example of the matrix of influences exerted: Farmer’s decisions concerning
“Pest and disease control” (Pestco) and “Soil management” (Soilma) influence
“Biodiversity of the olive groves” (BIODIVER); which one has more influence on
it and to what extent?

The linear 9-point scale was used for answering the pairwise-comparisons (cfr.
Sect. 2).

A pre-test was run to verify the network design, check the correct understanding
of the questions, and to refine the number of connections among the elements,
omitting the least relevant.

Regarding the composition of the panel of experts, 28 specialists were
interviewed (14 for each questionnaire), including 6 olive production, researchers
(AGR), 8 researchers in ecology and environmental sciences (ENV) 7 researchers in
economics and other social sciences (ECO), as well as 7 agricultural training and
extension specialists (TEC), all of them directly involved in irrigated olive growing
systems. The interviews were carried out during January–March 2013.

As an aggregation method, the aggregation of individual priorities (AIP) (instead
of judgments, AIJ) was used following Forman and Peniwati (1998), who recom-
mend its use when it is considered that experts act as individuals (we interviewed
them separately) instead of as a unit. They also recommend the use of arithmetic or
geometric mean when experts are considered to be of equal importance (as is the case
here). The former is used as it better fits our problem since extreme values (i.e. zeros)
were frequent in the experts’ priorities.
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3.2.3 Main Results

In this section, the results concerning the public goods produced by the IOG from the
received influences approach, and the structural and management factors from the
influences exerted approach are discussed.

Public Goods (Received Influences Approach)

Table 8 shows the results related to the influence capacity of olive growers regarding
the public goods provision. The final weights obtained show that productions of the
public goods most modifiable by farmer’s decisions at farm level in IOG are soil
fertility (SOILFER), visual quality of agricultural landscapes (LANDSCA) and farm-
land biodiversity (BIODIVER), retaining 24.3%, 18.0% and 17.1%, respectively, of
the total influence produced by olive growers’ decision-making in this agricultural
system. Other public goods whose provision can be affected by these farmers’
decision-making are carbon balance (CARBON, 10.5%), irrigation water consump-
tion (WATERCON, 9.9%) and the contribution to the food supply (FOODSEC,
7.6%). The olive growers’ capacity to influence the production of the other public
goods considered is rather limited, with less than 5% in each case.

It is worth noting that the four most influenced public goods by IOG producers are
of “public good/bad type”, that is, depending on what decisions the olive grower
makes, a public good or bad will be produced. This can be explained by considering
that these public goods are the ones with the widest range of possible production
levels, as opposed to “strictly good” (e.g. EMPLOY) or “strictly bad”
(e.g. WATERPOL) public goods, where the amount produced can vary between
narrower thresholds.

Structural and Management Factors (Influences Exerted Approach)

As can be observed in Table 9, the Structural Factors are more influential than the
Management Factors regarding the production of the public goods. In particular,
85% of the production of such goods depending on the olive grower decision-
making in the long term (Structural Factors). Among these factors, it is worth
highlighting farm size (Size), tree density (Density) and olive variety (Variety).

Density and Size are clearly the most influential factors, as these two factors
influence the production of public goods both directly and indirectly through their
influence on Management Factors. Regarding tree density, it must be pointed out
that this is a typical indicator of extensification/intensification of olive growing
(Viladomiu and Rosell 2004). Hence, there is a certain consensus among the panel
of experts regarding the negative relationship between Density and environmental
public goods production in IOG, except for CARBON, and a positive relationship
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with some socio-cultural public goods like FOODSEC and EMPLOY. In relation to
Size, experts highlight that larger farms usually perform better than smaller ones
regarding environmental public goods, given the former are more efficient in inputs
use and are more prone to adopt conservation practices. According to the experts’
opinion, this statement is also valid regarding socio-cultural public goods like
FOODSEC and HERITAG, but not to EMPLOY and LANDSCA.

Regarding the Management Factors, the most influential short-term decisions
made by the producer in terms of public goods production are: fertilization
(Fertima), irrigation (Irrima) and soil managements (Soilma). These three factors
influence the production of at least six public goods, coinciding in five of them,
namely: BIODIVER, CARBON, FOODSEC, WATERPOL and EMPLOY. Other
influential Management Factors are harvest (Harvest) and pruning (Pruning) prac-
tices, but with a relatively lower influence. Surprisingly, pest and disease control
(Pestco) does not appear to be an influential factor. In part, due to its substantial
influence on only one public good (BIODIVER) and the low variability in the pest
control treatments that olive growers carry out.

As regards non-productive Management Factors (Funcelem and Praherit), no
influence in the production of agricultural public goods is observed, mainly due to
the absence (or notable scarcity) of the elements or components associated with each
factor (buffer strips, margin vegetation, terraces, buildings, etc.) on irrigated olive
farms (Gómez-Limón and Arriaza 2011).

3.3 Farm-Level Multifunctionality Associated with Farming
Techniques in Olive Growing: An Integrated Modelling
Approach (Carmona-Torres et al. 2014)

3.3.1 Background and Rationale

Evaluating multifunctionality of agriculture (MFA) poses problems of high com-
plexity, uncertainty and risk. The complexity of the interactions between the func-
tions of agriculture and agro-ecological processes, institutional conditions and
technical restrictions (Zander et al. 2008) prevents from building excessively simple
models of reality if it is wished to avoid considerable loss of information. The
evaluation of MFA is a social decision-making process in which the conflicting
values and interests of different groups and communities must be considered
(Martinez-Alier et al. 1998). This process is affected by uncertainty due to the lack
of hard data for many relevant processes and interactions. It also involves an element
of risk because of what is at stake, since decisions usually affect not only the current
generation but also those that follow, and many of these decisions, especially those
affecting the environment, may be irreversible (Funtowicz and Ravetz 1993).

In this context, the objective of the work is to develop an integrated model for the
evaluation of MFA based on the ANP. This integrated model evaluates the
multifunctional performance at farm-level according to the farming techniques
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implemented by different farmers. The model is built on the basis of expert knowl-
edge and an extensive review of the international literature, and draws from empir-
ical data gathered from a survey of farmers in the main olive oil producing zones of
Andalusia.

Olive agriculture is a strategic sector of the economy and the socio-territorial
cohesion of Andalusia. The olive is the single most important crop in the region,
covering 32% of the agricultural area (MARM 2010) and providing 28% of Anda-
lusian fruit and vegetable production (CAP 2012). Moreover, it is a social cultivation
that generates around one third of agricultural employment, of which approximately
47% is family-based (CAP 2009). In addition to its economic and social importance,
olive agriculture has a high potential for affecting the environment in the region due
to its wide territorial presence, influencing the welfare of Andalusian society signif-
icantly (Parra-López et al. 2008a). Most of the olive crop is cultivated in a traditional
extensive manner, although an increasing surface area (ca. 15%) is cultivated more
intensively with a massive use of productive inputs (see Sect. 3.2). Moreover, a
growing surface area is now dedicated to alternative methods of agriculture, such as
Integrated Production (Parra-López 2003), and certified quality systems such as
Protected Designation of Origin (PDO). These alternatives to conventional tech-
niques are adopted by around 16% of Andalusian olive growers (Hinojosa-
Rodríguez et al. 2014).

3.3.2 Method Application

The application of the ANP method is based on a dynamic network definition
involving three phases: (1) defining and clustering of the most relevant farming
practices and technical alternatives, and their potential functions; (2) a priori defi-
nition of the potential relationships between alternatives based on literature; and
(3) pre-testing and refining the proposed structure and relationships. The final
structure of the model consists of: (a) Cluster of Functions (CF), containing 11 rel-
evant farm-level functions of agriculture relative to the economic, social and envi-
ronmental dimensions; (b) Cluster of Farming practices (CP), consisting of 22 olive
farming practices, referring to 7 main groups of practices in olive growing ranging
from planting to pruning; and (c) Cluster of Alternatives (for farming practices)
(CA), which consists of the technical alternatives for each farming practice. For
instance, for practice P1, ‘Olive variety’, there are five technical alternatives, ranging
from A1(P1) ‘Picual’ to A5(P1) ‘Picudo’. A farming technique would be the use of
the technical alternative ‘Picual’ for the farming practice ‘olive variety’.

The relationships between the elements of the ANP model are represented as a
super-matrix (Table 10) where WA,F accounts for the outer contribution of the
alternatives for each farming practice (A) to achieve each function (F). WF,F

represents the inner relationships between functions. Finally, I is a unity submatrix
which shows that the alternatives for the farming practices, i.e. the farming tech-
niques, are inner independent from a dominance/contribution point of view. Thus,
these alternatives are technically outer restricted, meaning that a particular
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combination of farming techniques to be jointly implemented, referred to henceforth
as a ‘farming pack’, is conditioned by its technical feasibility. For instance, to
irrigate or not to irrigate are independent alternatives. However, it is impossible
not to irrigate and still apply fertilizers through irrigation water (fertirrigation).

The control submatrix consists of just one sub-matrix, WP,F, which reflects the
different contribution of the practices to each function. It is needed to weight the
column vectors of WA,F, since the practices may not all contribute equally to the
achievement of a given function. For instance, olive variety may be more/equal/less
important than soil management to achieve a high olive yield. To facilitate the
evaluation of relationships between elements, some parts of the columns of the
super- and control sub-matrix were set a priori at zero if the relations they
represented were not possible based on previous literature or due to technical
restrictions.

The assessment of the relationships between the elements was based on expert
knowledge due to the technical nature of the information required and the lack of
previous ad hoc hard data in most of the topics analyzed. 27 experts of Andalusian
olive systems were selected to cover a wide range of specialization and profession
fields (agricultural economics, olive soil management, olive pests and diseases, olive
growing, fertilization, olive quality, and organic olive production). The experts
individually filled in the parts of the supermatrix and the control submatrix for
which they had knowledge and expertise. They were asked to evaluate the relation-
ships, though ‘direct rating’ since the number of elements to compare exceeded the
recommended limit for many items, e.g. 22 practices for each of the 11 functions. In
particular, the rating scale was used to evaluate the strength of the relationships
ranging from 1 (very weak) to 9 (very strong), reserving 0 for the absence of any
relationship (Parra-López et al. 2008b). For instance, in the matrix WA,F, the
alternative A1(P1) Picual could be related strongly to the function F1, lower
production costs, according to an expert (WA1(P1),F1 would be 9 in Table 10).

The arithmetic mean of individual priorities (AIP) method (Forman and Peniwati
1998; Gómez-Limón and Atance 2004) was selected as aggregation method because
it is recommended for social problems among the diverse aggregation options
(Ramanathan and Ganesh 1994). For the supermatrices and the control matrices
the AIP is: wi,j(aggr) ¼ ∑8i,jwi,j(e)/E, where wi,j is an element of a submatrix; e is an
expert; and E is the number of experts. Relationships not evaluated by individual
experts due to their lack of knowledge were not included when calculating the AIP.

Table 10 Supermatrix of the ANP model

CF: Functions

CA: Alternatives (for farming
practices)

P1 . . . Pp

CF: Functions WF,F 0

CA: Alternatives (for farming practices) P1 WA,F I
. . .

Pp
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Finally, the submatrix was weighted and normalized thus obtaining the weighted
supermatrix. The farm-level multifunctional performance associated with a given
farming pack was calculated by synthesizing the information contained in the
weighted supermatrix. The particular mathematical properties of reducibility, prim-
itivity and cyclicity of this supermatrix (Kahraman et al. 2006; Karsak et al. 2003;
Lee and Kim 2000; Parra-López et al. 2008b; Saaty and Takizawa 1986) make it
advisable to carry out this synthesis as follows:

1. Calculate the matrix of interdependent relationships between the alternatives for
practices and the functions (WA,F

0
): This matrix represents the contribution of the

farming techniques to each function once the inner relationships between func-
tions have been taken into consideration. It is defined as:WA,F

0 ¼WA,F(aggr,weigh).
WF,F(aggr).

2. Calculate the performance on the multiple functions associated with a farming
pack (pf(pack)): This is a row vector defined as: pf(pack) ¼ pack.WA,F

0
, where

pack is a row vector of the farming techniques that define the farming pack. For
instance, in our model, pack ¼ (1,0,0,0,0; 1,0,0,0; . . .; 1,0) means the combined
use of Picual as the variety, bare soil through constant tillage as the soil manage-
ment technique, . . . and traditional pruning.

Subsequently, the maximum (or minimum) performances achievable for each
function F can be defined by implementing the optimal (or worst) technical alterna-
tives for each farming practice that maximizes (or minimize) performance of this
function and that constitute a technically feasible combination. In this way, 11 opti-
mal (or worst) farming packs can be defined, one for each function. These maximum
and minimum values define the range of potential performance achievable for each
function in current technological conditions and according to our model. This allows
evaluation of the farm-level performance in each function associated with a given
farming pack in relative terms, by assigning 1 to the maximum performance and 0 to
the minimum performance. In this way, the value of the performance associated with
a farming pack in any function will range from 0 to 1. Furthermore, the economic
performance of a given farming pack can be calculated as the average of its
performances for the economic functions (F1–F3). The same process can be applied
to social (F4–F5) and environmental (F6–F11) performances. Finally, the global
performance associated with a farming pack can be calculated as the average of its
economic, social and environmental performances.

As a novelty, to delimit the most sensitive farming practices, i.e. those with the
highest potential to affect the multifunctional performance of olive growing at farm-
level, a ‘sensitivity index’ S(P,F) is proposed for a given practice P over a function F,
as follows:

S P;Fð Þ ¼
X

8a P;Fð Þ 6¼amax P;Fð Þ

pf amax P;Fð Þ
� �� pf a P;Fð Þ

� �� �

AP � 1ð Þ ð2Þ

where pf(amax(P,F)) is the maximum performance achievable in function F by
changing only the technical alternatives for farming practices P; this is achieved
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for this function when implementing the technical alternative amax(P,F) for this
practice; pf(a(P,F)) is the performance in function F when implementing the technical
alternative a(P,F), other than amax(P,F); and AP is the number of alternatives for
practice P, including amax(P,F). The S index measures the variation of the perfor-
mance in a given function relative to the maximum performance when changing the
technical alternatives for a given practice. Furthermore, for a given farming practice
it is possible to calculate its S index of the economic dimension as the average of its
S indices for the economic functions. The same applies to the social and environ-
mental S indices. The ‘mean sensitivity’ of a farming practice is the average of the
economic, social and environmental S indices.

3.3.3 Results

Sensitive Farming Practices and Best Technical Alternatives

Soil management—P2—is by far the most sensitive farming practice with a mean
sensitivity of 0.2618. Any change in the way soil management is carried out, i.e. in
the technical alternative used, could substantially increase/decrease the performance
of olive growing in almost all the functions analyzed, especially in the environmental
ones. In this sense, the technical alternative ‘soil covered by plants’—A4(P2)—pro-
duces, ceteris paribus, the maximum performance by far in almost all the functions
compared to the three ‘bare soil’ options (Fig. 5). The only exception is product
quality—F3—which is not influenced by the soil management technique
(S index ¼ 0.0000). Quality is defined on the basis of oil yield and the organoleptic,
physical, chemical and nutritional attributes of the olive oil subsequently produced. Of
the bare soil techniques, little or shallow tillage—A3(P2)—is the best alternative,
especially for the environmental functions. Conventional tillage—A1(P2)—,
i.e. constant tillage, is the worst technical alternative (Fig. 5). Irrigating—P3—, the
group of fertilization practices—GP4—, phytosanitation—P11—are also very sensi-
tive farming practices (Fig. 5).

Average and Optimal Farming Techniques and Their Multifunctional
Performance

Using the results from the ANP application, impacts of different olive growing
farming techniques can be assessed. Particularly, current average techniques are
compared to past average techniques—implemented 10 years ago—to analyze the
evolution of multifunctionality over time. To determine the current average farming
techniques for the year 2011, a survey of 400 olive farmers of the main olive oil
producing zones—Jaen, Cordoba and Granada—was carried out. For the past
average techniques, data from Parra-López and Calatrava-Requena (2006) was
used. Moreover, the optimal farming techniques, one optimal farming pack for
each function, were defined according to the standardization procedure proposed.
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The results indicate that there is much room for improvement in current farming
techniques (Fig. 6). Especially, farming techniques today are far from being socially
and environmentally optimal. The environmental functions are currently, on average,
far from being fully achieved. The optimization of ‘less soil erosion’—O-F6—would
require these changes with respect to the current situation in the highly sensitive
practices: use of soil cover instead of bare soil, irrigation, fertirrigation instead of
spraying leaves, use of organic fertilizers instead of inorganic ones, no
phytosanitation, and hand-pole beating the olives from trees instead of using vibrators.
The environmental functions seem to be highly correlated: if one of them is optimized,
the rest also achieves very high performances, close to maximum performance levels
(Fig. 6b). This relationship is especially notable for less soil erosion—F6—, soil
fertility—F8—and biodiversity—F11—. Therefore, if less soil erosion is maximized,
as for the proposed optimal pack O-F6, high soil fertility and biodiversity are also
achieved. The positive effects on the environmental functions are due to using soil
cover, avoiding phytosanitary treatments, using organic fertilizers and irrigation and
fertirrigation. On the other hand, the maximization of the environmental functions

Fig. 6 Multifunctional performance associated with the average and optimal farming techniques.
Source: Carmona-Torres et al. (2014)
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entails a reduction in olive quality—F3—due to the lack of phytosanitation, and lower
costs performance—F1—due to the need for irrigation and hand-pole beating.

The optimal pack for maximizing the social function of rural development and
employment—O-F4—seems to be one of the best optimal packs, since it achieves a
relatively high performance (over 0.8000) in most of the functions (Fig. 6a). This
optimal farming pack would entail these changes in the highly sensitive practices
currently implemented: use of soil cover instead of bare soil, irrigating, fertirrigation
instead of spraying the leaves with fertilizers, use of organic fertilizers instead of
inorganic ones, and not using machinery for collecting olives from the trees. An
especially superior performance was detected for O-F4 in the social functions due
basically to soil cover, irrigation and the method of collecting olives from the trees,
and in olive yield due to soil cover, irrigation and fertirrigation with organic
fertilizers. On the other hand, the production costs for this optimum O-F4 are far
from the best score (Fig. 6a) due to the handpicking of olives from the trees and
irrigation, despite the improvement brought by the use of soil cover.

4 Discussion

The selected papers present applications of the ANP to the relation between agri-
culture and public goods at different scale of analysis.

The first paper compares the role of agriculture in three different agricultural
landscapes and outlines that farming activity is still perceived as the most relevant
actor in those case study areas. The influence of agriculture on private and public
services was however diverse across the case studies and connected to the specific
features of the agricultural and socioeconomic context. For instance, the
multifunctional role of extensive-traditional agriculture in M. Ennstal underlined a
balanced, positive impact on private and public services including cultural services,
whereas in more intensive systems private services were the main “target” of
agriculture. That supports the necessity to consider that the impact on public
goods related to changes of the agricultural sector will strongly depend on the
local socioeconomic context. The difficulties to understand the role of environmental
services could for example hamper the generation of socioeconomic benefits in more
agriculture-intensive areas.

The second paper presents a study at farming system level aiming at enhancing
the policy efficiency concerning the provision of public goods from irrigated olive
groves in Andalusia. The study pointed out the most influenced public goods that
should be focused to increase policy efficiency (i.e. SOILFER, LANDSCA,
BIODIVER and CARBON). The study also showed the little room for effective
incentives for other less influenced public goods (e.g. WATERPOL or EMPLOY)
which are focused by society’s demand and that would incur in non-efficient public
intervention. The results suggest that policies oriented to influence structural and
management factors should consider their impacts on public goods and in particular
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the complementarity between the supply of the most influenced public goods
(i.e. SOILFER, LANDSCA, BIODIVER and CARBON).

The third paper contributes to modelling and evaluation of multifunctionality at
farm-level with an integrated assessment of the functions of alternative farming
techniques. The results outlined changes to improve the farming techniques
implemented in the Andalusian olive growing sector: using soil cover instead of
bare soil, irrigating, fertirrigation instead of spraying the leaves with fertilizers, and
using organic fertilizers instead of inorganic ones. Furthermore, some of the identi-
fied optimal farming packs highlighted the possibility to improve economic perfor-
mance together with social objectives and environmental protection. Therefore, the
study concluded that agricultural policies favoring rural development may indirectly
be reinforcing the diffusion of a multifunctional agriculture compatible with rural
development, employment, and conservation of soil, water and biodiversity.

The selected papers underline the usefulness of the ANP method to the study of
public goods provision of agricultural systems thanks to the prospect to integrate the
tangible and non-tangible issues at play in a common evaluation framework. A
particular advantage of the ANP is the possibility to account for feedbacks and a
wide range of cause-effect interrelations characterizing public goods and agricultural
activities. Compared to other expert/stakeholder-based assessment, the ANP is able
to elicit knowledge in contexts of scarce information and complexity with a lower
risk to generate a high cognitive stress and consequently reduce the quality of results.
Indeed, the pairwise comparison procedure combined with the 1–9 measurement
scale allows to cope with complex problems reducing the judgment efforts. As
shown by these papers, ANP is therefore helpful to channel the knowledge of experts
and stakeholders on complex questions, and allows to deal with analyses requiring
the integration of different knowledge sources such as stakeholders’ and “hard” data.
Indeed, the selected papers prove the flexibility of the ANP to carry out assessments
at different conceptual levels, from more abstract (e.g. Villanueva et al. 2015) to
more in-detail (e.g. Carmona-Torres et al. 2014). In the same direction, it is also
possible to appreciate the flexibility in the balance between economic or value
dimensions, and more technical representations of cause-effect relationships. Indeed,
the method fits to the combination with participatory approaches, also showing good
potential for combination with other methods, such as mechanistic modelling and
stated preferences methods, by dealing with qualitative, subjective, and intangible
information, which is typically beyond their scope.

In this regard, it is important to notice how an intensive process characterized by a
strong stakeholder participation and framework and network development was a
relevant issue with all the presented papers, as this is of special importance with
regards to the analysis of public goods provided by agricultural systems (Villanueva
et al. 2017b; Novo et al. 2017). Relevant aspects concern the role and engagement of
stakeholders from the beginning of the analysis. That entails the need to perform a
careful selection of experts/stakeholders committed and interested to participate in
the assessment like for other participatory methods. It may be also very relevant to
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include the right balance between stakeholders able to give a value judgement and
experts able to give a technical insight about functional connections among items.
The validation step was also relevant in the presented works to provide keys for
interpretation by the stakeholders and obtain consistent and coherent results from the
analyses. The validation was important in particular to understand potential limita-
tions and biases, get suggestions for e.g. sensitivity analyses, and represented an
opportunity to stimulate discussion between the stakeholders. Inputs from stake-
holders were also of primary importance to build a network and make a balance
between depth and length of the questionnaire. In this context, the possibility to build
more complex networks and ask the stakeholders to answer to specific sections of
questionnaires (instead of full questionnaires) could be an interesting development
which deserves further research and a deeper understanding of whether partial
answering is appropriate. That also relates to the need of enhanced techniques for
aggregating the elicited judgments, for example by incorporating the level of
specialization each respondent has on the specific field s/he is giving her/his
judgments for.

However, according to the results of the selected papers, there are some limita-
tions of the ANP method which are worth noting. For instance, the ANP results
usually reflect only one fixed point in time for ‘average’ conditions and therefore
may be affected by circumstances and context. In this sense, as for any other static
approach, the fact that the work by Villanueva et al. (2015) was developed in a
period characterized by economic crisis could have affected perceptions and opin-
ions of the stakeholders and hence their final results. Also, results from Villanueva
et al. (2014) and Carmona-Torres et al. (2014) refer to the average situation
(e.g. average farm), so they fail to provide information on the heterogeneity of
situations. However, to partly overcome this limitation, the innovative sensitivity
analysis used in Carmona-Torres et al. (2014) may represent an option to show some
information about deviations from that average results. Also, the use of fuzzy
approaches (Vinodh et al. 2016) and combined approaches [such as ANP with
agent-based models, e.g. Knoeri et al. (2011), and with spatial analysis,
e.g. Cervelli et al. (2016)] would help to deal with heterogeneity in ANP applica-
tions. Clearly, further research is needed to develop the method to analyze the
provision of public goods by agricultural systems, which is heterogeneous by
definition.

In addition, compared to purely economic models, ANP can be insufficient to get
to straightforward policy recommendations in terms of incentive structure. The
second case study is a nice example of how some policy related discussion can be
necessary to complement ANP (as most multicriteria tools) but at the same time can
highly benefit from insights from ANP itself.
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5 Conclusions

The ANP is effective in providing an approach to the analysis of the public goods
provided by agricultural systems as it is (a) holistic (i.e. involving complete consid-
eration of the main factors at play), dealing with complexity and including relevant
aspects and facets to manage uncertainties, contradictions and inconsistencies;
(b) systemic, i.e. incorporating the underlying mechanisms that link the multiple
functions of agriculture to the characteristics of farming systems, and to forecast
results for new scenarios; (c) integrative, dealing with models of different levels of
complexity ranging from statistical to expert-based; and (d) transdisciplinary, incor-
porating knowledge and facilitating the interchange of information between diverse
scientific disciplines, and between scientists and non-academic stakeholders, such as
managers, administrators, and the general public. This has been evidenced here by
critically discussing three recently published papers using the ANP to investigate the
agricultural provision of public goods, with each of them providing insights based on
distinct approaches and representing good proofs of the adaptive capacity of the
method to different contexts and theoretical frameworks.

However, this method also shows some limitations for the analysis of public
goods, especially with regards to excessive simplification of complex systems,
including the assumption of average conditions and the use of static approach,
among others. Therefore, the integration of the ANP with other methods is highly
recommended to provide a more complete assessment and help to better understand
processes and dynamics of public good provision from agricultural systems. Indeed,
the use of the ANP as a complementary tool together with methods focusing on
specific disciplinary aspects may disclose the full potential of the ANP as a “descrip-
tive” tool able to improve the understanding of a system and enhance the range of
results of an integrated assessment.
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Allocating Shadow Prices
in a Multi-objective Chance Constrained
Problem of Biodiesel Blending

Carla Caldeira, Luis Dias, Fausto Freire, Dimitris Kremmydas,
and Stelios Rozakis

Abstract Biodiesel can be produced from different vegetable oils and the choice of
the blend (mix of oils) to be used for biodiesel production has an important impact on
its cost and environmental performance. This chapter presents a model that deter-
mines the optimal blend that minimizes production costs and GHG emissions and
assesses the influence of technical constraints on the decision objectives. For this
purpose, an algorithm for the allocation of shadow prices to the constituent parts of
the composite objective function was implemented. The technical constraints in the
model control biodiesel properties based on the feedstock’s chemical composition,
taking into account inherent compositional uncertainty. The information obtained
from the shadow prices allowed the identification of which technical constraint
limits GHG reduction and cost effectiveness. Thus, the model can be used for
evaluating the effects of technical progress or policy mandatory measures relatively
to the cost and GHG emissions of the biodiesel production process.
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1 Introduction

Biodiesel is typically produced from vegetable oils as feedstocks that represent
between 80% and 85% of the total production costs (Gülşen et al. 2014). Many
types of vegetable oils can be used in biodiesel production and diversification in
feedstock blending may reduce costs while maintaining biodiesel quality. Gülşen
et al. (2014) provided evidence that a skillful selection of a diversified portfolio of
feedstocks at the conversion phase can provide a significant financial advantage and
stabilize overall costs, reducing financial risk.

The implementation of policies such as the European Directive on Renewable
Energy (RED) (European Comission 2009) led to a significant increase of biofuels
production so that the share of renewable energy to be used in transportation
imposed by the Directive could be achieved. However, the controversy raised
about GHG emissions of biofuels, mainly due to direct and indirect land use
change (Soimakallio and Koponen 2011), has forced the biodiesel industry to
take into account not just the costs but also GHG emissions (Buratti et al. 2012;
Tomaschek et al. 2012). Models that accommodate GHG constraints and cost of
biofuel chains have been used to analyze trade-offs between costs and GHG
emissions (You et al. 2012; Akgul et al. 2012; Thomas et al. 2013; Bairamzadeh
et al. 2016). Focusing on policy analysis, Palak et al. (2014) used a model to
assess the impacts of carbon regulatory mechanisms on emission and cost perfor-
mance of biofuel supply chains. Caldeira et al. (2014) developed a bi-objective
mathematical programming model to determine the blend of virgin oils for bio-
diesel production minimizing costs and life-cycle GHG emissions to analyze the
trade-offs between these two dimensions.

However, none of these studies considered the uncertainty of the feedstock’s
chemical composition, which influences the biodiesel quality. Indeed, biodiesel
properties are highly influenced by the compositional uncertainty of the feedstock
(Caldeira et al. 2017) and, for this reason, the cost and GHG dimensions should be
examined taking into account the feedstock composition uncertainty. The latter was
considered in the work developed by Gülşen et al. (2014) and Olivetti et al. (2014)
using Chance Constrained Programming (CCP) to assess, respectively, cost effec-
tiveness and GHG emissions uncertainty. However, this was not done considering a
multi-objective approach.

To ensure that the biodiesel has the requisite quality to be used as automotive
diesel fuel, standard specifications for biodiesel have been established worldwide
(Hoekman et al. 2012). However, some specifications vary from country to country
or can change with the technical evolution of engines. Therefore, it is important that
policy makers are aware of the opportunity costs associated with technical
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specifications imposed. In mathematical programming blending models this piece of
information is embedded in the dual or shadow prices associated to the constraints.

The goal of this chapter is to present an approach to determine optimal blends
(minimizing biodiesel production costs and GHG emissions) considering technical
uncertainties and to provide detailed shadow price information useful for policy
analysis. To determine optimal blends we have used a multi-objective programming
model. To inform decision makers about the opportunity costs of biodiesel technical
specifications, we have implemented a special approach for assigning the sensitivity
on marginal changes of each different objective caused by the right hand side value
of the imposed technological constraints.

The multi-objective formulation of the blending problem is presented in Sect. 2.1
and the shadow price decomposition method for multi-objective problems in Sect. 2.2.
To incorporate the feedstock compositional uncertainty within the required technical
specifications we used CPP. The methodological issues concerning the joint applica-
tion of multi-objective programming and CCP to the blending problem are presented
in Sect. 2.3. The model is illustrated with a case study for a two-objective (costs and
GHG emissions) biodiesel blending problem in Portugal (Sect. 3). Results are
presented in Sect. 4 along with discussion, analyzing the constraints on fuel specifi-
cations currently enacted in the EU and the US. Conclusive comments in Sect. 5
complete the chapter.

2 Material and Methods

2.1 The Deterministic Multi-objective Blending Problem

Blending problems consist in determining the combination of raw materials that
leads to the optimal value of the objective function. The general mathematical
formulation for a multi-objective blending problem can be written as:

min
X
i2I

cki xið Þ : k 2 K

( )

st:
X
j2J

X
i2I

q ji xi
� �

� bp 8 p 2 PX
i2I

xi ¼ D

xi � 0 8 i 2 I

ð1Þ

where K is the set of objectives, I is the set of raw materials, J is the set of ingredients,
P is the set of regulated properties of the final blend which are functions of its
ingredient composition, cki are the individual objective coefficients, xi is the raw
material quantity (decision variable), qji is the concentration of j-ingredient in i-raw
material, bp is the limit of p-property, and D is the demand.
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The main characteristic of multi-objective problems is that the concept of optimal
solution gives place to the one of non-dominated (Pareto efficient) solutions, i.e.,
those solutions that cannot be improved in one objective without worsening at least
one of the other objectives. Multi-objective methods can be classified into three
categories: the a priori methods, the interactive methods and the generation or a
posteriori methods (Hwang and Masud 1979). In a priori methods the decision
maker expresses his or her preferences before the solution process (e.g. setting goals
or weights for the objective functions) so that a most preferred solution is identified
without no further involvement of the decision maker. In interactive methods, phases
of dialogue with the decision maker alternate with computation phases, iteratively
computing new solutions until the most preferred solution is identified. In generation
methods the efficient solutions of the problem (all of them or a sufficient represen-
tation) are generated and then the decision maker may compare them in order to
select the most preferred one, or may simply explore the trade-offs involved thus
supporting the decision process.

In this work we opted for an a posteriori approach implementing the “weighting
method” to generate the Pareto efficient solutions, minimizing a weighted sum of the
K objectives for several weight vectors. Although the weighting method’s caveats
are known and more sophisticated algorithms are proposed in the literature
(Mavrotas 2009), it is appropriate for this case study since a large number of
alternative solutions is provided so that the stylized blending problem adequately
illustrates the shadow price decomposition. For the blending problem presented in
(1), the mathematical formulation of the weighting method corresponds to a single-
objective optimization model as follows:

min
X
k2K

wk

X
i2I

cki xið Þ
 !

st:
X
j2J

X
i2I

q ji xi
� �

� bp 8 p 2 PX
i2I

xi ¼ D

xi � 0 8 i 2 I

ð2Þ

The wk represents the weight of the individual objectives and problem (2) is
solved for various weight combinations (such that wk > 0 and

P
k2K wk ¼ 1 )

assigned to the objectives in order to obtain the Pareto efficient set of solutions.

2.2 Decomposing Shadow Price for the Various Objective
Function Components

The shadow prices generated by linear programming models represent the objective
value change for a unit change on the Right Hand Side (RHS) value of a certain
constraint (Cohon 1978). In resource allocation problems, the shadow price of a
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resource constraint can be interpreted as the maximum value the decision maker is
willing to pay for obtaining an additional unit of that resource. In blending problems,
the shadow price represents the improvement in the objective function for relaxing a
requirement of the final blend.

The allocation of the shadow price information has been applied in joint produc-
tion: Nejad M. (2007) proposed a two-stage methodology based on the marginal
contribution of oil products and the production elasticity of unit processes to provide
an additive CO2 allocation scheme in joint product industries; Moghaddam and
Michelot (2009) presented a methodology to use the shadow price information for
joint cost allocation; and revenue loss from decreasing nitrogen pollution was
estimated by Shaik et al. (2002).

In multi-objective problems the interpretation of shadow prices can be useful for
decisions in policy and industry. For this type of problems, the shadow prices
resulting from solving Model (2) give the marginal change in the weighted objective
function for a unit change on the RHS value of a constraint. This type of informa-
tion, an aggregate measure difficult to interpret, is not particularly useful for
decision makers since they are rather more interested in the distinct effect on the
individual objectives that compose the multi-objective function. To overcome this
issue, McCarl et al. (1996) presented a technique to decompose the dual values of
binding constraints in multi-objective problems that allows the allocation of the
shadow price information to each specific objective. We applied this technique to
the blending problem. A description of the technique is presented in the following
paragraphs.

The weighting form of the problem given in Model (2) in matrix notation is
transcribed in vector form in (3) to illustrate the decomposition process:

min
�
w1 C1

!
þ w2 C2

!
þ . . .þ wk Ck

! �
∙ x
!

IPxJQ x
!�b

!

x
!� 0

ð3Þ

whereCk

!
is a 1� I vector containing the objective coefficients for the k-objective, x

!

is the I � 1 vector of the decision variables, IPxJ is an P � J unity matrix, Q is a J� I

matrix containing the qji elements, b
!
is a P� 1 vector containing the property limits.

The decomposed form of the objective function of the problem that is given in
Eq. (3) is equal to:

min C f

!
∙ x
!
, ð4Þ

where C f

!
¼ w1 ∙ C1

!
þ w2 ∙ C2

!
þ . . .þ wk ∙ Ck:

!

We know that the shadow prices are given by

Uk

! ¼CfB

!
∙B�1 ð5Þ
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where C fB

!
is a vector that contains the objective functions coefficients for the basic

variables of the optimal solution and B�1 is the basis inverse. From Eq. (4) we obtain:

C fB

!
¼ w1 C1B

!
þ w2 C2B

!
þ . . .þ wk CkB

!
ð6Þ

where C1B

!
, C2B

!
, . . . , CkB

!
are the coefficients of the basic variables in the

individual objectives context.
Thus, the shadow prices are equivalent to

Uk

! ¼CfB

!
∙B�1 ¼ w1 ∙ C1B

!
∙B�1 þ w2 ∙ C2B

!
∙B�1 þ . . .þ wk ∙ CkB

!
∙B�1 ð7Þ

The CkB

!
∙B�1 component indicates the decomposed shadow prices

corresponding to the k-th objective. It is a 1 � P dimension vector, expressing the
extent at which one unit of increasing the p-th constraint will affect the k-objective’s
value, considering that we are already at the optimal solution.

So we need to contrive a way to compute each CkB

!
∙B�1 in order to complete the

decomposition of the shadow prices. However, as McCarl et al. (1996) states: “linear
programming solvers do not generally yield the basis inverse”. Furthermore, com-
puting the basis inverse from scratch would be computationally equivalent to solving
again the LP problem. The algorithm proposed consists of the following steps: Solve
the composite problem and save the basis. For each k-th objective set wk ¼ 1 and all
other weights equal to zero. Load the saved basis of the composite problem and
startup the problem (but make no iterations). The reported shadow prices are given

by the CkB

!
∙B�1 product.

This method cannot be directly applied to problems that exhibit degeneracy.
Degenerate problems are a special case as far as sensitivity analysis is regarded
(Koltai and Terlaky 2000). Although McCarl et al. (1996) gives a technical solution
for computing a consistent decomposition of the shadow prices, degenerate prob-
lems are expected to have different positive and negative shadow prices (Gal 1986)
representing a diverse effect on the optimal price of an increase versus a decrease on
the right hand side of a constraint. In this case different approaches would be more
appropriate as discussed in Ho (2000).

2.3 Introducing Uncertainty in the Constraints: Chance
Constraint Programming (CPP)

A critical aspect in blending problems is the stochastic nature of the composition of
the raw materials. The consideration of chemical composition uncertainty in blend-
ing processes using CCP has been considered by several authors (Kumral 2003;
Rong et al. 2008; Sakallı and Baykoç 2013). CCP is a stochastic programming
technique that was first presented by Charnes and Cooper (1959) to address system
feasibility in an uncertain environment, which is expressed as a requirement on the
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minimum probability of satisfying constraints (Sahinidis 2004). By controlling the
probability that a constraint may be violated, it adds flexibility to the model
reflecting the reality under consideration (Kampempe 2012). The advantages of
the CCP approach in the development of blending models in relation to deterministic
ones are presented by Olivetti et al. (2011). According to the authors, the CCP model
formulation always performs better or equal than Linear Risk formulation (LR). The
CCP formulation allows increasing the variation while still meeting technical spec-
ifications because it identifies portfolios of raw materials whose uncertainty charac-
teristics are better than that of any individual raw material. The creation of these
portfolios of raw materials allows to manage risk and cost simultaneously (Olivetti
et al. 2011). In this approach, the deterministic constraints are replaced by
non-deterministic ones. First, the decision maker specifies a minimum probability
of 1 � α that each constraint should satisfy:

P
XN
i¼1

ai xi � b

 !
� 1� α, xi � 0 and 0 < α < 1 ð8Þ

If ai is normally distributed parameter, ai � N μi; σ
2
i

� �
and all ai are independent,

the constraint is converted as follows:

P

PN
i¼1 ai xi �

PN
i¼1 μi xiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1 σ2i x2i
q � b�PN

i¼1 μi xiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1 σ2i x2i

q
0
B@

1
CA � 1� α, ð9Þ

Where

PN
i¼1 ai xi �

PN
i¼1 μi xiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1 σ
2
i x

2
i

q represents a standard normal variate with a mean of

zero and a variance of one. Then, the stochastic chance-constraint is transformed into
the following inequality:

φ
b�PN

i¼1 μi xiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1 σ2i x2i

q
0
B@

1
CA � φ K1�αð Þ ð10Þ

Where K1 � α ¼ 1 � α and φ (∙) represents the standard normal cumulative
distribution function (Sakallı et al. 2011) This yields the following nonlinear deter-
ministic constraint:

XN
i¼1

μi xi þ K1�α

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
i¼1

σ2i x2i

vuut � b ð11Þ
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Segarra et al. (1985) demonstrate a linearized, more conservative, substitute for
Eq. (11) given by:

XN
i¼1

μi xi þ K1�α
XN
i¼1

σi xi � b ð12Þ

3 Application to Biodiesel Produced in Portugal

The proposed approach was implemented for biodiesel produced in Portugal. The
feedstocks considered for the application of the model were the main feedstocks
used in Portugal for biodiesel production: palm, canola and soya. According to
information provided by the Portuguese Energy Agency (DGEG), in 2012, 49% of
the feedstocks used for biodiesel production in Portugal were soya, 34% canola and
14% palm.

Costs were calculated by multiplying the quantity of each one of the three
feedstocks (palm, canola and soybean oil) by its market price. The prices of the
feedstock oils used in the model are the average prices between November 2008 and
November 2013, provided by IndexMundi (2014). GHG emissions were calculated
by multiplying the quantity of each feedstock by its life-cycle emissions per quantity
unit. GHG emissions were drawn from Olivetti et al. (2014) for soybean and palm,
and were drawn from Malça et al. (2014) for canola. The price and GHG coefficients
are presented in Table 1. In order to scale the objectives, the price and GHG
coefficients were divided by the largest value in each row resulting in the relative
price and GHG emissions that is given in parentheses in Table 1.

Furthermore, the model is subject to technical specification constraints that the
biodiesel must comply with. These constraints consider biodiesel properties derived
from prediction models based on the chemical composition (fatty acids, FA) of the
vegetable oils. Prediction models were used for the following biodiesel properties:
density (Den), cetane number (CN), cold filter plugging point (CFPP), iodine value
(IV) and oxidative stability (OS) (Bamgboye andHansen 2008; CEN 2008; Park et al.
2008; Ramos et al. 2009; Refaat 2009; Giakoumis 2013). These predictionmodels are
presented and discussed in Caldeira et al. (2014), who demonstrated that the derived
results were in agreement with values found in the literature. The targets (constraint

Table 1 Price and GHG coefficients used in the model (relative value in parenthesis)

Feedstock Oil

Palm Canola Soybean

Price (€/t) 629 (0.761) 826 (1.000) 753 (0.911)

GHG emission (g CO2eq/MJ) 67 (1.000) 48 (0.716) 58 (0.856)
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right hand side levels) were established according the European Standard EN 14214
(CEN 2008) that defines the biodiesel (Fatty Acid Methyl Esters—FAME) require-
ments for diesel engines. For CFPP, EN 14214 climate-dependent requirements are
given to allow for seasonal grades to be defined for each country. There are six CFPP
grades for temperate climates and five different classes for arctic climates. Level B,
with a maximum of 0 �C was selected for this work. To address the compositional
uncertainty, the technical constraints were formulated according to the CCP tech-
nique described previously. The chemical composition information (average and
standard deviation) used in the model was adopted from Hoekman et al. (2012).

To analyze the proportions of each feedstock in the blend the demand (D) is set
equal to one. We implicitly consider that the biodiesel produced is fully consumed
by the oil refinery industry and that there are no feedstock supply limitations.

The non-linear model is presented in a minimization under constraints form given
by Model (13). To apply the shadow price decomposition we proceed with the
linearized version of the chance constraint model. The linearized version of the
non-linear chance constraints is given by Model (14). Table 2 presents the notation
of the biodiesel blend problem

Non-linear Version

min
X
iEI

CPr, i xið Þ;
X
iEI

CCGHG, i xið Þ
( )

Subject to :
PropConstp þ

X
j2J

�
PropCoefp, j

X
i2I

xiq j, i

�

� K1�α

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
j2J

PropCoefp, j
2
X
i2I

xi
2σ j, i

2

 !vuut
� PropGTgtp 8p 2 Plb

PropConstp þ
X
j2J

�
PropCoefp, j

X
i2I

xiq j, i

�

þ K1�α

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
j2J

PropCoefp, j
2
X
i2I

xi
2σ j, i

2

 !vuut
� PropLTgtp 8p 2 PubX

iEI

xi ¼ 1

xi � 0 8 i E I

ð13Þ
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Table 2 Notation used along the manuscript

Variables

xi Quantity of each raw material i to be used in the blend

x
! I � 1 vector of the decision variables

Sets/Indices

K Set of objectives

I Set of raw materials

J Set of ingredients

P Set of properties

k E K K ¼ {cost, GHG}, objectives

i E I I ¼ {soya, canola, palm}, feedstock oils

j E J J ¼ {1, 2,. . ., 18}, Fatty Acids index

p E P P ¼ {DenLB, DenUB, IV, CN, OS, CFPP}, set of properties

Subsets Plb ¼ {DenLB, CN, OS}, set of properties with lower bound

Pub ¼ {DenUB, IV, CFPP}, set of properties with upper bound

Parameters

ck,i Coefficient of objective k for raw material i

Ck

!
Ck

!
is a 1 � I vector containing the objective coefficients for the k-objective

wk Weight of the individual objectives

qj,i Concentration of ingredient j in raw material i

bp Limit value for property p

b
! P � 1 vector containing the property limits

IPxJ P � J unity matrix

Q Q is a J � I matrix containing the qji elements

C fB

! Objective functions coefficients vector for the basic variables of the optimal
solution

CkB

! Coefficients of the basic variables in the individual objective

B�1 The basis inverse

Uk Shadow prices of objective k

C f

! Composed form of the objective function

ai Uncertain parameter in the CCP formulation

μi Average value of parameter ai
σi Standard deviation of parameter ai
q j, i Average value of ingredient j in raw material i

σj, i Standard deviation of the concentration of ingredient j in raw material i

α Confidence level

K1 � α Test coefficient for normal distribution, one tailed: z-value corresponding to
the chosen confidence value level

CPr, i Ratio of the price of feedstock i to the most expensive feedstock

CCGHG, i Ratio of the GHG emission of feedstock i to the feedstock with the highest
GHG emissions

PropCoefp, j Coefficient of FA-j in the prediction model for property p

PropConstp Constant in the prediction model for property p

PropGTgtp Target for properties with lower bound

PropLTgtp Target for properties with upper bound

142 C. Caldeira et al.



Linearized Version of the Constraints

PropConstp þ
X
jEJ

PropCoefp, j

X
iEI

�
xiq j, i

� !

� K1�α
X
jEJ

PropCoefp, j
X
iEI

xiσ j, i
� � !

� PropGTgtp 8p 2 Plb

PropConstp þ
X
jEJ

PropCoefp, j

X
iEI

�
xiq j, i

� !

þ K1�α
X
jEJ

PropCoefp, j
X
iEI

xiσ j, i
� � !

� PropLTgtp 8p 2 Pub

ð14Þ

Both approaches, non-linear and linear, were implemented in GAMS version
23.7.3 (GAMS 2011). The non-linear problem was solved using the CONOPT
solver and the linearized version using CPLEX. The Pareto frontier was obtained
using the weighted method. The weight combination of the two objectives was
calculated in 0.01 steps, in a total of 101 points. For a 95% confidence level
(z-value ¼ 1.96) the model was infeasible. This can be attributed to the fact that
the linearized model is a much more restricting transformation of the probabilistic

constraint, since

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

i¼1
σ2i x2i

r
<
XN

i¼1
σi xi . For this reason we reduced the

confidence interval to 90% (z-value ¼ 1.645).

4 Results and Discussion

Figure 1 depicts the Pareto frontier obtained for the non-linear chance constraint
problem (blue points, triangles) along with those of the linearized version (red
points, crosses).

The linearized version provides just two possible solutions: one when more
relevance is given to the environmental objective (Cost weight 2 [0.00, 0.54]),
and the other when the economic objective is more relevant for the decision maker
(Cost weight 2 [0.55, 1.00]). The solutions are presented in Table 3.

Figure 2 shows the blend composition for the mentioned weight combinations for
the linearized version. The X-axis gives the weight combination and the Y-axis
indicates the proportion of each input feedstock in the final blend. The solutions are
associated with blends composed only by palm and canola. When we shift from an
environmental to an economic “preference” we can observe an increase of the
quantity of palm and a reduction of the quantity of canola in the blend. As palm is
the feedstock with the lowest cost (Table 1), this change in the blend leads to a 2.4%
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cost reduction. However, since palm presents higher GHG emissions (Table 1), the
improvement in the cost objective due to the increase of palm in the blend, worsens
the environmental performance by 5%.

The non-linear version presents more solutions than the linearized one due to
the fact that the technical constraints are not as conservative as in the linear
version. For this reason, when more weight is given to the environmental objective
(Cost weight 2 [0.00, 0.54]), the algorithm suggests a blend with less palm and

Fig. 1 Pareto frontier of non-linear (CC) and linear (CCL) chance constraint models obtained for a
90% confidence level

Table 3 Pareto frontier solutions of the linearized chance constraint model

Weights range Cost (€/t) GHG (g CO2 eq/MJ)

Cost weight 2 [0.00, 0.54] 795.44 50.94

Cost weight 2 [0.55, 1.00] 776.24 52.79

Fig. 2 Blend composition for all weight combinations of the linearized chance constraint model
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more canola. The proposed solution corresponds to lower GHG emissions than the
one obtained for the same preference weights in the linearized approach. When the
cost objective becomes more important, the blend increases the use of soya at the
same time reducing canola quantity (which is the feedstock with higher cost)
leading to solutions with lower cost than the ones obtained for the linearized
version. The blend composition for the mentioned weight combinations in the
non-linear version is shown in Fig. 3.

The shadow price decomposition discussed in the methodology section was
applied to the linearized version and the results are presented in Table 4.

For both solutions the binding constraint was identified and shadow prices were
allocated to both objectives. In the case where GHG emissions are evaluated as more
important (Cost weight 2[0.00, 0.54]) the binding constraint is iodine value (IV). If
the upper bound of IV (IV0) is increased by one unit, then the cost component of the
objective value would increase by 0.0034 (2.74 €/t) while the GHG emissions would
decrease by 0.041 (2.09 g CO2 eq/MJ).

When the cost is more important than GHG emissions (Cost weight 2[0.55,
1.00]), CFPP replaces IV as the binding technical constraint. In this case, an increase
of one unit (1 �C) in the upper bound of CFPP (CFPP0) would result in a decrease
(�0.0179, i.e. 13.89 €/t) in the cost component (which has a positive context since

Fig. 3 Blend composition for all weight combinations of the non-linear chance constraint model

Table 4 Shadow price decomposition results for the linearized version

Weight
combination Binding constraint

Cost (€/
t)

GHG (g CO2

eq/MJ)

Cost weight
2[0.00, 0.54]

Upper bound of iodine value (IV � IV0) +0.0034 �0.041

Cost weight
2[0.55, 1.00]

Upper bound of cold filter plugging point
(CFPP � CFPP0)

�0.0179 +0.021
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the target is to minimize cost) and an increase in the GHG emissions (+0.021, i.e.,
1.12 g CO2 eq/MJ).

The results obtained refer to the European market, using the EN 14214 standard
limit values. Nevertheless, some of the specifications vary from region to region,
favoring the use of domestic feedstocks within the regions. This is the case for IV
that has no requirement in the US standard—ASTM D6751 (ASTM 2008) while in
the European standard—EN 14214 (CEN 2008) it is limited to a maximum of 120.
In one hand, this favors the use of soya in the US (US is the world leading soya
producer) and, on the other hand, it limits the use of soya and favors canola in the EU
as it is observed by the blends composition obtained with our model (Fig. 2). As IV
is the limiting property for GHG emission reduction and the US market has no limit
for IV, it favors, according to our results, the reduction of GHG emissions.

5 Conclusions

Worldwide biofuel policies have been implemented leading the biodiesel industry to
take into account not just costs but also GHG emissions, together with biodiesel
technical performance. Some biodiesel technical specifications are “soft”and vary
(e.g. between regions, climate conditions). It is therefore important that policy
makers learn what the opportunity costs of technical specifications are. This article
presents an approach to provide this information using an algorithm for the alloca-
tion of shadow prices to the constituent parts of the composite objective function
articulated in a multi-objective chance constrained formulation. The information
obtained from the shadow prices allowed the identification of the limiting technical
properties for GHG reduction and cost effectiveness in the Portuguese policy context
with three feedstocks entering the blend: CFPP (cold filter plugging point) is the
limiting factor for cost effectiveness and IV (Iodine Value) is the limiting factor for
reducing GHG emissions.

The biodiesel cost effectiveness can be increased when the biodiesel is commer-
cialized in warmer countries. CFPP, the binding constraint for cost effectiveness,
was limited to a maximum of 0 �C in this article. This property is determined
regionally based on climate conditions. In warmer countries, this constraint could
be limited to a maximum of 5 �C (Grade A in EN 14214) favoring biodiesel cost
reduction. As both IV and CFPP have different limits in regional standards, biodiesel
producers can adapt their production (choice of feedstocks blends) according to
specific environmental and economic goals and to the destination market.

To illustrate the method we focused on technical specifications that are directly
related to the chemical composition of the three feedstocks considered in the case
study. However, this model can be further used with alternative feedstocks in order
to analyze “regional blends” that would favor cost or GHG reduction targets. The
shadow prices obtained provide information to the decision maker about the changes
in each objective function that result from relaxing a requirement of the final blend.
Thus it can be used as a guideline for evaluating the effectiveness of technical
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specifications relatively to the cost and GHG emissions and other objectives related
to the biodiesel production process. That could be the case when new technologies
with the potential to alter technological specifications of the input biodiesel oil are
under consideration.

Further research should focus on the decomposition of shadow prices in
non-linear multi-objective chance constrained formulations of the blending problem.
As it is shown in the aforementioned example, the nonlinear version outperforms the
linearized one in numbers of efficient blends. Although efficient blends obtained
with the nonlinear formulation lie in the same frontier as those by the linear
formulation, they represent more detailed information that could result in smoother
dual values enriching policy options regarding the technical standard levels.
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Promoting Small-Scale Biofuel Production:
A Qualitative GIS-OWA Methodology
for Land Suitability Analysis of Winter
Rapeseed

Mauro Viccaro, Mario Cozzi, Antonella Vastola, and Severino Romano

Abstract Biofuels could be a possible solution to promote agricultural development
in rural areas by increasing farm income. Different studies suggest that all problems
linked to large-scale biofuel production can be overcome by promoting small-scale
production, particularly of rapeseed straight vegetable oil (SVO) used as self-supply
agricultural biofuel, specially if the rapeseed is cultivated in crop rotation systems
with minimum tillage practices. However, an ex-ante analysis would be very
important to explore the feasibility of rapeseed production, via the evaluation of
land use suitability.

As land planning issues are complex problems with multiple decision makers and
criteria, we propose a spatial multi-criteria analysis model for supporting decision
makers in the site selection process for winter rapeseed production. The methodol-
ogy applied is the Ordered Weighted Averaging (OWA) extended by means of fuzzy
linguistic quantifiers. The results have shown as the proposed methodology is more
flexible compared to the other MCA methods, in particular for the possibility to
make the choice in qualitative rather than quantitative terms, enabling the decision-
maker to explore different decision strategies or scenarios, thus facilitating a better
understanding of alternative land use suitability models.
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1 Introduction

Agricultural sector plays an important role in the rural economy, and it is considered
one of the most important elements to take into account in the rural development
processes (Sánchez-Zamora et al. 2014). However, farmers face different shocks,
mainly related to the climate change, global market instability and political decisions
that frequently make them vulnerable (Eakin 2005). In several rural regions, like
Basilicata (in Southern Italy), marginal farmland areas are being increasingly aban-
doned due to their low productivity and as a result of the reforms of the EU Common
Agricultural Policy (Romano and Cozzi 2008). Different studies suggest that farm
diversification could be a viable solution to reduce risk management and increase farm
income (Meert et al. 2005; Barbieri and Mahoney 2009; Gautam and Andersen 2016).

In this scenario, the development of bioenergy–as a new business model inte-
grated with environmental and social dimensions of a region–is a valuable tool with
positive impacts both in socio-economic and environmental terms. In particular,
biofuels are not only the main alternative for fossil fuels to reduce global greenhouse
gas emissions, but they can provide local and regional benefits such as energy
security, rural development, positive impacts on regional gross domestic product,
and mitigation of local pollutant emissions (Franke et al. 2012).

All problems linked to large-scale biofuel production (land grabbing, land-use
change, competition with the main agricultural products) can be overcome by pro-
moting small-scale production of rapeseed straight vegetable oil (SVO) used as self-
supply agricultural biofuel (Baquero et al. 2010). Rapeseed can be cultivated in crop
rotation generating many economic and environmental benefits, primarly the
non-competition between fuel and food production (Zegada-Lizarazu and Monti
2011).

However, given the economic relevance of investment related to SVO production
(Baquero et al. 2011), an ex-ante analysis would be very important to explore the
feasibility of rapeseed cultivation in a given area, via the evaluation of land use
suitability (Cozzi et al. 2015). Land evaluation is the process of predicting the
potential use of land on the basis of its attributes (Rossiter 1996), and in particular
it is considered the basic tool for the consideration of agriculture in rural develop-
ment plans (Hafif et al. 2013).

Several studies suggest that crop selection based on land suitability analysis, using a
Multi-Criteria Analysis (MCA) and Geographical Information Systems (GIS)
approach, is the most efficient low-cost method to determine the optimal cropping
system as a function of biophysical variables. Pirbalouti (2009), Grassano et al. (2011)
and Kamkar et al. (2014) use the weighted linear combination method (WLC) to
evaluate land use suitability for rapeseed cultivation. However, there are some major
limitations associated with the use of conventional MCA procedures (as well as WLC
method) in a decision process, especially in situations that involve a high number of
assessment criteria (Malczewski 2004). The main difficulty is to combine the criterion
maps in a way that the results reflect decisions-makers’ preferences. In these circum-
stances, the key issues of decision-making might be specified in terms of some
linguistic quantifiers such as, for example, “most criteria should be satisfied” or “at
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least 80% of criteria should be satisfied”, etc. (Malczewski 2006; Mokarram and
Hojati 2017; Romano et al. 2013). This necessitates extending the conventional
MCA procedure so as to include situations that involve qualitative statements in the
form of fuzzy linguistic quantifiers (Yager 1996).

This work is aimed to propose a qualitative GIS-OWA methodology for land use
suitability analysis in order to identify the target investment areas for the cultivation of
rapeseed to be use as self-supply agricultural biofuel at regional scale. The qualitative
GIS-OWA enables the decision-maker to explore different decision strategies or
scenarios, thus facilitating a better understanding of alternative land use suitability
models (Malczewski 2006; Mokarram and Hojati 2017; Romano et al. 2013).

The Case Study is introduced in Sect. 2, and data and methods are presented in
Sect. 3. Section 4 provides the results deriving from a set of alternative land use
suitability maps, and the paper ends with a discussion section containing final
remarks.

2 Case Study Area

The study area was carried out in Basilicata region, a rural region of Southern Italy
(Fig. 1). The study area, typically Mediterranean, is located between latitude 39�54’
N and 41�12’ N and longitude 15�21’ E and 16�51’ E. The approximate surface area
of the region is 9995 km2 with a population of 570,365 inhabitants (ISTAT 2017), a
mostly rural territory with the population being concentrated by the two thirds in the
few large urban towns.

In geomorphological terms, the region is characterised by mountainous and hilly
areas of the Apennine range (in the NW-SE direction), limited by the limestone base
of the Murge hills and the Bradano depression in the north-east and by the Ionian
coastal plains in the east.

In terms of climate there are differences specifically due to the complex orogra-
phy of the region and its geographical position. The elevation varies between the sea
level and 2200 m so, while a large portion of the territory shows typically Mediter-
ranean features (Ionian coast, Bradano depression and Murge hills), the areas above
800 m asl are characterized by a temperate-cool climate with quite dry summers.
Average annual precipitation ranges from 529 till about 2000 mm, concentrated in
the South-Western area of the region, as the Apennine range intercepts most of the
Atlantic weather perturbations into the Mediterranean. The most rainy months are
November and December, the driest are July and August, when severe droughts are
frequent. The temperature is characterised by wide variations, with very hot sum-
mers and very cold winters. The coldest month is usually January (with an average
temperature between �4 and 7 �C).

How it’s possible to observe in Fig. 1, agricultural land covers about 67% of the
regional surface area. According with the last agricultural census (ISTAT 2010), the
utilised agricultural area (UAA) is equal to 519,127 ha (52% of the total regional
area), mostly dedicate to cereal cultivation on non-irrigated arable land (158,851 ha),
followed by olive groves (31,351 ha), vegetable and orchards on permanently
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irrigated land (about 16,000 ha), and vineyards (5361 ha). In this context, there exist
good conditions to cultivate rapeseed in crop rotation with cereals on non-irrigated
arable land. During the last decade, in Basilicata there was a reduction of land for the
production of rapeseed, from 2700 ha (in 2000) to 343 ha (in 2010) (ISTAT 2010);
but in the near future, rapeseed cultivation for straight vegetable oil (SVO) produc-
tion could be a sustainable solution to diversify farm income, especially now that the
traditional cultivations (e.g. durum wheat cultivation) in Basilicata region show a
high risk management for farmers (Vastola et al. 2017).

3 Materials and Methods

3.1 Qualitative GIS-OWA Methodology

Since 2006, when Malczewski proposed, for the first time, the OWA approach with
linguistic quantifiers in GIS environment, the method was widely used in different
fields of study. Among others, Romano et al. (2013) and Mokarram and Hojati

Fig. 1 Location and agricultural land use map of the study area (CLC code: 211 ¼ Non-irrigated
arable land; 212 ¼ Permanently irrigated land; 221 ¼ Vineyards; 222 ¼ Fruit trees and berry
plantations; 223 ¼ Olive groves; 231 ¼ Pastures; 241 ¼ Annual crops associated with permanent
crops; 242¼ Complex cultivation; 243¼ Land principally occupied by agriculture, with significant
areas of natural vegetation)
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(2017) have used it for land evaluation in agriculture showing its flexibility and
easyness in land use analysis.

There are three main input components of GIS-OWA: (i) criterion maps (with
associated standardization procedures); (ii) criterion weights (with associated pro-
cedures for defining preferences regarding the relative importance of criteria); and
(iii) order weights (with associated ORness degree of the OWA operator)
(Malczewski and Liu 2014).

The extension of conventional GIS-OWA approach with linguistic quantifiers–as
in the case of others GIS-based approaches for land use suitability analysis–can be
considered as a combination of purely MCA methods and Artificial Intelligence
(AI) techniques (Malczewski 2004). After criterion map selection, we use fuzzy logic
techniques, as standardization procedure of criterion maps (see Sect. 3.1.1), and
AHP method, to calculate the relative criterion weights (see Sect. 3.1.2), classified as
AI technique and MCA method respectively. At last, we use the OWA operator
(MCA method) to aggregate the criterion maps after calculating the order weights
through the linguistic quantifiers (AI technique) (see Sect. 3.1.3).

3.1.1 Criterion Maps

In order to assess the land suitability in agriculture for any crop type, all possible
suitability criteria and their characteristics should be collected (Mendas and Delali
2012).

In our study, the criterion maps used in the analysis are related to the agro-
ecological needs of rapeseed; topographic characteristics such as slope were not
included, as the analysis was carried out only in non-irrigated arable land, where
rapeseed can be cultivated in crop rotation systems.

The agro-ecological factors (climatic and soil factors) were selected from those
proposed by Grassano et al. (2011), after an experts’ panel evaluation. For each single
factor under investigation was generated a geo-referenced raster layer (100� 100 m
cell size), by using Gauss Boaga East, on datum Monte Mario–Roma 1940 as
geographic reference system.

Regarding climatic factors, we used the Crop-specific Thermal Index (CTI), but
we modified the formula to calculate Seasonal Rainfall Deficit (SRD).

CTI was calculated on the basis of thermal requirements of rapeseed as average of
the Monthly Thermal Indices (MTI) calculated for each month of the crop cycle
(Eq. 1).

MTI ¼ x� Bð Þ x� Lð Þ Bþ L� 2Tð Þ x� Tð Þ þ T � Bð Þ T � Lð Þ½ �
= T � Bð Þ2 T � Lð Þ2 ð1Þ

where x ¼ average monthly temperature of the site; B ¼ base temperature (0 �C);
L ¼ heat stress temperature (30 �C); T ¼ optimum temperature (18 �C).

SRD can be assimilated to the irrigation water requirement (IWR), i.e. the
amount of water that has to be applied in addition to rainfall to meet crop water
requirements. It is calculated by difference between crop evapotranspiration (ETc)
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and that part of rainfall which is effectively used by plants (Pe) (Brower and
Heibloem 1986).

The ETc is calculated by multiplying the reference crop evapotranspiration (ET0)
by a crop coefficient (Kc) (Allen et al. 1998). In the study, the monthly ETc was
calculated using raster images representing the monthly ET0, and the Kc values of
each growth stage were derived from FAO paper n. 56 (Allen et al. 1998).

Effective rainfall (Pe) was calculated by the formula proposed by the Soil
Conservation Service of the United States Department of Agriculture (Martin and
Gilley 1993), adjusted for units converted from inches to mm:

Pe ¼ fc ð1:253� P0:824� 2:935Þ � 100:001ETc

where fc is the correction factor depending on the soil available moisture; for the
present work it is assumed to equal 1 (standard soil condition); P is the total monthly
rainfall. In this way SRD values for rapeseed were calculated for the critical period of
plant life cycle, from March to May.

Concerning the soil factors, we considered soil physical and chemical character-
istics, such as texture, percentage of gravel, pH, soil depth, total carbonate content,
and drainage. As suggested by the experts’ panel, we did not take into account
salinity due to the great adaptability of rapeseed and to the negligible influence of
this factor on regional agriculture. Moreover, the map of the organic matter content
was replaced with the map of land use capability.

As CTI is the only factor that ranges between 0 and 1, with 0 unsuitable and
1 suitable, the next stage involved the use of fuzzy logic technique (Zadeh 1965):
given a fuzzy set (membership functions) is possible to standardize criterion maps
defining the suitability degree within a range from 0 to 1. The fuzzy functions were
chosen on the basis of the type of processed data and the uncertainty associated with
it (Caniani et al. 2011, 2016; Eastman 2012) from those proposed by Cozzi et al.
(2014), after an experts’ panel evaluation. Criterion maps and fuzzy functions used
in the analysis are shown in Table 1.

3.1.2 Criterion Weights

Because not all criteria affecting land suitability have equal levels of significance, the
Analytical Hierarchy Process (AHP) method (Akıncı et al. 2013; Saaty 1977) was
used for defining preferences regarding the relative importance of criteria and
calculating the criterion weights necessary for the OWA aggregation procedure.

The AHP approach is one of the most widely known and used multi-criteria
analysis approaches in GIS environment (especially for raster data models), allowing
users to determine the weights associated with suitability maps. After the suitability
maps (criteria) are set on a hierarchical structure, the weights can be derived by
taking the principal eigenvector of a square reciprocal matrix of pairwise compari-
sons between the criteria (Eastman 2012). The comparisons concern the relative
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Table 1 Criterion maps and related fuzzy function for land use suitability of rapeseed

Fuzzy function Criterion maps Criterion value Fuzzy value

Nulla Crop-specific Thermal Index – –

Decreasing sigmoidal Seasonal Rainfall Deficit (mm) 0 1

50 0

User defined Carbonates (% CaCO3) <0.5 1

0.5–1 1

1–5 1

5–10 1

10–25 1

25–40 0.93

>40 0.84

Soil depth (cm) <25 0.58

25–50 0.70

50–100 0.90

100–150 1

>150 1

Gravel (%) 0 1

1–5 0.90

5–15 0.85

15–35 0.65

35–70 0.50

>70 0.20

Land use capability Without limitations 1

Moderate limitations 0.95

Severe limitations 0.90

Very severe limitations 0.80

Accurate management 0.70

Forestry and pasture use 0.50

Very strong limitations 0.45

Soil reaction (pH) <4.5 0.75

4.5–5.5 0.85

5.6–6.5 0.92

6.6–7.3 1

7.4–7.8 0.95

7.9–8.4 0.95

8.5–9.0 0.90

Soil texture Coarse 0.65

Moderately coarse 0.88

Medium 0.88

Moderately fine 0.95

Fine 0.91

Drainage Rapid 0.70

Good 0.93

Mediocre 0.80

Slow 0.70

Very slow 0.50

Prevented 0.30

aCTI (Crop-specific Thermal Index) range between 0 and 1 so it’s no necessary standardize it

Promoting Small-Scale Biofuel Production: A Qualitative GIS-OWA. . . 157



importance of the two criteria involved in determining suitability for the stated
objective and it is made by using the preference scale suggested by Saaty.

Since performing pairwise comparisons of criteria in the AHP method a certain
level of inconsistency may occur, Saaty proposes also a procedure to calculate an
index of consistency, known as a consistency ratio (CR), indicating that, in case the
CR of a matrix is above 0.10, the matrix of pairwise comparisons should be
revaluated (Akıncı et al. 2013).

In our study, the criterion weights resulting from the AHP approach, calculated
according to the estimation of the criterion influence on the rapeseed cultivation
suitability, are shows in Table 2.

3.1.3 Order Weights

The order weights are relevant for the GIS-OWA combination procedures
(Malczewski 2004). From different sets of order weights a wide range of OWA
operators may be generated, including the most common map combination pro-
cedures: the weighted linear combination (WLC) and Boolean overlay operations,
like the intersection (AND) and union (OR). In the conventional OWA approach, the
OWA operators are defined by two parameters: the measures of trade-off and
ORness (Yager 1996; Malczewski 2006). The trade-off is a compensation measure
(substitutability criterion) ranging between 0 and 1, so that 0 indicates the lack of
compromise between criteria, whereas 1 indicates a full compromise. The measure
of ORness indicates the degree to which an OWA operator is similar to the logical
connective OR in terms of its combinations behaviour. In this case as well the degree
of OR required goes from 0 (risk-averse, operator MIN, AND) to 1 (risk-taking,
operator MAX, OR).

However, in a complex spatial decision situation decisions-makers might be
expected to find difficulties (or even impossible, notably for the problems that
involve a number of criteria) to formulate accurate numerical information in relation
to the OWA parameters.

In these situations, the key issue of decision-making might be specified in
qualitative terms through the use of fuzzy linguistic quantifiers. A linguistic

Table 2 Criterion weights
resulting from the AHP
approach (CR ¼ 0.03)

Criterion map (j) Criterion weights (uj)

Carbonates 0.0192

Soil depth 0.0788

Soil reaction 0.0192

Soil texture 0.0378

Seasonal Rainfall Deficit 0.2865

Gravel 0.0378

Drainage 0.1554

Land Use Capability 0.0788

Crop-specific Thermal Index 0.2865
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quantifier, used for computer–human interaction, enables decision makers to formu-
late OWA procedure in a simple way (Romano et al. 2013). Malczewsky (2006)
proposes a set of linguistic quantifiers known as Regular Increasing Monotone
(RIM) (Table 3), so that, given a set of standardized criterion map ( j ¼ 1, 2, . . .,
n) and criterion weight, the qualitative GIS-OWA for each i-th location (cell) is
defined as follows:

OWAi ¼
Xn

j¼1

v jzij

with the order weight

v j ¼
X j

k¼1
uk

� �α
�

Xj�1

k¼1
uk

� �α
, such that v j 2 0; 1½ �,

Xn

j¼1
v j ¼ 1

where zi1� zi2� . . .� zin is the sequence obtained by reordering the standardized
criterion values ai1, ai2, . . ., ain, uj is the criterion weight reordered according to the
value of zij and α is the parameter associated with RIM.

By specifying an appropriate linguistic quantifier, in the continuum that goes
from the quantifier “All” (position 1) to the quantifier “At least one” (position 3), it’s
possible to generate a wide range of decision-making strategies (alternative models
of land use suitability) with different degrees of ORness and trade-off (Fig. 2).

It’s important to point out that in land use analysis, the linguistic quantifier to be
adopted changes case by case. In the case of land use suitability analysis for
agricultural crops, Romano et al. (2013) argue that the success of crop depends on
the species finding the best climatic and edaphic conditions; it is evident that higher
is the number of criteria considered, more reliable is the result.

In our case study, the linguistic quantifiers that best express this concept and that
have contributed to the calculation of order weights are: “all criteria should be
satisfied” (“All” quantifier, AND operator) and “almost all” (“Almost all” quantifier).
All considered quantifiers are associated with a low ORness (low risk) and low trade-
off (low compromise) degree. However, in order to evaluate the differences with the
approach used by Pirbalouti (2009), Grassano et al. (2011) and Kamkar et al. (2014)
in rapeseed land use analysis, we have chosen also the quantifier “Half”
representing the WLC operator.

Table 3 Regular increasing monotone quantifiers and their proprieties

Quantifier (Q) α
GIS combination
procedures

Position in the decision-strategy
space (see Fig. 2)

All α ! 1 OWA (AND, MIN) 1

Almost all α ¼ 10 OWA –

Most α ¼ 2 OWA –

Half (identity) α ¼ 1 OWA (WLC) 2

A few α ¼ 0.5 OWA –

At least a few α ¼ 0.1 OWA –

At least one α ! 0 OWA (OR, MAX) 3

Source: Malczewsky (2006)
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4 Results and Discussions

Different scenarios representing suitability map of rapeseed cultivation, obtained
with the multi-criteria analysis model, are described in Fig. 3.

The maps obtained with the “All” and “Almost All” quantifiers (All and Almost all
quantifier scenario) look quite similar, showing some variability across the region
with suitability values ranging between a minimum value of 0.32 and 0.33 and a
maximum value of 0.68 and 0.70, for All and Almost all quantifier scenario
respectively. About 75% of analysed arable lands (over the first quartile) shows
suitability values higher than 0.50, despite the wide range (see box-plots). Most of
the areas with higher values are mainly concentrated in the North-East, in the flat part
of the region. The factor that has mainly influenced this distribution is the CTI. In
fact, while other factors generally show a high suitability value, the CTI shows a
mean value around 0.55, due to the presence of the Apennine ridge extending from
North-West to South-East, where the mean annual temperatures are lower and not
useful for heat requirements for rapeseed production.

Conversely, the map derived from the “Half” quantifier (WLC operator, Half
quantifier scenario) shows a restricted range of suitability values (between 0.66 and
0.88). However, the resulting scenario is more optimistic: 50% of investigated area
record suitability values range between 0.79 and 0.88. In this case, there is not the
same variability across the region as described before. In the WLC approach,
characterized by an ORness degree of 0.5 and full trade-off (position 2 in the
decision strategy space, see Fig. 2), the low values of the CTI criterion (its relevance
in the analysis, see Table 2) are compensated by the high values of the all other
criteria.

To facilitate the reading of the results obtained using the OWA method, the
non-irrigated arable lands have been classified into suitability classes for rapeseed
cultivation using Chen-Hwang method (Chen and Hwang 1992). This method is a
well-established tool to convert cardinal values to quality attributes, as it provides
the mathematical representation of a linguistic term. Chen and Hwang identify
8 scales of linguistic terms. By the use of scale 4, four suitability classes were
obtained (null, low, medium, high) (Table 4).

TR
AD

E-
O
FF

ORness

decision 
strategy 

space

2

Risk-takingRisk averse

Full
trade-off

No
trade-off 1 3

Fig. 2 Space of decision-
making strategy in MCA
and position of the main
OWA operators (see
Table 3)
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Fig. 3 Land suitability maps [(a) All quantifier scenario, (b) Almost all quantifier scenario, (c) Half
quantifier scenario] for rapeseed cultivation and distribution of suitability values [(d) box-plot] for
different scenarios
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According to the results in Table 4, no arable land shows non-suitability (null
class) in all scenarios. With a non and low risk (non and low trade-off) associated to
the “All” and “Almost all” quantifiers respectively, All and Almost all quantifier
scenarios present low and medium classes; no high class has been recorded. With an
average risk and full trade-off (WLC operator), arable lands show only medium and
high suitability.

However, considering the surface, all scenarios have the highest area in the
medium class (79%, 84% and 92% of arable land in All, Almost all and Half
quantifier scenario respectively). Such result could explain the reduction of the
area dedicated to the cultivation of rapeseed that has occurred over the years: farmers
may have preferred to cultivate more profitable crops. If so, the results obtained with
the WLC operator could be misleading. Accepting a higher risk associated with
MCA analysis, investments in rapeseed SVO production could be not cost-
effectiveness also in those areas that, in the half scenario, result to have a high
suitability.

5 Conclusions

In agriculture, small-scale production of rapeseed SVO used as self-supply agricul-
tural biofuel represents an opportunity to diversify farm income and achieve inde-
pendence from fossil fuels.

However, given the economic relevance of investment related to SVO produc-
tion, it is important to acquire instruments for agricultural planning to address
investments towards areas that are more suitable for the crop’s growing. Therefore,
the aim of the present study was to propose a qualitative GIS-OWA methodology,
applied to Basilicata region (in Southern Italy), helpful to produce land use suitabil-
ity maps for rapeseed cultivation. The qualitative OWA procedure, through the use
of linguistic quantifiers, enables to translate, in a simple way, the decision-maker’s
preferences in MCA combination procedures.

In order to produce land suitability maps, firstly the criterion maps were stan-
dardized by the use of fuzzy functions and then the relative criterion weights were
calculated using the AHP method. Lastly, in order to aggregate the criteria with

Table 4 Suitability classes of non-irrigated arable lands for rapeseed cultivation in different
scenarios (ha)

Description Range

All quantifier
scenario

Almost all
quantifier scenario

Half quantifier scenario
(WLC operator)

Surface (ha)

Null 0–0.17 0 0 0

Low 0.17–0.5 33,259 25,048 0

Medium 0.5–0.83 125,592 133,803 145,652

High 0.83–1 0 0 13,199
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OWA operators, the most suitable linguistic quantifiers were chosen. Since the
success of rapeseed production depends on the specie finding the best climatic and
edaphic conditions, it is evident that higher is the number of criteria considered,
more reliable is the result. In our case study, the linguistic quantifiers that better
express this concept and that have contributed to the calculation of order weights are
“All” and “Almost all” quantifiers. The WLC operator was also applied in order to
make a comparison with the most used approach in land use suitability analysis for
rapeseed cultivation. Results showed that, in Basilicata region, the highest area has
medium suitability values in all scenarios and this may explain the contraction of the
surface dedicated to rapeseed cultivation over the years. The rest of the area in All
and Almost all quantifier scenarios shows low suitability. Areas with a high level of
suitability are recorded only in WLC scenario. This scenario is certainly more
optimistic but unrealistic: the WLC operator corresponding to “Half quantifier,
i.e. “half criteria should be satisfied”. This expression is in disagreement with the
aim of the analysis and the preferences of the decision maker for which all criteria or
almost all must be met. Therefore, in a context of high-risk investments in agricul-
ture, the WLC operator could be not appropriate in land use suitability analysis.

The proposed methodology is more flexible compared to the WLC methods, in
particular for the possibility to make the choice in qualitative rather than quantitative
terms, enabling the decision-maker to explore different decision strategies or sce-
narios, thus facilitating a better understanding of alternative land use suitability
models.
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Multi-criteria Decision Analysis: Linear
and Non-linear Optimization of Aqueous
Herbal Extracts

J. Gajdoš Kljusurić, A. Jurinjak Tušek, D. Valinger, M. Benković,
and T. Jurina

Abstract This chapter is aimed to present the multi-criteria decision analysis:
Linear and non-linear optimization of aqueous herbal extracts. Modelling is an
indispensable part of food production, from “farm to fork”, where it is used to
optimize the initial production of food and feed as well as in the food and feed
processing. Different particle sizes of olive leaves were used in extraction of
biologically active components using water as a solvent. Experiment conditions
varied in mixing times (5, 10, 15 min), heating treatments (40 �C, 60 �C, 80 �C),
Revolutions per minute: rpm (250, 500, 750 min�1) and particle sizes (100, 300,
500 μm). Based on the measured bioactive compounds (pH, total dissolved solids,
conductivity, dry matter, total polyphenols and the antioxidant capacity by ABTS
method, DPPH method and FRAP method). Aim was to develop models to support
the optimization of this decision-making process—find the best experiment condi-
tions for extraction of a certain bioactive compound. Two approaches; linear and
nonlinear approaches were investigated. Linear optimization is presented with two
models: Response Surface Methodology and using linear programing based on the
Simplex method while the nonlinear approach is presented by developing member-
ship functions using fuzzy logic approach. Final results showed that, simple or
complex, i.e. linear or nonlinear approach(es) in the search for optimal experiment
conditions in extraction of bioactive compounds from olive leaves, will lead to an
optimal solution, but the engineer will decide which approach is suitable for further
application. Linear optimization and application of fuzzy logic resulted with the best
possible offer per set limitations. But each approach resulted with other optimal
extraction conditions. However, the application of fuzziness allowed the extension
of the set of acceptable experiment combinations to achieve the best extraction of a
bioactive component.
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1 Introduction

Growing world population and consequential rise in food consumption is the main
concern and challenge for agriculture and food production technology and science.
Today, the food industry faces many different challenges: from satisfying the
original nutritive minimum requirements in some countries and on the other hand,
in more developed countries, food has an additional function as the settlement of a
special enjoyment or the promotion of health (Klatt et al. 2016). Food consumption
can be directly out of nature, out of the characteristic agriculture or as semi-
processed or processed foods which dominate in the industrialized countries. Sav-
ings and profit encouraged the industry to slowly accept mathematical modelling,
automatization and control as useful investments. Mathematical modelling with the
goal of automatization and process control has been developed and applied in almost
every industry: it is also widespread in agricultural sector and food production. Main
impulses for such changes pointed out are: (i) increased competition that forces
manufacturers to produce a wider variety of products more quickly, (ii) escalating
labor costs and raw material costs, (iii) increasingly stringent regulations that have
resulted from increasing consumer demands for standardized, safe foods and inter-
national harmonization of legislation and standards (Mogale et al. 2017). Mathe-
matical modelling, automatization and process control is an indispensable part of
food production where it is used to from the initial production (in the field and barn)
as well as in the further treatment where the main goal is food processing/production
aimed for direct consumption or partial preservation before preparation and
consumption.

2 Application in Agricultural Science

Multi-Criteria Decision Analysis (MCDA) is a valuable tool that can be applied in
many complex decisions such as finding optimal conditions for extraction, produc-
tion etc. It can be evaluated by application of linear optimization and, in most cases,
by fuzzy logic approach.

Although plants were used in the human diet since ancient times, their bioactive
properties have not yet been sufficiently explored. Herbs are used in traditional
medicine as teas or alcoholic tinctures. In recent years, the focus of agricultural
studies has been turned towards optimization of growth soil and cultivation with an
aim to maximize their nutritive characteristics and the yield of bioactive compounds
with antioxidant activity (e.g. polyphenols).

The aim of this study was to apply linear and non-linear optimization to present
advantages or potential disadvantages of the MCDA in practice. Aqueous extracts of
olive leaves were used as an example, according to the extraction procedure previ-
ously described by Jurinjak Tušek et al. (2016). Extraction of milled leaves of
different particle sizes (100, 300, 500 μm) different diameters, using water as solvent
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at different temperatures (40 �C, 60 �C and 80 �C), mixed for 5, 10 or 15 min at
different rpm (250, 500 and 700 min�1).

Physical properties of aqueous plant extracts (pH, TDS, conductivity and dry
matter), content of total polyphenols (TP) and antioxidant activity (AOA) were
determined and used as parameters for linear optimization and the fuzzy logic
approach. Content of TP and AOA determined by three methods (DPPH radical
scavenging essay, ABTS and FRAP) were used as the chemical properties of the
prepared extracts.

Linear and fuzzy logic approaches both showed advantage(s) and disadvantage
(s): linear programming was concentrated on the goal function that was subjected to
different limitations, while in the fuzzy logic approach, each membership curve was
observed as an independent goal function. The fuzzy logic approach could be
observed as an optimization procedure in the Pareto sense. Multivariate models
that showed the interrelationship of the mentioned parameters are also presented.

Multi-Criteria Decision Analysis is a helpful tool for deciding which treatment to
use if a special parameter is set as the goal function. As Dehe and Bamford
emphasized (2015), in planning of a new development the decisions have always
been a major issue and different modelling methods are used or developed to support
the optimization of this decision-making process. Although it seems that different
herbs should be treated separately in the optimization sense, application of MCDA
shows no necessity for such approach. Linear optimization shows the simplicity of
the optimization process, while the fuzzy logic approach shows the MCDA in the
best light, awarding the optimization process with a set of solutions that allows the
user to see what to expect in which case. In this study, real experimental data
obtained by aquatic olive leaves analysis was used to show the potential and
usefulness of linear and nonlinear modelling for optimization of the extraction
process.

3 Collection of Experimental Data Used for Optimization

To obtain different particle sizes of olive leaves, milling of previously dried herbal
material was carried out at rotational speed of rpm ¼ 15,000 min�1 using IKA Tube
Mill (IKA, Germany). The milling time was adjusted according to the desired
particle size (t ¼ 10–40 s). Sieving was carried out to separate different particle
sizes using standardized DIN sieves (Fritsch, Germany) with pore openings of
d ¼ 1000, 800, 500, 355, 250 and 100 μm. For further investigation, fractions
with particle sizes of d ¼ 500, 300 and 100 μm were taken. Classical extraction of
biologically active components was conducted using water as a solvent. Extraction
of the biologically active component is based on denaturation of the cell membrane
and release of molecules with biological activity (Kaushik et al. 2010). In a glass cup
volume of V ¼ 200 mL, m ¼ 1 g of milled dried olive leaf was mixed with
V ¼ 50 mL of distilled water heated to a predetermined temperature.
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Aim in this study was to develop models to support the optimization of this
decision-making process. The main goal is to find the best experiment conditions for
extraction of a certain bioactive compound (that was measured in this study).

Linear optimization is presented with two models: Response Surface Methodol-
ogy and using linear programing based on the Simplex method (Orešković et al.
2015). The nonlinear approach is presented by developing membership functions
using fuzzy logic approach (Gajdoš Kljusurić et al. 2014).

Extraction experiments were performed according to the conditions defined by
the experiment plan using the response surface method (Table 1).

Table 1 Experimental plan based on three mixing times (5, 10 and 15 min), three heating
treatments (40 �C, 60 �C and 80 �C), per three rpm (250, 500 and 750 min�1), for fractions with
three particle sizes (100, 300 and 500 μm)

Experiment
no.

Mixing time
(t/min)

Temperature
(T/�C)

Revolutions per minute
(rpm/min�1)

Particle size
(d/μm)

1 5 40 500 300

2 15 40 500 300

3 5 80 500 300

4 15 80 500 300

5 10 60 250 100

6 10 60 750 100

7 10 60 250 500

8 10 60 750 500

9 10 60 500 300

10 5 60 500 100

11 15 60 500 100

12 5 60 500 500

13 15 60 500 500

14 10 40 250 300

15 10 80 250 300

16 10 40 750 300

17 10 80 750 300

18 10 60 500 300

19 5 60 250 300

20 15 60 250 300

21 5 60 750 300

22 15 60 750 300

23 10 40 500 100

24 10 80 500 100

25 10 40 500 500

26 10 80 500 500

27 10 60 500 300
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4 Modeling and Optimization Results

The Response Surface Methodology (RSM) analyzes the relationships between
several input variables and one or more response variables. The basic motive for
using the RSM method is to find optimal conditions for obtaining an optimal
response. The experimental plan for optimizing the conditions for extraction of
biologically active molecules from olive leaves was made using the Box Behnken
experimental design in the Statistica 13.0 (StatSoft, USA) program package. The
Box Behnken experimental design requires at least three parameters. The effect of
temperature, extraction time, mixing speed and particle size on the extraction
efficacy of biologically active components using a classical extraction process was
investigated. Each of the variables was analyzed on three levels. For 4 factors on
3 levels, the algorithm suggests 27 experiments. The conditions under which the
experiments were performed are shown in Table 1. The basic idea of response
surface methodology is to get the relationship of influencing factors to the dependent
variable (response) through the response function. The response surface method also
allows the discerning of the effects of individual model members as major effects or
interactions. In most RSM problems, the form of connection between responses and
independent variables is unknown, so the first step in the RSM method is to find the
appropriate approximation link. Usually, the lower-order polynomial is used in the
appropriate independent variable domains. For example, first order model function
(Eq. 1) or second order model function (Eq. 2) in case of nonlinearity (Anderson-
Cook et al. 2009):

y ¼ β0 þ β1 � x1 þ β2 � x2 þ . . .þ βk � xk þ ε ð1Þ

y ¼ β0 þ
Xk
i¼1

βi � xi þ
Xk
i¼1

βii � x2i þ
X
i<j

X
j¼2

βij � xi � x j þ ε ð2Þ

where y represents the dependent variable, x independent variables, β model coef-
ficients, and ε the error that occurs in the response. The model coefficients are
determined by minimizing the sum of the squares of the deviation, and then
validating the response surface on an independent data set. Application of this
particular method in the case of our study will result in optimal conditions for
extraction of biologically active components from olive leaf.

The optimization process is related to the physicochemical parameters deter-
mined for the aquatic extracts of olive leaves. The following physical properties of
aqueous extracts were determined and further used as parameters in the optimiza-
tion process: pH, conductivity (G), total dissolved solids (TDS), dry matter by
drying method (AOAC 1995). Determination of chemical properties vs based on
the content of polyphenols as well as the antioxidative capacity, measured spectro-
photometrically: total polyphenols (TP) by the method previously described by
Pinelo et al. (2005) and the antioxidant capacity by ABTS method (Re et al. 1999),
DPPH method (Brand-Williams et al. 1995) and FRAP method (Benzie and Strain
1996).
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Experimental data shown in Table 2 was further used for RSM (StatSoft Inc.,
2008). RSM results for optimization conditions of extraction conditions of biolog-
ically active components from olive leaf are presented in Fig. 1.

Influence of four variables [temperature (T ), time (t), particle size (d ) and mixing
rate (rpm)] on the extractability of total polyphenols (TP) and antioxidant activity
was analyzed at three levels (extraction temperature: T ¼ 40 �C, 60 �C and 80 �C;
extraction time: t ¼ 5, 10 and 15 min; particle size: d ¼ 100, 300 and 500 μm &
mixing rate: rpm ¼ 250, 500 and 750 min�1). Figure 1 shows two-dimensional
representations of the dependence of output variables and process conditions and the
estimated optimal process conditions. From the results it can be seen that in the
prepared aqueous extracts, the proportion of total polyphenols ranged from TP ¼ 60
mgGAE g�1

d:m: to TP ¼ 240 mgGAE g�1
d:m:, whereas, according to the model, the optimal

proportion of total polyphenols was TPF ¼ 152.12 mgGAE g�1
d:m:. It was also visible

that the increase in extraction temperature, particle diameter and mixing rate did not
affect the proportion of total polyphenols, whereas the share of total polyphenols
increased with increasing extraction time. Also, it can be seen that the antioxidant
activity measured by the ABTS method was in the range from ABTS ¼ 0.10
mmolTrolox g�1

d:m: to ABTS ¼ 0.80 mmolTrolox g�1
d:m: and that the optimal predicted

value of was ABTS ¼ 0.37 mmolTrolox g�1
d:m:. It was also noticeable that the minimum

response function was achieved for temperature T ¼ 60 �C.
As far as the extraction time was concerned, the increase of extraction time did

not significantly affect the antioxidant activity measured by the ABTS method. Also,
an increase in particle diameter and mixing rate did not affect the antioxidant activity
significantly neither. The antioxidant activity measured by the DPPHmethod was in
the range of DPPH ¼ 0.25 mmolTrolox g�1

d:m: to DPPH ¼ 0.55 mmolTrolox g�1
d:m:

with the optimal value of DPPH ¼ 0.38 mmolTrolox g�1
d:m:. Increase of temperature

and stirring speed lead to a decrease of the antioxidant activity measured by the
DPPH method ant the TP values while the particle diameter has no significant
influence on the content of TP and AOA measured by use of the DPHH method.
The optimum antioxidant activity measured by the FRAP method was FRAP ¼ 1.07
mmolFeSO4x7H2Og�1

d:m:. It can also be seen that at T¼ 40 �C and T¼ 80 �C there was a
decrease in antioxidant activity. Duration of the extraction and mixing rate did not
influence antioxidant activity measured by FRAP method.

Based on the RSM optimization, it can be seen that the optimal conditions for
extraction of total polyphenols and antioxidant activity measured by ABTS, FRAP
and DPPH methods are: temperature of 60 �C, 10 min of extraction time, particle
diameter of 300 μm and the stirring speed of 500 min�1. Derrien et al. (2017) also
used effectively the response surface methodology in optimizing the green process
for the extraction of lutein and chlorophyll from spinach by-products. However, still
remains the question if the optimal solution i.e. whether the proposed conditions of
extraction lead to the best utilization of the observed bioactive components.

Defined optimal ranges of physicochemical parameters were further used for
linear and fuzzy optimization.
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5 Application of Linear Optimization (LP)

When linear optimization is used, the model that leads to the optimal result has a
structure where the goal function (Eq. 3) is subjected to constrains which define the
expected range of observed parameters as follows:

min or max FG ¼ cT � x ð3Þ
Subject to

Y1 � x � z1 ð4Þ
Y2 � x � z2 ð5Þ
Y3 � x ¼ z3 ð6Þ

The goal function, FG aims at minimizing or maximizing an observed parameter.
This function is defined as the product of a transposed vector c (cT) and the vector x
presenting the treated samples in different experiments (x1 � x27). In most cases, the
goal function is used to minimize the costs (Stich et al. 2017; Liu et al. 2017) or
maximize the profit (Wang et al. 2017). In this study, the goal function was used to
maximize the content of polyphenols based on the ranges of parameters that are

Fig. 1 RSM results for optimization of bioactives extraction from olive leaves
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presented with equalities and inequalities (Eqs. 4–6). The matrix Y presents the
content of other parameters in treated samples during different experiments.

The search for maximal content of total polyphenols based on experimental data
showed slightly different results than the one based on the simple linear optimization
where the goal function (FG) was maximization of TP subjected to the experiment
conditions (different t, T, rpm and d ). In this optimization process the relations of
any equality (Eq. 6) are not used.

The aim is to maximize the content of total polyphenols:

max Σ c TPð Þi � xi ð7Þ
where i presents the number of the experiment, i ¼ 1, 2,. . ., 27.

The goal function is subjected with the four experimental conditions ( j¼ 4) in the
range from the minimal to the maximal value of the observed experimental
condition:

min j � jk � xi � max j ð8Þ
where k is the first, second or third value of the observed parameter j (k ¼ 1, 2, 3)
form Table 1. A simple optimization structure is presented in Fig. 2, as a LINDO
program.

Fig. 2 Linear model applied in defining experimental conditions to maximize the content of total
polyphenols
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The maximized content of TP of 194.27 mgGAE g�1
d:m: could be reached if the

experiment is carried out at 40 �C, for 10 min at 500 rpm and with particle diameter
of 300 μm.

The disadvantage of applied linear optimization is the necessity to repeat the
optimization procedure if the aim is to find the maximum of the antioxidant activities
(ABTS, DPPH, FRAP) as well as the change of cT (Eq. 3).

However, if an equality (Eq. 6) is introduced as the previously calculated optimal
TP content, the linear model will allow to calculate the expected antioxidant activity
data under experimental conditions that would allow the maximum TP content
(194.27 mgGAE g�1

d:m:).
Again, the goal function is aimed to maximize the content of total polyphenols

(Eq. 7: max Σ {c(TP)i ∙ xi}), subjected to the experimental values of parameters from
Table 2, presented as constrains limited with maximal and minimal values of the
observed parameter:

min l � li � xi � max l ð9Þ
where i presents the number of the experiment i ¼ 1, 2,. . ., 27, while the 8 observed
parameters are observed with the parameter l. The constraints are now the experi-
mental results (Table 2) and introduced equality is shown in Fig. 3.

Expected physicochemical parameters for the optimal content of TP (194.27mgGAE
g�1
d:m: ) are following: pH ¼ 5.44; TDS ¼ 330.5 mg L�1; G ¼ 861.49 μS cm�1; d.

m. ¼ 0.55; ABTS ¼ 0.442 mmolTrolox g�1
d:m: ; DPPH ¼ 0.502 mmolTrolox g�1

d:m: and
FRAP ¼ 1.141 mmolFeSO4x7H2O g�1

d:m:.
Linear optimization was also used for expected physicochemical parameters for

the optimal content of TP of 152.12 mgGAE g�1
d:m:, as calculated previously by RSM.

The expected values of physicochemical properties for this case are: pH ¼ 5.36;

Fig. 3 Linear model applied in calculating expected parameters of physicochemical properties
when the content of total polyphenols optimal (maximized value)

176 J. Gajdoš Kljusurić et al.



TDS ¼ 389.5 mg L�1; G ¼ 782.22 μS cm�1; d.m. ¼ 0.52; ABTS ¼ 0.4 mmolTrolox
g�1
d:m: ; DPPH ¼ 0.42 mmolTrolox g�1

d:m: and FRAP ¼ 0.91 mmolFeSO4x7H2O g�1
d:m:. In

direct comparison of results obtained by LP and RSM, it was observed that the
differences in antioxidant capacities for the same optimal TP content are in the range
from 8% to 15%. Linear optimization is in the agricultural sector mostly used in
maximizing energy usability (Zhang et al. 2016). But development of the industry
which exploits natural raw materials and “waste” in the food industry, has inspired
application of linear optimization by Lesellier et al. (2015) in developments
approaches in supercritical fluid chromatography applied to the analysis of cos-
metics. The disadvantage of linear approach is that the optimal solution is one exact
number or a set of conditions expressed as exact number and for another combina-
tion i.e. new solution, the optimization process must be repeated after some settings
in the program have been changed (Orešković et al. 2015). Christen and his
co-workers presented in the study of fuzzy cognitive mapping help in agricultural
policy design and communication (2015) showed how optimization in the agricul-
tural sector does not have to be solely and rigid. Fuzzy logic (FL) deals with
reasoning that is approximate instead of fixed and exact. In contrast with Boolean
logic theory, where binary sets have two-valued logic: true or false, fuzzy logic
variables may have a truth value that ranges in degree between 0 and 1. Fuzzy logic
has been extended to handle the concept of partial truth, where the truth value may
range between completely true and completely false (Agah 2014). This implies that,
when linguistic variables are used, these degrees may be managed by specific
functions (Kupka and Rusnok 2017). The fuzzy approach in the optimization
introduces an innovation—instead of having one goal function—all observed
parameters are observed with equal weight, which is often described as Pareto
optimization (Gajdoš Kljusurić et al. 2012, 2014).

Although FL is primarily used in technical sciences, its application has extended
to almost all scientific disciplines: e.g. fuzzy approach in menu planning was
presented by Wirsam and Hahn (1999) when they modelled membership functions
of daily recommendations of energy. Such “optimization” gives the same weight to
all observed variables, at the same time respecting the recommendations for the
observed variables and allowing the optimization in the Pareto sense. This presents
the multiobjective optimization based on reasoning that is approximate instead of
true or false as it is within Boolean logic theory. While variables in mathematics
usually take numerical values, in fuzzy logic applications, the non-numeric linguistic
variables are often used to facilitate the expression of rules and facts (Christen et al.
2015). The basic tendency is to achieve maximal value (value 1) of the membership
function μ, for each observed parameter (Gajdoš Kljusurić et al. 2012).

In the Boolean logic theory, as crisp values, a range of allowed or expected
values, xa, of an observed parameter a would be explained as followed:

xa,min � xa � xa,max ð10Þ
This rule is used in the example of applied LP, where an observed parameter was

defined in two constrains (Eqs. 4 and 5). Projection of the same example through
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application of fuzzy logic, an expected concentration of an observed parameter is
defined by a characteristic membership function μ(xa):

μ xað Þ 1, for xa,min � xa � xa,max
0, unacceptable

�
: ð11Þ

Linguistic variable related to the membership function would be, for instance,
“low concentration”, “high concentration” and “very high concentration” of total
polyphenols. As presented in the sample, fuzzy set is used to show the inherent
imprecision and fuzziness of quantities as well as to model the gradual boundaries of
the optimal expected values associated with the extraction method.

Fuzzy logic optimization has to follow two basic steps:

1. Fuzzification
2. Defuzzification.

The modelling process where crisp values are related with the grades of mem-
bership for linguistic terms of fuzzy sets is called fuzzification (Wirsam and Hahn
1999).

In the fuzzy set modelling of an observed parameter is crucial to construct the
function following the basic properties of a fuzzy set (Gajdoš Kljusurić et al. 2012;
Agah 2014) where the membership function must be defined by its core, height and
support (Fig. 4).

The subset of a universal set X with the property μA(x) ¼ 1 is the core of fuzzy set
A:

core Að Þ ¼ ��
x 2 X j μA x ¼ 1ð Þ� ð12Þ

core

height

support

1

A

µ

Fig. 4 Properties of a fuzzy set A
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The subset of the universal set X with nonzero membership grades is the support
of the fuzzy set A:

supp Að Þ ¼ ��
x 2 X j μA x > 1ð Þ� ð13Þ

The supremum (maximum) of the membership grades of A is the height of a fuzzy
set, defined as:

hgt Að Þ ¼ maxx2XμA Xð Þ ð14Þ
Fuzzy set A is normal if the height is equal to 1 and defined in the interval [0, 1]

and the core and support of a fuzzy set are ordinary subsets of X.
Three shapes of the fuzzy set are commonly used: (i) the so called “bell-shape”

(Fig. 5, A1), (ii) S (Fig. 5, A2) and (iii) Z shape (Fig. 5, A3).
A fuzzy set has to be explained with bools values while a linguistic term can be

presented differently. For example, the sentence Eat “more” dark chocolate because
it is rich in polyphenols contains a linguistic variable (“more”) that could be
presented as 10 or 100 g. This process of producing a quantifiable result in fuzzy
logic is called defuzzification and is necessary because humans are more familiar
with crisp values.

Wirsam and Hahn (1999) suggested the application of modified harmonic mean
that defuzzifies the optimization and this crisp value is called Prerow value (PV):

PV ¼ μ xið Þmin �
n� 1ð ÞP

i 6¼imin
1

μ xið Þ
� �

2
4

3
5 ð15Þ

where μ(xi) are the fuzzy sets for i observed parameters. The Prerow value is the
measure of closeness to the recommended or expected value. Preferred PV values
are greater than 0.7, and the optimal result would result in a PV value > 0.9. The

Fig. 5 Shape of a fuzzy set when the content of the observed parameters is preferred to be in an
expected range μ(A1), to be high μ(A2) or, to be as lower as possible μ(A3)
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optimization process by fuzzy logic was conducted using the program WR
Mathematica v. 8. (Wolfram Research, USA).

After import of experimental data, all parameters undergo the fuzzification viz a
bell-shaped membership function was modelled for each parameter.

Possible combinations of experiment conditions are presented in the algorithm
(Wolfram Research Inc., 2017) as follows:

The combinations of temperature, time, rpm and diameter that resulted with a
crisp value (PV value) within the range of 0.7–1 were considered as acceptable
experiment conditions which were expected to lead to the maximal extraction of total
polyphenols.

It can be seen from the algorithm line that there can be 12 different variables
(3 � t, 3 � T, 3 � rpm and 3 � d ) which lead to 81 possible combinations
(3t � 3T � 3rpm � 3d ). But defuzzification will show how many of them are
acceptable (PV > 0.7) based on their bioactive profile (Table 3).

Sorted results, from those which are less appreciated to those that are highly
recommended, have shown that all combinations are acceptable (PV> 0.7) but some
of experiment conditions will lead to somewhat better extraction of the biologically
active component, TP (Table 3).

The nonlinear approach where fuzzy logic was used, resulted in an optimal TP
content of 155.4 mgGAE g�1

d:m: if the aqueous extract of olive leaves (diameter
300 mm, d2) is heated to 60 �C (T2) for 5 min (t1) and mixed at 250 rpm (rpm1).

The developed algorithm also allowed the analysis of the expected contents of all
other parameters after the applied nonlinear approach (Table 4).

All the fuzzy set membership values (μ(xi) in Table 4) were used as inputs in
Eq. (15) and the PV value equals the one for the last combination shown in Table 3.

180 J. Gajdoš Kljusurić et al.



PV ¼ μðxiÞmin �
ðn� 1ÞX

i 6¼imin

1
μðxiÞ

� 	

2
66664

3
77775

¼ 0:91 � ð8� 1Þ
1

0:92
þ 1
0:93

þ 1
0:94

þ 1þ 1
0:96

þ 1
0:98

þ 1
0:93

2
64

3
75 ¼ 0:865

The linear approaches (RSM and LP) have shown that such models are simple to
use with no special data preparation. However, the application of LP will result in
just one possible solution for the appropriate experiment conditions for extraction of
bioactive compounds from olive leaves. For any other combination of extraction
conditions, solving of the LP should be repeated with the exclusion of the previous
solution. This often stands out as a disadvantage of LP application. On the other
hand, RSM decreases possible number of combinations to 1/3 (27 out of 81 possible
combinations) and, as shown by the use of LP, the same input data will not lead to
the same optimal solution.

Result of the fuzzy optimization process was a set of combinations of experiment
conditions (temperature, time, rpm and diameter) that could reach the acceptable
content of one or more target(ed) parameter(s) in 65% of the cases. Although the

Table 3 Combinations sorted
according PV value (3 worst
and 4 best)

Extraction condition combination Prerow value (PV)

1 t3, T3, rpm3, d3 0.845

2 t2, T3, rpm3, d3 0.846

3 t1, T3, rpm3, d3 0.847

⋮ ⋮ ⋮
78 t3, T2, rpm1, d2 0.863

79 t1, T3, rpm1, d1 0.863

80 t1, T1, rpm1, d3 0.864

81 t1, T2, rpm1, d2 0.865

Table 4 Membership values
for each parameter and the PV
value for the best combination
of experiment conditions (t1,
T2, rpm1, d2)

Parameter (xi) μ(xi) Value

pH 0.91 5.4

TDS 0.92 385.5 mg L�1

G 0.93 771 μS cm�1

d.m. 0.94 0.56%

TP 1.00 155.4 mgGAE g�1
d:m:

ABTS 0.96 0.42 mmolTrolox g�1
d:m:

DPPH 0.98 0.5 mmolTrolox g�1
d:m:

FRAP 0.93 0.99 mmolFeSO4x7H2O g�1
d:m:
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whole set of parameter combinations are in the set as a final result, the disadvantage
of this method is the complexity of the fuzzification (modelling of membership
functions). The main advantage of application of fuzzy logic in the optimization is a
set of combinations of experiment conditions from which the one that leads to the
targeted concentration of a bioactive compound (polyphenols and/or antioxidant
activity) can be chosen.

Is there possibility that another computing approach could be more effective, can
be answered only then if the same problem is solved with another tool. To be sure, the
optimal experiment conditions of all optimization processes in the decision-making
should be compared. Those results are presented in Table 5. The optimal solution will
give an answer how long (t, time/min) should the aquatic extract of a certain particle
size of olive leaves (d/μm) be cooked and per which temperature (T/�C) and Revo-
lutions per minute (rpm/min�1).

Three different approaches lead to three different optimal conditions for optimal
extraction of TP. The only parameter that has been optimal in all three optimization
processes was the particle size of the olive leaves, 300 μm. But as presented in
Table 3 where even the “worst” combination of experiment condition resulted with
an acceptable PV value (>0.85), there is no doubt that optimal solutions where the
RSM or LP were used are also very acceptable because they would also result in a
high share of extracted total phenols and other observed parameters.

6 Conclusions

This chapter showed that, simple or complex, i.e. linear or nonlinear approach(es) in
the search for optimal experiment conditions in extraction of bioactive compounds
from olive leaves, will lead to an optimal solution, but the engineer will decide which
approach is suitable for further application. Linear optimization and application of
fuzzy logic resulted with the best possible offer per set limitations. However, the
application of fuzziness allowed the extension of the set of acceptable experiment
combinations to achieve the best extraction of a bioactive component.

Table 5 Optimal experiment conditions (t, T, rpm, d) for maximizing the extraction of total
polyphenols, based on the linear (RSM or LP) and non-linear approach (fuzzy logic, FL)

Optimization

Experiment condition

t (min) T (�C) rpm (min�1) d (μm)

RSM 10 60 500 300

LP 10 40 500 300

FL 5 60 250 300
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Methodology and Criteria for the Allocation
of Reused Water in Agriculture

María M. Borrego-Marín, L. Riesgo, and J. Berbel

Abstract This chapter provides a methodology to analyse the allocation of reused
water. The tool has been developed for the Guadalquivir River Basin Authority,
allowing decision makers to rank the actions on the reutilization of urban water for
agriculture. The decision support is based on four groups of attributes: (1) resource
supply, (2) environmental impact, (3) technical and economic feasibility and
(4) social and institutional impact. A multicriteria decision method is proposed to
aggregate all selected indicators. The results allow the River Basin Authority to
classify different water requests of reused water, according not only to their technical
knowledge, but also to the experience of different experts and stakeholders in water
management.

Keywords Wastewater reuse · Agriculture · Water management · Multicriteria
decision analysis · River Basin

1 Introduction

The combination of different factors, such as population growth, increased urbani-
zation, water extraction for agricultural use, droughts, and deterioration of water
quality implies a greater pressure on water resources worldwide (European Envi-
ronment Agency 2016b). The level of water extraction is reaching the natural
limits, and consequently, a drastic change in the conventional concept of use is
required (United Nations 2017). As a result, water reuse is a strategy that has been
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gaining acceptance in many parts of the world, and connects directly with the new
paradigm of the Circular Economy (European Commission 2015).

The Spanish legal framework for water reuse dates back to the Royal Decree
1620/2007, which includes authorized and prohibited uses, as well as the quality
conditions required for each use (Ministry of Presidence 2007).

This chapter focuses on the technical bases and the criteria required for the
allocation of reused water in agriculture by the Guadalquivir River Basin Authority,
considering that agriculture is the main user of water resource in the river basin. The
Water Authority may guarantee the compatibility of the proposed use with the
hydrological planning (specifically, with the fulfillment of the ecological flows)
and, eventually, the allocation of the resources requested from the reserve
established for this purpose in the Hydrological Plans.

The use of a Multi-Criteria Decision Making (MCDM) technique to support
decision making in the field of water management has numerous examples.
Hajkowicz and Collins (2007) showed that MCDM in water resource management
is widespread and growing. They reviewed 113 studies published since 1973. It was
found that the annual publication rate has been steadily growing since the late 1980s.
The majority of applications are related to the fields of water policy, supply planning
and the evaluation of major infrastructure.

Recently Alvarado et al. (2016) select the best wells for water provision to urban
networks. Borrego and Riesgo (2016) analyse and compare the sustainability of the
integral water cycle in the Spanish River basins using two multicriteria decision-
making methods, the Analytical Hierarchy Process (AHP) and the technique for
order preference by similarity to ideal solution (TOPSIS). Sanguanduan and
Nititvattananon (2011) apply MCDM methods for urban water reuse decision.
Regarding wastewater reuse, Hadipour et al. (2016) apply a MCDM model (based
on AHP) in order to find the best alternative for using wastewater in Iran as a case
study. Kalavrouziotis et al. (2011) apply a MCDA model to the management of the
Wastewater Treatment Plant (WWTP) of a Greek city with the aim of finding an
optimum solution of the wastewater and bio sludge disposal.

2 Background and Case Study Description

The Guadalquivir River is the longest river in southern Spain with a length of
around 650 km. Its basin covers an area of 57,527 km2 and a population of
4,107,598 inhabitants. The basin has a Mediterranean climate with a heterogeneous
precipitation distribution, annual average temperature is 16.8 �C, and the annual
precipitation averages at 573 mm, with a range between 260 mm and 983 mm
(standard deviation of 161 mm). The average renewable resources in the basin
amount to 7043 (arithmetic mean) or 5078 hm3/year (median), ranging from a
minimum of 372 hm3/year to a maximum of 15,180 hm3/year. Agriculture is the
main water user in the basin according to the Guadalquivir River Basin
Management Plan (Fig. 1).
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Guadalquivir River Basin is probably the largest basin with severe scarcity
problems in Europe (Berbel et al. 2012). Reused water in the Guadalquivir River
Basin cannot be considered “new” water as the volume is already accounted in the
water balance due to the integrated nature of the river basin where all return flows
(either from agriculture, industry or urban) are an input for the next user downstream
and support the environmental flow.

The growing demand for water resources has been driven by profitable agribusi-
ness (Berbel et al. 2012). Within the Guadalquivir basin, more than 50% of Spanish
olive oil is produced, and almost 50% of the olive groves are irrigated with a
prevalence of high-tech intensive cultivation. In addition, some high-value crops
such as early season fruits and strawberries increase the demand for irrigation water,
while urban development and industrial demand simultaneously intensify the pres-
sures, a situation which led to the ‘administrative closure’ of the basin when the old
policy of supply (storage) increase could not meet the gap between demand and
supply of resources. Berbel et al. (2013) discuss changes over time in the basin’s
water supply and extraction. It means that all basin resources are already
compromised, and therefore there is not possible to allocate additional resources.

As a result, the Guadalquivir Basin Management Plan (2015–2021), approved by
Royal Decree 1/2016, of 8 January (Ministry of Agriculture, Food and Environment
2016), establishes a reserve of up to 20 hm3/year of reused water. The River Basin
Authority shall establish the process to be followed to allocate these resources.
Therefore, River Basin Authority needs a useful tool to rank and to hierarchy the
actions regarding urban water reuse in agriculture.

Fig. 1 Guadalquivir River Basin
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3 Methodology

A Multicriteria Decision Analysis (MCDA) tool has been used to prioritize each
action or project in the allocation of reused water in agriculture in the Guadalquivir
River Basin Authority. The selection of an appropriate method has been chosen on
the basis of the different criteria and indicators considered to evaluate different
possibilities of reuse water allocation. As it will be presented below in detail, four
different criteria are considered to reallocate water, as well as a number of indicators
that can be classified within each criterion. The problem can be specified as a
hierarchical problem, from a general objective and different criteria to fulfil the
objective till a number of indicators to assess each criterion (see Fig. 2). Such
structure allows specifying the problem as the contribution of each of the elements
to the full objective, and the Analytical Hierarchy Process (AHP) seems to be the
appropriate framework to analyse the problem.

In a first step, a set of criteria has been established in order to evaluate water
applications on the basis of their sustainability and adequacy. Sustainability is
assessed considering the traditional economic, environmental and social dimensions
(Tan and Egan 2017). In order to get a better evaluation of the environmental
dimension, two different criteria are included. First, the existing resource supply
and secondly the environmental impact of the allocation of reused water. Then, all
the criteria to evaluate the sustainability and suitability of water requests are the
following:

(a) Resource supply: availability and quality of effluent resources.
(b) Environmental impact: environmental sustainability and compatibility with the

environmental objectives of the water bodies.
(c) Technical and economic feasibility of the action, both in terms of initial invest-

ment and subsequent maintenance and operation.
(d) Territorial equity and social criteria.

Global objective

Criteria

Indicators

Allocation of reused water 

Supply Environmental Technical & Econ. Territorial & Social 

Fraction requested

Treatment level

Compliance

Sensitive area

Natural water 

Extraction index

Agreement

GVA

SGM

Treatment cost

Employment

Irrigation area

No. farmers 

UnemploymentTransport & 
distribution 

Competence

Fraction in winter

Fig. 2 AHP structure
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To evaluate each criterion a number of indicators has been selected based on both
the literature review and the expertise of a panel of experts. Table 1 shows the
indicators used to evaluate the criteria.

The supply dimension is measured through four different indicators:

(a) Fraction of the total requested effluent: this indicator measures the requested and
available volume of water in order to identify potential disequilibria between
water demand and supply. In order to comply with the precautionary principle, a
limitation has been set and the requested volume cannot exceed 80% of existing
water. Considering this limitation, the following table (Table 2) shows the scores
to each potential request.

(b) Current treatment level: according to EDARNet (Database of Waste-Water
Treatment Plants), a high treatment level is highly recommended in order to
avoid additional costs later on. Regeneration costs only include filtering and

Table 1 Criteria and indicators to assess water applications

Criteria Indicators

Supply Fraction of total requested effluent

Current treatment level

Compliance (wastewater treatment plant, WWTP)

Fraction of the total volume captured in winter

Environmental impact Discharge to a sensitive area

A natural surface water body to which effluents are discharged

Extraction index of the surface water body from which discharge
is drawn

Agreement with the owner of the discharge

Sufficiency of proposed regulation

Technical and economic
feasibility

Gross value added (GVA)

Standard gross margin (SGM)

Treatment cost

Transport and distribution cost

Territorial and social Employment

Irrigation area existing in the location

Total number of farmers in irrigation communities

Unemployment in the area

Table 2 Scoresa depending on the fraction of the total requested effluent

Fraction requested under 40% of the total requested effluent 5

Fraction requested between 40% and 50% of the total requested effluent 4

Fraction requested between 50% and 60% of the total requested effluent 3

Fraction requested between 60% and 70% of the total requested effluent 2

Fraction requested between 70% and 80% of the total requested effluent 1
aAll the scores have been established by the Guadalquivir River Basin Authority
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disinfection issues. Each request will be evaluated according to the following
scores (Table 3) for this indicator.

(c) Compliance: the lack of compliance of the wastewater implies malfunctioning
and therefore may increase the costs. According to this indicator, the following
table (Table 4) shows the potential scores to each request.

(d) Fraction of the total volume abstracted in winter (15 September–15 April): water
abstraction in winter may reduce the probability of affecting other water uses.
Each request will be evaluated according to the following scores (Table 5) for
this indicator:

The environmental impact dimension is measured through five different
indicators:

(a) Discharge to a sensitive area: it is considered beneficial the nutrients remove
caused by water reuse, in special when the requested use is discharged to a
sensitive area (Table 6).

(b) Natural surface water body to which effluents are discharged (Table 7): water
abstraction to be reused in water bodies where the alteration is low is negatively
considered. The indicator to measure this is the percentage of the Potential
Useful Habitat (PUH) established in the Hydrological Plan as an objective to
determine ecological flows.

(c) Extraction index of the surface body where water is abstracted: the aim of this
indicator is to show the impact of the surface water body. Therefore, abstractions
in water bodies with high frequency of abstractions are negatively evaluated, as
can be seen below (Table 8).

(d) Agreement with the owner of the wastewater discharge (Table 9): the existence
of an agreement with the owner of the wastewater use right to collaborate in the

Table 3 Scores depending on
the current treatment level

Secondary treatment + Strict 5

Secondary treatment 2

Lower-level treatments 1

Table 4 Scores depending on
the compliance

Compliant wastewater 5

Non-compliant wastewater 1

Table 5 Scores depending on
water abstracted in winter

Water abstraction of more than 90% in winter 5

80%–90% of water abstraction in winter 4

70%–80% of water abstraction in winter 3

60%–70% of water abstraction in winter 2

Water abstraction of less than 60% in winter 1

Table 6 Scores depending on
potential discharge to a
sensitive area

Discharge to a sensitive area 2

Discharge to a non-sensitive area 1
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maintenance of the wastewater treatment plant or WWTP when the water reuse
is requested is considered as positive.

(e) Competence of the regulation: water reuse request must be justified through a
project, including the characteristics of the infrastructure for storage and distri-
bution of recycled water from the point of delivery of regenerated water to the
location where water is going to be used. Such infrastructure is going to be
evaluated on the basis of their capacity to reduce the impact of recycled water on
water bodies (Table 10).

The technical and economic feasibility includes four different indicators:

(a) Gross Added Value, GAV (€): this indicator is calculated as the multiplication of
the unit GAV of each crop (GAV/m3) times the water use of such crop. The
GAV allow us to calculate water contribution to local and regional GDP
(Table 11).

(b) Standard Gross Margin, SGM (€): this indicator shows the profitability of the
farm (Table 12).

Table 7 Scores depending on
the natural surface water body

High hydrological alteration (PUH 30%) 5

Medium hydrological alteration (PUH 50%) 3

Low hydrological alteration (PUH 80%) 1

Table 8 Scores depending on
the extraction index of the
surface water body

Extraction index lower than 0.50 5

Extraction index between 0.50 and 0.60 4

Extraction index between 0.60 and 0.70 3

Extraction index between 0.70 and 0.80 2

Extraction index higher than 0.80 1

Undetermined 2

Table 9 Scores depending on
the agreement with the user

Agreement 5

Chance of agreement 3

Negotiation procedure 1

Table 10 Scores depending
on the competence of the
regulation

Volume requested/estimated volume needed �0.80 5

Volume requested/estimated volume needed between 0.67
and 0.80

4

Volume requested/estimated volume needed between 0.50
and 0.67

3

Volume requested/estimated volume needed between 0.33
and 0.50

2

Volume requested/estimated volume needed between 0.25
and 0.33

1
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(c) Treatment cost (€/m3): the recycling water costs (amortization of investment as a
function of useful life, use and maintenance of infrastructures). All required
treatments are included on the basis of the water use (Table 13).

(d) Transportation and distribution costs: these costs include all the costs from water
abstraction (WWTP discharge) to the irrigation area, such as water pump,
discharge pipelines to the pool, energy pumping costs and operating costs
from the pool to the farm. Amortization of investments and maintenance are
also considered (Table 14).

The Territorial and social dimension is measured through four different
indicators:

(a) Annual labour. To assess such indicator the crops grown in the farm are taken
into account (Table 15).

(b) Pre-existing irrigated area as a percentage of the village area. Those villages with
small irrigated area are better evaluated since new projects are promoted in such
areas (Table 16).

(c) Total number of water users in the irrigated using reused water. The higher
number of water users involved the higher the valuation (Table 17).

(d) Average unemployment in 2015 (% of registered population): requests from
areas with high unemployment rates are better evaluated, due to the capacity of
agriculture to create jobs (Table 18).

Table 11 Scores depending
on the GAV

GAV >5,000,000 € 5

GAV between 2,000,000 and 5,000,000 € 4

GAV between 600,000 and 2,000,000 € 3

GAV between 200,000 and 600,000 € 2

GAV <200,000 € 1

Table 12 Scores depending
on the SGM

SGM >3,500,000 € 5

SGM between 1,200,000 and 3,500,000 € 4

SGM between 400,000 and 1,200,000 € 3

SGM between 120,000 and 400,000 € 2

SGM <120,000 € 1

Table 13 Scores depending
on the treatment cost

Treatment cost <0.09 € 3

Treatment cost between 0.09 and 0.12 € 2

Treatment cost >0.12 € 1

Table 14 Scores depending
on the transportation and
distribution costs

Transportation and distribution costs <0.05 € 4

Transportation and distribution costs between 0.05 and 0.10 € 3

Transportation and distribution costs between 0.10 and 0.20 € 2

Transportation and distribution costs >0.20 € 1
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In a second step, considering the indicators mentioned above, the Analytical
Hierarchy Process (AHP) is used to get the importance of each criteria and each
indicator to assess each action or project received in the Guadalquivir River Basin
Authority for the use of reused water in agriculture.

AHP allows to aggregate the performance of each attribute in each criterion, and
afterwards to get a score based on the aggregation of each one. This aggregation of
indicators and criteria considers the importance given by stakeholders.

The AHP method was created by Saaty (1980) as a structured but flexible
technique for making decisions in a multi-criteria context. This method is based
on dealing with complex decision problems using a hierarchical structure. Figure 2
shows the three-level structure considered for our case study.

Within this hierarchical structure, the relative importance or weightings (wk) of
criteria or sub-criteria hanging on each node are obtained from pair-wise compari-
sons between them. In order to perform these pair-wise comparisons, a 1–9 scale is
used (Table 19), as proposed by Aguarón and Moreno-Jiménez (2000).

Scores of these comparisons are used to build the Saaty matrices (A¼ ajk), which
are employed to determine the vector of priorities or weights (w1,. . .wk,. . .wn).
Although different procedures to estimate these weights have been proposed, for

Table 15 Scores depending
on labour

Labour >130,000 man.days 5

Labour between 50,000 and 130,000 man.days 4

Labour between 20,000 and 50,000 man.days 3

Labour between 10,000 and 20,000 man.days 2

Labour <10,000 man.days 1

Table 16 Scores depending
on existing irrigated area

Irrigated area <1% village area 5

Irrigated area between 1 and 7% village area 4

Irrigated area between 7 and 15% village area 3

Irrigated area between 15 and 34% village area 2

Irrigated area >34% village area 1

Table 17 Scores depending
on total number of water users

More than 100 water users 5

Between 51 and 100 water users 4

Between 26 and 50 water users 3

Between 6 and 25 water users 2

Less than 6 water users 1

Table 18 Scores depending
on average employment
in 2015

Unemployment >12% registered population 5

Unemployment between 10 and 12% registered population 4

Unemployment between 8 and 10% registered population 3

Unemployment between 5 and 8% registered population 2

Unemployment <5% registered population 1
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this case we select the simplest one: the geometric mean method, as proposed by
Easly et al. (2000).

The AHP decision technique was originally designed for individual decision-
makers, but was promptly extended for group decisions, such as our case study.
Thus, in order to determine the weights attached to each criterion we have to
consider the judgements of a group of people (p), each with his/her own pair-wise
comparison matrix (Ap ¼ ajkp) and its related weights (wkp). This individual infor-
mation is suitably treated in order to obtain a synthesis of aggregated weights (wk).

For this purpose, Forman and Peniwati (1998), and Whitmarsh and Palmieri
(2009), suggest that group decision making should be done by aggregating individ-
ual priorities using the geometric mean:

wk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiYp¼m

p¼1
wkp

m

r
ð1Þ

For indicators weighting, we employed a panel of 12 experts in water manage-
ment, sustainability (university lecturers, members of agricultural research centres,
civil servants in charge of water policy implementation, environmental associations
and farmers).

Before aggregating priority scores, the consistency of respondents’ pairwise
choices is tested by means of the consistency ratio (CR) based on the eigenvalue
method proposed by Saaty and Vargas (2000). In this paper, we consider only CR
lower than 0.1, as suggested by Bozoki and Rapcsak (2008).

4 Results

The application of the AHP allows us to get a classification of different actions
according to their score and the performance of each project in every particular
criterion. It also illustrates the importance of each indicator in contributing to it.

Table 20 shows the results of the application of the AHP method. First, we can
see the weights for the sustainability dimensions according to the preferences of the
group of experts. The environmental dimension is playing the most important role in
the whole sustainability (44%), followed by the territorial and social criteria (25%)

Table 19 Table of relative
scores

Value of ajk Scale meaning

1 j and k are equally important

3 j is slightly more important than k

5 j is more important than k

7 j is strongly more important than k

9 j is absolutely more important than k

2, 4, 6, 8 Middle values of the above

Reciprocal ajk ¼ 1/akj
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and supply (18%). The dimension of technical and economic feasibility is the least
important for sustainability of each project (14%) according to the panel of experts.

Using the weights showed above a global ranking of the different water requests
can be got, and consequently, reused water will be allocated to the proposal with the
highest score.

First, we need to evaluate each of the indicators according to what is included in
the water request project. For each indicator the scores established by the Guadal-
quivir River Basin Authority (see Tables 2–18) are used (i.e., according to each
water proposal, the indicator on water fraction requested would be evaluated from
1 to 5 (see Table 2), the indicator on treatment level would be valued from 1 to 5 (see
Table 3), etc.).

Once every indicator is assessed, the next step consists of including the weights of
each indicator and dimension on the basis of the weights established by the panel of
experts (see Table 20), according to the following process:

scorep ¼
X

m

X

j

dm � i j � score indicatorm, j ð2Þ

where scorep is the score of each water request, score_indicatorm,j is the result of
evaluating each indicator by the Guadalquivir River Basin Authority (Tables 2–18),
ij is the weight given by the panel of experts to each indicator (Table 20), and dm is
the weight of each dimension (Table 20).

Following this process, a ranking of projects will be obtained, and the water
proposal selected for the allocation of reused water would be that positioned on the
first place in the ranking (Table 21).

Table 20 Normalised weights for dimensions/criteria and indicators

Dimensions Indicators

Supply (da) 0.18 Fraction requested (ia1) 0.10

Treatment level (ia2) 0.56

Compliance (ia3) 0.27

Fraction in winter (ia4) 0.07

Environmental (db) 0.44 Sensitive area (ib5) 0.36

Natural water (ib6) 0.29

Extraction index (ib7) 0.20

Agreement (ib8) 0.05

Competence (ib9) 0.10

Technical and economic (dc) 0.14 Gross value added (ic10) 0.20

Standard gross margin (ic11) 0.24

Treatment cost (ic12) 0.30

Transportation and distribution (ic13) 0.25

Territorial and social (dd) 0.25 Employment (id14) 0.40

Irrigation area (id15) 0.13

Number of farmers (id16) 0.15

Unemployment (id17) 0.33
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5 Concluding Remarks

Water reuse can be better integrated in water planning management (European
Environment Agency 2016a). It should be more systematically considered by
Member States in implementation of EU water legislation and the water scarce
regions worldwide. It can be considered a measure to address water scarcity and
achieve good status under the Water Framework Directive, and in the investment in
the treatment of effluent as required by the Urban Waste Water Treatment Directive.
For this purpose, guidelines on Integrating Water Reuse into Water Planning and
Management in the context of the WFD were developed by the Commission,
Member States and stakeholders, within the Common Implementation Strategy of
the WFD. These guidelines (European Environment Agency 2016a) are based on
existing practice in the EU and third countries. They contain recommendations on
how to better integrate water reuse in water planning and management within the EU
policy framework and taking into account underlying environmental and socio-
economic benefits.

This chapter proposes a set of indicators that may be considered by the River
Basin Authority to analyze different proposals in order to allow increased use of
reused water in agriculture. The use of alternative water resources, technologies and
governance models is a top priority in the Partnership for Research and Innovation in
the Mediterranean Area stated by PRIMA Strategic Research and Innovation
Agenda (CSA 4PRIMA), so that our proposal aims to enforce the governance and
management instrument to reach these objectives.

Therefore, this study offers a useful tool for the River Basin Authority to rank
different proposals regarding urban water reuse for agriculture and to facilitate water
management in the river basin. This tool includes not only the preferences of the
River Basin Authority based on technical criteria, but also the preferences of a group
of experts in water management. Considering such preferences, the Guadalquivir
River Basin Authority would be able to classify the water proposals according to
both technical criteria and preferences of the society related to water management.
Consequently, a higher acceptability of the water action is expected by those agents
involved in the process.

However, this method may not be seen as a general framework for any allocation
of reuse water, since most of the indicators thresholds (e.g., scores depending on the
fraction of the total requested effluent, on the current treatment level, compliance,
etc.) have been set by the competent authority, i.e. the Guadalquivir River Basin
Authority. Any application of this methodology to another River Basin would
require an updating of such thresholds to the current situation of such basin.

Table 21 Global ranking of
projects

Applications Scorep Ranking

Project 3 Highest score 1

Project 7 Second highest score 2

⋮ ⋮
Project n Lowest score .
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Simulating Farmers’ Decision-Making
with a Cobb-Douglass MAUF: An
Application for an Ex-Ante Policy Analysis
of Water Pricing

Nazaret M. Montilla-López, José A. Gómez-Limón,
and Carlos Gutiérrez-Martín

Abstract Classical economic theory relies on the assumption that farmers’ behavior
can be modeled by maximizing profits or any utility function with profits as a single
attribute. However, farmers’ decision-making processes are actually driven by
various typically conflicting criteria, in addition to the expected profit. Therefore,
it must be assumed that producers’ behavior is guided by the maximization of a
multi-attribute utility function (MAUF) in which all relevant attributes considered
for decision-making are condensed. The objective of this paper is to provide more
in-depth knowledge about simulating farmers’ behavior by using non-linear
MAUFs, developing a new non-interactive method to elicit Cobb-Douglas
MAUFs based on farmers’ actual behavior that overcomes some shortcomings of
traditional additive MAUFs. Moreover, this approach is compared with two others
that are widely used: the profit maximization and additive MAUF approaches. This
procedure is implemented for illustrative purposes to analyze the feasible impacts of
water pricing in an irrigated district in southern Spain. The results obtained show that
simulations using the Cobb-Douglas utility function are more reliable than the
alternatives already used in the literature. In this regard, two pieces of evidence
justify this assessment: the calibration is more precise, and the resulting water-
demand curve is smoother than in the other two alternative simulation approaches
considered.
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1 Introduction

Classical economic theory relies on the assumption that farmers’ behavior can be
modeled by maximizing profit or any utility function with profit as a single attribute,
as assumed by expected utility theory (EUT). In fact, EUT has become one of the
most popular approaches to simulating farmers’ decision-making, being
implemented using several mathematical programming tools (Chavas et al. 2010).
However, there is large amount of evidence not only supporting the consideration of
expected profit for farmers’ decision-making processes but also agreeing that these
processes are driven by various—typically conflicting—criteria related to their
economic, social, cultural, and natural environmental criteria (for recent empirical
studies confirming this idea see Berkhout et al. 2011; Mandryk et al. 2014). Hence, it
can be assumed that producers’ decision-making is guided by the maximization of a
multi-attribute utility function (MAUF), in which all of the relevant attributes
considered are condensed. This is the main idea underlying multi-attribute utility
theory (MAUT), an approach largely developed after the publication of the seminal
study by Keeney and Raiffa (1976) to overcome the limitations of single-attribute
(profit-related) utility functions. This alternative approach has also been widely
implemented in simulating farmers’ behavior, as shown by Sumpsi et al. (1997),
Amador et al. (1998), Gómez-Limón and Berbel (2000) and Gómez-Limón et al.
(2004), among others.

Most empirical approaches to implementing MAUT to simulate farmers’
decision-making have relied on additive MAUFs (U¼ w1 � f1 + w2 � f2 + . . . + wm � fm,
where f1, f2,. . .fm are the different attributes considered and w1, w2,. . .wm are the
weights given by farmers to each attribute) since these linear specifications of the
utility function are easier to elicit and to interpret. These MAUFs have typically been
estimated using a non-interactive procedure based on weighted goal programming
(WGP), as shown by Sumpsi et al. (1997), Amador et al. (1998) or Gómez-Limón
et al. (2004). This approach makes it possible to obtain the weights (wa) of every
single attribute with respect the total utility by solving an equation system in which a
linear combination of the optimum of each attribute equals the observed attribute
levels (for further details, see Sect. 2.2). However, this additive specification has
some shortcomings from an economic perspective, with the most relevant being the
assumptions regarding the constant marginal rate of substitution among attributes
due to the consideration of linear indifference curves and the total compensation
among attributes. This makes additive MAUFs inaccurate when simulating actual
decision-making (Hardaker et al. 2007). For this reason, in this paper, we propose
the elicitation of a Cobb-Douglas utility function (U ¼ f α11 � f α22 � . . . � f αmm , where α1,
α2,. . .αm are parameters related with the relevance given by farmers to each attribute)
as a sounder approach, as already suggested by Gutiérrez-Martín and Gómez-Gómez
(2011) and Gómez-Limón et al. (2016). This choice is justified because this function
shape is more coherent with economic theory since it meets conditions of Inada
(1963) that guarantee that there is a global optimum when the efficient frontier is
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convex, and it is consistent with the postulate of decreasing marginal utility for every
attribute.

Gutiérrez-Martín and Gómez-Gómez (2011) and Gómez-Limón et al. (2016)
have recently provided two different non-interactive approaches to eliciting the
alpha coefficients (αa) for Cobb-Douglas MAUFs. In general, the methods devel-
oped in both papers are based on the elicitation of the alpha coefficients by equating
the marginal rate of transformation between attributes on the efficient frontier and the
marginal rate of substitution between attributes on the indifference curves. However,
both approaches involve a relatively complex operational burden that makes their
implementation in a real-world setting difficult.

The general objective of this paper is to provide more in-depth knowledge about
simulating farmers’ behavior by using non-linear MAUFs. To that end, this objective
is twofold. First, a new and simpler method is developed to elicit Cobb-Douglas
MAUFs based on farmers’ actual behavior. Second, this method is implemented for
illustrative purposes to simulate farmers’ behavior in case a water pricing policy
were in place to show that this method is easier to implement than actual simulation
exercises. In addition, the results obtained in this manner are compared with those
resulting from simulation models that use profit and additive MAUF maximization,
confirming the advantages of the Cobb-Douglas MAUF approach for simulation
purposes.

To reach the objectives described above, this paper is organized as follows. After
this introductory section, the following section introduces the new method devel-
oped to elicit Cobb-Douglas MAUFs as a sounder approach compared to existing
alternatives to simulating farmers’ behavior such as profit or additive MAUF
maximization. Section 3 is focused on a real case study considered for the method-
ological implementation. First, the rationale of irrigation water pricing is explained;
second, the irrigation farm type considered for modeling purposes is described. The
following section describes the model construction, showing the decision variables,
the attributes to be included within the MAUFs, the model constraints and the water
price scenarios considered. Section 5 presents the results, both those from the MAUF
calibration procedures and those from the simulations of water prices implemented.
Finally, in view of the results obtained, Sect. 6 concludes, reviewing the advantages
of the Cobb-Douglas simulation approach and the procedure developed to elicit
these MAUFs.

2 Simulating Farmers’ Decision-Making: Alternative
Approaches

Farmers’ decision-making aims to choose productive alternatives (i.e., crop and
agricultural technique mixes) that maximize the farmers’ utility. This utility can
come from a single attribute (profit, according to classic economic theory) or from
various attributes (constituted by more complex utility functions, as assumed by
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MAUT). Regardless of the assumption considered regarding farmers’ behavior
(mono- or multi-attribute-guided), farmers’ utility functions are considered to be a
structural feature of these producers; that is, these utility functions do not change
when circumstances do. For this reason, these functions can be used to simulate
future scenarios by maximizing the corresponding utility function while changing
the scenario specific parameters.

Moreover, to simulate farmers’ behavior using mathematical programming (MP),
the entire set of decision variables (i.e., all feasible crop and agricultural technique
mixes) and all physical, technical, market or legal constraints that narrow the set of
feasible solutions must be taken into account. In this manner, MP models for
simulating farmers’ decision-making are built considering an objective function
(a mono- or multi-attributed utility function that, in turn, depends on the decision
variables) to be maximized and the set of constraints limiting farmers’ choices. In
this section, we introduce three different approaches to modeling farmers’ decision-
making in this manner, with the last approach being a new contribution to simulating
farmers’ behavior.

The methodological approaches used in this paper are explained following an
evolutionary rationale. First, an MP model relying on a classic mono-attribute
objective function with profit as the only relevant attribute for decision-making is
introduced.

Considering the multi-criterial nature of farmers’ decision-making, the second
approach presented is an MP model that maximizes an additive MAUF, elicited
following the WGP method proposed by Sumpsi et al. (1997). This approach implies
linear specifications for MAUFs that involves some shortcomings that warrant
discussion (Hardaker et al. 2007). Considering additive MAUFs implies linear
indifference curves (also called iso-utility curves or iso-preference curves), a condi-
tion involving a constant marginal rate of substitution among attributes that leads to
oversimplified simulations of farmers’ behavior. Furthermore, additive MAUFs
allow total compensability among attributes; this is, lower values of every particular
attribute can be compensated for by higher values of any other attribute, even if the
former reach unacceptably low levels for farmers. This implication also makes
additive MAUFs inaccurate when simulating farmers’ actual decision-making.

Both limitations of additive MAUFs can be overcome with other utility specifi-
cations. In this sense, André and Riesgo (2007) have shown how the application of
multiplicative utility functions can be more successful than additive utility functions
in reproducing farmers’ behavior. For this reason, Gutiérrez-Martín and Gómez-
Gómez (2011) and Gómez-Limón et al. (2016) have proposed the use of Cobb-
Douglas utility functions as a general and flexible multiplicative form for MAUFs
that allow more real indifference curves and partial compensation between attributes.
Moreover, this function is coherent with neoclassic economic theory since it guar-
antees that there is a global optimum when the efficient frontier is convex, and this
formulation is consistent with the postulate of decreasing marginal utility for every
attribute. Thus, the third approach proposed for simulating farmers’ behavior is an
MP model that maximizes a Cobb-Douglas MAUF. As noted above, to that end, a
new and simpler procedure for eliciting Cobb-Douglas MAUFs is explained.
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2.1 Profit Maximization

The more classical modeling approach to simulating farmers’ behavior is to con-
struct an MP model that considers profit (π) as the unique attribute to be maximized
under a set of constraints. Thus, in this case, the model is as follows:

Max U Xð Þ ¼ π Xð Þ ð1aÞ
s:t: AX � B

X � 0
ð1bÞ

where X (n�1) is the vector of decision variables (the area devoted to each crop-
technique mix), U(X) is the objective function (total utility) to be maximized and
π(X) is the profit function. The model constraints are built based on matrix A (p�n)
of technical coefficients of the allocable resource constraints and vector B (p�1) of
the available resource levels.

2.2 Additive MAUF Maximization: WGP Approach

The empirical implementation of MAUT for modeling purposes make it necessary to
consider some assumptions. The most relevant assumption is that all of the attributes
(fa) contained within the MAUF (U ) must be utility-independent.1 This allows the
entire utility U ¼ U(f1,. . .fa,. . .fm) to became a separable function: U ¼ g[u1(f1),
u2(f2),. . .um(fm)]. Moreover, if both total and partial utility functions take values in
the range of 0–1, then the MAUF takes either the additive form (U ¼ Σ wa ua(fa)) or
the multiplicative form (U¼ [Π (K�wa�ua(fa)+1)�1]∕K), where 0� wa� 1 and K¼ f
(wa). If attributes are mutually utility-independent and Ʃwa ¼ 1, then K ¼ 0, and the
utility function is additive. By contrast, if Σ wa 6¼ 1, then K 6¼ 0, and the mathemat-
ical form is multiplicative (Fishburn 1982).

Considering that farmers’ decision-making is guided by m attributes fa and the
abovementioned requirements for an additive MAUF are fulfilled, the simulation
MP model can be specified as follows:

Max U Xð Þ ¼
Xm
a¼1

wa � ua f a Xð Þð Þ ¼
Xm
a¼1

wa � nf a Xð Þ ð2aÞ

1According to Keeney and Raiffa (1976), attribute i is defined as the utility independent of attribute
j when the conditional preferences for lotteries on attribute i given the attribute j do not depend on
the particular level of attribute j (p. 226).
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s:t:
Xm
a¼1

wa ¼ 1

AX � B
X � 0

ð2bÞ

This objective function depends on a set of m single or partial utility functions
(ua(fa(X)) that consider all relevant attributes for producers’ decision-making, and wa

denotes the weight of each attribute, expressing its relative importance.
For operational and comparability purposes, we consider that all relevant attri-

butes are related to objectives to be maximized (i.e., more-is-better attributes). This
assumption does not imply any loss of generality. A less-is-better attribute (objective
to be minimized) can be transformed into a more-is-better attribute simply by
multiplying it by �1. If the attribute is to precisely reach a certain target (goal),
then it can be written as an objective minimizing the distance (or maximizing the
opposite of the distance) from the attained value to the target value, so that it can be
formulated as a less-is-better (or more-is-better) objective. Therefore, the formula-
tion proposed, which considers all attributes as objectives to be maximized, allows
us to address any problem involving any of the relevant types of attributes (objec-
tives or goal types) considered in the farmer’s MAUF.

Moreover, it is assumed that each single-attribute or partial utility function
(ua( fa(X)) is equal to the corresponding attribute fa(X). This assumption implies
linear utility-indifferent curves (constant partial marginal utility), a somewhat strong
assumption that can be regarded as a close enough approximation if the attributes
vary within a constrained range (Hardaker et al. 2007). Huirne and Hardaker (1998)
show how the slope of the single-attribute utility function has little impact on the
ranking of alternatives. Similarly, Amador et al. (1998) analyze how linear and
quasi-concave functions yield almost the same results. Consequently, we assume
this simplification in the elicitation of the MAUFs. Finally, for operational purposes,
the attribute functions are properly normalized to be bounded between 0 and
1 (nfa(X)).

Sumpsi et al. (1997) describe a widely used non-interactive process for eliciting
the values of the calibrating parameters wa in additive MAUFs. Following these
authors, the crop mix selection (X) can be viewed as a multi-objective programming
(MOP) decision-making problem. Because the preferences of decision-makers
should belong to the efficient frontier, a first approximation can be assessed through
the pay-off matrix, which is obtained by maximizing each of the objectives (in our
case, partial utility functions, nfa(X)) separately, subject to the constraints set
(expressions 2b). To obtain the relative weight of each attribute (wa), a system of
equations to make the sum of the weighted elements of the pay-off matrix for each
attribute be equal to their observed value (nf obsa ) is built as follows:
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nf 11¼nf∗1 nf 12 � � � nf 1m
nf 21 nf 22 ¼ nf∗2 � � � nf 2m
⋮ ⋮ ⋱ ⋮
nf m1 nf m2 � � � nf mm¼nf∗m

2
664

3
775 �

w1

w2

⋮
wm

2
664

3
775 ¼

nf obs1
nf obs2
⋮

nf obsm

2
664

3
775 ð3aÞ

Xm
a¼1

wa ¼ 1 ð3bÞ

where nf∗a is the normalized ideal value for attribute a, nfaa0 are the normalized
values of the elements in the pay-off matrix of attribute a when attribute a0 is
optimized, and nf obsa are the normalized observed values of each attribute.

Typically, however, there is not an exact solution to the above system; thus, it is
necessary to solve the problem by minimizing the sum of the deviational variables
that determine the set of wa that provided the closest solution:

Min
X

na þ pað Þ ð4aÞ
s:t: w1 � nf 11 þ w2 � nf 12 þ . . .þ wm � nf 1m þ n1 � p1 ¼ nf obs1

w1 � nf 21 þ w2 � nf 22 þ . . .þ wm � nf 2m þ n2 � p2 ¼ nf obs2
. . .

w1 � nf m1 þ w2 � nf m2 þ . . .þ wm � nf mm þ nm � pm ¼ nf obsm
w1 þ w2 þ . . .þ wm ¼ 1

ð4bÞ

where na and pa are the negative and positive deviations from the observed values for
each attribute, respectively.

2.3 Cobb-Douglas MAUF Maximization: WGP Approach

Considering a Cobb-Douglas MAUF, the MP model proposed for simulating
farmers’ behavior takes the following form:

Max U Xð Þ ¼
Ym
a¼1

ua f a Xð Þð Þαa½ � ¼
Ym
a¼1

nf a Xð Þαa½ � ð5aÞ

s:t:
Xm
a¼1

αa ¼ 1

AX � B
X � 0

ð5bÞ

where αa denotes the calibration coefficients of each attribute, related to their relative
importance.

As established above for the additive MAUF, in the case of the Cobb-Douglas
specification, it is also assumed that all attributes are related to objectives to be
maximized (i.e., more-is-better), and each single-attribute or partial utility function is
equal to the corresponding attribute properly normalized to be bounded between
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0 and 1. For purposes of comparability, the same normalization has been performed
in all approaches, including profit maximization.

The new methodological approach proposed for eliciting the αa coefficients in
Cobb-Douglas MAUFs is also based on the WGP approach explained above. To that
end, first, the Cobb-Douglas function is transformed into an additive expression. In
mathematical terms, one of the advantages of the Cobb-Douglas function used as an
objective function (expression 5a) is the possibility of being transformed into an
additive function using logarithms without losing any of its features:

log U Xð Þ½ � ¼ V Xð Þ ¼
Xm
a¼1

αa � log nf a Xð Þ½ � ð6Þ

Following a procedure similar to that developed by Sumpsi et al. (1997), this
transformation makes it possible to estimate the most appropriate alpha parameters
by solving the following m+1 system of equations, in which the weighted sum of the
elements of the pay-off matrix are equal to the observed values of the attributes, all of
them properly normalized and transformed by the natural logarithms:

log nf 11ð Þ¼log nf∗1
� �

log nf 12ð Þ � � � log nf 1mð Þ
log nf 21ð Þ log nf 22ð Þ ¼ log nf∗2

� � � � � log nf 2mð Þ
⋮ ⋮ ⋱ ⋮

log nf m1ð Þ log nf m2ð Þ � � � log nf mmð Þ¼log nf∗m
� �

2
664

3
775�

α1
α2
⋮
αm

2
664

3
775

¼
log nf obs1

� �
log nf obs2

� �
⋮

log nf obsm

� �
2
664

3
775

ð7aÞXm
a¼1

αa ¼ 1 ð7bÞ

As in the additive WGP approach, the previous system may not have an exact
solution (this is typically the case). Therefore, it is necessary to solve the problem by
minimizing the sum of deviational variables that determine the set of alpha param-
eters that lead to the closest solution:

Min
Xm
a¼1

na þ pað Þ ð8aÞ
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s:t: α1 � log nf 11ð Þ þ α2 � log nf 12ð Þ þ . . .þ αm � log nf 1mð Þ þ n1 � p1 ¼ log nf obs1

� �
α1 � log nf 21ð Þ þ α2 � log nf 22ð Þ þ . . .þ αm � log nf 2mð Þ þ n2 � p2 ¼ log nf obs2

� �
. . .

α1 � log nf m1ð Þ þ α2 � log nf m2ð Þ þ . . .þ αm � log nf mmð Þ þ nm � pm ¼ log nf obsm

� �
Xm
a¼1

αa ¼ 1

ð8bÞ
where na and pa are the absolute negative and positive deviations, respectively.

Once the alpha parameters are estimated by running model (8), the shape of the
Cobb-Douglas MAUF to be used for modeling purposes is as follows:

U Xð Þ ¼ nf 1 Xð Þα1 � nf 2 Xð Þα2 � . . . � nf m Xð Þαm ð9Þ

3 Case Study

3.1 Irrigation Water Pricing

At present, water resources are increasingly scarcer in Spain because of rising
demand and declining availability due to climate change. Moreover, traditional
supply-side water policy instruments, such as the construction of dams and other
water infrastructure to increase water supply, cannot be further developed since new
increases in the water supply are technically infeasible or economically
unaffordable, a situation known as ‘basin closure’ (Molle et al. 2010). When basin
development reaches the closure stage, any new water demand must be satisfied by
reducing other existing water uses. Under these circumstances, demand-side water
policy instruments such as water pricing or water markets are considered the most
suitable solutions for allowing a more efficient reallocation of water resources (Lago
et al. 2015).

Closed basins are found not only in Spain but also in other member states of the
European Union (EU) and other countries worldwide. This situation has caused EU
institutions to decide to develop a common policy for water management. The
approval of the Water Framework Directive (WFD; Directive 2000/60/CE of the
European Parliament and of the Council) it is considered the main achievement in
this field (Kallis and Butler 2001). The WFD (article 9) proposes water pricing as the
main policy instrument for addressing the demand for water within the EU
(European Commission 2001).

The rationale on which water pricing is based is purely economic. In this sense,
farmers in irrigated areas, according to economic theory, will respond to the intro-
duction of (or an increase in) water prices by reducing their consumption, in
accordance with a negatively sloped demand curve. In this manner, the water savings
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obtained would be re-distributed among other uses such as productive or environ-
mental purposes (ecological flows in rivers, etc.), according to societal preferences. Such
a reallocation of water resources would improve the efficiency of their use (Johansson
et al. 2002; Tsur et al. 2004). The impact of water pricing on farmers’ behavior has been
widely studied in the literature. In this sense, it is worth noting the book edited by Dinar
et al. (2015), who show the experiences of water pricing in several countries around the
world (Australia, Brazil, Canada, Chile, China, Colombia, France, India, Israel, Mexico,
The Netherlands, New Zealand and South Africa). Also relevant is the book edited by in
Berbel and Gutiérrez-Martín (2004), where interested readers can find a detailed analysis
of the impacts of water pricing on irrigated agriculture in the European Union, consid-
ering case studies in Spain, Italy, Greece and Portugal. Other interesting works
addressing water pricing in European countries are the ones developed by Bontemps
and Couture (2002) in France, focused on the estimation of water demand when water
pricing is implemented; Manos et al. (2006) in Greece and Fragoso and Marques (2015)
in Portugal, where the impacts of water pricing under alternative scenarios of European
agricultural policy are analyzed; and Bartolini et al. (2007), Galioto et al. (2013) and
Pérez-Blanco et al. (2016) in Italy, regarding the design of tariff strategies aiming at cost
recovery. Likewise, recent empirical studies by Pérez-Blanco et al. (2015), Kahil et al.
(2016) and Montilla-López et al. (2017) about irrigation water pricing in Spain are also
worth to be cited.

Most empirical studies that analyze how farmers would react in case water prices
were introduced (or increased) have relied on MP models to simulate the feasible
behavior of these producers when the parameter in the model representing the
volumetric water price is increased. In this paper, a similar ex-ante policy analysis
of water pricing is implemented for a real case study. However, as noted above, this
analysis is performed by using three different modeling approaches to illustrate the
outperformance of the new method proposed based on a Cobb-Douglas MAUF.

3.2 Modeling Scope

The empirical application proposed as the case study is developed in the Canal de la
Margen Izquierda del Bembézar irrigation district, located in the Guadalquivir River
Basin in southern Spain (see Fig. 1). This irrigated area covers a total of 4009 ha
divided into 163 farms with an average farm size of 66.2 ha.

Within the same agricultural system (e.g., an irrigation district), it can be easily
assumed that all farms fulfill the following features: i) technological homogeneity
(the same possibilities of production, the same types of resources, the same techno-
logical level and the same management capacity); ii) pecunious proportionality
(proportional profit expectations for each activity); and iii) institutional proportion-
ality (the availability of resources to the individual farm proportional to the average
availability). Assuming a profit-maximizing behavior, if the abovementioned
requirements are met, then all farms can be modeled together within the same MP
model without aggregation-biased results since all of them are assumed to have a
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similar productive behavior (Hazell and Norton 1986). However, real-world obser-
vations show that even within the same agricultural system, there exists heteroge-
neity between farms regarding the crop mixes and agricultural practices (in our case,
irrigation techniques), mainly because of the differences in farmers’ utility functions
since profit maximization is only seldom the unique objective guiding farmers’
decision-making (Pennings and Leuthold 2000; Berkhout et al. 2011; Karali et al.
2013). In fact, if an MAUT perspective is being considered, an additional homoge-
neity requirement is needed to avoid aggregation bias, i.e., homogeneity related to
the MAUF shape (i.e., the values of the parameters defining additive or Cobb-
Douglas MAUFs).

The MAUF shape is primarily based on the psychological characteristics of the
decision-makers, which differ significantly from farmer to farmer. According to this
perspective, the differences in decision-making (crop mix) among farmers in the
same production area must be primarily due to the differences in their utility
functions (in which the relative importance given to different criteria are condensed),
rather than other differences related to the profits of economic activities or disparities
in resource requirements or endowments. Thus, to avoid aggregation bias resulting
from lumping together farmers with significantly different MAUFs, a classification
of farmers into homogeneous groups with similar decision-making behavior (utility
functions) is required.

Fig. 1 Location of the selected irrigated area
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For this type of classification, the most efficient method is cluster analysis (Berbel
and Rodríguez-Ocaña 1998; Gómez-Limón and Riesgo 2004; Berkhout et al. 2011),
taking farmers’ real decision-making vectors (the actual crop mix) as the classifica-
tion criterion. Thus, following this idea, in this paper, we use clustering techniques to
assign individual farms to homogenous groups regarding their crop mixes (i.e., the
MAUF shape). Within the possibilities that this technique contains, we have selected
Ward’s procedure as a criterion for aggregation and the Euclidean distance as a
measure of the distance between farms of the irrigation district selected as the case
study. Following this procedure, a dendrogram has been generated, clearing showing
three different clusters; their average profiles (considering both crop mixes as
classification variables and other structural variables such as farm size, farmer age,
etc.) have been used to define the corresponding ‘farm types’, as shown in Table 1.

The homogeneous farms included in each cluster and represented by their own
farm type can be properly modeled without aggregation biases. Thus, these farm
types are considered decision units to be modeled in the individual MP models.
Regardless, considering the illustrative purpose of this paper, from this point on,
only the case of Cluster 1 (large diversified professional farmers) is considered for
model building.

4 Model Building

4.1 Variables, Attributes and Objective Functions

The decision variables for the farmer are the area devoted to each alternative
productive activity (X). These activities are denoted as Xi,j, where i means the crop
and j the irrigation technique used. The combination of crops and the irrigation
techniques considered as the decision variables for the case study analyzed includes
the current irrigated activities shown in Table 1 and rain-fed alternatives (wheat,
sunflower and olive groves). Thus, the model constructed will be able to simulate the

Table 1 Farm types in Canal de la Margen Izquierda del Bembézar

Label Crop mix
Farm size
(hectares)

Agricultural
income/total
income (%)

Cluster 1 Large diversi-
fied profes-
sional farmers

Corn-drip (32%), Orange-drip (25%),
Olive-drip (12%), Sunflower-
sprinkler (8%), Wheat-sprinkler (6%),
Cotton-sprinkler (6%), Vegetables-
sprinkler (6%), Potato-sprinkler (3%)

79.7 83.6

Cluster 2 Citrus growers Orange-drip (100%) 47.0 65.5

Cluster 3 Small part-time
corn growers

Corn-drip (100%) 13.1 42.9
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impacts of the various pricing scenarios (the water-demand function) as the result of
the famers’ short-term production adjustments, simulating both the substitution
of water-intensive crops by others and the cessation of irrigation and the introduction
of rain-fed crops with no need for water.

For the elicitation of the utility functions, three attributes have been used as the
most relevant attributes to model farmers’ decision-making, considering the existing
evidence (e.g., Gómez-Limón and Riesgo 2004; Pérez-Blanco and Gutiérrez-Martín
2017). These attributes are i) the profit in the short run, ii) the risk inherent to this
profit, and iii) the managerial complexity associated with the crop mix. Attributes are
defined as a mathematical function of the decision variables and become objectives
when the direction of improvement of each attribute is set. That is, the objective
related to each attribute will be profit maximization, risk minimization and mana-
gerial complexity minimization. Profit is defined by the expected total gross margin
(the average value of the 2007–2013 times series) (f1(X)¼GM(X)). Risk is measured
as the variance of the gross margin in the same period (f2(X)¼VAR(X)). Finally, total
labor (f3(X)¼TL(X)) has been selected as a proxy for managerial complexity.

The expected gross margin (GM(X)) has been calculated as the sum of total
income (the average crop price—pi—multiplied by the average yield—yi, j—plus
coupled subsidies—si) minus the variable costs (vci, j) and the water cost from the
water pricing, which is the product of the water quantity used (wqi, j) and the water
price (wp):

GM Xð Þ ¼
X
i

X
j

pi � yi, j þ si � vci, j � wqi, j � wp
� � � Xi, j
� � ð10Þ

The variance of the gross margin in the time series considered (VAR(X)) is defined
by Eq. (11), where Xt is the transposed vector X and [cov] is the variance-covariance
matrix of the gross margins of productive activities per hectare during the
2007–2013 period.

VAR Xð Þ ¼ Xt � cov½ � � X ð11Þ
Total labor is calculated as shown in Eq. (11), that is, as the sum of labor

requirements per crop and the irrigation technique (tli,j) in the entire farm area.

TL Xð Þ ¼
X
i

X
j

tli, j � Xi, j ð12Þ

As noted above, the objectives related to the several attributes considered (partial
utility functions) must be normalized for operational purposes to transform them into
more-is-better and dimensionless functions (nfa), whose values vary within the
interval [0,1]. To that end, we propose transforming the original attribute functions
into rates of success with respect to the ideal value of each attribute as follows:
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nf GM Xð Þ ¼ GM Xð Þ
GM∗ ; nf VAR Xð Þ ¼ VAR∗

VAR Xð Þ ; nf TL Xð Þ ¼ TL∗

TL Xð Þ ð13Þ

where GM∗, VAR∗ and TL∗ are the optimal or ideal values for the gross margin,
variance and total labor (their maximum and minimum, respectively). Note that
whereas for the more-is-better attribute (GM(X)), the ideal value (the largest possible
value) is in the denominator, for the less-is-better attributes (VAR(X) and TL(X)), the
ideal values (the smallest possible values) are in the numerator. Thus, it can be
checked that operating in this manner, all normalized attributes (nfa) are related to
more-is-better objectives and that their values range between 0 and 1.

The values of the attributes, properly normalized, represent the partial utilities,
which are combined in each utility function (objective functions in the MP models)
according to each methodological approach described in Sect. 2. In this regard,
Eqs. (14–16) represent the objective function in the case of profit maximization
(Eq. 14), the additive MAUF (Eq. 15) and the Cobb-Douglas MAUF (Eq. 16):

Max U Xð Þ ¼ nf GM Xð Þ ð14Þ
Max U Xð Þ ¼ wGM � nf GM Xð Þ þ wVAR � nf VAR Xð Þ þ wTL � nf TL Xð Þ ð15Þ

Max U Xð Þ ¼ nf GM Xð ÞαGM � nf VAR Xð ÞαVAR � nf TL Xð ÞαTL ð16Þ
Note that the normalization of GM(X) in Eq. (14) is not necessary but has been

performed for the sake of homogeneity.

4.2 Model Constraints

Farmers’ decision-making is subject to constraints that limit the feasible set of
choices at hand. These constraints respond not only to the fact that resources are
limited but also to other restrictions such as crop rotations, agricultural policy quotas,
marketing channel limits, etc. The constraints limit the space of the solutions of the
model to those that are attainable by the farmers (feasible solution set), explaining a
large share of its behavior. Equations (17a–17d) show all restrictions taken into
account by the farmers analyzed:X

i

X
j

Xi, j � fa ð17aÞ
X
i

X
j

Xi, j � wqi, j � wa � fa ð17bÞ

AX � B ð17cÞ
Xi, j � 0; 8i, j ð17dÞ

Constraints (17a) and (17b) are related to land and water availability, respec-
tively. The first limits the total area covered by the different alternatives to the farm
size ( fa). The water constraint establishes that irrigation water requirements cannot
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exceed water availability, with the former being the sum of water requirements per
alternative and the latter the water allotment provided by the water agency consid-
ering farm size ( fa) and water rights granted per hectare (wa). Moreover, Eq. (17c)
denotes the rest of the constraints defining the feasible solution set, which constitute
technical (agronomic and irrigation technology), policy (cotton quota) and market
requirements:

a) Agronomic constraints. These include the rotational and frequency constraints
actually followed by farmers as good agricultural practices.

b) Permanent crops. In the short run, it is not possible to increase or decrease the
area devoted to permanent crops (in our case study, citrus and olive groves)
because they are fixed assets that are only changeable in the long run. For this
reason, permanent crops are not allowed to change. However, irrigated olive
groves are allowed to change into rain-fed groves since this woody crop can be
grown with and without irrigation.2

c) Irrigation technique. It is assumed that the specific equipment for each irrigation
system (surface, sprinkler and drip) remains the same in the short term (new
investments in irrigation technology are not considered). As a result, the max-
imum area irrigated by each of these systems is fixed. This fact is modeled by
preventing the area covered by each irrigation technique from increasing by
more than 5% compared to the observed values.

d) Cotton quota. The area devoted to cotton is limited to the maximum area
observed in the period considered due to an agricultural policy constraint.

e) Market constraints. There are crops such as garlic and onions that are subject to
limited marketing channels because they cannot be stored for extended periods
(perishable products). The implication is that it is unlikely that farmers will
significantly increase the area cultivated with such crops due to the inability of
the market to absorb great variations in production in the short run. Thus, to
model this constraint, an upper limit of the area cultivated with these crops was
included on the basis of the maximum historical cultivation during the previous
7 years.

Finally, decision variables (Xi,j) are fixed as non-negative, as denoted by
Eq. (17d).

4.3 Simulating Water Pricing

Simulations can be performed because the utility functions are considered a struc-
tural feature of farmers that does not change over the course of any simulation. Thus,
the models built as explained in the two previous sections have been used to simulate

2This is not possible with orange groves since this permanent crop can be grown only under
irrigation.
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farmers’ responses (in terms of the crop mix and water use) to an increment in the
price of water (the parametrization of a volumetric water price affecting farming
costs).3

The parametrization of the water price (wp) allows the water-demand curve to be
built; that is, the model results will show the water quantity that farmers are willing
to use at every simulated water price. Economic theory assumes that any increment
in the water price will lead to a reduction in water use in accordance with a
negatively sloped water curve. However, this change in the water quantity used
will depend on the elasticity of the demand curve, which is related to its slope.

To perform the methodological comparison proposed by the estimation of the
water-demand curves, we have parametrized the water price from 0.00 €/m3 to
0.30 €/m3 to simulate farmers’ decision-making in the short run (only changing
the crop mix) using the three approaches described in Sect. 2.

Finally, it must be noted that simulating the impact of water pricing using MP
models will also make it possible to estimate a series of indicators of interest for
policy decision-makers, covering economic (e.g., the aggregated gross margin),
social (e.g., the aggregated agricultural labor demand) and environmental (e.g., the
aggregated agrochemical use) issues (see for example the works by Gómez-Limón
and Riesgo 2004; Gallego-Ayala et al. 2011). In fact, to support policy design and
implementation, this type of ex-ante policy evaluation is very useful. However,
considering the methodological main purpose of this paper, this policy analysis
falls beyond its scope and is thus not reported in this chapter.

5 Results and Discussion

5.1 MAUF Calibration and Validation of Simulation Models

Running the calibration procedures as explained in model (4) for the additive MAUF
and model (8) for the Cobb-Douglas MAUF, both sets of calibration parameters
(weights—wa—and alphas—αa—, respectively) are obtained. This allows the elic-
itation of the objective functions in MP simulation models (2) and (5) built for the
farm type considered. Thus, the formulation of expressions (2a) and (5a) became as
follows:

U Xð Þ ¼ 0:89 � nGM Xð Þ þ 0:06 � nVAR Xð Þ þ 0:04 � nTL Xð Þ ð18Þ
U Xð Þ ¼ nGM Xð Þ0:89 � nVAR Xð Þ0:11 ð19Þ

In the case of the additive MAUF, all proposed attributes are included in the
calibrated utility function. However, in the case of the Cobb-Douglas MAUF, only
the expected gross margin and variance are taken into account, showing that the

3The current water cost is already included in the variable costs (vci, j).
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contribution of total labor to the total utility is negligible when this utility function is
considered. Although weights and alpha parameters are not totally comparable (the
alpha parameters are not exactly weights but, rather, a proxy), both approaches show
the much greater relevance of the expected gross margin over the rest of the
attributes in the decision-making process. As a consequence of this fact, for this
case study, the solutions when maximizing both MAUFs will not be too far away
from the solution to the first simulation approach (MP model (1)), in which only the
expected gross margin is maximized.

To validate the simulation models built for the farm type considered, we proceed
to compare the actual situation (observed levels) with the simulated results for the
current scenario (Qureshi et al. 1999). These simulations for the current scenario are
obtained by maximizing every objective function subject to the constraints consid-
ered, as shown in models (1), (2) and (5) for profit maximization, the additive MAUF
and the Cobb-Douglas MAUF, respectively. To validate these models, the simulated
results obtained in the space of attributes (GM(X), VAR(X), and TL(X)) and in the
space of decision variables (X) are compared.

The results of the comparison between the simulated results for the attributes
under the current scenario with those related to the actual crop pattern are shown in
Table 2. The last row of this table shows the values achieved by the mean squared
error (MSE) for each simulation approach. This statistical indicator measures the
average of the squares of the errors or deviations between the estimator and what is
estimated between the observed and the simulated vectors of the attributes, following
the formula below:

MSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
a¼1

f obsa Xð Þ�f a Xð Þ
f obsa Xð Þ

� �2
m

vuuut ð20Þ

This error aims to clarify which approach best approximates the observed attri-
bute levels. In this regard, the MSE shows that the calibration with the Cobb-
Douglas MAUF is the most accurate approach. In other words, the values of the
attributes from the simulation using the Cobb-Douglas MAUF approach are closer to
the actual values than those from the other approaches.

Additionally, the validation in the space of the decision variables attempts to
analyze the capacity of the model to reproduce the farmers’ actual crop mix. To that

Table 2 Model validation: attributes values

Profit
maximization

Additive
MAUF

Cobb-Douglas
MAUF Observed

GM (€/ha) 2215.85 2214.69 2210.53 2103.19

Risk (€2/ha) 6598.47 6510.35 6316.97 6079.75

Labor (h/ha) 87.40 87.16 86.32 83.75

Mean squared error
(MSE)

6.3% 5.6% 4.1%
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end, we have calculated two indicators: i) the percentage absolute deviation (PAD)
and ii) the Finger-Kreinin similarity index (FK, see Finger and Kreinin 1979), which
are calculated as follows:

PAD index %ð Þ ¼

P
i

P
j

X obs
i, j � Xi, j

			 			
fa

ð21Þ

FK similarity index ¼
X
i

X
j

min
Xi, j

fa
;
X obs
i, j

fa

 !
ð22Þ

The PAD compares simulated and observed crop areas by adding all absolute
deviations and expressing this summation in perceptual terms. Thus, this index can
vary from 0% (perfect calibration fitting) to 200% (the worst possible calibration).
Similarly, the FK similarity index compares the simulated and the observed shares of
each crop mix, varying between 0% and 100%, with the latter being an exact match
between the observed and the simulated crop mixes.

Table 3 shows the simulated crop mix for each approach and the observed levels
of the different productive alternatives. Additionally, in the last two rows, the two
similarity indexes calculated for every approach are presented.

According to these results, it is shown that the most accurate approach is the
Cobb-Douglas MAUF since it reaches the lowest PAD (22.2%) and the highest FK
index (88.9%). Thus, it is demonstrated that the Cobb-Douglas MAUF approach is
once again the best among the approaches considered since for the reference
scenario, it reproduces the farmers’ behavior better than the other approaches. The
additive MAUF approach is ranked second following these two indicators, also
outperforming the profit maximization approach, which obtains the worst values in
both the PAD and the FK index.

Table 3 Model validation: decision variables (crop areas in hectares)

Crop mix
Profit
maximization

Additive
MAUF

Cobb-Douglas
MAUF Observed

Durum wheat-
sprinkler

0.00 0.80 3.65 6.14

Corn-drip 27.14 27.14 27.14 25.85

Potato-sprinkler 13.25 12.45 9.60 2.69

Cotton-sprinkler 4.98 4.98 4.98 4.98

Sunflower-sprinkler 0.00 0.00 0.00 6.34

Garlic-sprinkler 1.79 1.79 1.79 1.70

Onion-sprinkler 3.27 3.27 3.27 2.73

Orange-drip 19.73 19.73 19.73 19.73

Olive-drip 9.49 9.49 9.49 9.49

PAD 31.3% 29.3% 22.2%

FK index 84.3% 85.3% 88.9%
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Finally, it is worth noting that since the deviations in the objectives and in the
decision variable spaces are sufficiently small in the case of the Cobb-Douglas
MAUF approach, it can be affirmed that this modeling approach is a reasonably
accurate enough approximation for simulating farmers’ actual decision-making.

5.2 Demand Curves

After the calibrations, the resulting MP simulation models have been run to param-
etrize the water price from 0.00 €/m3 to 0.30 €/m3. From each iteration, the resulting
water use has been recovered to construct the different demand curves. These curves
show the changing behavior of farmers when an increase in water pricing is
implemented, as shown in Fig. 2.

The first result worth noting is that the shapes of the three curves are somewhat
similar, presenting a common inelastic segment (high slope) for low increases in the
water price (less than 0.20 €/m3); this is, relative high increases in the water price
lead to relative low decreases in water use. This simulated behavior with a large
initial inelastic segment can also be found in many previous empirical studies (e.g.,
Molle and Berkoff 2007; Wheeler et al. 2008; Montilla-López et al. 2017). From
0.20 €/m3 on, the results obtained for all methods are almost the same.

These similarities in the three demand curves can be explained because of the
great relevance of the attribute expected gross margin in this case study, which leads
to very similar utility functions in all of the approaches tested. In case the farmers
analyzed were more risk or managerial complexity adverse, the results would be
greatly different.
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Fig. 2 Water demand considering profit maximization, the additive MAUF and the Cobb-Douglas
MAUF approaches
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Nevertheless, the demand curves show that the differences in the inelastic
segments are worth taking into account, with the smoothness of these curves being
the most relevant difference. As is widely known, simulations that use the profit
maximization approach lead to an inertia in the vicinity of the reference situation and
a ‘jumpy’ behavior that does not make this approach sufficiently reliable (Mérel and
Howitt 2014). MAUF approaches, namely, the new method based on the Cobb-
Douglass MAUF, provide much more credible simulation results, avoiding over-
reactions to exogenous shocks, as the policy change proposed. In fact, the Cobb-
Douglass MAUF approach shows the smoothest demand curve, which is known to
be a good indicator of realism (Heckelei and Britz 2005).

6 Conclusions

The main contribution of this paper is the development of a new and simpler method
to elicit Cobb-Douglas MAUFs. This method is a sounder approach than traditional
additive MAUFs since this type of utility function assumes neither a constant
marginal rate of substitution between attributes nor total compensation between
attributes, thus being more coherent with economic theory.

This new methodological approach has been empirically implemented to simulate
farmers’ behavior in a real case study, and the results obtained have been compared
with those derived from two other well-known approaches, profit maximization and
the additive MAUF. This study reaches two main conclusions. First, the approach
proposed to elicit Cobb-Douglas MAUFs can be easily implemented in real settings,
and therefore, it can be a useful procedure for ex-ante simulations of policy instru-
ments or any type of future scenario. Second, this new method proposed based on the
maximization of the Cobb-Douglass MAUF can produce fruitful outcomes for
policy analysis because it provides better simulation results than more traditional
approaches. Two pieces of evidence justify this assessment. First, calibration is more
precise using this approach than in the other approaches compared since the resulting
MAUF better reproduces farmers’ current behavior. Second, the resulting demand
curve has a smoother and more credible shape than those obtained from previous
approaches since farmers are expected to make marginal changes when facing
marginal external shocks.

However, it is also worth pointing out that the method proposed is based on some
rather restrictive assumptions that can be seen as potential shortcomings. The
strongest ones are: i) the assumption regarding utility-independence, allowing
the MAUF became a separable function, and ii) the assumption about the stability
of the MAUF, i.e. the parameters of the utility function do not change when
circumstances do (farmers behave the same way whatever occurs). Because of
both potential limitations, further research is required to confirm that this new
non-interactive method to elicit Cobb-Douglas MAUFs represents a reasonable
enough approximation to simulate real farmers’ behavior. In this regard, some others
functional forms of the utility function could be elicited and tested, such as the
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constant elasticity of substitution function (CES, a more general form than the Cobb-
Douglas function) and other ones not assuming utility-independence. Moreover, it
would be worthwhile implementing experiments to test that MAUF parameters
remain constant over time (by using multiple elicitation procedures with the same
decision-makers in different time periods).

Acknowledgments The authors acknowledge the financial support from the Spanish Ministry of
Economics and Competitiveness (MINECO) and the European Regional Development Fund
(ERDF) through the research project MERCAGUA (AGL2013-48080-C2-1-R) and the associated
predoctoral fellowship (BES-C-2014-0006).

References

Amador, F., Sumpsi, J. M., & Romero, C. (1998). A non-interactive methodology to assess farmers’
utility functions: An application to large farms in Andalusia, Spain. European Review of
Agricultural Economics, 25(1), 92–102.

André, F. J., & Riesgo, L. (2007). A non-interactive elicitation method for non-linear multiattribute
utility functions: Theory and application to agricultural economics. European Journal of
Operational Research, 181(2), 793–807.

Bartolini, F., Bazzani, G. M., Gallerani, V., Raggi, M., & Viaggi, D. (2007). The impact of water
and agriculture policy scenarios on irrigated farming systems in Italy: An analysis based on farm
level multi-attribute linear programming models. Agricultural Systems, 93(1–3), 90–114.

Berbel, J., & Gutiérrez-Martín, C. (2004). Sustainability of European Agriculture under Water
Framework Directive and Agenda 2000. Brussels: European Commission.

Berbel, J., & Rodríguez-Ocaña, A. (1998). An MCDM approach to production analysis: An
application to irrigated farms in southern Spain. European Journal of Operational Research,
107(1), 108–118.

Berkhout, E. D., Schipper, R. A., van Keulen, H., & Coulibaly, O. (2011). Heterogeneity in
farmers’ production decisions and its impact on soil nutrient use: Results and implications
from northern Nigeria. Agricultural Systems, 104(1), 63–74.

Bontemps, C., & Couture, S. (2002). Irrigation water demand for the decision maker. Environment
and Development Economics, 7(4), 643–657.

Chavas, J.-P., Chambers, R. G., & Pope, R. D. (2010). Production economics and farm manage-
ment: A century of contributions. American Journal of Agricultural Economics, 92(2),
356–375.

Dinar, A., Pochat, V., & Albiac, J. (2015). Water pricing experiences and innovations. Cham:
Springer.

European Commission (Ed.). (2001). Pricing water: Economics, environment and society.
Luxembourg: Office for Official Publications of the European Communities.

Finger, J. M., & Kreinin, M. E. (1979). A measure of ‘export similarity’ and its possible uses.
Economic Journal, 89(356), 905–912.

Fishburn, P. C. (1982). The foundations of expected utility. Dordrecht: Reidel Publishing Company.
Fragoso, R. M., & Marques, C. (2015). Alternative irrigation water pricing policies: An Econo-

metric Mathematical Programming Model. New Medit Mediterranean Journal of Economics,
Agriculture and Environment, 14(4), 42–49.

Galioto, F., Raggi, M., & Viaggi, D. (2013). Pricing policies in managing water resources in
agriculture: An application of contract theory to unmetered water. Water, 5(4), 1502–1516.

Gallego-Ayala, J., Gómez-Limón, J. A., & Arriaza, M. (2011). Irrigation water pricing instruments:
A sustainability assessment. Spanish Journal of Agricultural Research, 9(4), 981–999.

Simulating Farmers’ Decision-Making with a Cobb-Douglass MAUF: An. . . 219



Gómez-Limón, J. A., & Berbel, J. (2000). Multicriteria analysis of derived water demand functions:
A Spanish case study. Agricultural Systems, 63(1), 49–72.

Gómez-Limón, J. A., Gutiérrez-Martín, C., & Riesgo, L. (2016). Modeling at farm level: Positive
multi-attribute utility programming. Omega, 65, 17–27.

Gómez-Limón, J. A., & Riesgo, L. (2004). Irrigation water pricing: Differential impacts on irrigated
farms. Agricultural Economics, 31(1), 47–66.

Gómez-Limón, J. A., Riesgo, L., & Arriaza, M. (2004). Multi-criteria analysis of input use in
agriculture. Journal of Agricultural Economics, 55(3), 541–564.

Gutiérrez-Martín, C., & Gómez-Gómez, C. M. (2011). Assessing irrigation efficiency improve-
ments by using a preference revelation model. Spanish Journal of Agricultural Research, 9(4),
1009–1020.

Hardaker, J. B., Huirne, R. B. M., Anderson, J. R., & Lien, G. (2007). Coping with risk in
agriculture. Wallingford: CABI Publishing.

Hazell, P. B. R., & Norton, R. D. (1986). Mathematical programming for economic analysis in
agriculture. New York: MacMillan.

Heckelei, T., & Britz, W. (2005). Models based on Positive Mathematical Programming: State of
the art and further extensions. In F. Arfini (Ed.),Modelling agricultural policies: State of the art
and new challenges (pp. 48–73). Proceedings of the 89th European Seminar of the European
Association of Agricultural Economics, University of Parma, Parma, Italy, February 2–5.

Huirne, R. B. M., & Hardaker, J. B. (1998). A multi-attribute utility model to optimise sow
replacement decisions. European Review of Agricultural Economics, 25(4), 488–505.

Inada, K. (1963). On a two-sector model of economic growth: Comments and a generalization. The
Review of Economic Studies, 30(2), 119–127.

Johansson, R. C., Tsur, Y., Roe, T. L., Doukkali, R., & Dinar, A. (2002). Pricing irrigation water: A
review of theory and practice. Water Policy, 4(2), 173–199.

Kahil, M. T., Albiac, J., Dinar, A., Calvo, E., Esteban, E., Avella, L., et al. (2016). Improving the
performance of water policies: Evidence from drought in Spain. Water, 8(2), 34.

Kallis, G., & Butler, D. (2001). The EU Water Framework Directive: Measures and implications.
Water Policy, 3(2), 125–142.

Karali, E., Brunner, B., Doherty, R., Hersperger, A. M., & Rounsevell, M. D. A. (2013). The effect
of farmer attitudes and objectives on the heterogeneity of farm attributes and management in
Switzerland. Human Ecology, 41(6), 915–926.

Keeney, R. L., & Raiffa, H. (1976). Decisions with multiple objectives: Preferences and value
trade-offs. New York: Wiley.

Lago, M., Mysiak, J., Gómez, C. M., Delacámara, G., & Maziotis, A. (2015). Use of economic
instruments in water policy: Insights from international. Cham: Springer.

Mandryk, M., Reidsma, P., Kanellopoulos, A., Groot, J. C. J., & van Ittersum, M. K. (2014). The
role of farmers’ objectives in current farm practices and adaptation preferences: A case study in
Flevoland, the Netherlands. Regional Environmental Change, 14(4), 1463–1478.

Manos, B., Bournaris, T., Kamruzzaman, M., Begum, M., Anjuman, A., & Papathanasiou,
J. (2006). Regional impact of irrigation water pricing in Greece under alternative scenarios of
European policy: A multicriteria analysis. Regional Studies, 40(9), 1055–1068.

Mérel, P., & Howitt, R. (2014). Theory and application of Positive Mathematical Programming in
agriculture and the environment. Annual Review of Resource Economics, 6(1), 451–470.

Molle, F., & Berkoff, J. (2007). Irrigation water pricing: The gap between theory and practice.
Wallingford: CABI Publishing.

Molle, F., Wester, P., & Hirsch, P. (2010). River basin closure: Processes, implications and
responses. Agricultural Water Management, 97(4), 569–577.

Montilla-López, N. M., Gutiérrez-Martín, C., & Gómez-Limón, J. A. (2017). Impacto de la
tarifación del agua de riego en el Bajo Guadalquivir. ITEA. Información Técnica Económica
Agraria, 113(1), 90–111.

220 N. M. Montilla-López et al.



Pennings, J. M. E., & Leuthold, R. M. (2000). The role of farmers’ behavioral attitudes and
heterogeneity in futures contracts usage. American Journal of Agricultural Economics, 82(4),
908–919.

Pérez-Blanco, C. D., & Gutiérrez-Martín, C. (2017). Buy me a river: Use of multi-attribute
non-linear utility functions to address overcompensation in agricultural water buyback.
Agricultural Water Management, 190, 6–20.

Pérez-Blanco, C. D., Delacámara, G., & Gómez, C. M. (2015). Water charging and water saving in
agriculture. Insights from a revealed preference model in a Mediterranean basin. Environmental
Modelling and Software, 69, 90–100.

Pérez-Blanco, C. D., Standardi, G., Mysiak, J., Parrado, R., & Gutiérrez-Martín, C. (2016).
Incremental water charging in agriculture. A case study of the Regione Emilia Romagna in
Italy. Environmental Modelling and Software, 78, 202–215.

Qureshi, M. E., Harrison, S. R., & Wegener, M. K. (1999). Validation of multicriteria analysis
models. Agricultural Systems, 62(2), 105–116.

Sumpsi, J. M., Amador, F., & Romero, C. (1997). On farmers’ objectives: A multi-criteria
approach. European Journal of Operational Research, 96(1), 64–71.

Tsur, Y., Dinar, A., Doukkali, R. M., & Roe, T. (2004). Irrigation water pricing: Policy implications
based on international comparison. Environment and Development Economics, 9(6), 735–755.

Wheeler, S. A., Bjornlund, H., Shanahan, M., & Zuo, A. (2008). Price elasticity of water allocations
demand in the Goulburn–Murray irrigation district. Australian Journal of Agricultural and
Resource Economics, 52(1), 37–55.

Simulating Farmers’ Decision-Making with a Cobb-Douglass MAUF: An. . . 221



Perceptions and Attitudes of Greek Farmers
Towards Adopting Precision Agriculture:
Case Study Region of Central Greece

Evagelia Koutridi, Olga Christopoulou, and Marie-Noëlle Duquenne

Abstract Modern scientific community after years of intensification of agricultural
resources (soil, water, etc.) management, and with the actual risk of their depletion or
degradation, is called to redefine standard agricultural practices with an environ-
mentally friendly approach, focusing on their preservation, their enrichment and
perpetuity of their yields. Also the nutritional stakes and environmental threats are
high, brought about by the continuous growth of the world population which is
expected to reach 10 billion in 2050 compared to 7.1 in 2013. In this context, the
present study explores to what extent those directly involved, the crop producers,
perceive the necessity of sustainable management of agricultural resources through
the emerging practice of Precision Agriculture regarding the management of smaller
parts of the fields according to the needs of each of them, while reducing inputs. This
research aims to examine the concepts of crop producers regarding the prospects that
arise through the adoption of Precision Agriculture in Greece, a country with
problematic primary sector, with particular climatic conditions and varied micro-
climates while compete countries of low labour costs. The methodological approach
is based on field research using questionnaires concerning a representative sample of
crop producers in the Region of Central Greece. The choice of variables assessed as
necessary for the adoption of the Precision Agriculture techniques by the producers,
was based on empirical observations, as well as the use of literature sources. Then,
an exploratory factor analysis is carried out on parameters that are considered
necessary by producers to adopt new technologies and how they perceive the
successive situation that will be shaped by the new digital revolution in agricultural
practice. Finally, the possibility of restarting primary production is being discussed,
now that, due to the economic recession, many young people more familiar with
technology are returning to the province and undertake to cultivate the land in the
absence of any other employment.
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1 Introduction

1.1 Sustainable Agricultural Practice: Precision Agriculture

The growing production of crop products over the past 50 years for food and
clothing has led to severally aggravating environmental conditions such as water
pollution, greenhouse gas emissions, soil erosion and chemical burden (Kurth et al.
2015).

Especially with regard to the agri-food sector, whilst arable land is degraded and
diminished, recent surveys estimate the worldwide demand for cereals to rise by
75% between 2000 and 2050 (IAASTD 2009; FAO 2010).

As the requirements for changing land uses (urban fabric, industrial uses, road
network, etc.) are increasing, it is possible to reduce the area occupied by agricultural
land despite technological developments that may extend the limits of the territories
that can be cultivated (Oliver 2013).

This possibility is particularly provided in developed countries, while the agri-
cultural sector plays a huge role in the economies of developing countries, both
because it contributes significantly to the national income but also because it mainly
employs a large workforce.

Developed countries, in the first decade of the twenty-first century, focused in the
direction of funding for the modernization of agricultural practices through Smart
Farming Technologies (SFT), especially after the World Bank’s report “Agriculture
for Development” (World Bank 2007) and IAASTD’s report “Agriculture at a
Crossroads” (IAASTD 2009), triggered by three simultaneous global crises—food,
climate and economic.

In the European Union (EU), with the implementation of the Common Agricul-
tural Policy (CAP) and in particular with Agenda 2000, although food safety was
ensured in a large part of it, environment was clearly degraded (Geiger et al. 2010).
The mid-term review of 2003, incorporating Multiple Compliance, constricted
everyday agricultural practice through norms, redirecting it towards the preservation
of existing natural resources (Anthopoulou and Goussios 2007). With its revision in
2014, the weight was shifted from subsidizing quality products to environmentally
friendly farming practices,—sustainable agriculture with the adoption of REG 1306/
2013 (http://ec.europa.eu/).

Sustainable management of natural agricultural resources such as soil, water,
seeds, coal, nitrogen, etc., by definition, deals with their continuous sustainable yield
while keeping the environment operational and maintaining ecosystem’s health. In
other words, it strives to synthesize a denote positive sign equation for the environ-
ment, utilizing as mathematical operators natural resources, its high demand for
productivity and its mostly feasible economy, so as to bring the well-being and
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euphoria of the living organisms that consume and live in to it (Image 1) (Gerakis
et al. 2008).

The case study, Precision Agriculture (PA), is a form of sustainable agriculture
that is part of the integrated crop and livestock management systems, in which the
territorial units—parcels—for cultivation are divided into management zones where
interventions are carried out based on the specific characteristics of the available
territorial resources in each spatial zone and the time required inputs from the
cultivation. Or as Gebbens and Adamchuk in 2010 simply and descriptively stated:
“apply the right treatment in the right place at the right time” (Gebbens and
Adamchuk 2010).

For example, based on soil analysis and in conjunction with the available
propagating material and water requirements, a crop is set up and inputs are decided
by “smart systems”. These systems derive information from sensors located in the
parcel or remote sensing it and combine data into spatial databases (GIS), generating
thematic maps. They develop strategies for dealing with crises (e.g. water stress),
agricultural practices (e.g. pre-emergence fertilization) and finally produce results
maps with the productivity of each zone and, therefore, the reduction of the cultiva-
tion production cost (Oliver 2013; Chen et al. 2014) (Image 2).

During the process of PA, initially, the variability of parcels is recorded, then
management zones are created in them and then the inflows are applied, according to
the needs of each zone. So, using PA techniques, it is understood that the disadvantage
of intensive cultivation, which is the uniform application of inputs, eliminates. Inputs
become limited and already—in the absence of the productive effect, i.e. the yield of
the crop—significant economic and environmental benefits arise (Headley 2014).

According to Oliver, Bishop and Marchant (2013), “Precision agriculture
(PA) involves the application of technologies and agronomic principles to manage
spatial and temporal variation associated with all aspects of agricultural production
in order to improve crop performance and environmental quality”.

It is a method that uses the cutting edge of information technology, Geostatistics,
to predict the outcome of each input, and is capable of making corrective actions in
future time.

Precision Agriculture deals precisely with this term, in its mathematical meaning,
from which it got its name. In order to understand precisely this term, hence the

FFF- FOOD, FIBER, FUEL

EV- ECONOMIC VIABILITY

ER- ENVIRONMENT AND RESOURCES

QL- QUALITY OF LIFE
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Image 1 Visualization of
sustainable agriculture as a
cross-section of four key
assumptions. Source:
National Research Council
of the National Academies,
USA, 2001
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purpose of this practice, the term “accuracy” should also be clarified. Accuracy is
about how close you get to the right outcome. The accuracy is improved by properly
calibrated machines and by constantly practicing a practice. Precision on the other
hand is about how often you will achieve the same result using the same method.
Precision is achieved with more reliable machines and minimum requirement cal-
culations and corrections.

The US National Research Council, in a 1997 edition, defined Precision Agri-
culture as “strategic management using information technologies to analyze data
from multiple sources and make decisions about agricultural production”. It then
defines its three main stages:

• the collection of scale data
• recording and analyzing data
• the decision to intervene in a specific spatial unit at the right time (National

Research Council 1997).

The analysis and density of spatial information in the case of PA is also its great
revolution, which means that it essentially involves changing the scale of manipu-
lations. It is a methodology and a holistic approach that optimizes land use and
preserves the environment (Auerhammer 2001; Katter et al. 2009).

The site-specific machinery used in Precision Agriculture are among the most
specialized with high-speed processing and response sensors and always assisted by
the methods of Geostatistical Science, and the use of data from Remote Sensing,
Interpretation of Satellite imagery, Satellite Positioning Systems (GNSS Global Nav-
igation Satellite Systems) and Geographic Information Systems (GIS). Thus, Precision
Agriculture allows us to make decisions for small spatial segments—parcels based on

Image 2 Representation of an integrated crop management system using the Precision Agriculture
technique. Source: www.ag.topconpositioning.com
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their demands but also to continue to cultivate extensively with the use of large
machinery (Fountas and Gemtos 2015).

1.2 Brief Introduction of the Research

The research presented focuses on investigating the hypothesis that those directly
involved—crop producers in the Region of Central Greece, understand the necessity
for sustainable management of agricultural resources through the emerging practice
of Precision Agriculture which concerns not only a new cultivation technique but
mostly a new holistic management philosophy of the spatial variation of crop
fields—an innovational method.

For this reason, a field survey through a questionnaire was carried out on a
random sample of 375 crop production producers active in the Region of Central
Greece during the period April–June 2016. Individuals were able to complete the
questionnaire form via a website or in a printed form distributed through certified
submission agencies of Unitary Application for Aid Schemes (UAAS), stores for
agricultural supplies and geotechnical consulting offices across the geographical area
of the study.

In general, this research aims at examining producers’ perceptions of usefulness
regarding crop production in relation to the prospects arising from the adoption of
PA. It also examines the features that a new integrated cultivation management
system should have. They could be able to adopt it once they realize its usefulness on
every day agronomical practices.

A first attempt for studying the phenomenon (Mourtzinis et al. 2007) demonstrated
that only 9% in a sample of 130 producers all around Greece really knew about PA.

Another survey, aiming to investigate producers’ perception in relation to man-
aging their time and saving money from adopting Smart Farming Technologies
(SFTs), was held in 2009. This comparative study on the attitude towards adopting
sophisticated information systems by producers in four European Member States
(Denmark, Finland, Germany and Greece) showed that in all countries producers
were uncertain about the benefits that would result from the use of this technology
(Lawson et al. 2011).

Michailidis et al. (2010) conducted another study in order to determine the
reasons leading Greek producers to adopt or not PA. A sample of 2070 farmers,
all over Greece, was called to clarify their familiarity and their interest to adopt SFT
and PA. Of this initial sample 1195 producers were separated for further evaluation.
They were those who owned these technologies as well as those who would adopt
them in the near future. The greatest interest to adopt was found in farmers sited in
Thessaly and Central Macedonia Region, as well as their familiarity to PA. Central
Greece Region farmers expressed little familiarity and limited interest to adopt
(Michailidis et al. 2010).

Kountios (2014) studied the educational needs of young farmers in Central
Macedonia. These farmers were beneficiaries of the Rural Development Program
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of Greece (second term years 2000 to 2006—REG1268/1999 and third term years
2007 to 2013—REG.1698/2005) and the Agricultural Fund for rural Development
(EU), in order to start a competitive agricultural business (Kountios 2014). In the
same frame, examining the perceptions and educational needs of young farmers, at a
most recent published study (Kountios et al. 2017) the PA knowledge rates were
very high reaching 28% at the Regional Unit of Thessaloniki amongst young
farmers. Young farmers were also asked about the sources affecting their decision
to undertake PA methods. They replied that they were mostly affected by the
opinions of other farmers, by successful examples and business consultants and
less by public financial incentives.

So, a new research regarding the perceptions and attitudes of producers less
interested to the subject was necessary to be attempted. Central Greece Region can
be named a “late majority” area, towards adopting PA and SFTs according to
Diffusion of Innovation Theory. Late majority people are skeptical of change, and
will only adopt an innovation after it has been tried by the majority (Rogers 2003).

There was no previous research on the specific agronomic factors considered
important by the observed population for the adoption of Smart Farming
Technologies.

There wasn’t also any other study aiming to draft policy proposals to incorporate
new agricultural techniques and technologies into agricultural practice in the Central
Greece Region.

The present aims to exam the perception of usefulness of PA and SFTs by using
primary data from a field survey in a specific administrative area, and with special-
ized statistical analysis techniques tries to identify which factors can meet the
demands of “late majority” crop producers in order for them to gradually adopt PA.

Finally, according to the collected information, a proposed policy strategy model,
for adopting them, is attempted.

2 Study Area

2.1 Greek Crop Production

According to EUROSTAT (2014), the Greek territory covers an area of 131.621 km2,
82.2% of which are rural areas. Its total population is about 11 million, 44.1% of
which live in rural areas (http://ec.europa.eu/agriculture/rular-development2014-
2020/country-files/el/factsheet-greece_en.pdf).

A key element of farm holdings is the small and much-sliced allotment that makes
the agricultural production process difficult. 78% of the total utilized agricultural
area (UAA), i.e. the total area of arable land, permanent pasture and meadows,
permanent crops and vegetable gardens (http://ec.europa.eu/eurostat/ramon/nomen
clatures), spans spatially within areas of natural constraints. 53.9% of the total UAA
is in mountainous areas and only 19.8% is irrigated land. Although irrigated land is
relatively small, 86% of water use in Greece is often used in agricultural activity with
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significant losses. The agricultural practice of organic farming is practiced at only
3.8% of the land (http://ec.europa.eu/agriculture/rular-development2014-2020/coun
try-files/el/factsheet-greece_en.pdf).

The agricultural sector in Greece is characterized by small farms with 76.7% of
them occupying an area of less than 50 acres. Of the 723,010 agricultural holdings,
more than half occupy an area of less than 20 acres. The average of the agricultural
allotment is just 6.8 ha, much less than the European (EU-26) average of 16.1 ha.

The population of those engaged in agriculture and livestock farming is quite
aged with just 5.2% of Greek farmers in the age group of up to 35 years old. Young
farmers in this age group (<35 years old) are headmen of agricultural holdings at a
percentage of up to 12.6% of the total and only 3.5% of them have received
vocational training in agricultural practice. The indicator of the standard of living
of those active in the sector is 64.4% of the level of life of people employed in other
sectors (http://www.europarl.europa.eu/studies).

The sector’s contribution to Greece’s Gross Added Value is 3.7%, with the average
of the European Union of 26 Member States at 1.6%. The workforce permanently
employed in the sector reaches 13.6% of the total employed population, whereas in the
26 Member States the average figure is only 4.7% (http://ec.europa.eu/agriculture/
rular-development2014-2020/country-files/el/factsheet-greece_en.pdf).

The above evidence demonstrates the great economic importance of the sector in
Greece. Although the general climatic conditions favor the differentiated production
of crop and animal products, trade balance figures demonstrate that Greek economy
is strongly dependent on imports, while the income of those active in the primary
production sector, compared to the other sectors of the economy, becomes more and
more unstable year-after-year, from year 2003 to the present.

2.2 The Special Conditions of the Study Area

The Region of Central Greece (NUTS2) is located in the center of mainland Greece
(Map 1), it has a total area of 15,549.07 km2, a population of 547,390 permanent
residents (http://www.ststistics.gr/el/statistics/-/publication/SAM04/) and is admin-
istratively subordinated to the Decentralized Administration of Thessaly-Sterea
Hellas. It is divided into five Regional Units (NUTS3): Viotia, Euboea, Evrytania,
Fthiotida and Fokida.1

In the study area, the primary productive sector plays an important role both in the
Region of Central Greece and in the five NUTS 2. The lands with agricultural use
cover an area of 69,214 km2, of which the cultivated plant species have an area of
3336 km2 (Hellenic Statistical Authority (ELSTAT) 2014) and are traditionally
covered by cropland areas with trees (mainly olives) in most of the Regional Units,

1According to the current EUROSTAT classification, NUTS 2 is referring to the basic regions for
the application of regional policies.
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and secondly with arable crops either for human consumption (cereals, potatoes, etc.)
or for industrial process (cotton, energy crops, etc.). To a large extent, animal feeds are
also cultivated in all Regional Units.

There are 69,660 agricultural holdings in the Region of Central Greece which on
average exploit an area of 41.97 acres (Hellenic Statistical Authority (ELSTAT)
2014). The most recent data on the type of crops and land declared by producers in
the Unitary Application for Aid Schemes (UAAS—EAE) 2014, from the statistical
data maintained by the Greek Payment and Control Agency for Guidance and
Guarantee Community Aid (OPEKEPE) and are posted on its website (www.
opekepe.gr, 2016) are presented in Table 1.

Map 1 Geomorphological map of study area with demographic data

Table 1 Accumulative data
from all five Regional Units of
the Region of Central Greece.
Summarized from
Municipality Level and
pertaining crops and their area
coverage in acres, as declared
in the Uniform Applications
for Aid Schemes (UAAS
2014)

Type of cultivation Area in 1000 m2 Percentage

Fallow land 290,022.3 11.83

Flower crops 244.2 0.01

Olive/vineyard/trees 748,569.4 30.54

Industrial crops 392,126.2 16.00

Animal feeds 243,310 9.93

Vegetables 63,407 2.59

Human consumption crops 712,561.6 29.07

Nurseries/greenhouses 542.9 0.02

Total 2,450,783.6 100.00

Source: www.opekepe.gr aggregated after own processing
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The study area was chosen because the Region of Central Greece, in addition to
its large extent and its geographical location, is a typical example of the unevenness
of the terrain relief, the diversity of the climate and the soils.

Also, within its geographical area, many areas of ecological interest are delin-
eated, such as areas of the NATURA 2000 network and zones vulnerable to nitrates
of agricultural origin (Map 2).

Finally, it was chosen due to the competitiveness of its products (olive oil,
pistachios, figs, cotton, cereals, vegetables, livestock, milk, meat, etc.), as demon-
strated on the latest data (2016) on the land regarding the crops declared by the
producers in the UAAS 2015, from the statistical data maintained by OPEKEPE and
are posted on www.iris.gov.gr.

It has a sufficient number of people employed in agriculture, several infrastruc-
tures, good access to the main road and a large number of products.

Thus, this Region possesses the elements that can create the conditions for the
development of healthy agricultural enterprises with diversified production and good
access of the products to the markets. However, development in an internationalized
environment is not only achieved through means’ availability but also through
entrepreneurship and innovation.

Map 2 Map of the region of Central Greece with NATURA 2000 areas, wildlife sanctuaries and
sensitive zones to nitrates of agricultural origin
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3 Methodology: Sample

3.1 Materials and Methods

This study is based on a representative sample of producers engaged in crop
production in Central Greece. The sample was 375 individuals/observations. Com-
pared to the sample of Mourtzinis et al. (130 individuals) and Michailidis et al. (2070
individuals) that studied the phenomenon all over Greece; the sample of the present
study was sufficient. The representativeness was tested through the comparison to
the publicly available data base of the Greek Statistical Authority (ELSTAT) from
the Census of Agriculture and Livestock 2009 and to the latest data provided by the
Payment and Control Agency for Guidance and Guarantee Community Aid
(OPEKEPE) (the plurality of year’s 2015 UAAS—Uniform Applications for Aid
Schemes to the Regional Units of Central Greece).

Taking into consideration the previous studies by Mourtzinis et al. (2007), and
regarding their observation that only 9% of the producers were really aware of PA,
and Michailidis et al. (2010) that refer to Central Greece Region as little familiar/
interested in adopting; a re-investigation of the phenomenon of the perception of
PA’s and SFT’s usefulness, is being attempted here. With 95% Confidence Interval
and 3% sampling error, the respondents in the present study (375 crop producers) are
considered sufficient to confirm the hypotheses.

Originally the profile of the participants concerning age, educational level,
parallel employment, GPS possession and familiarization with new technologies
(Smartphone, tablet, etc.), is presented through exploratory statistical analysis using
frequency of responses as well as Cross Tabulation analysis (CTA). The CTA relates
to creating contingency tables which exhibit the multivariate distribution of the
frequency of responses after a Pearson Chi-Square test (Pearson 1900). Regarding
the agricultural holding profile, the response frequencies of the individuals are
presented concerning the type of the main culture (over 50%), the farm size in
acres and the existence of mechanical equipment. Finally the responses of individ-
uals are presented to questions relating to employment of other staff on their
holdings and to their cooperation with geotechnical staff regarding either counseling
on the production process, or compliance with the input-output files and a calendar
listing of the operations under the European Commission REG 1306/2013 and the
regulation of Multiple Compliance. These data are then examined according to the
main characteristics of the respondents and holdings profiles (providing contingency
tables and Pearson Chi-Square tests).

Finally, the data of two profiles were crossed using the same method (CTA and
control of Pearson Chi-Square checks) in relation to:

i. their knowledge on the term Precision Agriculture,
ii. their understanding of the practice of Precision Agriculture
iii. and finally the extent that they perceive that, in the future, Precision Agriculture

and Smart Farming Technologies will have to be adopted by farmers.
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To detect factors that may support the decision by the target population for the
adoption of Smart Farming Technologies (SFT) and Precision Agriculture (PA), an
Exploratory Factor Analysis was performed on the basis of the producers’ responses
concerning their knowledge and understanding of the PA. That was extracted from
their preferences of all the steps involved in this new technique (automatic naviga-
tion, recording technologies, variable dose applications and intelligent information
systems of management—Computer Information Management Systems), whether
they relate to offline or online data, as well as, the case that they get trained in the use
of Precision Agriculture applications and the Smart Farming Technologies applica-
tion means or get guided by the physical presence of specialized or non-specialized
agronomist. The large number of items and the width of the sample led to the choice
of the Principal Component Analysis method after first performing a Reliability
Analysis test (Lei and Wu 2007), using the Reliability Indicator (internal demister
type) Cronbach Alpha, to estimate the degree of cohesion or correlation of each
variable/item with the scale and with the other variable and a Factor Analysis to
confirm the relationship structure between the variables (Cronbach and Shavelson
2004; Hogan and Cannon 2007).

Principal Component Analysis (PCA) is an exploratory approach of observations
(responses in the case study) on the phenomenon under examination and represents
the linear combination that reveals the greater symmetry of the data variance. It
concerns reduction of variables, expected based on the initial hypothesis to explain
the factors that lead crop producers to adopt the techniques of the PA and the SFT.
Concentration of information is achieved by creating new synthetic indicators/
factors, called main components, and are essentially hyper-variables. The Principal
Components result from the linear correlation of the initial one-dimensional vari-
ables strongly correlated with each other (Duquenne 2016).

The Factor Analysis (FA) as it has prevailed in international terminology is a
statistical technique which allows for the investigation and interpretation of complex
phenomena that depend on multiple components. This method is intended to reduce
the overall information, through search and confirmation of relations between vari-
ables based on a recognized theoretical background while losing a minimum of
initial information. In the present case study three Principal Components were
extracted in order to provide empirical content to the policy proposals subsequently
drafted (Rogerson 2001; Pison et al. 2003).
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3.2 Phenomenon Dimensions: Hypotheses

The actual agricultural holdings in Greece mainly consist of medium-sized family
farms, which in the context of the spatial households, in the sense2 given by
Anthopoulou and Goussios (2007), are fragmented into a smaller size of individual
holdings—an average of 41.97 acres in the study area (own process—Hellenic
Statistical Authority (ELSTAT) 2014).

It is clear that this structure affects, in addition to the size of the holding held
individually by the active farmers of each family, the management of mechanical
equipment, the pace of work, decisions on cultivation techniques and future invest-
ments, let alone investments in mechanical and technological equipment, a major
requirement for the adoption of SFT and PA.

Also, in the context of family holdings, as observed by Goussios and Duquenne
(2003), on spatial employment in the primary sector,

the organization and management of the agricultural holding is adapted and integrated into a
strategic family-based program structured within the framework of relations with bourgeois/
immigrants, relatives/shareholders and those who live in the village, by achieving to
maintain this family holding embedded, within the social system of production of the village.

Here three groups of farmers are mentioned who, while appearing in statistical
data, do not function in the same way. So, there are farmers who are locally based on
the farm working at the holding full time and are the backbone of agricultural
production, the near-distance exploiters who usually live in nearby towns and
work in other sectors as well, and the long-distance exploiters living In large
urban centers. The proximity between the place of residence and the site of the
holding separates the third from the second category. All of them, however, are
involved in decision-making on the exploitation and can influence any change in
agricultural practice. This gradation is a phenomenon directly linked to the educa-
tional development of rural residents and urbanization, and as it becomes clear the
size of agricultural holdings is misunderstood, since distance-farmers and family
holdings are a Greek phenomenon (Goussios and Duquenne 2003).

Regarding age, persons mainly engaged in agricultural and livestock production in
Greece belong to a large percentage to the ages of over 40 and have not been trained in
agricultural practice, although the sector has a 13.6% share in a permanent workforce

2Ibid.
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and 3.7 % of the country’s Gross Added Value (http://ec.europa.eu/agriculture/rular-
development2014-2020/country-files/el/factsheet-greece_en.pdf).3

Demographically favored areas are those close to urban centers, seaside and
mountain areas that use their natural resources also as tourist assets. Finally, the
lowlands that are connected by road network and are served by transport networks
(Anthopoulou and Goussios 2007; Chalkos 2013).

Adoption by Pannell et al. (2006) is the learning process in which information
collected, then synthesized and finally evaluated for any brought results.

The farmer’s adoption of the Precision Farming according to Katter et al. (2009)
concerns:

combined utilization of several site-specific technologies using Global Positioning Systems
(GPS) such as auto guidance and variable rate applications (VRT) of inputs and/or yield
mapping on farm. This definition does not imply that these practices have to be carried out
by farm staff but can be offered by a third party as well.

In the same study, the methodology followed was based on Rogers’ innovative
theory hypothesis (2003) defining five categories of individuals based on adoption
time: innovators, early adopters, early majority, late majority and laggards.

Due to the random sampling within the site that this survey was conducted and the
fact that there were no responses from individuals that participated in the research,
who have been in a learning or an adoption process, the method followed could not
be supported from this theory and concerns exclusively the recording of existing
trends and the detection of the following hypotheses with the aid of descriptive
statistics aiming for the preparation of policy proposals for the adoption of SFTs.

The composition of the active population of crop producers within the study area
has been maintained the same regarding the main age group active in the sector, but
young producers have an increased level of education and adequate knowledge of
new technologies, as it will emerge from the presentation of the participants’
profiles.

The profile of the participants is presented in two stages. The first relates to their
own data (gender, age, level of education, etc.) and the second relates to the data
relevant to their farms (size of exploitation, type of main crop, etc.).

In the context of this study, three dimensions of the phenomenon examined will
be detected and reported in corresponding hypotheses:

3The “spatial household”: “... expresses as a concept the relationships that a group of people, with
family or other social ties, exploits and develops through the distribution of the agricultural land
they own, either in the form of renting or direct exploitation, within the framework of the
organization and operation of an agricultural business. At the same time it expresses: 1) the
geographical distribution and spatial position of members who participate with land and/or
labor and capital in the organization and operation of a farm holding, 2) the size of the land
under control, and 3) the organization produced and managed by the coordinating agricultural
family within the spatial household with the aim of regulating land and labor relations”
(Anthopoulou and Goussios 2007).
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Hypothesis 1 Few of the farm producers operating in the Region of Central Greece
know the term of PA.

Hypothesis 2 Even fewer farm producers perceive the practice of PA.

Hypothesis 3 There should be many actions in the future in order for producers to
understand that PA and SFT will be a prerequisite for their prosperity in terms of
sustainable management of agricultural resources.

The factors that can contribute to assessing the effectiveness of SFTs by the target
population and are therefore considered to be able to push producers into adopting
PA farming practices can be evaluated as to formulate a proposed policy model. The
factors studied here are related to the purpose of the cultivation techniques (questions
15–26), the support and monitoring of SFT applications by geotechnical staff
(questions 27–29), education in new technologies (question 30), the possibility of
investing (Questions 31–34), and finally distance counseling (questions 35–38)
(Table 14).

Beyond investigating the responses of individuals of the sample to verifying the
hypotheses, the specific conditions that have been developed in this sector in the
period after the data from the two surveys mentioned above are being sought, as they
relate to the 2007–2009 period, before the financial crisis of the Greek public sector
and the increase of unemployment rates that followed.

The classical methodology for an empirical applied research was applied. It
included a review of the relevant literature, the creation of a questionnaire, the
selection of the study area, the formation of a representative sample of population,
the sampling, and finally the statistical analysis of the data.

The number of questionnaires that were to be collected per Regional Unit was
cross-checked to the published data of the Hellenic Statistical Authority (ELSTAT)
from the Agricultural and Livestock Census 2009 and the most recent data provided
by OPEKEPE (number of Unitary Application for Aid Schemes, 2015) as presented
in Table 2.

More specifically, the research aims to produce safe conclusions in order to verify
or reject hypotheses originally made through:

Table 2 Data used to calculate the individuals of the sample per Regional Unit

Calculation table per regional unit of the population sample

Regional
unit

Number of agricultural
holdings (ELSTAT 2009)

Number of UAAS 2015 declared
crop production (OPEKEPE 2015)

Questionnaires
collected

Viotia 16,474 14,976 90

Euboea 23,828 12,877 70

Evrytania 2266 403 30

Fthiotida 20,518 22,472 126

Fokida 6574 3624 59

Total 69,660 54,352 375

Source: ELSTAT and OPEKEPE data (after own processing)
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• the particular characteristics of the active population of crop producers
• the perceptions of crop producers about the term and practice of PA
• their attitudes towards the adoption of Smart Farming Technologies
• the factors that can contribute to assessing the effectiveness of Smart Farming

Technologies by the target population.

3.3 Questionnaire Structure

The questionnaire was set up in four parts to detect:

• the profile of farmers and the profile of agricultural holdings of crop production
• knowledge of the term and practice of Precision Agriculture (quantitative infor-

mation) and its origin (qualitative information)
• the factors assessed as being sufficient, by the target population, for the adoption

of Precision Agriculture and Smart Farming Technologies
• Observed population’s opinion about the future use of PA and SFTs.

4 Results

4.1 The Profile of Producers and Holdings

The profiles of the participants are presented in two stages (Tables 3 and 7). The first
are the data concerning themselves (gender, age, level of education, etc.) and the

Table 3 Summary presentation of the demographic profile of the individuals of the sample

Population characteristics Categories/classes Frequencies Percentage

Gender Male 253 67.5

Female 122 32.5

Age 18–25 18 4.8

26–35 81 21.6

36–45 85 22.7

46–55 100 26.7

56–67 61 16.2

>67 30 8.0

Age summary N ¼ 375; min ¼ 18; max ¼ >67; average ¼ 46

Education level Without basic education 14 3.7

Primary graduates 35 9.3

Low secondary graduates 54 14.4

Secondary graduates 153 40.8

Sort circle tertiary graduates 74 19.7

Tertiary graduates 45 12.0
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second relates to the data on their agricultural holdings (size of holding, type of main
crop, etc.).

The composition of the active population of crop producers within the study area
has been maintained the same regarding the main age group operating in the sector,
but young producers demonstrate a higher level of education and an adequate
knowledge of new technologies.

The data on the level of education presented here (Table 4 and Fig. 1) give a
significant differentiation of the young in age population regarding education. In the
age groups 26–35 and 46–55, over 50% of the individuals have a Secondary
Education (High School) certificate, while it is worth mentioning a percentage of
32.8% in this level of education of the age category of 56–67 years.

Graduates of Higher Education are also concentrated in the young ages 25–45 and
with a clear lead of sort circle tertiary graduates. University graduates present a
concentration in the age group of 26–35 years. This concentration of tertiary
education graduates in the age groups 18–25 and 26–35 years old, is an element
that reinforces the premise that many young people at the end of their studies in
tertiary education return to the province and take over agricultural holdings, either
seeking supplementary income, or changing career orientation, particularly amid the
worst financial crisis (2009–2016) faced by the country for decades (Table 5).

Table 4 Education level in relation to the age profile of crop producers

Characteristic (education level) χ2 Degrees of freedom p-Value

Age 209.879a 25 0.000***

Asterisks indicate the level of significance for p-value as: ***p � 0.001
a13 cells (36.1%) have expected count less than 5. The minimum expected count is 0.67
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Fig. 1 Ranges of accumulated absolute response columns for the level of education versus the ages

Table 5 Hetero-employment in relation to the characteristics of crop producers regarding their
level of education and age

Characteristic (hetero-employment) χ2 Degrees of freedom p-Value

Education level 39.956a 5 0.000***

Age 14.964b 5 0.010**

Asterisks indicate the level of significance for p-value as: **p � 0.01, ***p � 0.001
a1 cell (8.3%) has expected count less than 5. The minimum expected count is 4.44
b0 cell (0.0%) has expected count less than 5. The minimum expected count is 5.71
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This hypothesis, regarding young people seeking supplementary income, is also
reinforced by the evidence highlighted by the answers to the question on farmers’
hetero-employment. In the question of whether they have a second occupation,
31.7% responded positively, and the cross-referencing data on their level of educa-
tion, as shown here, shows a strong concentration (49.6%) of post-secondary
education degree holders in relevance to their secondary employment (Fig. 2).

In relation to the question that is directly related to the understanding of the tools
of the technology used for the application of Precision Agriculture, and concerns the
possession of a GPS-Global Positional System, a necessary element for the mapping
of information (spatial variability) and the application of the individual techniques
(automatic navigation), positive responses support the hypothesis that the younger
and the middle aged were already familiar with their use (Table 6 and Fig. 3).

Age and level of education are very much related to the familiarization of
producers with new computing systems technologies and computerized applications

Table 6 Age of respondents and possession of a Global Positioning System (GPS)

Characteristic (GPS possession) χ2 Degrees of freedom p-Value

Age 21.138a 5 0.001***

Asterisks indicate the level of significance for p-value as: ***p � 0.001
a1 cell (8.3%) has expected count less than 5. The minimum expected count is 4.94
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(Table 7). Thus, producers up to 35 years old presented the highest awareness of
these technologies, at percentages ranging around 68%. Then, the age group from
36 to 45 years old presented a moderate to excellent awareness of them. As expected,
individuals of the population who are not aware of them are those over the age of
56 (Fig. 4).

The level of education is strongly related to knowledge in new technologies, with
the percentage increasing depending on the level of education completed by the
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Table 7 Familiarity with new computing systems technologies and computerized applications in
relation to the characteristics of producers regarding age and level of education

Characteristic (familiarity with new computing systems
and computing applications) χ2

Degrees of
freedom p-Value

Age 187.665a 20 0.000***

Education level 189.440b 20 0.000***

Source: Own processing
Asterisks indicate the level of significance for p-value as: ***p � 0.001
a12 cells (28.6%) have expected count less than 5. The minimum expected count is 1.58
b13 cells (31.0%) have expected count less than 5. The minimum expected count is 1.23
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population. Two of the three producers (62.2% and 68.9%) who have completed
tertiary education were highly aware of these technologies (Fig. 5), while the
secondary education graduates were familiar with this technology to a satisfactory
up to an excellent degree at a percentage of over 50%.

As far as the agricultural holding profile is concerned, the response frequencies of the
persons in terms of the size in acres and the type of the main crop (over 50%)—TEO/
Technical-Economic-Orientation (Table 8) is presented.

The study area is traditionally covered by large areas of crop production with
trees (mainly olives) in most of the Regional Units, and secondly with large-scale
crops, either for human consumption (cereals, potatoes, onions, etc.), or for indus-
trial processing (cotton, energy plants, etc.). To a large extent of the land, animal
feeds are also cultivated in all Regional Units.

Finally, the responses of individuals to questions concerning their cooperation
with geotechnical staff are presented, either advisory on the production process or on

Table 8 Summary of the profile of the holdings of the sample individuals

Characteristics of agricultural holdings Categories/classes Frequencies Percentage

Main crop type Olive trees/vineyards/trees 152 40.5

Arable crops for human
consumption

52 13.9

Arable crops for industrial
process

75 20.0

Crops for animal feed 66 17.6

Vegetables 26 6.9

Nurseries/greenhouses 4 1.1

Flower crops 0 0.0

Farm size in 1000 m2 0–10 42 11.2

11–25 67 17.9

26–50 78 20.8

51–100 81 21.6

101–150 35 9.3

151–200 24 6.4

>201 48 12.8

Agronomist consultant for production No, I don’t need 61 16.3

No, I am in knowledge 48 12.8

Auxiliary when needed 196 52.3

Yes, constantly 66 17.6

I don’t know/I won’t
answer

4 1.0

Agronomist consultant for keeping
files and registers

No, I don’t need 101 26.9

No, I keep on my own 105 28.0

Auxiliary when needed 108 28.8

Yes, constantly 41 10.9

I don’t know/I won’t
answer

20 5.3
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keeping records of inputs and outflows and the work calendar recording under
Regulation 1306/2013 and the Information Decision Support Systems.

So, it appears that:

(A) on the question of whether they cooperate with an agronomist consultant for the
production process, 52.3% said that their cooperation is on a subsidiary basis

(B) on the question of whether they cooperate with an agronomist consultant to keep
records of inputs and outputs and records in the Work and Financial Data Logs
as set out in the Codes of Good Agricultural Practice and the Reg. 1306/2013,
28.8% replied that their cooperation is also on a subsidiary basis.

However, the answer, which highlights in particular a subsection of the subject that is
being considered—the adoption by the producers of computerized applications for their
observance in the framework of the Systems of Information Management Systems, and
concerns their observance by them, possesses the non-insignificant percentage of 28% of
all individuals. This observation is encouraging for supporting the assumption that crop
production farmers in the study area understand the need for keeping records and data
for assessment for future use.

The first two hypotheses are presented initially through the frequencies of the
answers to the questions that detect the perceived knowledge level of the population
on the term and practice of the PA (Table 9). Crop producers were familiar to the
term of Precision Agriculture at a percentage of 16.3%, but they were familiar with
its practice at just 12.5%.

Table 9 Summary of population perceptions on precision agriculture and intelligent farming
technologies

Characteristic
Categories/
classes Frequencies Percentage

Knowledge of the term precision agriculture None 150 40.0

Very little 56 14.9

A little 50 13.3

Medium 58 15.5

Much to
absolutely

61 16.3

Knowledge of the practice of precision agriculture None 168 44.8

Very little 53 14.1

A little 55 14.7

Medium 52 13.9

Much to
absolutely

47 12.5

Perception of future use of smart farming technolo-
gies and precision agriculture

None 21 5.6

Very little 18 4.8

A little 36 9.6

Medium 72 19.2

Much to
absolutely

228 60.8
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In the question regarding the perception of the crop producers on the necessity of
adopting Precision Agriculture and Smart Farming Technologies in the future, they
were extremely positively predisposed. They, therefore, believe highly to absolutely,
that it will be necessary in the future to adopt the new technologies at a percentage of
60.8%.

Then, with the aid of CTA and Pearson Chi-Square test, the influence of the two
profiles was examined, i.e. the objective characteristics of the population and their
holdings, on the perception of the target population for future use of Precision
Agriculture and Smart Farming Technologies.

Producer profile elements that faithfully reflect this attitude (Table 10) are gender,
education level, GPS possession, and familiarity with new technologies on comput-
ing systems and computing applications. Their perception is not at all related to age
or to whether they are hetero-employed in crop production (Figs. 6 and 7).

The perception of the future adoption of PA and SFTs is strongly related to the
profile of their holdings, except for the employment of permanent staff on the
holding, but in this category the answers are statistically significant (Figs. 8 and 9).

Women at a percentage of 32.8% and the age group of 46–55 years old are the
strongest trend here, whereas, regarding the education level completed by sample
individuals, tertiary education graduates and holders of Postgraduate Diploma are
again superior (Fig. 6).

Only 9.7% of individuals in the possession of GPS speculates that Precision
Agriculture and Smart Farming Technologies will not be necessary in the future, and
even the ones who poorly know the new technologies regarding information com-
puting systems and computerized applications believe, at a percentage of 34.1%, that
their use will be needed in future (Fig. 7).

Table 10 Perception for the adoption of SFTs and PA in relation to the characteristics of the
profiles of producers and holdings

Profile Characteristics χ2
Degrees of
freedom p-Value

A’ Crop
producers

Gender 9.572a 4 0.048**

Age 7.730a 16 0.956

Education level 54.134a 16 0.000***

Hetero-employment 4.299a 4 0.367

GPS possession 17.987a 4 0.001***

Familiarity with new computing systems and
computing applications

66.709a 16 0.000***

B’ Farm
holdings

T.E.O./Technical-Economic Orientation 33.105a 16 0.007***

Size of household 53.360a 20 0.000***

Employment of staff on the holding 11.525a 4 0.021**

Employment of seasonal staff on the holding 15.709a 4 0.003***

Agronomist consultant for production 32.621a 4 0.000***

Agronomist consultant for keeping files and
registers

31.347a 4 0.000***

Asterisks indicate the level of significance for p-value as: **p � 0.01, ***p � 0.001
a0-6 cells (0%–20%) have expected count less than 5 for each one of the characteristics
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In the case of the farm holdings profile, it is clear that new techniques are of no
interest to producers who exploit a small area (42.9%) and grow olives, trees,
vineyards (25.7%). Producers exploiting an area of 101–150 acres believe at a
40% percentage that Precision Agriculture and Smart Farming Technologies are
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most likely to be necessary in the future, and exploiters of over 151 acres do not
consider them necessary at a percentage of 13.9% (Fig. 8).

The extremely positive view of producers for the future use of Precision Agri-
culture and Smart Farming Technologies is formed at high rates, when their farms
are supported by an agronomic consultant, either for the production or for keeping
records and data, and can reach individual rates of 36.9% (Fig. 9).

The perceived notion of individuals about the future usefulness of SFTs and PA
as it emerged through the Contingency Table between the source of information and
the perception of the future usefulness of PA and SFTs (Table 11), highlighted that
agronomists and companies active in the field hold the lion’s share (40.8%) of the
absolutely positive perception of producers for them. The media also help in this
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direction, but far less as far as the intensity of the perception is concerned. So,
although the category “high” intensity is at 25%, there is a strong core of the order of
21.3% that is not convinced of the usefulness of these technologies even if they were
informed about them by the media. Discussions with friends and colleagues form a
very modest perception among the individuals about the usefulness of SFTs and PA
in the future (Fig. 10).

Control with a statistical analysis of Contingency Tables and Pearson Chi
Square’s tests of the individuals’ profile data and the source of information demon-
strated that statistically significant profile variable is gender, age, level of education
and familiarity with new technologies. As far as the second profile of the farms is
concerned, all its elements are important for the origin of the information they
receive, but the cooperation with an agronomist either as a production consultant
or as a consultant for record keeping is more important (Table 12).

Regarding Technical Economic Orientation, the media are the mainstay of
informing producers in each category. Finally, although the cooperation with agron-
omists is absolutely statistically correlated, they do not participate in the dissemina-
tion of information beyond 13.3%. This alone is capable of reinforcing the
hypothesis (No3) that many actions will be needed in the future for the adoption
of SFTs and PA.

It is common for an increase in the capacity to meet the needs of each professional
(in this case the farmers) to undergo a first stage of recognition of the new field that
they can expand in. More simply, in order to develop a new model of agricultural
practice, farmers of crop production would seek out more than one source of
information on new and emerging techniques and technologies of primary
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Table 11 Producers’ perception of the future usefulness of SFTs and PA in relation to their source
of information about PA

Characteristic (source of information) χ2 Degrees of freedom p-Value

Perception of future usefulness of SFT and PA 40.153a 12 0.000***

Asterisks indicate the level of significance for p-value as: ***p � 0.001
a6 cells (20.0%) have expected count less than 5
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production. From the statistical analysis of Double Input Tables and Pearson Chi
Square’s test regarding the producers profile data, it emerged that multiple informa-
tion on PA is highly dependent on gender, age, level of education, GPS ownership
and familiarity with new technologies. It also depends on the cooperation with an
agronomist, whether he has the role of a production consultant or a scholar who
monitors and keeps records of the holding (Table 13).

Naturally, the contribution of agronomic consultants to triggering producers’
interest in obtaining information through more sources is not positive, since farmers

Table 13 Multiple or not, information on PA in relation to producers profiles data (A) and
holdings (B)

Profile Characteristics χ2
Degrees of
freedom p-Value

A’ Crop
producers

Gender 14.640a 2 0.001***

Age 47.446a 8 0.000***

Education level 56.504a 8 0.000***

Hetero-employment 0.193a 2 0.908

GPS possession 39.568a 2 0.000***

Familiarity with new computing systems and
computing applications

91.943a 8 0.000***

B’ Farm
holdings

TEO/Technical-Economic Orientation 15.071a 8 0.058*

Size of household 14.983a 10 0.133

Employment of staff on the holding 17.497a 2 0.000***

Employment of seasonal staff on the holding 26.430a 2 0.000***

Asterisks indicate the level of significance for p-value as: *p � 0.05, ***p � 0.001
a0-6 cells (0%–20%) have expected count less than 5 for each one of the characteristics

Table 12 The origin of PA awareness in relation to the characteristics of producers profiles (A) and
farms (B)

Profile Characteristics χ2
Degrees of
freedom p-Value

A’ Crop
producers

Gender 12.265a 4 0.015**

Age 46.894a 16 0.000***

Education level 61.692a 16 0.000***

Hetero-employment 1.516a 4 0.824

GPS possession 48.552a 4 0.000***

Familiarity with new computing systems and
computing applications

96.185a 16 0.000***

B’ Farm
holdings

T.E.O./Technical-Economic Orientation 28.184a 16 0.030**

Size of household 40.558a 20 0.004**

Employment of staff on the holding 24.678a 4 0.000***

Employment of seasonal staff on the holding 36.868a 4 0.000***

Asterisks indicate the level of significance for p-value as: **p � 0.01, ***p � 0.001
a0-6 cells (0%–20%) have expected count less than 5 for each one of the characteristics
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working with agronomists obtain information from only one source, at percentages
of 55–63%.

4.2 Factor Analysis

The factors, that can contribute to assessing the effectiveness of PA and SFTs by the
target population and are therefore considered to be able to impel producers into
adopting PA farming practices and SFTs, can be evaluated and shape a proposed
policy model. The factors studied are related to the purpose of the function of
cultivation techniques, the support and supervision of SFT applications by geotech-
nical staff, training in new technologies, investment potential, and finally remote
counseling.

Sample individuals were asked to respond to the preferred intensity of use of the
various techniques and technologies that make up PA and SFTs, their desire to be
trained in them or to be guided by consultants, as well as their willingness to adopt
and invest in the new technique and technology, in questions 15–38 of the ques-
tionnaire (Table 14).

In Order to detect the perception of the target population for Precision Agriculture
and Smart Farming Technologies, using the method of Factor Analysis a model was
developed—as presented here—, which meets up to their preferences for the adop-
tion of all their stages.

The production of the composite markers presented here is based on Exploratory
Factor Analysis Methods and therefore the selection of the final markers requires a
systematic evaluation of the results based on the multiple criteria recommended in
the international literature (Duquenne 2016).

When using the total of the original independent variables (Questions 15–38), the
ratio between the number of observations and the number of variables is in the order
of 15 (375: 24), which is an ideal condition for the application of the Exploratory
Factor Analysis, as long as the observations/responses are n > 200.

There is excellent consistency between the variables, with the Kaiser-Meyer-
Olkin Index (KMO) being 0.952. Also, the independent variables show not only a
significant degree of variability, with the CV variability factor systematically greater
than 38% (Table 15), but also high correlation with p-values <0.5 (5%) (Table 16).
The composition of the 24 independent variables leads to a satisfactory model in the
sense of KMO and the limited number of composite indicators (four), which reflect
72% of the total inertia, i.e. a loss of information of 28%.

However, the initial positive evaluation of the model should not conceal its
weaknesses, especially in terms of correlations and degrees of participation of the
variables (Table 17).

With the exception of the V37 (on-line counseling versus actual) variable, all the
others participate in a satisfactory (H2 > 0.500) to a very good degree (H2 > 0.800)
in the composite indicator configuration. In this case, it is recommended to remove
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Table 14 Presentation of the independent variables of Factor Analysis

Variable Variable description

Question No 15 Attitude towards the need to detect the possible cultivation by computerized
application with spatial variation mapping method (Recording Technolo-
gies) [None/1 to Absolutely/7].

Question No 16 Attitude towards the need for adoption of auto steering technology for
planting/sowing [None/1 to Absolutely/7].

Question No 17 Attitude towards the need for adoption of Variable Rate application—VRA
for fertilizers inputs [None/1 to Absolutely/7].

Question No 18 Attitude towards the need for adoption of Variable Rate application—VRA
for irrigation [None/1 to Absolutely/7].

Question No 19 Attitude towards the need for adoption of Variable Rate application—VRA
for pesticide and herbicide inputs [None/1 to Absolutely/7].

Question No 20 Attitude towards the need for adoption of Computer Information
Management Systems to register inputs [None/1 to Absolutely/7].

Question No 21 Attitude towards the need to adopt computerized application with spatial
variation mapping method (Recording Technologies) during harvesting
[None/1 to Absolutely/7].

Question No 22 Attitude towards the need for adoption of Computer Information
Management Systems to register outputs [None/1 to Absolutely/7].

Question No 23 Attitude towards the need for adoption of Computer Information Manage-
ment Systems to register financial data [None/1 to Absolutely/7].

Question No 24 Attitude towards the need for adoption of Computer Information
Management Systems to register farming/cultivation practices [None/1 to
Absolutely/7].

Question No 25 Attitude towards the need for adoption of Computer Information
Management Systems to register Balance sheets, debts, sales and ware-
houses [None/1 to Absolutely/7].

Question No 26 Attitude towards the need for adoption of Computer Information Manage-
ment Systems to make future decisions on cultivation practice [None/1 to
Absolutely/7].

Question No 27 Attitude towards the need to apply the above-mentioned techniques through
a non-assisted online platform [None/1 to Absolutely/7].

Question No 27.1 Auxiliary/sporadically in answer to the question 27
[Yes/1, No/2, I don’t wish to answer/3]

Question No 28 Attitude towards the need to apply the above-mentioned techniques with the
assistance of an agronomist [None/1 to Absolutely/7].

Question No 28.1 Auxiliary/sporadically in answer to the question 28
[Yes/1, No/2, I don’t wish to answer/3].

Question No 29 Attitude towards the need to apply the above-mentioned techniques with the
assistance of a specialized agronomist [None/1 to Absolutely/7].

Question No 29.1 Auxiliary/sporadically in answer to the question 29
[Yes/1, No/2, I don’t know or don’t wish to answer/3]

Question No 30 Attitude towards the need to apply the aforementioned techniques after
training [None/1 to Absolutely/7].

Question No 31 Interest in investing in new technologies [None/1 to Absolutely/7].

Question No 32 Estimation to the potential payback of capital invested [None/1 to
Absolutely/7].

(continued)
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Table 14 (continued)

Variable Variable description

Question No 33 Estimation of the amortization time of the invested capital (1–15 years).

Question No 34 Estimation of the amount of money that can be invested in relation to the
annual profits of the existing holding (percentage).

Question No 35 Interested in private counseling/guidance through mobile phone or personal
computer in new technologies [None/1 to Absolutely/7].

Question No 35.1 Auxiliary/sporadically in answer to the question 35
[Yes/1, No/2, I don’t know or don’t wish to answer/3].

Question No 36 Interested for public counseling/guidance (e.g. Ministry of Rural Develop-
ment and Food) through mobile phone or personal computer in new tech-
nologies [None/1 to Absolutely/7].

Question No 36.1 Auxiliary/sporadically in answer to the question 36
[Yes/1, No/2, I don’t know or don’t wish to answer/3].

Question No 37 Assessment of whether private or public distance counselling would replace
the work of an agronomist as a physical presence [None/1 to Absolutely/7].

Question No 38 Assessment of whether guidance should be provided by a specialized
agronomist in new technologies and techniques [None/1 to Absolutely/7].

Table 15 Variability degrees of the independent model variables

Independent variables Mean Std. deviation CV ¼ (Std/mean)%

V15_planing_Recording_Technologies 4.14 1.809 44

V16_auto_steering 4.24 1.813 43

V17_fertiliser_VRA 4.59 1.777 39

V18_water_VRA 4.59 1.824 40

V19_pest/herb_cides_VRA 4.77 1.811 38

V20_inputs_smart_view 4.27 1.880 44

V21_harvest_crop_Recording_Technologies 4.22 1.840 44

V22_yield_smart_view 4.15 1.835 44

V23_outputs_smart_view 4.39 1.816 41

V24_work_calenter_smart_view 4.27 1.763 41

V25_balance_sheet_smart_view 4.29 1.827 43

V26_predict_fut_crop_smart_view 4.22 1.862 44

V27_internet_smart_view 3.77 1.831 49

V28_prefer_agriclt_advisor 4.03 1.641 41

V29_prefer_specialist_agriclt_advisor 4.25 1.669 39

V30_prefer_to_learn 3.93 1.880 48

V31_tendency_to_invest 3.34 1.596 48

V32_estimate_to_regain 3.41 1.655 49

V33_estimate_time_to_regain 3.58 1.785 50

V34_estimate_value_over_annual_income 2.93 2.441 83

V35_internet_private_counseling 2.91 1.719 59

V36_internet_public_counseling 3.70 1.847 50

V37_online_counseling_vrs_actual 3.11 1.651 53

V38_specialized_servises 4.34 1.694 39
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the variable because, according to international literature, this variable is character-
ized as “irregular” in relation to the others.

Regarding the necessary correlations between variables—a prerequisite for
applying the Factorial Analysis, there is an issue with two variables: V33 (estimated
time to regain) and V34 (estimated value over annual income). These exhibit an
absolute correlation between them (p-value ¼ 0.000) and generally weak correla-
tions with all others (Table 16). This result was expected since they are expressed not
only on a different scale but they also refer to a different approach, i.e. they do not
concern perception or interest but purely economic evaluation. The chances of
producing a strong indicator of the economic dimension of the phenomenon under
consideration would increase if the questionnaire included more economic variables
(questions) and not just two.

The weaknesses mentioned above are confirmed when carefully examining the
structure of the Main Components Table (Table 18).

The solution produced is not simple, i.e. each independent variable is not
associated with a single component. Also, the fourth index participates in the overall

Table 17 Indices of participation of the 24 independent variables

Participation indices

Independent variables Initial Extraction

V15_planing_Recording_Technologies 1.000 0.764

V16_auto_steering 1.000 0.819

V17_fertiliser_VRA 1.000 0.844

V18_water_VRA 1.000 0.789

V19_pest/herb_cides_VRA 1.000 0.811

V20_inputs_smart_view 1.000 0.824

V21_harvest_crop_Recording_Technologies 1.000 0.743

V22_yield_smart_view 1.000 0.834

V23_outputs_smart_view 1.000 0.790

V24_work_calenter_smart_view 1.000 0.811

V25_balance_sheet_smart_view 1.000 0.772

V26_predict_fut_crop_smart_view 1.000 0.820

V27_internet_smart_view 1.000 0.655

V28_prefer_agriclt_advisor 1.000 0.756

V29_prefer_specialist_agriclt_advisor 1.000 0.859

V30_prefer_to_learn 1.000 0.510

V31_tendency_to_invest 1.000 0.655

V32_estimate_to_regain 1.000 0.638

V33_estimate_time_to_regain 1.000 0.700

V34_estimate_value_over_annual_income 1.000 0.557

V35_internet_private_counseling 1.000 0.513

V36_internet_public_counseling 1.000 0.573

V37_online_counseling_vrs_actual 1.000 0.474

V38_specialized_servises 1.000 0.707

Extraction method: Principal Component Analysis
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variation by 5% and is therefore incomplete for the interpretation of the phenome-
non. Finally, variable V36 (internet public counseling) is associated with almost the
same load as the first two components.

The sequential check process confirms that both V37 and V36 variables must be
removed from the analysis. Especially for V37, the test of α-Cronbach indicates that
without this variable the alpha index increases while at the same time there is a
difference regarding the average evaluation of the seven variables (scale mean if
Item deleted). Below (Tables 19 and 20), the Tables of Reliability Analysis for the

Table 18 Main component table of the four indices produced by the initial 24 variables

Rotated component matrixa

Component

1 2 3 4

V17_fertiliser_VRA 0.873

V19_pest/herb_cides_VRA 0.858

V16_auto_steering 0.854

V18_water_VRA 0.831

V20_inputs_smart_view 0.815

V15_planing_Recording_Technologies 0.792

V24_work_calenter_smart_view 0.774

V22_yield_smart_view 0.771 0.406

V23_outputs_smart_view 0.766 0.401

V26_predict_fut_crop_smart_view 0.749 0.451

V21_harvest_crop_Recording_Technologies 0.740

V25_balance_sheet_smart_view 0.730 0.441

V31_tendency_to_invest 0.703

V27_internet_smart_view 0.459 0.661

V32_estimate_to_regain 0.658

V35_internet_private_counseling 0.629

V37_online_counseling_vrs_actual 0.592

V30_prefer_to_learn 0.413 0.578

V36_internet_public_counseling 0.516 0.527

V29_prefer_specialist_agriclt_advisor 0.868

V28_prefer_agriclt_advisor 0.780

V38_specialized_servises 0.719

V33_estimate_time_to_regain 0.815

V34_estimate_value_over_annual_income 0.731
aExtraction method: Principal Component Analysis. Rotation method: Varimax with Kaiser
normalization

Table 19 Test of α-Cronbach from the reliability analysis of the seven significant loads of the
second index (without the V25 and V26 variables)

Reliability statistics

Cronbach’s alpha Cronbach’s alpha based on standardized items N of items

0.854 0.854 7
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second Index with seven significant loads without the V25 and V26 variables, which
contribute substantially to the first Index, are presented.

Tables 21 and 22 show the figures of the Kaiser-Meyer-Olkin Index (KMO), the
least satisfactorily observed in a variable degree of Participation (H2), the Generated
Indicators with the percentage of their total variance in the model and observations
for the participation of the fourth Indicator in the overall variance of the model, when
performing the Exploratory Factor Analysis, are successively subtracted as
appropriate:

(a) V37 � and V36 remains
(b) V36 � and V37 remains
(c) V37 and V36 (Table 21)

And finally (d) V37, V36 and V35 (Table 22), since as observed in Table 21, by
eliminating V37 and V36, V35 consistently presented a degree of participation
below satisfactory (H2 < 0.500).

Table 20 Total descriptive statistical survey of the seven significant loads of the second indicator
(without the V25 and V26 variables)

Item-total statistics

Scale
mean if
item
deleted

Scale
variance if
item
deleted

Corrected
item-total
correlation

Squared
multiple
correlation

Cronbach’s
alpha if item
deleted

V27_internet_smart_view 20.40 56.578 0.701 0.515 0.820

V30_prefer_to_learn 20.25 57.898 0.623 0.424 0.832

V31_tendency_to_invest 20.83 59.805 0.685 0.641 0.824

V32_estimate_to_regain 20.76 59.652 0.659 0.633 0.827

V35_internet_private_counseling 21.27 60.185 0.604 0.414 0.835

V36_internet_public_counseling 20.47 57.614 0.650 0.459 0.828
V37_online_counseling_vrs_actual 21.06 65.790 0.401 0.175 0.862

Table 21 Aggregate data of Exploratory Factor Analysis under the conditions (a) to (c)

KMO H2
Number of components (total
variation) Remarks

(a) 0.952 V35 <
0.500

4 (73.6%) 4th component: 5.9%

(b) 0.951 V35 <
0.500

4 (72.5%) 4th component: 6.1%

(c) 0.952 V35 <
0.500

4 (74.6%) 4th component: 6.1%
(here the components configuration
improves)

Table 22 Aggregate data of Exploratory Factor Analysis under the condition (d)

KMO H2 Number of components (total variation) Remarks

(d) 0.950 V1,2,..,6 > 0.500 4 (76%) 4th component: 6.4%
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The model finally adopted is based on 21 initial items (Variables V15–V34 plus
V38) presenting significant variability (CV < 38%) and significant interaction
(correlation) between them (p-value ¼ 0.000***). Through the implementation of
the Factor analysis, it was possible to extract 4 indicators expressed as a linear
function of the initial variables (Table 23). The model is characterized by an
excellent consistency between the variables, with the Kaiser-Meyer-Olkin Index
(KMO) having a value of 0.953 and their participation is very satisfactory with a
minimum communality index for the variable V30 ¼ 0.548.

The first principal component explains 63.6% of the total variance (Fig. 11) while
it is related to 12 initial variables which present a particularly high score of the
α-Cronbach statistics (Table 24), confirming the clear internal consistency between
these 12 initial variables. The second component (7.4% of the total variance) is
mainly related to four initial variables presenting also a very good level of internal
consistency (α higher than 0.800) while the third component contributing around 6%
to the total variance depends mainly on three initial variables (α higher than 0.800).
The fourth principal component does not present an acceptable α-Cronbach, since, as

Table 23 Factor Analysis load table for the four components of the model (d) without the variables
V37, V36 and V35

Rotated component matrixa

Component

1 2 3 4

V17_fertiliser_VRA 0.863

V16_auto_steering 0.852

V19_pest/herb_cides_VRA 0.848

V20_inputs_smart_view 0.830

V18_water_VRA 0.820

V24_work_calenter_smart_view 0.792

V15_planing_Recording_Technologies 0.788

V23_outputs_smart_view 0.787

V22_yield_smart_view 0.784

V26_predict_fut_crop_smart_view 0.766 0.414

V21_harvest_crop_Recording_Technologies 0.757

V25_balance_sheet_smart_view 0.751

V31_tendency_to_invest 0.802

V32_estimate_to_regain 0.779

V27_internet_smart_view 0.499 0.611

V30_prefer_to_learn 0.426 0.580

V29_prefer_specialist_agriclt_advisor 0.875

V28_prefer_agriclt_advisor 0.789

V38_specialized_servises 0.730

V34_estimate_value_over_annual_income 0.800

V33_estimate_time_to_regain 0.798

Extraction method: Principal Component Analysis. Rotation method: Varimax with Kaiser
normalization
aRotation converged in seven iterations
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already mentioned above; it has a different scale and concerns a different
assessment-approach. Therefore, the Hyper-Variables/Indicators that are significant
are in essence limited to three (Table 25).

Finally, the model based on the three first principal components, explains almost
77% of the phenomenon (Table 26), the loss of information is clearly limited (rate of
up to 23%). The loads of the initial variables are over 0.4 and the majority of them

Fig. 11 Scree plot of the series (x-axis) and the eigenvalue value (y-axis) of the composite
variables of the Factor Analysis

Table 24 Summary table for the reliability of the independent variables involved in each of the
four indices deriving from the Factor Analysis of the independent variables V17–V34 and V38

Components
No of
variables α-Cronbach Remarks

1st 12 0.976 Same average scale for the 12 variables. No need to
remove variables.

2nd 4 0.842 Nearly the same average scale for the four variables. No
need to remove variables.

3rd 3 0.848 Almost the same average scale for the three variables.
Marginal problem with V38 (α ¼ 0.861).

4th 2 0.466 Not a reliable variable due to the different approach and
scale (α < 0.700)
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are in the range 0.7–0.8 in the first and third indicator. The second indicator is
equally strong—it explains cumulatively the phenomenon with the first one by
70%—but because it reflects dual information, entrepreneurship and innovation,
terms compatible from a point of view, but also obscure by the general public, tends
to concentrate loads on the spectrum 0.6–0.7.

Table 25 Summary table of produced indicators/hyper-variables of Factor Analysis with the loads
involved in each independent variable (Questions 15–32 and 38)

Rotated component matrixa

Component

1 2 3

V17_fertiliser_VRA 0.852

V16_auto_steering 0.841

v19_pestherb_cides_VRA 0.835

V18_water_VRA 0.806

v20_inputs_smart_view 0.801

V15_planing_Recording_Technologies 0.763

V24_work_calenter_smart_view 0.754 0.412

V22_yield_smart_view 0.747 0.430

V23_outputs_smart_view 0.747 0.420

V21_harvest_crop_Recording_Technologies 0.717 0.416

V26_predict_fut_crop_smart_view 0.716 0.484

V25_balance_sheet_smart_view 0.708 0.460

V31_tendency_to_invest 0.810

V32_estimate_to_regain 0.787

V27_internet_smart_view 0.423 0.683

V30_prefer_to_learn 0.658

V29_prefer_specialist_agriclt_advisor 0.880

V28_prefer_agriclt_advisor 0.797

V38_specialized_servises 0.751

Extraction method: Principal Component Analysis. Rotation method: Varimax with Kaiser
normalization
aRotation converged in six iterations

Table 26 Interpretation of the total variance through the analysis of main components

Total variance explained

Component

Extraction sums of squared loadings Rotation sums of squared loadings

Total % of variance Cumulative % Total % of variance
Cumulative
%

1 12.082 63.588 63.588 7.859 41.363 41.363

2 1.396 7.346 70.934 3.866 20.345 61.707

3 1.140 5.998 76.932 2.893 15.224 76.932
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4.3 Interpretation of Hyper-values/Factors

From the responses/observations and the Exploratory Factor Analysis methods, four
indicators initially derived, reflecting the whole spectrum of the independent vari-
ables tested. From these Hyper-Variables/Indicators, the fourth indicator, which
constituted the attitude for investment in PA and SFTs, was excluded from the
interpretation of the phenomenon, since, on one hand, due to the very different
variables (in their nature) and the different measurement range, it did not show
Consistency with the other independent variables, and, on the other hand, did not
contribute more than 5% to the total variance (inertia).

The three resulting indicators eventually reflect 76.9% of the total variance, i.e. a
loss of information of the order of 23% is recorded.

4.3.1 Factor 1: Cultivation Practice Index

The first factor [F (actor) 1], hereinafter referred to as the Cultivation Practice Index,
and has been thus named since it aggregates all those independent variables that refer
to the questions that focus on the main stages of the Cultivation Practice and
Computer Information Management Systems and marginally the process of online
counseling. Thus, it concerns the observations of questions 15–27. Table 27 and
Fig. 12 show the Factor Loadings of factor F1.

Exercising the cultivation practice, with the contribution of the Computer Infor-
mation Management Systems, as well as data on the application of techniques from
web sites, is a fairly widespread process in the case of developing countries that are
gradually orienting producers to familiarity with PA. It is also a key influx of
entrepreneurship and innovation to increase the knowledge pool.

Table 27 A summary presentation of the factors comprising Factor F1, regarding the required data
as considered by the crop producers to be met by PA for the Cultivation Practice

Factor 1—Cultivation Practice Index Factor loadings

V17_fertiliser_VRA 0.852

V16_auto_steering 0.841

V19_pestherb_cides_VRA 0.835

V18_water_VRA 0.806

V20_inputs_smart_view 0.801

V15_planing_Recording_Technologies 0.763

V24_work_calenter_smart_view 0.754

V22_yield_smart_view 0.747

V23_outputs_smart_view 0.747

V21_harvest_crop_Recording_Technologies 0.717

V26_predict_future_crop_smart_view 0.716

V25_balance_sheet_smart_view 0.708

V27_internet_smart_view 0.423
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Crop producers evaluate elements relating to routine farming practices (fertiliza-
tion, soil preparation, plant protection and irrigation) and the recording of inputs
with a weight (charge) of more than 80% as much required (as it was expected). That
is, they evaluate the technology of VRA, of Auto-Steering and input monitoring,
more positively than the Recording Technologies and the registrations of other
elements of their exploitation (>70%). The factor concerning assistance from a
web site, related to the techniques and technologies of PA, is considered marginally
(42.3%) important.

4.3.2 Factor 2: Entrepreneurship/Innovation Index

In order for new technologies and techniques to be adopted by the agricultural
productive population, they should be evaluated through daily farming practice
and then through their business performance in the context of an innovative
investment.

The second index (F2) exported, concerned data regarding entrepreneurship and
innovation. Trends for evolution and for the introduction of new innovative technical
processes and organizing forms are weighted in this Index, along with the willing-
ness for education and investing, and finally the provision/estimation for deprecia-
tion of the capital expended (Table 28).

The corresponding Factor 2 loadings as depicted in Fig. 13, which bear the
evaluated gravity by the sample population, accrue high scores (>65%) in the
predisposition for investment, evaluation for depreciation, assistance by a web site
for implementation of the new techniques and the intention to train for their
implementation, the main elements, namely, to increase profitability and to improve
competitiveness. The existence of the V7 (internet smart view) variable at this
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indicator, and even braced by a score of 68.3%, reinforces the observation that PA
and SFTs are treated as an input of innovation in agricultural holdings.

Regarding adaptability in the digital business environment, the remaining inde-
pendent variables imprinting it burden the Index with loads from 48% to 41%, and
this observation is indicative of the up until now incomplete or piecemeal informa-
tion of producers.

4.3.3 Factor 3: Consulting Services Index

Finally, an important element for PA adoption is its support by specialized agron-
omists in it, so the final third index (F3) aggregates the independent variables
relating to Counseling Services. It is logical, in the context of adopting innovative
techniques such as PA and SFTs, to invest in the co-operation or employment of

Table 28 Summary presentation of the factors comprising Index F2 regarding the data required, as
evaluated by crop producers, to be complied with by the PA for Entrepreneurship and Innovation

Factor 2—Entrepreneurship/Innovation Index Factor loadings

V24_work_calenter_smart_view 0.412

V22_yield_smart_view 0.430

V23_outputs_smart_view 0.420

V21_harvest_crop_Recording_Technologies 0.416

V26_predict_future_crop_smart_view 0.484

V25_balance_sheet_smart_view 0.460

V31_tendency_to_invest 0.810

V32_estimate_to_regain 0.787

V27_internet_smart_view 0.683

V30_prefer_to_learn 0.658

FACTOR 2- ENTREPRENEURSHIP / INNOVATION INDEX
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Fig. 13 Sections Bar-chart for loads carried by the independent variables that make up the
F2—Entrepreneurship Index
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skilled personnel in the overall Research and Development (R & D) framework.
Here, the observations highlight the gravity of the counseling process by being
valued as a separate index, with high scores (Table 29 and Fig. 14).

Producers, therefore, value the contribution of agronomists in the process of using
PA techniques and SFTs to a very high score (>75%), with the highest of all, the
presence of specialized advisors in agronomist-related issues (question 38).

5 Conclusions: Proposals

Although the percentage of producers who know the term PA appeared to be
increased when compared to earlier studies (Mourtzinis et al. 2007), it did not
exceed 16.3% in response rates. Far fewer, only 12.5%, were familiar with the
practices of PA, mainly through information actions from companies and geotech-
nical practitioners that are involved in it. Even so, in a relevant question, people that
are involved in crop production and in the research study by Michailidis et al. (2010)
were found to be little interested in it, now foresee in a percentage of more than 60%,
that the adoption of PA and SFTs will be a prerequisite for farmers in the future.

By examining the specific conditions that would help the crop producers to adopt
the new cultivation techniques and technologies, the dimension of their inadequate

Table 29 Summary presentation of the factors comprising the F3 Indicator, regarding the data that
crop producers consider that the PA should meet for the Consulting Services

Factor 3—Consulting Services Index Factor loadings

V29_prefer_specialist_agriclt_advisor 0.880

V28_prefer_agriclt_advisor 0.797

V38_specialized_servises 0.751
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Fig. 14 Sections Bar-chart for loads carried by the independent variables that make up the
F3—Consulting Services Index
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information and their almost non-existent education emerged. That results as the
vague documentation of all the manifestations of these practices in their daily
occupation vocation with agriculture. This lack of education in a large extend is
the reason that they cannot implement this technologies. Such a result is consistent
with the result of the study carried out by Kountios (2014).

The profile of Greek producers refer to people aged up to 46 years old with a
Middle (40.8%) or Higher (31.7%) education Level and a good familiarization
(37.3%) with computing technology—necessary conditions for their training. They
have the right profile to recognize the usefulness of the technology involved and the
essence of the techniques towards sustainable management.

The existence of other ‘on a distance farmers’ that are parts of the spatial
householdings but really taking part in the family farm exploitation schemes and
influence the decisions to redirect them, is another reason that impinge upon
adoption of PA and SFTs. Until now such an aspect—specific to Greece—has not
been studied and needs more investigation. This factor could not be included in the
four nation comparative study of Lawson et al. (2011) and constitutes a unique
phenomenon observed only in Greece.

For these reasons, the general attitude towards PA depicted by the present study
concerned the intention to adopt practices related to the minimization of inputs and
monitoring the company’s performance rather than using intelligence decision
support systems. The adoption of a business scheme that involves managing their
exploitation by intelligent decision making systems, efficiency measurement and
innovative practices of distance counseling is not understood. The most of them
don’t comprehend that an adoption of that kind of schemes requires a new approach
of entrepreneurship which is inevitable.

In general, however, the innovation of the whole system of SFTs is recognized by
producers, mainly driven by the recognition of information technology and web
applications as a new business scheme, albeit less in intensity than pure entrepre-
neurship and excluding the factor of the economic dimension. The willingness to
invest, as well as the depreciation estimate, was slightly increased, despite the
current economic situation of the holdings. This disconnection is in line with the
findings of the most recent research of Kountios et al. (2017) about Young Farmers
willing to build a competitive agricultural business.

Particularly strong was proven to be the relationship between geotechnical
consultants and the producers’ decision to adopt PA and SFTs. Indeed, their
evaluation was that they would need more specialized agronomists.

Based on the data gathered on the crop producers’ profile and given the very large
number of observations, it is not wrong to assume that the composition of the rural
population has changed in recent years and younger and more trained producers
undertake to produce agricultural products in Greece.

Their intentions with regard to cultivation practice related to better management
of inputs and were able to recognize entrepreneurship and counseling as a means for
the future development of their holdings.

Through actions concerning their information and support of their businesses to
adopt PA and SFTs, it is possible to restart agricultural primary production in the sense
of redirecting it to more environmentally friendly and more economical practices.
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The new technologies presented here concern the maintenance and modernization
of agricultural and livestock farmmachinery and at the same time the reorganization of
inputs and the rational management of natural agricultural resources and hence a
fundamental restructuring of everyday agricultural practice. The target population,
through its responses, recognized the added value of new techniques and technologies,
although many actions will still be needed in order for them to be adopted. But, more
than anything, the target population comprehended the role they will play in the future.

The precision relates, in substance, of exercise of cultivation practices using the
same method and the same result, under the condition of using greater reliability
machines and minimal requirement calculations and corrections, thus requiring the
continuous collection and disposal of data and metadata and their management by
scientifically trained staff.

Therefore, with the purpose of adopting SFTs and PA for the modernization of
agricultural holdings of crop production in the Region of Central Greece, the
following actions are recommended:

• training of producers of large-scale plantations who are up to 50 years of age, or
growers of over 150 acres in new techniques and technologies,

• updating and training of producers with high-yield crops such as trees in PA and
SFTs,

• education of agronomists and their continuous training in the computerized
applications of GIS and Computer Information Management Systems, as well
as the techniques of Auto-steering, Recording Technologies, mapping of spatial
variability and Variable Dose Applications,

• developing internet applications regarding combinational data and metadata to
find data for the production process,

• eligibility of expenditure for the ‘main occupation’ farmers for computing sys-
tems, sensors and automation of procedures,

• an effort to detect the possibility of diversifying the products produced with PA
and then marking them as products of sustainable agricultural practice,

• enhancing the entrepreneurship of family holdings adopting PA and SFTs,
• support for the development of group actions at local level to create large-scale

data exchange networks and finally
• funding research for the specialization of techniques and SFTs and their

evolution.

The main reason for suggesting the above policies is because PA and SFTs will play
a key role in the economic development of agricultural holdings in Greece, in the
future, in the context of their alignment with the general trend in the Member States of
the European Union (European Parliament Department B Structural and Cohesion
Policies 2014). Even more so, because they will be a prerequisite in the future, since
they harmonize the elements of space, time, data and doses of inputs into the agricul-
tural holding units, within an evolving integrated cultivation system, aiming at the
sustainable conservation of natural agricultural resources and the ever-increasing
demand for agricultural-food products (Image 3).
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Multi-criteria Optimization Methods
Applied in Agricultural Touring

Kyvele Constantina Diareme and Theodore Tsiligiridis

Abstract Agricultural tourism is considered a means of providing motor for growth
in rural areas and year-round tourism flow, promoting local products and SMEs,
encouraging the diversification of economic activity and in the long run a way of
improving the quality of life in rural areas. For more than three decades now this
concept goes hand to hand with avoiding/preventing the social and economic
collapse of rural areas, and with multi-functionality. Increasing interest in tourism,
tourism in rural areas and thematic tourism as well as tourists seeking fast and
accurate information has led to the proposal of personalized (team) tours, rather than
generic ones, with the use of recommender and geo-informatic systems alongside
with smart applications, web services, context and location based services. Τo
provide maximum functionality to users and engage them into using a service it is
needed to represent/model the real daily multi-dimensional activities of a tourist
during a trip with more than one objective function. Crucial to such a service are the
formulations that model tourist trip problems, and the algorithms that generate and
optimize the proposed tours. Therefore, this comprehensive review explores the
multi-objective nature of agricultural touring, and focuses on multi-objective for-
mulations that arose in the literature so far in touring, especially concerning tourism,
and in regard of them being applied under agri-touristical scenarios. Under the scope
of multi-objective optimization, we focus also in the related Orienteering and Team
Orienteering Problem (OP/TOP). We consider selected non-dynamic/dynamic
multi-objective route planning problems/methods, variants of the OP and TOP for
route planning and scheduling problems, as well as for tourism and agricultural
tourism, and the algorithms proposed and/or tested for the latter.
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List of Abbreviations

BOOP Bi-objective orienteering problem
BOP Bi-orienteering problem
EA Evolutionary algorithm
EMO Evolutionary multi-objective
EU European Union
GRASP Greedy randomized adaptive search procedure
MDLS Multi directional local search
MOOP Multi objective orienteering problem
MOTDOP Multi-objective time-dependent orienteering problem
NSGA-II Non-dominated sorting genetic algorithm II
OP Orienteering problem
P-ACO Pareto ant colony optimization
POI Point of interest
PR Path relinking
P-VNS Pareto variable neighborhood search
SME Small and medium-sized enterprises
TOP Team orienteering problem
TTDP Tourist trip design problem

1 Introduction

Agricultural tourism, often referred to as agri-tourism or tourism in rural areas, has
been long considered a means of boosting rural economies, providing motor for
growth and year-round tourism flow, encouraging the diversification of economic
activity, promoting local products and SMEs, and ultimately improving the quality
of life in rural areas and avoiding depopulation. This is not a new notion as for more
than three decades now this concept is closely connected with avoiding/preventing
the social and economic collapse of rural areas, pluriactivity and multi-functionality,
especially in the European Union (EU). It should be noted that 44% of the EU—28
member states’ territory is classified as rural, 88% accounts for rural and intermedi-
ate areas (European Commission 2016), and that since the 1990s the diversification
of economic activities in rural areas and the development of agricutlural tourism
were actively promoted through the Common Agricultural Policy (CAP)
(Koutsouris et al. 2014, Campón-Cerro et al. 2017, Eusébio et al. 2017). As an
extend agricultural tourism was promoted as beneficial for rural and less favored
areas, for the aforementioned reasons; and in cases regarded as more intimate and
less detrimental to culture and environment than mass tourism (Daugstad and
Kirchengast 2013).

However there has been criticism to whether or not agricultural tourism has had
any true positive effects to rural areas, although as Gao and Wu (2017) state “it
should not be understood merely as a type of tourism, but also as a tool for the
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conservation and regeneration of rural society and rural culture”. According to
Campón-Cerro et al. (2017) rural tourism is often introduced into settings where
residents are unfamiliar with providing services, much less regular tourism activities,
which poses challenges to its professionalization. In other cases, it has been found
that the improvement of, at least, the local farming families’ incomes espoused by
rural/agri-tourism development policies is not attained to a satisfactory degree, and
in addition cash flows from agriculture have been higher than those from tourism
(Koutsouris et al. 2014).

Nowadays, we see an even more increasing interest in tourism in rural areas and
thematic tourism (with the use of technology) in general; main reasons are the trends of
tourism diversification and of capitalizing on the signs of authenticity that tourists
recognize in their travels, technological development (hardware, telecommunications
and theoretical models), as well as changes in the needs of tourists/consumers. In
addition recent scientific literature strengthens the interest towards agricultural tour-
ism. Hüller et al. (2017) argue that establishing linkages of agricultural food produc-
tion and rural tourism might contribute to the economic development of a district, the
study of Eusébio et al. (2017) reveals the importance of offering different rural tourism
products to the different population groups, and to Zasada et al. (2017) natural and
landscape amenities present important regional environmental assets for rural devel-
opment, competitiveness and social welfare. It should be noted that the literature
indicates lack of destination management and destination marketing organizations
specifically established for rural tourism destinations (Adeyinka-Ojo et al. 2014);
personalized tour planning systems, and applications could help bridge this gap.

The above along with the fact that tourists seek fast information, use smartphones
and tablets, and with the rapidly increasing volume of information, that often do not
help them easily find what they are looking for, has diversified the need of services
provided (Kramer et al. 2006; Souffriau and Vansteenwegen 2010). Tourists’ needs
have shifted from the typical situation where the visitor being in a destination would
search for information in the Local Tourist Organization where they would be
provided with a genetic tour, to the need of accurate, up to date personalized
(team) tours. Personalized (team) tours are being proposed with the use of recom-
mender systems, geo-informatic systems alongside with smart applications, web
services as well as context and location based services, so as to provide the best
possible information, with validity and reliability in the least time possible
(Souffriau and Vansteenwegen 2010; Diareme and Tsiligiridis 2013). In this context
there is a need to deal with real-life problems and not simplifications of them (to the
extend that it is possible); to our view this will also provide maximum functionality
to users and engage them into using a service. As such focus has been placed, also, in
taking under consideration the real (or more realistic) Tourist Trip Design Problem
(TTDP); meaning that effort is done in representing/modeling the real daily activities
of a tourist during a trip, e.g. need for leisure time. Although in the simplest form
touring problems to be solved consist of one objective function and the basic
constrain, some form of cost referring to the cost of moving from Point of Interest
(POI) to POI that most commonly denotes travel time, it is usually the case to see
problems with more than one objective function. For instance, in order for a tourist to
select a route, many criteria needs to be considered including cost, speed,
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availability, comfort level, reliability, etc. There is no optimal solution for this
selection problem, e.g. one might want to choose a fast but inexpensive vehicle,
while others might want a comfortable and reliable one. In fact, real-world problems
are multi-objective (Tricoire 2012), and the same can be said for real-world touring
problems. So, to provide solutions that could be applied under real life scenarios one
has to deal with Multi Objective Optimization Problems (MOOPs). Those are
problems that have multiple objectives or criteria, often conflicting with each
other, that need to be optimized; in cases also mentioned as many-objective [for
problems having more than three objectives (Chand andWagner 2015)]. The conflict
of these objectives or criteria arises as improvement in one can only be made to the
detriment of one or more of the others (Odu and Charles-Owaba 2013). Therefore,
using a multi-criteria decision analysis, a migrated system with an analyzing tech-
nique a decision can be made according to the Decision Maker’s (DM’s) preference
so to choose the most desirable and satisfactory alternative under uncertain situa-
tions. To take things one step further, under cases, one can also deal with Dynamic
Multi Objective Optimization Problems (DMOPs).

However, limited such examples of applications of methodologies or even prob-
lem specific methodologies for tourism in rural areas exist to our knowledge, and
many of them refer only to bi-objective optimization. On the other hand, in the
general tourism approach various problem definitions and optimization methodolo-
gies can be found, that could provide the basis of rural tourism specific problems
taking also into account socioeconomic, sectorial, and territorial characteristics.
Excessive problems have been studied so far depending on the specificities of
different situations, e.g. Travelling Salesman Problem (TSP), Orienteering Problem
(OP), and variations of them, the most interesting of which are the Travelling
Salesperson Problem with Hotel Selection (TSPHS) (Vansteenwegen et al. 2012),
the Time Dependent Team Orienteering Problem with Time Windows (TDTOPTW)
(Garcia et al. 2013), the Time-Dependent Orienteering Problem with Stochastic
Weigh and Time Windows (TD-OPSWTW) (Verbeeck et al. 2014). However, due
to their computational complexity (NP-hard) the various algorithms proposed so far
including computational intelligence provide good solutions if not optimal, and the
problem remains open.

This research focuses onmulti-objective formulations that arose in the literature so
far in touring, especially concerning tourism, and in regard of them being applied
under agricultural touring scenarios. Under the scope of Multi Objective Optimiza-
tion (MOO) we focus also in the OP and TOP, which can provide a powerful basis for
problem specific variants. It should be noted that extensions of the OP have been
successfully applied to model the TTDP (Gavalas et al. 2014a). In addition the tourist
planning problem with restrictions to travel distance and time basically coincides
with the Team Orienteering Problem with Time Windows (TOPTW) constraints
(Diareme and Tsiligiridis 2013) which is NP-hard problem, and research on time-
dependent travel times, multi-constraints and multi-objectives of the OP variants is
expected to help capture more realistic scenarios (Gunawan et al. 2016).

270 K. C. Diareme and T. Tsiligiridis



Specifically, we considered the following:

• Selected non-dynamic/dynamic multi-objective route planning problems/
methods.

• Cases of multi-objective variants of the OP and TOP for route planning and
scheduling problems, as well as for tourism and agricultural tourism, and the
algorithms proposed and/or tested for the latter.

• The relevant approximation methods used, neighborhood definition, and next
POI insertion methodology during construction/initialization step for the algo-
rithms proposed and/or tested for the known multi-objective variants of the OP
and TOP for agricultural touring. This part is analysed in detail.

In this research we present an comprehensive review of the above, and explore
the multi-objective nature of agricultural touring with an ultimate goal to locate
multi-objective formulations to be applied or extended for use in touring in agricul-
tural, rural areas. To make this research self-contained some fundamentals on the
current state of route planning in the tourism sector, personalized touring, and multi-
objective optimization are also presented, as well as the specificities of agricultural
touring.

2 Personalized (Team) Touring

Routing refers on creating a path using a set of POIs, each one of which is assigned
with a score (or cost). In its simplest form the problem is to maximize (minimize) the
sum of scores (costs) collected, by visiting all POIs only once while taking under
consideration other constraints of the problem. In this sense routing is the process of
selecting best paths in a network. Personalized routing refers on planning an optimal
route based on the recommendations and restrictions of an individual but also
facilitating each user by personalizing their recommendations. In its simple form it
is looking for a set of POIs to be visited once, so that the total score, benefit or profit
is maximized subject to a constraint on the total travel cost or time. A score or profit
is associated to each POI, and for each pair of POIs a travel cost is specified.
Personalized routing can be outdoor or indoor with indoor typical use being finding
optimal routes for impaired persons within confined spaces or finding the safest route
or the route with the least obstacles; whereas personalized outdoor routing is about
finding the shortest route within constraints, or the optimal one based on the user’s
preferences (in cases of conflicting objectives). The process is carried out through
Decision Support Systems (DSSs) or web services and applications that can be
handled by the user from a computer, smart phone or mobile guide. The input data
are usually information about the POIs available (geographic location (latitude and
longitude), scoring system) and the restrictions of the user, in our case a tourist
(or group of tourists) who is in a given area. The output is the generated route. We
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consider that personalized outdoor routing can be divided in three phases: recom-
mendation which refers to the information provided by the service to the user, route
generation and route customization. In general, the main problems to be addressed
involves selecting the techniques used to obtain data, evaluate data and scoring
method, deciding how the user will communicate with the system, the methods used
to generate and customize the optimal route, and mapping the results/proposed tour.
We focus our work on route generation and route customization; by using the OP
and TOP as a model.

Suppose there is a web service that generates personalized routes. The user
connects with the service and the system lets the user know of the POIs he could
visit, provided the system knows the location of the user. For each POI the geo-
graphical coordinates are known as well as the score profit. The scoring system
reflects the “attractiveness” of a POI, and in a simple form it could be a measure of
the tourists arriving in a city and the number of tourists visiting a certain place.
Distances between POIs are known. In more complex models the data could contain
even traffic or weather information, opening and closing hours of a venue, ticket
price, minimum duration needed for the visit to be considered complete, etc.. The
next step is to provide the user with a route to follow based on his constraints. In the
simplest form the only constraint is the time available by the user (say, Tmax). For
the route generation we distinguish three cases, routes where start and finish points
are the same (tours), with different start and finish points (paths) and routes gener-
ated for more than one tourist or groups of tourists (team). In the generalized version
of the problem more than one tourists, or groups of tourists, are in one place. Each
one of them wants to follow a tour and then return to the starting point and meet with
the others. Due to the limited time they have available they cannot visit all places,
hence they must follow the route that provides them with the highest profit possible
in the time available. This problem can be modeled as TOP, in the case of a single
visitor the problem is similar with the single-competitor OP; both problems are
presented in a following section. Scoring system is defined/reflects the satisfaction a
user gains by visiting a control point.

As explained in their simplest form the problems to be solved consist of one
objective function and the basic constrain; some form of cost referring to the cost
of travelling from POI to POI that most commonly denotes travel time. In
addition, specific problems are being formulated to provide solutions for prob-
lems that complement tourism in rural regions, such as cycle tourists without
preferences or with preference, e.g. culture oriented or gastronomic fan. One
example, although not a multi-objective one, is the multi-commodity orienteering
problem with network design (Malucelli et al. 2015). Although traditionally focus
has been placed, to our knowledge, to single objective optimisation and
bi-objective optimisation, recently focus has been placed, also, in taking under
consideration the real (or more realistic) Tourist Trip Design Problem (TTDP);
meaning that effort is done in representing/modelling the real daily activities of a
tourist during a trip.
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2.1 Current State in Route Planning for Tourism

One of the early attempts to create a mobile tourist guide was Cyberguide
(1995–1997), of the Georgia Institute of Technology, which provided information
based on the position and orientation of the user and focused on how portable
computers could assist in exploring physical spaces and cyberspaces. Since then,
other systems have been developed such as GUIDE (Cheverst et al. 2000) and
Gulliver’s Genie (O’Hare and O’Grady 2003). All of the above take into account
the position of the user, provide information about the POIs located around him and
help him choose which points he wants to visit, hence for the generation of a
personalized route the user must select by himself the points that interest him
(Souffriau et al. 2008). During the last decade systems and applications have been
developed that, instead of recommending pre-packaged tours or sorting POIs by
estimated interest value as recommender systems do, they determine the combina-
tion of POIs that maximize the joint interest (Souffriau and Vansteenwegen 2010),
e.g. the Dynamic Tour Guide (Hagen et al. 2005) that calculates personal tours on
the fly, the system of Lee et al. (2009) that allows planning personalized travel routes
to Tainan City, China. In the past few years even more Personalized Electronic
Tourist Guides (PETGs) relying on mobile computing have been developed
(De Falco et al. 2015) as well as tour planner systems, expert systems and travel
assistants. Recent examples include the CityTrip planner (Vansteenwegen et al.
2011a) and the eCOMPASS multimodal tourist tour planner (Gavalas et al. 2015).
For a more thorough review on recommender systems and applications to provide
personalized tours, multi-criteria recommender systems as well as algorithmic
approaches the interested reader is referred to Kabassi (2010), Anacleto et al.
(2014), Borràs et al. (2014), Gavalas et al. (2014a, b), and Nilashi et al. (2017). It
should be noted that some latest works take also under consideration data from social
networks, e.g. TRIPBUILDER (Brilhante et al. 2015), PLANTOUR (Cenamor et al.
2017), and the “Filter-first, tour-second” framework for Personalized multi-period
tour recommendations (Kotiloglu et al. 2017). In future we expect that the adoption
of crowd-source route planning in tourism and the use of Volunteered Geographic
Information (VGI) will create a new era for e-tourism and personalized tour
recommendation.

2.2 The Orienteering and the Team Orienteering Problems

The well-known OP was first introduced by Tsiligirides (1984), and is based on the
sport of orienteering (orienteering event and score orienteering event). Orienteering
is a mixture of cross-country running and navigation through a forest using a map
and a compass where players have to visit all control points, or where control points
have scores and players have to visit only some of them so that they maximize the
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profit collected in a specified amount of time. It becomes apparent that orienteering is
an optimization problem. The OP can be defined using a complete graph where each
vertex is associated with a score that denotes the profit from visiting the
corresponding POI or its attractiveness. The score of each vertex can be collected
at most once, travel time between each pair of vertices is known, and each player has
a predefined starting and ending POI. Those two POIs (start and end) can be the same
physical location and thus the term tour is used. The goal of the OP is to determine a
path or tour that maximizes the sum of scores collected from the visited vertices
subject to a given path or tour length restriction; this means that the sequence of the
vertices visited is under consideration also.

Besides the Single Competitor OP another case is the TOP where a team of M
members has to determine at most M paths, with respect to a fixed time constraint,
from the start POI to the end one through a subset of locations to maximize the total
score collected. In this case the score of POI is attributed only to the first player that
will visit the specific POI. As one can easily deduct the TTDP is closely related to the
OP (Lin and Yu 2015) and TOP, where scoring system is defined by the satisfaction
a user gains by visiting a control point (Diareme and Tsiligiridis 2013) or the
attractiveness of a POI based on historical data, other tourists preferences and not
only. It should be noted that OP and its variants, as well as TTDP problems, are of
high complexity; even the most basic version of the OP is NP-hard (Golden et al.
1987). Although there have been a number of exact methods and heuristics proposed
no efficient solution techniques for the problem at hand exist, especially when
considering large scale problems with multiple objectives, multiple objectives and
travel time dependency (Mei et al. 2016) thus a number of heuristics, meta/hyper-
heuristics, and evolutionary algorithms have been proposed in the literature
depending on the OP/TOP variant.

The two problems have been used to model a variety of problem situations and
thus a wide range of variants have been proposed e.g. the Team Orienteering
Problem with Time Windows, the arc OP, the TOP with Decreasing Profits
(DP-TOP) (Murat Afsar and Labadie 2013). For a detailed survey, the interested
reader is referred to Vansteenwegen et al. (2011b) and Gunawan et al. (2016).
However, despite the general interest in the OP and TOP, the fact that both are
characterized by an inherent conflict between the profit collected and the distance
traveled (Matl et al. 2017), and the fact that multi-objectives of the OP variants are
expected to help capture more realistic scenarios (Gunawan et al. 2016) multi-
objective formulations of the OP and TOP have received attention only during the
last 10 years.

2.3 Multi-criteria Analysis and Multi-objective Optimization

In single-objective optimization one single solution exists that is better than all
others, and given two or more solutions those can be compared so that the best
one is found. When considering problems with several objectives (multi-objective
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problems) it is difficult to compare solutions and decide the best. There are many
ways to approach a multi-objective problem with the most widely-used to be the
weighted sum method or utility functions, namely the one—which combines the
individual objectives functions into a single composite one to use single-objective
methods, keeping the objectives separate from each other in a model and approxi-
mating the Pareto set (Zitzler et al. 2004; Jozefowiez et al. 2008; Schilde et al. 2009).
Scalar methods require setting the weights and having a priori knowledge of
preferences, whereas the quality of the approximations can be limited (Jozefowiez
et al. 2008). The drawback of this approach lies in the need for correct selection of
the weights or utility functions to characterize the Decision Maker’s preferences. In
reality, the problem of precisely and accurately selecting these weights is unsolved.
Small perturbations in the weights can lead to very different solutions and for this
reason Decision Makers often prefer a set of promising solutions given the multiple
objectives (Konak et al. 2006).

An alternative approach is to determine an entire Pareto optimal solution set or a
representative subset, namely, a set of solutions that are non-dominated with respect
to each other. In other words, since it can be difficult to compare solutions in multi-
objective optimization problems, rather than having a single optimum, there can be a
set of alternative trade-offs, the Pareto-optimal solutions. These solutions are optimal
in the wider sense that no other solutions in the search space are superior to them
when all objectives are considered (Chand and Wagner 2015; Cui et al. 2017). Note
that such solutions cannot be improved in any objective without causing a degrada-
tion in at least one other; when moving between Pareto solutions there is always a
certain amount of lose in one objective to achieve a certain amount of gain in the
other. In practice, this approach is often preferred to the former since the final
solution of the Decision Maker is always a trade-off between crucial parameters,
however, the size of the Pareto set increases with the increase in the number of
objectives.

To define a multi-objective decision problem we consider an n-dimensional
decision variable vector x ¼ {x1, x2, . . ., xn} in the solution space X. Then the
problem is to find a vector x* that minimizes a given set of k objective func-
tions f(x∗) ¼ {f1(x

∗), f2(x
∗), . . .., fk(x

∗)} subject to a number of constraints of the
form gj(x

∗) ¼ bj; j ¼ 1, . . ., m and bound on the decision variables. As we have
noted, objectives under consideration conflict with each other, optimizing x with
respect to a single objective often presents not acceptable results with respect to the
other objectives. Since a perfect multi-objective solution that simultaneously opti-
mizes each objective function cannot be achieved, an acceptable solution is to
investigate a set of solutions, each of which satisfies the objectives at an appropriate
level without being dominated by any other solution.

Assuming all objective functions are for minimization, a feasible solution x is
said to dominate another feasible solution y (x � y), if and only if, fi(x) � fi(y) for
i ¼ 1, . . ., k and fj(x) > fj(y) for at least one objective function j. A solution is said to
be Pareto optimal if it is not dominated by any other solution in the solution space. A
Pareto optimal solution can’t be improved with respect to any objective without
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deteriorating at least one other objective. The set of all feasible non-dominated
solutions in X is referred to as the Pareto optimal set, whereas for a given Pareto
optimal set, the corresponding objective function values in the objective space is
called the Pareto front.

Under the above considerations, the aim of a multi-objective optimization algo-
rithm is to identify solutions in the Pareto optimal set. For many multi-objective
problems to identify the entire Pareto optimal set cannot be achieved due to its
enormous size. Hence, a practical approach is to investigate a set of solutions that
represent, as much as possible, the Pareto optimal one. This is usually referred as the
best-known Pareto set. So one could say that the aim of multi-objective optimization
is not only to find the optimal solution but the set of Pareto-optimal solutions. In the
above sense, multi-objective optimization algorithms are aimed to obtain the Pareto
set, covering the whole Pareto front, i.e. the representation of the optimal set of
solutions (Mora et al. 2013). Due to complexity generating the whole Pareto set can
be computationally expensive or infeasible, so good approximations are sought after
rather than optimal solutions. Approximating the Pareto set is itself multi-objective.

The second approach is that of Multi-Objective Evolutionary Algorithms
(MOEAs). Evolutionary algorithms operate in a set of candidate solutions on the
basis of selection and variation, can handle large search spaces, can generate
multiple alternative trade-offs in a single optimization run, and exploit similarities
of solutions by recombination. It should be noted that although some of the
approaches prevail, based on the literature, the superiority of one single approach
is under consideration. The selection of the method depends, amongst others, on the
available technology, on the type of information provided in the problem, designer’s
preferences and solution requirements.

However, in the absence of preferences or algorithms that assess the quality of the
fronts, it is very difficult to decide which trade-off is better. In addition, one has again
to consider also the role of the Decision Maker; consider at which point the decisions
are made, if the articulation of preferences is a priori, a posteriori (as in the case of
Genetic Algorithms), during the optimization process [as in the case of interactive
Evolutionary Multi-Objective Optimization algorithms (interactive EMO)] or none
at all, whether the decision space is continuous or discrete, decision criteria, and
hierarchy. It should be mentioned that in the event of solutions that cannot be
discriminated in terms of Pareto dominance, cone dominance-sort can be used
where the user can drive the search process towards a preferred part of the search
space (Purevsuren et al. 2015). Overview of the Multi-Criteria Decision Making
(MCDM) and multi-objective optimization methods can be found in Odu and
Charles-Owaba (2013), Bandyopadhyay and Saha (2013), and Giagkiozis and
Fleming (2015).

The touring problem in its simplest form can be considered as a multi-objective
problem (bi-objective problem) since a tourist needs to gain the maximum profit
from visiting POIs while trying to minimize commute time or money spend; or
trying to keep those under a specified level. In order to deal with real life situations,
as said, the problems have several objectives; often or at least some of them
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conflicting or equally important. Let’s also consider that still in a relatively simple
case maximizing the profit and minimizing money spend (for commute time or ticket
for a POI) can be conflicting (prestigious/popular venues might have higher priced
ticket) and thus not optimized simultaneously. Similarly, in rural areas, there are
typical situations were POIs are located far from another or are not easily accessible;
the above can lead to high commute time from one POI to the next. Other conflicting
objectives could be maximizing the number of POIs visited (for tourists who want to
visit as many places as possible regardless to the satisfaction they gain from each
one), and maximizing leisure time.

Generating a personalized tour for a rural region is in general a problem with
small or medium sets i.e. number of POIs. However it should be noted that although
there is a rise in the interest towards multi criteria analysis and multi-objective
optimization not a wide range of models/algorithms that deal with high complexity
problems (large scale problems) can be located; contrary to what the situation is for
single-objective optimization.

3 Selected Cases of Multi-objective Problems

One basic aim of this work is to locate problem formulations and methodologies that
could be used in agricultural tourism for the real (or more realistic) TTDP. Moreover,
as already mentioned, in order to provide the reader with the ability to gain a
thorough understanding of the explored topic we have also included selected cases
of non-dynamic/dynamic multi-objective route planning problems/methods. In order
that we facilitate the search, there was a need to answer the following twofold
question:

1. “Which are the cases of multi-objective problems applied for route planning
(including tour planning for tourism)?”

2. “Which are the cases of multi-objective optimization (including bi-objective and
dynamic problems) applied in agricultural tourism, or tourism in general, for the
proposal of tours, and which of them are variants of the OP or the TOP?”

Although this is not a systematic review, relevant publications were selected
using appropriate search keywords from three libraries, comprehensive databases,
namely Science Direct, Scopus and IEEE Xplore. Publications have been selected
based on the language (only English publications were explored) and the availability
of the full text. In practice, no publication year restriction was applied, although for
the selection of cases with a more general application publications of the last 5 years
were preferred. Moreover, publications were not excluded from the review based on
their type so as to mitigate the possibility of bias (grey literature and unpublished
studies were not included to avoid potential reduction of the validity of the research).
The selected 20 publications are presented below. For a review of previous years on
multi-objective vehicle routing problems the reader is referred to Jozefowiez et al.
(2008), Cornu et al. (2017) for a non-exhaustive review of meta-heuristics
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approaches on Multi-Objective Travelling Salesman Problem (MOTSP), Cui et al.
(2017) for a review of mutli-objective optimisation methods and applications in
energy saving.

The problems presented in Table 1 are cases of non-dynamic/dynamic multi-
objective route planning problems. The problems presented in Table 2 are multi-
objective problems and algorithms for tour planning in tourism and agritourism, and
multi-objective variants of the OP or TOP. The known variants of OP and TOP, as
presented in Table 2, that have been applied/tested for tourism or agricultural
tourism scenarios are further analyzed. It should be noted that the concept behind
most of the problems and/or the formulations (of both tables) refers to many
objectives e.g. three or five. However the application/test of the proposed method-
ologies (evaluation of algorithms proposed) is being done using the number of
objectives denoted in the corresponding column (column “objectives”).

3.1 Multi-objective Variants of the (Team) Orienteering
Problem for Tourism and Agricultural Tourism

Below are presented the known multi-objective variants of the OP and TOP that
have been applied or tested for tourism and/or agricultural tourism scenarios. For the
presented problems, the known algorithms proposed and/or tested are also presented.
For those algorithms approximation methods used as well as neighborhood

Table 1 Multi-objective problems for various routing, tour planning applications

No. Authors Problem proposed Objectives

1 Domuţa et al. (2012) Intermodal and multi-objective time-dependent
shortest path problem (IMTDSPP)

2

2 Changdar et al. (2014) Multi-objective solid travelling salesman problem
(TSP)

2

3 Molina et al. (2014) A multi-objective eco-efficiency model for the
Fixed Heterogeneous Fleet VRP with Time Win-
dows (HVRPTW)

3

4 Kovacs et al. (2015) The multi-objective generalized consistent vehicle
routing problem (MOGenConVRP)

3

5 Cui et al. (2016) Multi-objective 4PL routing problem on time
varying networks

2

6 Lei et al. (2017) Multi-objective Bus Route Plan Model 2

7 Braekers et al. (2016) Bi-Objective Home Care Routing and Scheduling
Problem (BI–HCRSP)

2

8 Toro et al. (2017) Green Capacitated Location-Routing Problem
(G-CLRP)

2

9 Guo et al. (2017) Robust Dynamic Multi-objective Vehicle Routing
Optimization Method

2

10 Nedjati et al. (2017) Covering tour Location Routing Problem with
Replenishment at intermediate depots (CLRPR)

2
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definition, and next POI insertion methodology during construction/initialization
step are analyzed; where possible.

Schilde et al. (2009) introduced the Multi Objective Orienteering Problem
(MOOP) for planning individual tourist routs in cities and rural areas. The MOOP
is a multi-objective extension of the OP where different categories of POIs exists
(e.g. culture, leisure etc.) and each POI provides different benefits for each category;
focus is placed on tours, start and end node are the same physical positions, in order
to find all Pareto efficient ones and let the user (tourist) select the one to follow.

Table 2 Multi-objective problems and algorithms for (1) tour planning in tourism and agri-tourism
(2) based on OP, TOP

No. Authors Title
Problem
based on Objectives MOO approach

11 Hasuike
et al. (2013)

Interactive multi-objective
route planning for sight-
seeing on Time-Expanded
Networks under various
conditions

Time-
Expanded
Network
(TEN)

2 Single
objective

12 Chen et al.
(2015)

Multi-objective Orienteer-
ing Problem with Time
Windows: An Ant Colony
Optimization Algorithm

Variant of the
OP with time
windows
(OPTW)

2 Decomposition
into single
objective,
Weighted

13 Matl et al.
(2017)

Bi-objective orienteering
for personal activity
scheduling

OP with time
windows
(OPTW)

2 Set of Pareto
solutions

14 Schilde
et al. (2009)

Metaheuristics for the
bi-objective orienteering
problem

Variant of the
OP

2 Set of Pareto
solutions

15 Tricoire
(2012)

Multi-directional local
search

Application
on the BOP

2 Set of Pareto
solutions

16 Purevsuren
et al. (2015)

Evolutionary Multi-
Objective Optimization
Algorithms with Path
Relinking for
Bi-Orienteering Problem
(BOP)

Application
on the BOP

2 Set of Pareto
solutions

17 Marti et al.
(2015)

Multi-objective GRASP
with Path Relinking

Application
on the BOP

2 Weighted,
depending on
PR variant

18 Rezki and
Aghezzaf
(2017)

The bi-objective orienteer-
ing problem with budget
constraint: GRASP_ILS

Variant of the
BOP

2 Weighted

19 De Falco
et al. (2015)

A Multi-objective Evolu-
tionary Algorithm for Per-
sonalized Tours in Street
Networks

Variant of the
TOP with
time win-
dows
(TOPTW)

5 Set of Pareto
solutions

20 Mei et al.
(2016)

Efficient meta-heuristics
for the Multi-Objective
Time-Dependent Orien-
teering Problem

Variant of the
OP

2 Set of Pareto
solutions
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To determine the candidate solutions the authors applied two algorithms, both
combined with a Path Relinking (PR) procedure, for problems with two objectives
values (bi-objective case); hence each POI has two scores associated with. The
problem is therefore referred to in the literature as the Bi-Objective Orienteering
Problem (BOOP), or Bi-Orienteering Problem (BOP). The algorithms are an adap-
tation of the Pareto Ant Colony Optimization (P-ACO) metaheuristic of Doerner
et al. (2004), and a multi-objective extension of the Variable Neighborhood Search
(Pareto VNS, P-VNS) of Mladenović and Hansen (1997). P-ACO uses a population
of artificial ants, each one of them assigned an initial tour. During the construction
phase POIs are inserted in the tours based on a priority measure (named heuristic
information) that corresponds to the ratio between benefit and cost for each candidate
POI, the pheromone information and local pheromone update, and a decision rule for
selecting the vertex to be added in a tour. After the construction of the initial tours
iterative improvement consisting of three operators is applied to each tour, efficiency
of all solutions is checked (efficient ones are stored in an external memory), global
pheromone update is performed, and a new colony of ants is used for each next
iteration. In P-VNS storage for efficient solutions is used as well. The initial tour is
created by means of a greedy algorithm, using a random weight vector (initially set
to an extreme point) solutions are evaluated in the next phases of shaking and
iterative improvement. The latter is similar to P-ACO. PR is applied in the end to
improve results of both P-ACO and P-VNS.

Tricoire (2012) proposed a multi-directional local search (MDLS) that was also
applied for the BOOP and according to the authors provided better results for, at the
time, within comparable computational times. The stochastic metaheuristic for
multi-objective optimization bears some similarities with the Pareto Local Search
(PLS) of Paquete et al. (2004). According to the author the core idea of MDLS,
i.e. selecting a solution, searching around it in each direction and then updating the
archive, is new. It consists of iteratively improving a given non-dominated set of
solutions by exploring neighborhoods using single-objective local search; based on
the key idea of using different local searches, each of them working on a single
objective. Although any single-objective local search method can be used for
directional search in MDLS, large neighborhood search (LNS) is used,
neighbourhood is selected randomly (each one is equiprobable). For the BOOP the
list of non-dominated sets is ordered in decreasing values of the first objective, and
the dominance rule is that if two tours visit the same set of control points, the one
with the shorter duration dominates the other one.

Purevsuren et al. (2015) presented two hybridization schemes of interactive
Evolutionary multi-objective (EMO) algorithms applied for the BOP in order for
Decision Makers to interact and modify preference information during the optimi-
sation process. Specifically, those are two hybridization schemes of the Cone
dominance-based interactive EMO algorithm (CDEMO) (Purevsuren et al. 2015),
and a modified version of the Non-dominated Sorting Genetic Algorithm II (NSGA-
II) of Deb et al. (2002) with PR to promote convergence of the interactive algorithm.
Two shorting criteria are used to order solutions of the population i.e. Pareto
dominance and cone-dominance. In the first scheme (iEMO-PR) PR is launched in
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every iteration, applied to each pair in the elite set, and the population is updated with
the resulting solutions of these PR. Whereas the second scheme (iEMO-EvoPR)
evolves the elite set with PR and intensification procedure with PR is launched every
given number of iterations. A local search technique, namely the Hill Climbing
algorithm, is applied to the best solutions of the generated paths to find the local
optima. According to the authors “The experimental results show that the proposed
hybrid approaches can converge to the preferred solution faster and require less user
feedback”, with the second scheme giving the best results.

Marti et al. (2015) have identified and classified the ways in which the Greedy
Randomized Adaptive Search Procedure (GRASP) (Feo and Resende 1995) with PR
can be applied to MOPs, and proposed an adaptation of GRASP with PR that was
also applied for the BOP. Each GRASP iteration consists in constructing a trial
solution using some greedy randomized construction procedure, then local search is
applied from the constructed solution in order to find the best local optimum over all
local searches. The authors have tested more than one method for the applications of
the proposed algorithm. For the BOP three improvement methods are proposed,
namely pure, sequential, and combined, matched with a corresponding local search.
Author’s experimental results show that pure-ordered, random-sequential-com-
bined, and random weighted methods are the ones with the better performance.
Three GRASP methods are obtained for the BOP with the associated three PR
implementation, Pure-PR (pure construction method, pure local search), Seq-PR
(sequential combined construction method, sequential combined local search), and
Weight-PR (using the combined weight methods).

Rezki and Aghezzaf (2017) introduced a new variant of the BOOP, namely the
bi-objective orienteering problem with budget constraint (BOOPBC), where POIs
have also an entrance fee (apart from the two scores) and additional constraint is
imposed on the tourist’s budget. To find an approximation of the set of Pareto
optimal solutions, authors developed a hybrid metaheuristic based on GRASP
which uses a weighted sum of the objective functions approach, greedy randomised
construction phase, a Restricted Candidate List (RCL) and an external archive of sets
of non-dominated solutions, and Iterated Local Search (ILS) that guides the
improvement phase; replacing the local search of GRASP.

De Falco et al. (2015) presented an optimizer to plan multiple–day walking
itineraries in old city centers, tailored to tourists’ personal interests. This personal-
ized multiple–day walking tour takes into account both hard constrains and
soft temporary ones; namely a set of POIs with scores, waiting and visiting times,
daily opening hours, a variety of tourist’s trip constraints and environmental context
in a 3-hour basis weather forecasting. In addition, distances between POIs are
represented by a real–valued triangular matrix to give the actual structure of the
streets in the area of the POIs. The problem is, quoting the authors, “An extension of
the Team Orienteering Problem with Time Windows where the number of team
members is replaced by the number of days available for the tourist to stay.” This
practically means that the output tour (in vector format) can be used in more than one
days. Every day the examination of the solution restarts from the leftmost position in
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the vector as for the previous day and all the POIs already visited are skipped. Start
and end POIs can be different locations and can change from day to day. In addition,
the optimizer uses previous tours to avoid sending the tourist to the same place again
unless he/she explicitly requires so. The five objectives (some contrasting) that the
optimizer has to optimize, to our view, help tackle a problem that is very similar to a
real-life situation. In order that near optimal personalized multiple-day tours, based
on the concept of Pareto optimal set, to be found, a multi-objective Evolutionary
Algorithm (EA) is employed. The components of the EA are standard (apart from
mutation), this means that the generation of the initial population is random. The
algorithm has been tested successfully for a set of 20 POIs of the old city center of
Naples, Italy and for a 2-day tour.

Mei et al. (2016) proposed a Multi-Objective Time-Dependent Orienteering
Problem (MOTDOP) to handle multiple preferences and time-dependent cost (travel
time) simultaneously and proposed a set of non-dominated solutions (tours). Each POI
has a score list to indicate the degrees of desirability for various preferences,
e.g. categories that the POI belongs to. Two metaheuristics which solve the MOTDOP
are employed, namely the Multi-Objective Memetic Algorithm (MOMA) and the
Multi-Objective Ant Colony System (MACS) which is largely based on P-ACO
(previously discussed) where the 2-opt step has been replaced with a local search
procedure to take time dependent travel time into account. Concerning the next POI
insertion during the construction (initialization) stage in the first metaheuristic apart
from the starting and ending POI all intermediate POIs are inserted one by one after a
random shuffle step takes place. The metaheuristics are evaluated using two generated
sets of instances with two objectives (bi-objective case).

4 Specificities of Agricultural Touring

Agricultural tourism seems to be in need of a being-in-the world approach and
entrepreneurial and technological training of rural population in order to achieve its
full potential; if possible. One has to consider, amongst others, the characteristics of
local entrepreneurs and the contribution of their businesses to the local economy, as
well as the double role of the farmer and tourism services/facilities provided and
their motivation in doing so, previously established linkages, local products produc-
tion and cultural profile. From a technological point of view, and bearing in mind
that the efficient proposal of tours that will meet the needs of tourists in rural areas
effectively will add value to any agricultural tourism effort, we briefly explore some
key element to be taken under consideration when modeling rural tourist activities.

The typical situation in a general tourism routing scenario is that all POIs are
connected with a known road, and that we can compute travel time. Of course, the
score profit assigned to each POI is known or established using some methodology.
Amongst others, POIs can have time windows that could vary depending the day and
time of year, fee, and perhaps waiting time and time needed for the visit to be
considered successful. However, traveling in and urban area can be very different
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that traveling to a rural area. Even more taking a trip that includes visiting places in
more than one rural areas of a wider place, i.e. island, or region can pose some
challenges. Thus, agricultural touring has some additional specificities, presented
below, that should be taken under consideration when working on extending multi-
objective problems for agricultural touring and problem specific formulations.

• Availability of POIs differs depending the time period of the year.
• There are cases where all POIs cannot be represented in a complete graph.
• Accessibility and commute type from one POI to another can differ depending the

time period of the year.
• Since under agricultural touring scenarios the touring areas can be remote,

secluded there are other considerations such as to know how safe is the proposed
tour; this extends to being able to take into consideration the safety of a commute
path linking two POIs and the commute method.

In addition to the above, one could consider how to ensure the inclusion of certain
local small businesses and SMEs in a tour so as to promote local development
policies but without biasing the results of the proposed tour and of the general
objective of personalized (team) touring.

5 Discussion

Strengthening rural areas can be a cross disciplinary effort in order to create a vital
ecosystem where local communities can grow and prosper. As already explained,
agricultural tourism can provide a variety of beneficial effects. The main goal of this
work was to present multi-objective formulations and algorithms that could be
applied or extended for touring in agricultural areas. Following the methodology
presented we located 20 publications. In total seven of the publications located refer
to formulations that have been applied to agricultural touring or tested in rural areas
and have used OP/TOP or a variation of them. Those seven formulations amount in a
total of ten proposed algorithms that were presented; performance comparison or
comparison of computational time will be a subject for future work.

As a general remark we could say that no formulation was located that took into
consideration all basic specificities of agricultural touring as presented in Sect. 4. In
addition the concept behind most of the problems and/or the formulations refers to
many objectives, e.g. three or five objectives. However out of the cases presented
only in two algorithms were applied/tested using more than two objectives; a
situation that is not limited in tourism and agritourism but appears in other multi-
objective touring applications as well. It is worth mentioning that, the five objectives
(some contrasting) of De Falco et al. (2015) that the optimizer has to optimize, to our
view, help tackle a problem that is close to a real-life situation.

It is apparent that more methods that deal effectively with more than two
objectives are needed as in future multi-objective rural specific formulations, along
with the application of new Information and Communication Technologies (ICTs)
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and Geographic Information Science trends (e.g. Volunteered Geographic Informa-
tion) could help propose tours of high added value to tourists and thus increase year-
round tourism flow, and in the long run help local economies enjoy the extended
benefits of agricultural tourism.

6 Conclusion

In this research, the multi-objective nature of tours for agricultural tourism has been
explored. The known concept of proposing personalized/team tours has been
presented as well as the reasons for why in agritourism research should focus,
also, in multi-objective optimization. Focus was placed on the multi-objective nature
of agricultural touring, formulations that arose in the literature so far in touring,
especially concerning tourism, and in regard of them being applied under
agritouristical scenarios. Under the scope of multi-objective optimization focus
was placed also on the related Orienteering Problem (OP). Selected cases of dynamic
multi-objective, multi-objective (and bi-objective) route planning problems/
methods, cases of multi-objective (and bi-objective) variants of the OP and TOP
mainly for route planning and scheduling problems, and the known multi-objective
variants of the OP and TOP for tourism, agricultural tourism and the algorithms
proposed and/or tested were presented. The formulations and algorithms located,
based on the methodology described, can be applied or even extended. The nature of
agricultural touring and its complexity was explored, and insight was given to
elements that should be taken under consideration in an interdisciplinary effort to
model the real agricultural touring problem in future.
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Life Cycle Assessment and Multi-criteria
Analysis in Agriculture: Synergies
and Insights

Emmanouil Tziolas, Thomas Bournaris, Basil Manos, and Stefanos Nastis

Abstract The simultaneous and increasing needs for safe and quality food products,
along with the environmental and socio-economic sustainability, develop a multi-
level problem with controversies and arbitrary assumptions for farmers and policy
makers. In order to assess the aspect of sustainability in agricultural production,
different impact assessment tools could be implemented. Although LCA gives the
potential to develop alternative scenarios in order to achieve the optimal environ-
mental performance, in the context of sustainability, at the same time subjective
measures are developed which are difficult to quantify. Multi-criteria analysis
(MCA) is the key to solve the current weakness, since it takes into account multiple
criteria in a wide assortment of aspects and thus it could integrate sustainability
elements. The purpose of this study is to outline the integration of LCA and MCA
methodologies and develop a complete literature review regarding the sustainability
of the agricultural sector through the above mentioned methodological merge. In this
review we analyze scientific papers integrating LCA and different multi-criteria
methodologies in agriculture. Through this analysis, we determine the connection
between the methodologies through a variety of aspects regarding (a) the number
and nature of multi-criteria methods integrated with LCA, (b) the way of integration
between the methods in a technical perspective and (c) the benefits developed
through the integration as well as the final conclusions which could only be elicited
through this complex process. Studies which implemented LCA and MCA simul-
taneously illustrated positive economic and environmental results, since LCA
focused on environmental sustainability and the multi-criteria modeling dealt with
the subjective measures of LCA.
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1 Introduction

Environmental pollution and agricultural emissions are strongly connected with
farming practices and other factors such as temperature and rainfall (Sabiha et al.
2016). Regarding human activities in agriculture, about 47% of CH4 and 58% of
N2O emissions are produced by anthropogenic practices (Smith et al. 2007), mainly
from the implementation of nitrogen fertilizers and manure production (FAO 2003).
Although organic agriculture is a step towards sustainable agricultural development
with less environmental impacts (Lorenz and Lal 2016), a conclusive strategy for
agriculture as a whole has not yet been conducted.

The European Commission, in the framework of sustainable production patterns
and development, promotes a cradle-to-gate approach for agricultural production
systems through LCA. The International Reference Life Cycle Data System
(IRLCD) handbook is a guide regarding the necessity of an integrated environmental
impact analysis in the European region (EC 2010, 2011), developed by the Institute
for Environment and Sustainability in the European Commission Joint Research
Centre (JRC). The increasing awareness from the European perspective is reasonable
and justifiable as 20–60% of environmental impacts are correlated with the food
sector (Tukker et al. 2006).

The assessment of environmental impacts in agricultural production has always
been a difficult part in studies, as future decisions of farmers cannot be predicted.
New directives regarding the impacts of climate change in agriculture resulted to a
decrease of emissions between 1990 and 2004 (Bessou et al. 2011), though the
ambitious targets of the European Union for the year 2020 necessitate more effort by
the EU members (EC 2016). Sustainability management was always a difficult task
for policy makers, as it has two different approaches based on numerical data or
societal evidence (bottom-up approach, stakeholder involvement etc.) which could
result to conflicting interests (De Luca et al. 2017).

The decisions of farmers are affected by climate change and other factors such as
technology, agricultural policy, demand and supply as well. In the decision-making
process, these factors play a greater role for farmers in comparison with the envi-
ronmental impacts of climate change (Chiotti and Johnston 1995; Hermans et al.
2010). Thus, the optimization of several conflicting criteria develops a complex and
multi-level problem regarding completely different aspects in agriculture.

Multi-criteria analysis (MCA) takes into account all the conflicting options,
through a modular procedure, in order to determine overall preferences and support
the decision-making process (Belton and Stewart 2002; Kurka and Blackwood
2013). MCA has been implemented successfully in various agricultural systems
(Bournaris et al. 2014; Dace and Blumberga 2016) optimizing different criteria
throughout the European region. Consequently, the integration between MCA and
LCA methodologies could be a thorough methodological tool for the assessment of
rural development plans.

LCA is implemented in agricultural systems more than 15 years (Brentrup et al.
2004) and the potential development of alternative scenarios to conclude to the
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optimum environmental efficiency (Beccali et al. 2010) conforms to the methodo-
logical philosophy of MCA. Since MCA quantifies different terms to produce
credible results, all the subjective terms (such as biodiversity or landform) of LCA
should be quantified to reduce uncertainty based on a numerical approach. Thus, the
combination of MCA tools and LCA enlarges upon the significant advantage of
eliminating the subjective assumptions of LCA (Miettinen and Hamalainen 1997;
Gaudreault et al. 2009).

The aim of this study is to highlight the integration of LCA and MCA in
agricultural production systems through a literature review. Furthermore, the
merge of these two tools will be analyzed in a greater context, assessing advantages
and potential disadvantages, the amount of different methodological approaches and
the limits of the methodological merge on a technical perspective. Finally, based on
the abovementioned we will elicit conclusions for the integrated methodological
framework as a decision support system in agriculture.

2 The Analysis of LCA

2.1 A Brief History of LCA

Concerns about resource and energy depletion as well as future prospects for
sustainable development had their first reflection on the academic community on
the 1960s decade (EPA 2006). These studies could be considered as partial LCAs
as they focus basically on energy efficiency and pollution control, but the dawn of
LCA as we know it today happened on 1974 for beverage container alternatives by
the Environmental Protection Agency and for the load of different packaging
products by Basler and Hofman. Between 1970 and 1990, the absence of a
common application protocol of LCA resulted to entirely divergent methodo-
logical strategies, terminology and outcomes. The lack of international scientific
discussion and the implementation of different methodological platforms were the
main causes for the inability of rational LCA approach (Guinee et al. 2011).
Though at start LCA was focusing on the environmental aspect, the social and
economic aspects of a three-dimension sustainability framework were introduced.
Jorgesen et al. (2008) illustrates the methodologies for social LCA and Hunkeler
et al. (2008) the economic trajectory with environmental Life Cycle Costing
(LCC).

The increasing interest became more prominent, as the standardization of
methods and procedures from the International Organization for Standardization
(ISO) was published in 1997. Nowadays, the two standards related to LCA are:

i. ISO 14040: 2006 Environmental management—Life cycle assessment—Princi-
ples and framework

ii. ISO 14044: 2006 Environmental management—Life cycle assessment—Require-
ments and guidelines
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Each standard is reviewed every 5 years and the last confirmation for the above
standards was in 2016. Although the ISO standards describe principles and provide
guidelines for LCA, there is not any thorough information on how to conduct an
LCA study. Guinee et al. (2011) state that LCA methods are not standardized in
detail by ISO, thus an assortment of approaches depending on the addressed
questions is developed. The Co-ordination Action for Innovation in Life Cycle
Analysis for Sustainability (CALCAS) was commissioned by the European Com-
mission to define the research frontiers, to identify potential gaps and to bring closer
the scientific community about LCA (CALCAS 2009).

The framework of Life Cycle Sustainability Analysis (LCSA), which is a broader
LCA, contains environmental, economic and social LCA broadening the analysis
objective related to the goal and scope definition, the modeling and the interpretation
phase. LCSA is the final step of the LCA, proposed by the CALCAS research, taking
into account sustainability not only as an environmental aspect, but also as a
complete procedure to preserve prosperity in the planet. It is not an automated
procedure, but an interdisciplinary process utilizing multiple methodological aspects
based on the addressed question. Nevertheless, it could be defined as the evolution of
impact assessment which mixes manifold methodological principles in order to
completely evaluate a problem (van der Sluijs 2002; Blind and Refsgaard 2007;
Henriksen et al. 2007).

2.2 The Framework of LCA

Life cycle assessment (LCA) is a methodological framework related to the life cycle
of a product or a process, in order to estimate and assess the environmental impacts
such as climate change, land use, the depletion of resources, water use and others
(Rebitzer et al. 2004). Another definition of LCA describes it as a systematic set of
procedures for compiling and examining the inputs and outputs of materials and
energy and the associated environmental impacts directly attributable to the func-
tioning of a product or service system throughout its life cycle (ISO 2006). There-
fore, LCA is a comprehensive tool which investigates the life cycle of an activity or a
procedure without shifting potential problems to other regions, environments or
products (Finnveden et al. 2009).

The life cycle of a product or an activity varies based on the perspective of the
interested stakeholder, thus specific borders should be established. In this context,
multiple approaches are implemented to fulfill a specific module in LCA (ILCD
2010). In Fig. 1 the variations on LCA borders are depicted and cradle to grave is
referring to a life cycle from the extraction of the resource until the end of its life.
Cradle to gate is a partial assessment from the resource extraction to the gate of the
industry, before the formulation of the final product or process. Gate to gate is also a
partial LCA which focuses solely on the production chain, explaining the added
value process. The cradle to cradle variation is a recycling procedure, in which the
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sustainable process continues to rejuvenate its disposals after the end of their cycle
(e.g. glass bottles).

LCA is a four-step procedure which contains the goal and scope definition, the
Life Cycle Inventory (LCI) analysis, the Life Cycle Impact Assessment (LCIA) and
the interpretation (Finnveden et al. 2009; Matthews et al. 2014). A brief framework
of LCA steps is illustrated in Fig. 2.

• Goal and scope definition: In this phase technical details are included to deter-
mine the description of a product system, such as functional units, system
boundaries, assumptions, impact categories and limitations (Rebitzer et al.
2004; Peters 2016). Therefore, a complete depiction and justification of the
targets is illustrated through the current phase. In addition, the type of LCA
should be decided based on the choices made in this phase. Attributional and
Consequential LCA play a significant role in the product system modeling in the
later phases (Rebitzer et al. 2004).

• Life Cycle Inventory: This analysis involves the development of a quantified and
accumulated flow with all the system’s inputs and outputs. This phase could be
developed with three different methods: process LCA, economic input output
LCA and hybrid approach based on the technique of calculation, the relative
advantages and the potential limitations for the research (Islam et al. 2016).

• Life Cycle Impact Assessment: In the phase of LCIA potential impacts are
identified and evaluated, based on the LCI flow results (Laurin and Dhaliwal
2017). In addition, these impacts are categorized and assigned to multiple classes.
Finally, there is an optional step of weighting and normalization in which the
available data is elaborated in order to facilitate the procedure for decision-makers
(Verones et al. 2017).

Cradle to grave

Gate to Gate

Cradle to Gate

Cradle to Cradle

Resource 
Extraction

Production 
Chain

Usage End of life

Fig. 1 Variations on LCA borders
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• Interpretation: The interpretation phase consists of an aggregate analysis and
interconnection between the previous three phases to elicit conclusions and
recommendations (Castellani et al. 2017). Furthermore, all the uncertainties and
significant issues related with the LCA study are mentioned in the interpretation
phase (Finnveden et al. 2009).

This thorough assessment with multiple stages is an advantageous tool for
scientists, as LCA affiliates simultaneously with environmental, economic, social
and scarce resources trade-offs, providing rational insights (EC 2016). Furthermore,
due to new environmental business policies, industries and small—medium enter-
prises are benefited by performing LCA, since it takes into account the complete life
cycle of products (Hunkeler et al. 2004) focusing on reduced expenditures, better
façade for local and regional communities and recycled raw materials. Policy makers
are satisfied as well, ensuring prosperity to society and promoting sustainability
options to industries. Therefore, LCA has been implemented in the agricultural
sector several times to reduce future uncertainty and to promote sustainability.

Goal and scope 
definition LCI LCIA

Interpretation

-Functional unit

-System boundaries

-Assumptions

-Limitations

-Impact categories

-Classification

-Characterization

Hybrid

Process LCA
Economic 

Input-Output

Optional

-Normalization

-Weighting

-Aggregate analysis and interconnection between the previous three phases

-Evaluation of data consistency , sensitivity and completeness

-Identification of uncertainties and significant issues

-Conclusions and recommendations

Process selection based on :

i)calculation technique ii )limitations 

iii)relative advantages 

LCA type

-Consequential

-Attributional

Fig. 2 LCA framework
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2.3 LCA in Agriculture

The challenges for a long-term environmental strategy designed to specifically
address all the different threats from farming practices have not been tackled yet
by the European Community, as there is not specific legislation on a very important
aspect of agriculture such as soil management (EC 2014). In this context, sustain-
ability in agriculture could only be investigated by scholars implementing different
impact assessment tools in the primary sector.

Holman et al. (2017) state that the European Agricultural Policy focuses inaccu-
rately to a continuous increase of productivity rather than to a development of a
multifunctional body which will promote sustainable production. The implementa-
tion of multiple integrated impact assessment methodologies has been suggested by
several studies to enhance the management of complex agricultural systems (Parson
1995; Harris 2002; Parker et al. 2002). The implementation of LCA in agriculture
could be the most challenging approximation in the evaluation of environmental
sustainability, since the methodological framework for agricultural products is
complex and data demanding in comparison with typologies of other products
(Notarnicola et al. 2015).

Multiple studies successfully implementing LCA on food products, dairy and
meat products, waste management, land and water usage in agriculture have been
reported (Roy et al. 2009). Emphasizing on the optimum scenarios, Roy et al. (2009)
exalt the usage of LCA in the agricultural sector citing manifold case studies and
concluding that the current methodology evaluates food security as well as environ-
mental impacts. Environmental impacts have been assessed for the rice processing
chain in Italy (Blengini and Busto 2009) and Japan (Breiling et al. 1999), for tomato
production (Munoz et al. 2004; Hayashi 2006), for organic and conventional apple
production (Keyes et al. 2015) and for vinification (Vázquez-Rowe 2012). Further-
more, grassland farming was assessed in Germany to identify potential impacts from
farming intensity (Haas et al. 2001), as well as pesticide impact on human health and
the environment (Margni et al. 2002).

The last decade shows an important increase of implementing LCA methodology
in biomass production (Tziolas et al. 2017a), which is highlighted by the European
Parliament (2009) to evaluate the sustainability of different bio-energy pathways
utilizing LCA (Sastre et al. 2016). Biomass production and its evaluation as an
extraction resource (Parajuli et al. 2017; Razza et al. 2016; Eranki and Dale 2011) is
related to different types of energy feedstock with their respective methods of
conversion to multiple end uses such as bio-diesel (Togarcheti et al. 2017), bio-gas
(Sundaram et al. 2017), bio-fuel (Seghetta et al. 2016; Budsberg et al. 2012; Yu and
Tao 2009), residue exploitation (Hiloidhari et al. 2017; Gaudreault et al. 2016;
Schaubroeck et al. 2013; Cherubini and Ulgiati 2010) and power (heat and electric-
ity) generation (Yongmei et al. 2016; Murphy et al. 2016; Arteaga-Pérez et al. 2015;
Xiao et al. 2009).
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Territorial management is another aspect that concerns policy-makers, stake-
holders and farmers, as the uncertainty of agricultural production and environmental
and market constraints are usually unpredicted obstacles (Dogliotti et al. 2014).
Farm management of a whole region is a major concern for the involved parties and
environmental constraints could be evaluated through LCA. Average data for the
assessment of arable crops in France were elaborated through LCA in order to
analyze agricultural production models (Corrado et al. 2017). Capitanescu et al.
(2017) implemented LCA to encompass the entire production chain in Luxembourg
and Tasca et al. (2016) evaluated two agri-food supply chains of vegetables in
northern Italy. Consequently, LCA is a core methodological tool for assessing
whole agricultural systems and whole regions as well, in order to balance conflicting
goals and directions.

LCA in agriculture is implemented more than 15 years (e.g. primary production,
geographical production systems, optimization of environmental efficiency)
(Brentrup et al. 2004). The alternative scenarios developed by the LCAmethodology
in order to result to the optimum option of environmental efficiency are a huge
advantage (Beccali et al. 2010). The outbreak of LCA implementation in the
scientific community is justified because it is a credible and thorough impact
assessment tool, which could be used for the whole agricultural production scale:
from simply commodity products to whole agricultural systems, as mentioned
above. Moreover, LCA illustrates a versatile character as it could be integrated
with other methodological tools in order to reduce uncertainty and elicit credible
results.

3 LCA and MCA

Although LCA is still evolving as a quantitative tool with great potential,
implemented in the agricultural sector towards sustainable agricultural systems and
welfare of rural areas (Hayashi et al. 2005), there are specific issues. One weakness
of LCA is the approach of subjective terms which sometimes could be difficult to
quantify such as biodiversity or land formation. Another weakness is the uncertainty
which may arise from LCA usage and the difficulty to interpret the given information
(Boufateh et al. 2011). Furthermore, the environmental score achieved through LCA
increases the uncertainty, as it could be interpreted in numerous ways (Rowley and
Peters 2009). In this context, these disadvantages could be minimized or even
bypassed based on a numerical and deterministic approach in order to elicit concur-
rent conclusions.

Multi-Criteria Analysis (MCA) is a decision-making and planning tool with multiple
aspects, which involves multiple (sometimes conflicting) criteria. MCA in the agricul-
tural sector is a common tool that strategically organizes and supports an assortment of
challenging decisions of farmers, policy-makers and various stakeholders. Numerous
studies have been published integrating MCA to support decision-making related with
water management (Xevi and Khan 2005; Bournaris et al. 2015; Banihabib and
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Shabestari 2017), disparities in rural areas (Popescu and Bara 2015) biomass production
(Tziolas et al. 2017b; Caprara and Martelli 2016; Kylili et al. 2016), economic aspects
(Tiwari et al. 1999), input management (Gómez-Limón et al. 2004), policy impacts and
scenarios (Manos et al. 2006, 2013; Riesgo and Gómez-Limón 2006; Bournaris and
Manos 2012; Bournaris et al. 2014), management of whole agricultural regions
(Bournaris et al. 2009; Manos et al. 2010) etc. It is obvious that MCA contributed to
the radical reform of the agricultural production sector in various aspects, integrating
multiple methodological MCA aspects within the scientific community. Thus, MCA
plays a significant role for the primary sector and a formulation of an integrated LCA
and MCA methodology could prevent environmental hazards, based on the current
regulations, and optimize multiple conflicting criteria with the highest standards of
credibility.

The evaluation phase is the most important phase in impact assessment, as the
results of the methodological framework should elicit conclusions and support
rationally the decision-making process. Thus, MCA could “borrow” tools to the
LCA in order to help the endeavor to optimize the environmental efficiency and the
evaluation stage (Rowley and Shields 2011; Dorini et al. 2011). Furthermore, the
holistic focus of MCA to the decision-making process could assist to the manage-
ment of impact assessment scales, the indicators selection, weighting and the
aggregation of indicators (Finkbeiner et al. 2010).

3.1 MCA and LCA Integration in Agriculture

In the last few years impact assessment studies implement multiple methodological
tools simultaneously rather than single assessments based on one methodological
aspect (Falcone et al. 2016). Although the integration of various methodological
aspects could be confusing and sometimes difficult to interpret, the academic
community converges to the integration of methodologies in order to produce
more credible results. The usage of MCA in LCA is widespread for different
scientific branches (Hermann et al. 2007; Rabl and Holland 2008; Myllyviita et al.
2012; Cai et al. 2017; Maia Angelo et al. 2017) highlighting the practicality and
utility of the methodology integration.

Various MCA methods have been implemented with LCA in order to assess
environmental, economic and social sustainability in agricultural production. The
distinction between MCA categories is based on the single criterion approach and
the outranking approach since interactive methods (trial and error approximation)
are not applicable in LCA (Benoit and Rousseaux 2003). Multi-Attribute Utility
Theory (MAUT) (Lipuscek et al. 2010; Myllyviita et al. 2012), Outranking methods
(PROMETHEE and ELECTRE) (Kralisch et al. 2013; Castellini et al. 2012),
Analytic Hierarchy Process (AHP) (Dinh et al. 2009; De Luca et al. 2015a), Simple
Multi-Attribute Rating Technique (SMART) (Myllyviita et al. 2014), VIKOR
(Visekriterijumska Optimizacija IKompromisno Resenje) (Falcone et al. 2016),
TOPSIS (Technique of Order Preference Similarity to Ideal Solution) (Karklina
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et al. 2015) are some of the most used methodological frameworks in agriculture
along with LCA. The conjunction between LCA and MCA techniques does not have
to be exclusive and other tools, as well as multiple methodological aspects, could
integrate to the study. In fact, other participation methods such as interviews, focus
groups, questionnaires etc. are implemented to various LCA and MCA studies
(De Luca et al. 2017) (Table 1).

3.2 MCA Framework in LCA

The classification of MCA methods in LCA studies is a complex procedure and the
ways of integration vary from complete fusion to independent methodological
direction. MCA methods could be implemented in all four phases of LCA, but the
most frequent occasion is as a supplementary tool to add more assessment informa-
tion and converge to more realistic evaluations (De Luca et al. 2017). The complete
opposite procedure is also a possibility, in which LCA constitutes a small part in a
MCA framework elaborating data from the LCA as indicators. Finally, there is the
fully merged condition where the methodologies are applied simultaneously,
eliciting conclusions from the hybrid methodology and not from each one separately.

The implementation and the phase where each methodological aspect interferes
are depending on the way of integration between MCA and LCA. At first, we will
focus on the assumption that MCA has a complementary role in LCA which is
depicted in Fig. 3 and in continuation we will examine the exact opposite.

The goal and scope definition phase of LCA contains technical details such as
limitations, functional unit, borders etc. that should be identified. MCA defines the
objectives and the scenarios under assessment and promotes an objective measure to
the subjective criteria of LCA (Guitouni and Martel 1998; Benoit and Rousseaux
2003). When the problem and objective definition of MCA is determined, the
uncertainty of the goal and scope definition phase is limited or even eliminated.

Table 1 MCA tools applicable with LCA

Value or utility-based
models (single criterion)

Outranking
methods Other methods

Interactive
methods

Multi-Attribute Utility The-
ory (MAUT)

PROMETHEE
(I–II)

NAIADE Not applica-
ble with
LCAAnalytical Hierarchy Pro-

cess (AHP)
ELECTRE
(I–IV)

Simple Multi-Attribute Rat-
ing Technique (SMART)

EXPROM
(I, II)

Simple Additive Weighting
(SAW)

MELCHIOR Stochastic Multi-objective
Acceptability Analysis
(SMAA)TOPSIS QUALIFLEX

VIKOR REGIME

ORESTE
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The LCI phase is data demanding because multiple inputs and outputs should be
quantified in order to proceed to the next phase. In this phase MCA has little to none
role to play, as other methods (e.g. focus groups, interviews etc.) are more significant

Fig. 3 Synergies of MCA tools with LCA
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to the broadening of the inventory. In some occasions MCA is a criteria evaluation
assistance, but it is essential to perform a thorough inventory analysis in advance.

LCIA is the phase that MCA could participate in numerous ways and in multiple
phases (Dias et al. 2016). Potential impacts are identified and evaluated in LCIA and
the formulation of a coherent group of criteria could be performed with MCA
techniques to comply with the conditions of cohesion, exhaustiveness and
non-redundancy effectively (Benoit and Rousseaux 2003). The categorization and
the assignment to multiple classes phase of LCIA is usually performed with ranking
MCA techniques. Another advantage of implementing MCA in LCIA is that it could
integrate economic, environmental and social subjective aspects to the assessment in
an objective manner (De Luca et al. 2017; Myllyviita et al. 2014). Finally, normal-
ization and weighting could be implemented with various MCAmethods as well and
the most frequent applied methods are AHP, ELECTRE, PROMETHEE and
TOPSIS. The use of MCA methods in weighting and normalization provides
transparency to the interpretation phase, as the implementation without the
sub-stages of normalization and weighting reveals problems to the aggregation and
the comparison of the results (Bengtsson and Steen 2000).

The interpretation is the most complex phase as it connects to the other three
phases and the aggregate analysis and the elicitation of conclusions requires atten-
tion. Sensitivity analysis could be integrated to the LCA through MCA techniques in
order to investigate the impact of the input variations and eliminate uncertainty.
Furthermore, the conclusions are more credible as the comparison between different
results could be implemented through ranking and the results could be interpreted in
an easier way.

3.3 LCA Framework in MCA

Naturally, the integration of MCA methods in all four phases is not an easy task and
the choice of the appropriate method must fulfill some requirements based on the
nature of the assessment. Practicability and workability should be major principles to
the selection method, as well as sensitivity thresholds of each method (Benoit and
Rousseaux 2003). Nevertheless, the integration of LCA tools to a Multi-Criteria
Decision Making (MCDM) process is also an asset for agriculturists to provide a
well-rounded assessment.

Through LCA a plethora of information regarding carbon footprint and environ-
mental sustainability could become a useful guide for an MCA framework. LCA
aims to the environmental aspects and in the problem definition stage of an MCA
approach it could be a great asset for the objectives choice and the potential problems
that MCA could not recognize (Fig. 4). LCA is a complete procedure, depicting from
cradle to grave the lifetime of a product or a procedure and their impact to the
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environment, illustrating the necessity to be performed for agricultural products.
Moreover, LCA is implemented in order to set a system of boundaries (environ-
mental and economic), considering different variations even on the same agricultural
system (De Luca et al. 2015b). Specifically, in a biomass production system,
different approaches to the lifetime of a product (cradle to grave, cradle to gate
etc.) could be considered and provide better interpretation to the results. Through
LCA carbon footprints are identified and the results could be used in a techno-
economic analysis for a whole region (Cucek et al. 2012). It is obvious that insights
from LCA could provide additional data and develop multiple alternatives, as well as
highlight criticalities to the MCA system.

Based on the abovementioned, MCA tools have plenty applications in the LCA
trajectory and in various stages of the LCA. Nevertheless, the choice of the appro-
priate MCA model to the integration with LCA plays a significant role to the whole
assessment, to the corresponding weights and to the criteria approach (Seppala et al.
2002). On the other hand, LCA in an MCDM system could intervene to crucial
stages of the MCA, providing additional data and working mainly supplementary. In
the following chapter, multiple integrations of MCA methods to the LCA in agri-
culture are illustrated, as well as the phase and the way of integrations.

MCA

Objectives 
defintion

Criteria 
definition

Criteria 
evaluation

Definition of 
alternatives

Problem 
formulation

Evaluation of 
alternatives

Sensitivity and 
robustness 

analysis

Synthesis of results and 
final decisions

Recommendations  

Choice of objectives

Environmental 
aspect

Interpretation

Criticalities

LCA

Fig. 4 Synergies of LCA in MCA
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4 Implementing MCA Tools to LCA

A general framework for the decision-making methods based on LCA is illustrated
through the evaluation of indicators and the definition of multiple parameters. The
usage of indicators is strongly connected to the monitored system and their fluctu-
ation indicates the direction to be taken (Zhou et al. 2007). The selection of
indicators is crucial for the decision maker and for the expected results, so the choice
should be made through an elaborate process.

Zhou et al. (2007) took into consideration multiple indicators for the impact of
different types of fuel (conventional types and fuels derived from biomass), based on
LC tools. A group of functions (qi(xi)) is developed:

qi xið Þ ¼
0

1

8<
:

xi �MIN ið Þ
MAX ið Þ �MIN ið Þ

� �λ

,
if
if
if

xi � MIN ið Þ
MIN ið Þ < xi � MAX ið Þ

xi > MAX ið Þ
Where xi represents the indicators and the two values MIN(i) and MAX

(i) represent the functions of Global Warming Potential (GWP) and Life Cycle
Cost (LCC) of the fuels respectively. From this formula a new matrix is conducted
with various values for each indicator and fuel combination. These values are
normalized sustainability indicators which could be used in order to elicit safe
conclusions. Hayashi et al. (2014) aggregated two types of indicators (positive and
negative) and the normalization equations are:

rþi ¼ rþAi � Ti

� �
rþmaxi � Ti

� ��1
if rþAi > Ti

rþi ¼ rþAi � Ti

� �
T�1
i if rþAi � Ti

ANDð Þ
r�j ¼ � r�Aj � T j

� �
r�maxj � T j

� ��1
if r�Aj > T j

r�j ¼ r�Aj � T j

� �
T�1

j if r�Aj � T j

Where Ai or Aj depicts the indicator’s value before the normalization and Ti or Tj

depicts the threshold subscript. Additionally to the normalization procedure, an
aggregative function is conducted in order to allocate weights to the indicator of
interest and this is the main insight of the additive aggregation methods (Dias et al.
2016):

S q;wð Þ ¼
Xn
i¼1

wiri

w1, . . . ,wn � 0 and
Xn
j

w j ¼ 1
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Where wi represents the weight aspect of vector w and ri represents the aggregated
indicators, based on the wanted criteria. Thus multiple conclusions could be elicited,
through the elaboration with various weights depending on the decision-maker. This
simple method applies the principles of MCA in the normalization and weighting
phases of LCA in order to facilitate the assessment of rating between different
options.

4.1 Stochastic Multi-attribute Analysis (SMAA) and LCA

A methodology implemented with LCA is not necessarily integrated to the core of
the analysis, but it could be used alongside to the LCA. Usually, MCA tools are
financial evaluators to the feasibility of an LCA project. Reeb et al. (2016)
implemented SMAA in parallel with LCA to develop a distribution function biased
to environmental preference and then assess four additional criteria related to the
financial feasibility of a biomass feedstock system with MCA. Furthermore, Dias
et al. (2016) integrated SMAA in LCIA for the aggregation of various impact
categories for comparing alternative biodiesel chains.

SMAA is implemented in order to interpret the LCIA results and to add safety to
the feasibility analysis, because the financial analysis is incorporated, enabling
stakeholders to make rational decisions. In order to identify and evaluate the
environmental preference score, multiple environmental impacts (global warming,
acidification, ozone depletion etc.) were depicted as coefficients of variation for each
feedstock scenario model. The use of SMAA in LCIA has developed seven different
ranks and not numerical data, allocating weights biased to the environmental pref-
erence. Thus, weights for each impact category were generated from the lower value
(� �) to the higher (þ þ). Rogers and Seager (2009) describe the SMAA-LCIA as
an approach following the principles of PROMETHEE outranking to help the
normalization process of the inventory.

Then the LCIA results are depicted as an aggregated single score, weighted and
referred as the environmental preference score for each feedstock which could be
easily ranked and understood. The complete assessment comprises an assortment of
criteria for the feasibility evaluation of technical and financial aspects. Multiple
costs, yields and transport distances are integrated to an MCA model along with
the single score of environmental preference for each feedstock, so that the inter-
pretation of LCA is complete and rational. Three different MCA methods were
employed from Reeb et al. (2016) to develop an overall rank for each feedstock
depending on the financial, technical and environmental criteria.

The unweighted ranking method in which all the criteria have the same weights
for alternative j and the Xij is the rank for each criterion i for alternative j. The
equation for N criteria and Sj score of alternative is depicted as:
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S j ¼
XN
i¼1

Xi, j

The same principles are applied to the next equation, where the weight Yi for each
criterion i is incorporated to the equation and the sum of all fractional weights is
equal to 1:

S j ¼
XN
i¼1

Xi, jY i

In that way, each weight could be represented as a percentage and it could be
applied to each criterion based on the decision-making of the stakeholder. Further-
more, the results are easily understood and logically derived from the decision-
making process. The final method comprises the addition of more weights to the
cumulative rank based on the magnitude difference between alternatives which is an
endeavor to normalize raw data. Through iterative, constrained randomization multi-
ple ranges were developed and with the implementation of the above equations, the
final rank order was created. This methodology implements MCA aspects to the
LCA results in order to interpret them in a secure perspective and evaluate the LCIA
results with substantial credibility, since the decisions of stakeholders could be
integrated.

4.2 Analytic Hierarchy Process (AHP) and LCA

AHP is a simpler form of MAUT making comparisons between alternatives to
develop the criteria ranking. AHP is a common methodological approach in LCA,
as it has been characterized as the best technique for sustainable development
(Narayanan et al. 2007). In the decision-making process of LCA, the definition of
the optimal alternative solution is a difficult procedure and many times it could be
unattainable. The necessity for a compromise is the core of AHP by implementing
subjective judgments and ranking the alternatives through weighting (von Doderer
and Kleynhans 2014).

The process of AHP in LCA could be implemented in various phases in order to
assess the alternatives or to rank the final decisions. First of all, the construction of a
decision tree for the depiction of the goal, the alternatives and the criteria should be
formulated. Then, priorities between the elements are defined through rational
judgments based on two-way comparisons; the scoring procedure. Thus, weights
which will determine the final decision are developed. The comparison between
weighted alternatives develops a group of overall priorities and the final ranking is
established.

Cristobal (2011) implemented AHP in an LCA project to determine the weights
among multiple renewable energy exploitation industries in Spain. The alternatives
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were compared based on the criteria of the generated power, the operating hours, the
carbon dioxide per year and the costs. The alternatives were the different types of
industries which exploited various forms of renewable energy. Though the VIKOR
method was used for the final consideration, the decision maker’s weights (Wn) were
determined with AHP, based on the criteria. A scale of verbal judgments (2 ¼
minimal importance to 9 ¼ absolute importance and 1 ¼ comparison between the
same) developed a matrix with a numerical depiction of relative importance for each
criterion:

1
W1

W2
� � � W1

Wn
W2

W1
1 � � � W2

Wn
⋮ ⋮ ⋱1 ⋮
Wn

W1

Wn

W2
� � � 1

2
66666664

3
77777775

Narayanan et al. (2007) implemented AHP and LCA in order to assess the
sustainable development of indicators, as well as to compare the alternatives for
bio-diesel exploitation from specific crops. Von Doderer and Kleynhans (2014)
integrate AHP to the interpretation phase of LCA to determine the performance
data and evaluate them as well. The LCA results are transformed and normalized into
multiple scores for each Lignocellulosic Bio-energy Systems (LBS) for the Worces-
ter Biomass Procurement Area (WBPA) and then weighted for the final assessment.

4.3 VIKOR and LCA

VIKOR is also a method that seeks for a compromise solution, in a problem with
conflicting criteria, rather than the optimal solution (Falcone et al. 2016) of other
methods. Ren et al. (2015) implemented AHP for the definition of weights and
VIKOR method for the determination of the most sustainable sequence scenario for
the bio-ethanol production in China. This study (Ren et al. 2015) included environ-
mental, economic and social criteria through Life Cycle methodologies and the
cultivation scenarios were based on wheat, corn and cassava crops. The VIKOR
method was integrated to the core of the LC methodologies determining the com-
promise solution.

Falcone et al. (2016) assessed vine-growing sustainability in South Italy by
implementing LC tools for the environmental and economic sustainability assess-
ment, while the VIKOR method was used to rank the scenarios determined by the
sustainability indices. The environmental and economic indices synthesized a com-
posite index of sustainability and the scenarios took values between 0 and 1. The
four scenarios referred to agricultural practices (e.g. conventional, organic etc.)
related to vine-growing parameters.
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The state-of-art for the VIKOR method is thoroughly illustrated from Yazdani
and Graeml (2014). One of the first steps for implementing VIKOR in LCA is the
determination of the best (xþi

�
and worst (x�i

�
values of all the criteria (i) for each

alternative (xi) according to the following equations:

xþi ¼ max xij
� �

,where j ¼ 1, 2, . . . , n

x�i ¼ min xij
� �

,where j ¼ 1, 2, . . . , n

The next step for the VIKOR method is the calculation of the range between the
alternative xj and the positive ideal solution (Sj), while the Rj represents the range
between the alternative xj and the negative ideal solution:

S j ¼
Xn
i¼1

wi
xþi � xij
xþi � xi

R j ¼ max wi
xþi � xij
xi � xij

� �� 	

The above equations include weights (w) for each criterion (i), but it is not
necessary to elicit them through the VIKOR method. As described in a previous
chapter, (Ren et al. 2015) implemented AHP for the definition of criteria, while
Falcone et al. (2016) assumes that the weights are equal. Another occasion is that the
potential interested parties could determine the weights based on the preferences of
farmers, policy makers, stakeholders etc. The calculation of the value Qj will create
an index of different scenarios, which will take values from 0 to 1, with values
trending to 0 being the most ideal based on the equations:

S∗ ¼ min S j

� �
, S� ¼ max S j

� �
, j ¼ 1, 2, . . . , n ANDð Þ

R∗ ¼ min R j

� �
,R� ¼ max R j

� �
, j ¼ 1, 2, . . . , n

Q j ¼ v
S j � S∗

S� � S∗

� �
þ 1� vð Þ R j � R∗

R� � R∗

� �

Where v represents the weight of the alternative with the major group utility and
usually is equal to 0.5. When the v is over 0.5 then the created index will tend to
indicate mainly positive attitude while the complete opposite will occur when v
value is below 0.5. Thus, the created index is easy to understand, credible and filled
with data from multiple perspectives (environmental, economic and social) and
scenarios for agricultural purposes.

4.4 TOPSIS and LCA

The Technique of Order Preference by Similarity (TOPSIS) is an MCA method
based on the concept that the optimal alternative should have high proximity to the
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ideal solution, while being at a distance from the negative ideal solution (Zyoud and
Fuchs-Hanusch 2017). TOPSIS in LCA has been implemented mainly on the
assessment for the performance of a system (Karklina et al. 2015; Zare et al.
2016). In agriculture, Karklina et al. (2015) assessed a bio-methane production
and the distribution system in Latvia with social LCA and the TOPSIS method.
The criteria or social performances were related to employment, welfare, environ-
mental and resource security, while the alternatives included different types of
biomass exploitation industries.

The TOPSIS method requires the construction of a decision making matrix in
which the criteria are presented as xj and the alternatives as Ai. The weights are
represented as wj and the normalized data as bij:

w1b1 w2b2 � � � wjb j � � � wnbn

A1

A2

⋮
Ai

⋮
An

w1b
k
11 w2b

k
12 � � � w jb

k
1 j � � � wnb

k
1n

w1b
k
21 w2b

k
22 � � � w jb

k
2 j � � � wnb

k
2n

⋮ ⋮ � � � ⋮ � � � ⋮
w1b

k
i1 w2b

k
i2 � � � w jb

k
ij � � � wnb

k
im

⋮ ⋮ � � � ⋮ � � � ⋮
w1b

k
n1 w2b

k
n2 � � � w jb

k
nj � � � wnb

k
nm

2
6666664

3
7777775

The ideal solutions are determined through the following equations:

Aþ ¼ maxiw jbij ANDð Þ A� ¼ miniw jbij

The Euclidean distance between the ideal solution (Ed+) and the least ideal
solution (Ed-) is illustrated by the equations:

Edþ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
j¼1

tij � tþij
� �2

vuut , where tij ¼ bijwi

Ed� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
j¼1

tij � t�ij
� �2

vuut , where tij ¼ bijwis

Finally the relative proximity to the ideal solution is generated by the comparison
of the Euclidean distances through the equation:

P∗
i ¼ Edþi

Edþi � Ed�i
� �

Determined by the TOPSIS method, Karklina et al. (2015) conducted a social
LCA and through the results of the TOPSIS method, multiple ratings were devel-
oped for each biomass exploitation industry. Albeit the fact that all the weights were
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assumed as equal, TOPSIS method was integrated to the core of LCA, elaborating
data in the LCIA and the Interpretation phase.

4.5 Simple Multi attribute Rating Technique (SMART)
and LCA

SMART is a comprehensive model in order to justify decisions implementing
qualitative and quantitative data (Risawandi and Rahim 2016), based on a linear
additive model. The method’s mindset is strongly affected by the ranking MCA
fundamentals, but also takes into account the human perspective as inputs (Kasie
2013). It is obvious that SMART has many similarities with other ranking MCA
methods and the differences hinge to the model’s inputs, which sometimes could be
detail demanding. Furthermore, the simplified character of SMART is tending to
rank the top alternatives very similarly (Hobbs and Meier 2000).

Myllyviita et al. (2012) assessed through LCA the environmental impact of two
biomass production chains and implemented the SMART method to calculate the
weights for the environmental impacts. The study embodied the participation of
environmental specialists through questionnaires in order to weight and identify
impact categories. The panelists identified new environmental impacts (such as
biodiversity, nutrient balance of soil etc.), not included in the LCA method, and
the SMART method gave the opportunity to integrate them to the assessment. The
simplicity and the versatile character of SMART method was the key for the
selection, because it can easily be modified and the panelists had a manageable
task for setting the weights, even if they did not understand the methodology. The
overall impact score was derived by the following equation:

Uk ¼
X

i
wibikci

Where wi is the weight for each impact category i, bik is the impact assessment
score for the production chain k and ci is the normalization factor. The normalization
factor (ci) was defined in the LCIA phase through the LCA technique. The other way
of internal normalization is calculated by comparing the non-normalized scores of
the criteria for each impact category by:

Nori ¼ bikP
kbik

Thus the overall impact score is described by the following equation:

Uk ¼
X

i
wiNori

The implementation of the SMART method in the LCIA phase of LCA facili-
tated the procedure with the determination of weights and the elicitation of credible
results. Furthermore, the insights of panelists were depicted, with the simplicity that
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characterizes the SMART method, through the questionnaire assessment and the
determination of weights for each impact category. Finally, the addition of envi-
ronmental impacts outside of the LCA grasp and the relatively easy integration of
them to the assessment’s core, developed a much better assessment of the four
biomass production chains.

4.6 PROMETHEE and LCA

The PROMETHEE method was firstly implemented by Brans (1982) and it is an
outranking method between conflicting criteria, which ranks the finite set of alter-
natives and selects the optimal solution (Behzadian et al. 2010). Outranking methods
and the PROMETHEE method specifically are widely implemented for environ-
mental problems, especially when there are numerous discrete alternatives to select
(Herva and Roca 2013). The ideology of PROMETHEE is based on a pair-wise
comparison of alternatives with the given criteria (Mohamadabadi et al. 2009),
trying to enrich the dominance relationship among the multiple alternatives
(Ghafghazi et al. 2010). The preference function between the two alternatives
(a and b) takes values between 0 and 1 and is illustrated as follows:

p a; bð Þ ¼ 0
p f að Þ; f bð Þ½ �

�
if f að Þ � f bð Þ
if f að Þ > f bð Þ

The assumption is reasonable through the following equation in order to help the
decision making process:

p f að Þ; f bð Þ½ � ¼ p f að Þ � f bð Þ½ �
The next step is the development of the weighted preference index in order to

identify the overall preference of the alternative a over the alternative b and wh is the
relative weight considered by the decision maker for the criterion h:

π a; bð Þ ¼
Pk
h¼1

whph a; bð Þ
Pk
h¼1

wh

Based on the abovementioned, the PROMETHEE method introduces the three
outranking flow measures (leaving, entering and net flow), which calculate the final
ranking:
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Leaving flow : φþ að Þ ¼
X

x2Kπ a; xð Þ
Entering flow : φ� að Þ ¼

X
x2Kπ x; að Þ

Net flow : φ að Þ ¼ φþ αð Þ � φ� αð Þ
The net flow should be the highest in order to rank as first, because the leaving

flow represents the outranking of the alternative a in comparison with the other
alternatives (set of K alternatives) and the entering flow represents the complete
opposite. Mohamadabadi et al. implemented the PROMETHEE method to rank the
different types of fuels (ethanol, diesel, bio-diesel etc.), based on five criteria (GHG
emissions, costs etc.). The life cycle of all the alternatives was assessed and the
PROMETHEE method contributed to the final assessment with the ranking of the
mentioned alternatives.

4.7 REGIME and LCA

The REGIME method focuses on the evaluation of the vector distances between the
criteria, introducing the concept of a solution area (Nijkamp et al. 1993). The major
advantage of this method is the simplicity and the ease of qualitative data integration,
while the big disadvantage is the lack of critical information when the amount of
quantitative data is quite too high.

Finco et al. (2012) utilize the REGIME method through LCA for four different
biomass types, namely sunflower, soy, palm and rape seed. The criteria were the
green house gas emissions, the land-use change and the energy balance and the
assessment was implemented for different scenarios (economic and environmental).
The ideology of the REGIME method is based on the simple qualitative prioritiza-
tion of criteria and the simple qualitative prioritization of the alternative perfor-
mances for each criterion (Nijkamp et al. 1993). For every criterion, a pair of
alternatives is compared and develops a specific vector for the comparison which
takes three values (�1, 0 þ1).

Therefore, an index is conducted with all the vector values based on the compar-
isons of all the alternatives. The logic symbols (þ and �) represent the degree of
dominance of one option over another. The performance score is an aggregate
probability measure which is illustrated as follows:

pi ¼
1

I � 1

X
j 6¼i
pij

Where I is the amount of the alternatives and pij is the preference of one option
over another. Although the REGIME method can use multiple types of information,
it is not the best evaluation method for LCA as some information may be lost and the
environmental assessment could be directed to false conclusions.
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5 Conclusions

Agricultural systems are usually complex schemes with multiple interests and
various parties involved, while uncertainty plays a significant role in agricultural
production. The necessity for tools to evaluate the sustainability of agricultural
production, to identify and include the opinions of stakeholders, to elaborate with
vast amounts of information and to facilitate this convoluted situation is an aspiration
for the scientific community and the involved parties (Buchholz et al. 2009).
Renewable energy systems based on agriculture demonstrate an increasing trend
and MCA tools are applied in various projects to converge on sustainable solutions
and to guide the potential stakeholders (Giampietro et al. 2006).

Nowadays, the most pressing environmental problem is the raise of the green-
house gas emissions (Rebolledo-Leiva et al. 2017), which is integrated to an
assortment of agricultural practices and to the transportation of primary goods.
Although MCA tools are credible and easy to understand, the implementation of
each method could create different results (Teshome et al. 2014) and usually MCA
methods are perceived as a technocratic approach (Geneletti 2013). Furthermore, as
an impact assessment tool in agriculture, MCA should be formulated in order to
clearly definite the nature and the complete framework of the problem.

On the other hand, LCA is an environmental impact assessment tool, which takes
into consideration all the inputs and outputs of a procedure or a product, from the
start of their existence to the final disposal or to the desired level of production.
Nowadays, the exploitation of renewable resources and the optimal farm manage-
ment practices develop a compound problem with induced environmental problems
and farm income fluctuations.

Policy makers, farmers and stakeholders, in the search of the golden dawn for
environmental sustainability and socio-economic development, are in need of cred-
ible policy strategies. The integration of LCA and MCA methods develops a
powerful tool for the assessment of agricultural production in multiple stages. The
LCA approach enhances the environmental perspective, taking into account all the
potential environmental hazards and depicting the carbon footprint of each action
taken. From the opposing point of view, LCA introduces measures which could be
subjective and difficult to interpret. Thus, MCA tools are implemented to identify
this dissonance, elaborate with objective measures and depict values in a numerical
and easy to understand way. In agriculture, the two methods above have been
implemented for several occasions, but mostly in biomass exploitation projects.
Converge to biomass is caused by the renewable source character of biomass and
the potential derivatives of fuels (bio-gas, bio-diesel etc.), which have an impact to
the environment and the social welfare.
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The LCA and MCA methods could be implemented in a fully merged framework
in which they are implemented simultaneously with the same importance, as a hybrid
(Cucek et al. 2011). Another approach is the one that MCA tools are integrated in
various stages of the LCA, as an assisting process, to support the decision making
process in a rational positivist way (Scott et al. 2016). The last way of integration is
the implementation of LCA in the context of a wider framework of MCA, mainly for
environmental purposes (Lipuscek et al. 2010).

MCA tools could be integrated to all the phases of LCA based on the purposes of
the interested part. In the goal and scope definition and LCI phases, MCA tools are
mostly integrated in order to define the main objective, thus being the two phases
with the least synergies with MCA tools. In the LCIA phase, classification,
weighting and normalization could be calculated by MCA tools, to add an extra
layer of credibility to the results. Furthermore, in the interpretation phase the results
could be analyzed with MCA tools for a better approximation of the decision making
process. On the other hand, when LCA is used as a secondary assessment tool, it
could enhance the objective definition with an environmental tone. Besides that, it
could add the environmental aspect to the alternative solutions and indicate certain
criticalities.

Regarding the agricultural sector, MCA methods implemented with LCA are
usually utility-based models (single criterion) and outranking methods. Additive
aggregation, VIKOR, TOPSIS and Simple Multi Attribute Rating Technique
(SMART) utilize multiple equations in order to integrate weights in the LCIA
phase and along with that, normalize the data to elicit coherent conclusions. Analytic
Hierarchy Process (AHP) is a method for the development of weights through
continuous comparisons and it could also be implemented for the final ranking of
alternatives. Finally, outranking methods, such as PROMETHEE, ELECTRE and
REGIME, depend on a pair-wise comparison between alternatives in order to
evaluate the interpretation phase of LCA. They are the most implemented tools
with LCA and they could be used in the other phases as well. The abundance of
MCA tools offers a variety in the method choice, but also generates confusion for the
right methodological approach. Nevertheless, the integration of LCA andMCA tools
is a powerful tool for the complete assessment of agriculture, regarding the main
sectors of human welfare. Environmental sustainability and socio-economic devel-
opment are matters that concern the policy-makers and people in general. Thus,
impact assessment tools should be credible and possible to rely on. The LCA and
MCA integration develops an all-around tool that takes into account all the possible
externalities and elicits solid and sustainable solutions in agriculture.
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