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Preface

The first International Symposium on Flow Induced Noise and Vibration Issues and
Aspects (Flinovia) was held in Rome, Italy, in November 2013 at the Italian
Consiglio Nazionale delle Ricerche (CNR), and co-sponsored by CNR-INSEAN,
the University of Naples, and the Lyon Acoustics Centre (CELYA). Seventeen
presentations were given by authors from Europe, the Americas, and Asia spanning
experimental and numerical methods for quantifying flow-induced forcing func-
tions, vibration response, and radiated sound. Most of the presentations were later
expanded into chapters in the first book of Flinovia proceedings, also published by
Springer.

The second Flinovia was hosted at Penn State University in the USA on April
27–28, 2017. The Flinovia symposia are sponsored events, with no registration fees
for participants. Flinovia II was co-sponsored by the Penn State Center for
Acoustics and Vibration (CAV), the Penn State Institute for CyberScience (ICS),
the International Institute for Noise Control Engineering (I-INCE), and the United
States Office of Naval Research (ONR).

The topics at the second Flinovia were broader, with 30 presentations spanning
two days. Half of the presentations were from authors outside the USA, with papers
from Australia, Belgium, Canada, France, Germany, Hong Kong, Italy, and Spain.
USA papers included five from Penn State, and ten from other universities and
companies, including Aerohydroplus, ESI, Florida Atlantic University, Illingworth
and Rodkin, Kansas University, Lehigh University, University of Michigan, Notre
Dame, and Virginia Tech.

Over 100 people attended the conference, representing academia, industry, and
government. Twenty-five percent of attendees were from outside the USA, 35%
were from industry and government, and 10% were from universities other than
Penn State.

The papers in this volume (23 of the 30 presented at the symposium) are sub-
divided into two main groups: (1) flow and (2) vibroacoustic response. In the flow
group, papers are further subdivided into:

v



• Forcing functions
• Sound sources
• Experiments
• Numerical methods

The vibroacoustic response group is subdivided into:

• Numerical methods
• Experiments
• Innovative applications

However, several papers span both flow and vibroacoustics, as well as numerical
and experimental methods so the grouping is not exact. Several papers investigate
flow-induced forces, particularly those caused by turbulent boundary layer
(TBL) flow. Slow-moving flow over marine vehicles and automobiles along with
high-speed flow over aircraft is addressed. The flow-induced forces radiate sound
directly (see the ‘Sound Sources’ papers) as well as excite structures into vibration
(see the ‘Vibroacoustic’ paper group). Numerical methods, like finite element
analysis, and experiments are used to assess structural vibration response to flow
excitation. Analytic and numerical methods, like boundary element analysis, are
used to simulate sound radiated by flow turbulence. In one case, fully coupled
fluid–structure interaction modeling is used to emulate human speech.

The second Flinovia was highly successful, growing the number of authors and
participants from the first meeting in 2013. Future meetings are being planned and
will maintain the features of the first two—two days of presentations with a small
number of invited papers (no parallel sessions). Participation by industry and
government will be strongly pursued to ensure transition of research. To monitor
future developments, please visit www.flinovia.org.

State College, USA Stephen A. Hambric
State College, USA Amanda D. Hanford
Rome, Italy Elena Ciappi
Naples, Italy Sergio De Rosa
Naples, Italy Francesco Franco
Villeurbanne, France Jean-Louis Guyader
Hung Hom, Kowloon, Hong Kong Randolph Chi Kin Leung
October 2017
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Low Wavenumber Models for Turbulent
Boundary Layer Excitation of Structures

Peter D. Lysak, William K. Bonness and John B. Fahnline

Abstract When the spatial correlation length of the turbulent boundary layer (TBL)
pressure fluctuations is small compared to the structural wavelengths, the vibration
response can be determined by forming an equivalent point drive from the effec-
tive correlation area. This approach is equivalent to using the zero wavenumber
component of the TBL pressure spectrum, so it only works for TBL models that
are wavenumber white at low wavenumbers. In this work, a similar simplification
is developed for TBL models with a wavenumber-squared dependence, that works
for structural modes with a low-pass cutoff wavenumber. This introduces a bound-
ary layer thickness dependence that results in significantly different predictions for
structures excited by a developing boundary layer. Based on the analysis, an experi-
mental setup is proposed that may help resolve some of the controversy surrounding
the low wavenumber TBL spectrum.

1 Introduction

Turbulent boundary layer (TBL) pressure fluctuations are a source of vibration and
noise in applications involving flow over surfaces. The excitation of a structure by
TBL flow depends not only on the magnitude of the pressure fluctuations, but also
on the spatial correlation. The relative scales of the spatial correlation and structural
wavelengths play an important role in the analysis of these problems.

When the characteristic length of the spatial correlation is small compared to
the structural wavelength of a mode, the modal response can be determined by
integrating the effective correlation area of the pressure, and then driving the structure
with an equivalent point load [1, 2]. In terms of the TBL pressure wavenumber-
frequency spectrum, this is equivalent to using the value at zero wavenumber. Thus,
this simplified analysis works well for TBL models that are wavenumber white at
low wavenumbers, such as the Corcos model [3], but cannot be used for TBLmodels

P. D. Lysak (B) · W. K. Bonness · J. B. Fahnline
Applied Research Laboratory, The Pennsylvania State University,
P.O. Box 30, State College 16804, USA
e-mail: pdl103@arl.psu.edu
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4 P. D. Lysak et al.

with a wavenumber-squared dependence, like the Chase model [4, 5], because the
approximation leads to zero net force being applied to the structure.

In this paper, an approximation that is similar to the effective correlation area is
developed for the Chasemodel. Themethod only works when themodewavenumber
sensitivity function can be approximated as a low-pass filter with a characteristic
cutoff wavenumber. However, an interesting outcome of this development is that it
introduces a boundary layer thickness dependence to the forcing function, which
is not present in the Corcos model or other wavenumber-white models. This can
lead to significantly different predictions of the vibration for structures excited by a
developing boundary layer.

The nature of the low wavenumber TBL spectrum has not yet been conclusively
determined experimentally. While the amplitude of the low wavenumber spectrum
has been identified by backing out the forcing function from vibration measurements
[6, 7], there is still controversy as to whether it is wavenumber white. Based on the
analysis developed in this paper, an experimental setup is proposed that couldpossibly
help to resolve some of the controversy surrounding the low wavenumber spectrum.

2 TBL Excitation of a Structure

Before examining the differences in the low wavenumber TBL models, it is helpful
to briefly review the general framework for analyzing the vibration of a structure due
to a stochastic forcing function. To start, the analysis will be formulated in physical
coordinates rather than wavenumber space, as this is usually more intuitive. Some of
the features of the TBL pressure cross-spectrum will be illustrated using the Corcos
model.

2.1 General Formulation of the Vibration Response

The vibration of a structure excited by TBL flow can be analyzed using a modal
analysis approach [1]. The main idea is to relate the cross-spectrum of the vibration
to the cross-spectrum of the TBL pressure fluctuations. First, the cross-spectrum of
the acceleration between two points x and y is written as a modal expansion:

Γaa(x, y, ω) =
∑

m

∑

n

ψm(x) ψn(y) Hm(ω) H∗
n (ω) φmn(ω) , (1)

wherem and n represent the mode numbers, ψm(x) and ψn(y) are the corresponding
mass-normalized mode shapes, Hm(ω) and H∗

n (ω) are the modal frequency response
functions (with ∗ representing the complex conjugate), and φmn(ω) is themodal force
matrix. The modal frequency response function for mode n depends on the natural
frequency ωn and loss factor ηn and is given by
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Hn(ω) = (ω/ωn)
2

1 − (ω/ωn)2 + iηn
. (2)

The modal force matrix is determined from the cross-spectrum of the TBL pressure
fluctuations by

φmn(ω) =
∫ ∫

ψm(x) ψn(y) Γpp(x, y, ω) d2x d2y . (3)

The integrations over x and y are performed over the entire surface of the structure
that is excited by the TBL.

2.2 Corcos Model for the TBL Pressure Cross-Spectrum

The Corcos model [3] is perhaps the most widely used and straightforward model
for the TBL pressure cross-spectrum. In this model, the cross-spectrum is expressed
as the product of the point pressure spectrum times streamwise and cross-stream
spatial correlation functions. The point pressure spectrum Φpp(ω) is assumed to be
the same at both points x and y because the TBL is considered to be homogeneous
over the region where the spatial correlation is significant. Then, if the streamwise
and cross-stream spatial correlation functions are assumed to depend only on the
separation distance r = y − x, the cross-spectrum can be expressed as

Γpp(r, ω) = Φpp(ω) exp

(
−α1

∣∣∣∣
ωr1
Uc

∣∣∣∣

)
exp

(
−α3

∣∣∣∣
ωr3
Uc

∣∣∣∣

)
ei(ωr1/Uc) , (4)

where r1 and r3 are the components of r in the streamwise and cross-streamdirections,
respectively, Uc is the convection velocity of the TBL pressure fluctuations, and
α1 ≈ 0.1 and α3 ≈ 0.7 are empirical constants. The exponential decay functions
model the decreasing correlation between points x and y as the separation distance
increases. Figure1 shows the cross-spectrum, normalized by the point spectrum
Φpp(ω), in the streamwise and cross-stream directions. For a given frequency ω, the
x-axis can be interpreted as the separation distance normalized the quantity Uc/ω.
In the streamwise direction, the decay is slower and the phase oscillates due to the
convection of the turbulence in this direction.

For an arbitrary spatial correlation function f (r), it is customary to define a
correlation length as

Λ = 1

f (0)

∞∫

0

f (r) dr . (5)

If the correlation function is modeled by an exponential decay, f (r) = e−r/Λ, then
the correlation length is simply equal to Λ. In the Corcos model, the streamwise
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Fig. 1 TBL pressure cross-spectrum normalized by the point pressure spectrum using the Corcos
model

and cross-stream (frequency-dependent) correlation lengths of the cross-spectrum
are found to be

Λ1(ω) =
∞∫

0

exp

(
−α1

∣∣∣∣
ωr1
Uc

∣∣∣∣

)
dr1 = Uc

α1|ω| (6)

and

Λ3(ω) =
∞∫

0

exp

(
−α3

∣∣∣∣
ωr3
Uc

∣∣∣∣

)
dr3 = Uc

α3|ω| . (7)

However, if the phase oscillation is included in the streamwise correlation, the effec-
tive streamwise correlation length is about two orders of magnitude smaller:

Λ1,eff(ω) = 1

2

∞∫

−∞
exp

(
−α1

∣∣∣∣
ωr1
Uc

∣∣∣∣

)
ei(ωr1/Uc) dr1 =

(
α2
1

1 + α2
1

)
Uc

α1|ω| . (8)

(Note the integral has been extended from −∞ to ∞ and divided by two because
the integrand is no longer symmetric with the complex exponential included). The
smaller effective correlation length is due to the cancellation of the positive and
negative regions of the real and imaginary parts of the streamwise correlation. It is
also useful to define an effective correlation area:

Aeff(ω) = [
2Λ1,eff(ω)

][
2Λ3(ω)

] = 4

(
α1/α3

1 + α2
1

) (
Uc

ω

)2

. (9)

This represents the total area surrounding a reference point over which the pressure
fluctuations can be considered to be acting coherently in order to produce a net force.
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2.3 Simplifed Modal Force

As illustrated by the Corcos model, the TBL pressure cross-spectrum decays to
zero as the separation between x and y increases. Also, the rate of decay increases
with increasing frequency. This implies that in the high frequency range, the cross-
spectrum will decay so rapidly that the variation in the mode shape becomes neg-
ligible over the scale of the correlation length [1]. Then, the modal force integrals
defined in Eq. (3) can be separated:

φmn(ω) =
∫ ∫

ψm(x) ψn(x + r) Γpp(r, ω) d2r d2x

≈
(∫

ψm(x) ψn(x) d2x
) (∫

Γpp(r, ω) d2r
)

. (10)

This greatly simplifies the calculation of the modal force compared to the full double
integration, because the first factor is just a constant (independent of frequency) for
each mode pair (m, n). The second factor represents the point pressure spectrum
times the effective correlation area:

∫
Γpp(r, ω) d2r = Φpp(ω)Aeff(ω) . (11)

This simplified formulation of the modal force is equivalent to driving the structure
with uncorrelated point drives distributed over the surface, which is sometimes called
“rain-on-the-roof” loading [2]. It is important to understand that each point drive is
not just the local pressure fluctuation, but the lumped sum force (squared per unit area)
representing all the pressure fluctuations in the effective correlation area surrounding
each point.

3 Wavenumber Formulation

In the previous section, theTBLexcitation has been expressed in terms of the pressure
cross-spectrum. Additional insight can be gained by transforming from the spatial
domain to the wavenumber domain [8, 9]. In particular, the Chase model lends itself
more naturally to analysis in the wavenumber domain. For simplicity, the structure
will be assumed to be a rectangular flat plate in this section.

3.1 Wavenumber Transformations

If the TBL is assumed to be homogeneous, the pressure cross-spectrum depends
only on the separation vector r = y − x. In this case, the space-time characteristics
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of the TBL pressure can be described by either the cross-spectrum Γpp(r, ω) or the
wavenumber-frequency spectrum P(k, ω). These functions are related by the spatial
Fourier transform:

Γpp(r, ω) =
∫

P(k, ω) eik·r d2k , (12)

P(k, ω) = 1

(2π)2

∫
Γpp(r, ω) e−ik·r d2r . (13)

(The limits of integration extend from −∞ to ∞ and are omitted for simplicity.)
Likewise, the mode shape can be specified in physical space, ψn(x), or in modal
space, Fn(k). Again, the two forms are related through the Fourier transform:

ψn(x) =
∫

Fn(k) eik·x d2k , (14)

Fn(k) = 1

(2π)2

∫
ψn(x) e−ik·x d2x . (15)

The function Fn(k) is often called the wavenumber sensitivity function. Using these
relations, the modal force from Eq. (3) can also be calculated in wavenumber space:

|φmn(ω) =
∫ ∫

ψm(x) ψn(x + r) Γpp(r, ω) d2r d2x

=
∫ ∫

ψm(x) ψn(x + r)
(∫

P(k, ω) eik·r d2k
)

d2r d2x

=
∫ {∫

ψm(x)
(∫

ψn(x + r) eik·r d2r
)

d2x
}
P(k, ω) d2k

=
∫ {∫

ψm(x)
[
(2π)2F∗

n (k) e−ik·x] d2x
}
P(k, ω) d2k

= (2π)4
∫

Fm(k) F∗
n (k) P(k, ω) d2k . (16)

The interpretation of this result is that the mode shape acts as a wavenumber filter
weighting the wavenumber distribution of the TBL pressure.

3.2 Low Wavenumber Modal Force Simplification

A simplification equivalent to the approximate modal force given by Eq. (10) can be
formulated in the wavenumber domain:
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φmn(ω) ≈
[
(2π)2

∫
Fm(k) F∗

n (k) d2k
] [

(2π)2P(0, ω)
]

. (17)

The first factor follows from Parseval’s theorem:
∫

ψm(x) ψn(x) d2x = (2π)2
∫

Fm(k) F∗
n (k) d2k . (18)

The second factor can be obtained from Eq. (13) with k set to zero:

∫
Γpp(r, ω) d2r = (2π)2P(0, ω) . (19)

Since this factor was previously shown to equal the point pressure spectrum times
the effective correlation area, it follows that the correlation area is related to the
zero-wavenumber level of the TBL pressure spectrum. This is an important result,
because it shows that if the spectrum is not wavenumber white and instead goes to
zero, then no modal force is produced using this approximation. In other words, the
modal force simplification only works for wavenumber-white TBL models.

3.3 TBL Pressure Wavenumber-Frequency Spectrum Models

The differences between the TBL pressuremodels are best understood in terms of the
wavenumber-frequency spectrum. The Corcos and Chase models are representative
of two classes of models with different low wavenumber behaviour.

Corcos Model. Taking the spatial Fourier transform of Eq. (4), the wavenumber-
frequency spectrum representation of the Corcos model [3] is found to be

P(k, ω) = Φpp(ω)

π2

[
Λ1

1 + Λ2
1(k1 − ω/Uc)2

] [
Λ3

1 + Λ2
3k

2
3

]
, (20)

where as above Λ1 = α−1
1 |Uc/ω| and Λ3 = α−1

3 |Uc/ω|. Figure2 shows the Corcos
wavenumber-frequency spectrum as a function of the streamwise wavenumber k1
for a fixed frequency and with k3 = 0. Most of the energy is located near the peak
at the convective wavenumber kc = ω/Uc. At low wavenumbers, the spectrum is
wavenumber white. The level of the low wavenumber spectrum in the Corcos model
is known to be too high [10], and several alternative models keep the wavenumber-
white behaviour but adjust the amplitude [11].

Chase Model. The Chase model [4, 5] is formulated directly in the wavenumber
domain:

P(k, ω) = ρ2U3
τ[

K 2+ + (bδ)−2
]5/2

{
CT (k21 + k23)

[
K 2+ + (bδ)−2

k21 + k23 + (bδ)−2

]
+ CMk21

}
, (21)
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where

K 2
+ =

(
ω −Uck1

hUτ

)2

+ k21 + k23 (22)

and the empirical constants are b = 0.75, h = 3, CT = 0.0047, and CM = 0.155.
The Chase model also depends on two properties of the boundary layer: the friction
velocity Uτ and the boundary layer thickness δ. At high frequencies, where ω �
Uc/(bδ), and assuming Uc � Uτ , integrating over all wavenumbers gives a simple
approximate result for the point pressure spectrum:

Φpp(ω) ≈ ρ2U 4
τ ω−1 . (23)

The decision to model the wavenumber-frequency spectrum directly rather than
beginning with the spatial correlation arises from a desire to explicitly model the
low wavenumber behaviour based on theoretical considerations. Specifically, as the
wavenumber approaches zero, the model takes on the asymptotic form

P(k, ω) = CT h
3b2

(
Uτ

ω

)2 (|k|δ)2Φpp(ω) . (24)

Thus, the model has a k2 dependence and vanishes at zero wavenumber, as fol-
lows from the Kraichnan-Phillips theorem [12]. (Note Chase also formulated a
model that includes compressibility effects for very low wavenumbers, but only the
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incompressible domain is considered here.) As seen in Fig. 2, the main difference
between the Corcos and Chase models is in the low wavenumber region.

Although the Chase model is not wavenumber white at low frequencies, it
does have a wavenumber-white plateau over intermediate wavenumbers ranging
from about 1/(bδ) < k1 < 0.1(ω/Uc), provided there is a wide enough separation
between these two scales. The intermediate wavenumber range is captured by mod-
ifying Eq. (24) to include the wavenumber-white plateau:

P(k, ω) = CT h
3

(
Uτ

ω

)2 [ |k|2
|k|2 + (bδ)−2

]
Φpp(ω) . (25)

The level of the plateau (found by taking the limit for large |k| in the above equation)
does not depend on the boundary layer thickness, whereas the low wavenumber
region below the plateau is proportional to (kδ)2. Figure2 shows how the plateau
becomes more apparent as the boundary layer thickness increases. The plateau level
can be used as an alternative wavenumber-white model, since the Corcos level is
known to be too high.

3.4 Approximate Modal Force for a k2 Low Wavenumber
Spectrum

As discussed above, if the low wavenumber spectrum is not wavenumber white, the
effective correlation area approximation cannot be applied, since this would give a
modal force of zero. In general, theChasemodel requires full integration of themodal
force using Eq. (16). Figure3 illustrates this process for the (1,1) mode of a simply
supported plate. To get the modal force, the TBL pressure spectrum is multiplied by
the wavenumber sensitivity function, which acts as a wavenumber filter, and then
integrated over all wavenumbers (including over k3, which is not shown in the plot).
For the (1,1) mode, the wavenumber sensitivity function acts as a low-pass filter, so
the modal force is primarily produced by the low wavenumber region. However, the
situation is more complicated than with a wavenumber-white model, because the low
wavenumber region of the Chase model depends on the boundary layer thickness and
the k2 region starts below the wavenumber-white plateau.

Noting from Fig. 3 that certain modes resemble a low-pass wavenumber filter, it
is possible to develop an approximation that retains the simplicity of the effective
correlation area for these modes. Considering an idealized low-pass filter, which
would correspond to a sinc function mode shape, and assuming radial symmetry for
simplicity, Eq. (16) can be approximated by

φmn(ω) ≈
[
(2π)2

∫
Fm(k) F∗

n (k) d2k
]

⎡

⎢⎣
(2π)2

πk2o

∫

|k|≤ko

P(k, ω) d2k

⎤

⎥⎦ , (26)
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Fig. 3 Wavenumber sensitivity function of the fundamental mode of a simply supported square
plate with side length a, along with the Chase model of the TBL pressure wavenumber-frequency
spectrum at the resonance frequency of the mode

where ko is an assumed cutoffwavenumber. The second factor represents the effective
low wavenumber spectrum averaged over a circle in wavenumber space, with the
radius equal to the cutoff wavenumber. Written in this form, the approximation is
similar to Eq. (17), except an average low wavenumber value is used instead of the
value at zero. Assuming the boundary layer is thin compared to the plate size, the
cutoff wavenumber will fall in the k2 region. Then, substituting the Chase k2 low
wavenumber model from Eq. (24), the second integral can be evaluated as

∫

|k|≤ko

P(k, ω) d2k =
ko∫

0

(2πk)

[
CT h

3b2
(
Uτ

ω

)2

(kδ)2Φpp(ω)

]
dk

= π

2
CT h

3b2
(
Uτ

ω

)2

k4oδ
2Φpp(ω) . (27)

Finally, the modal force approximation for the Chase model reduces to

φmn(ω) ≈
[
(2π)2

∫
Fm(k) F∗

n (k) d2k
] [

2π2CT h
3b2

(
Uτ

ω

)2
(koδ)

2Φpp(ω)

]
. (28)

This result is very similar to using a wavenumber-white model with Eq. (17), except
that it depends on the cutoff wavenumber. In fact, the only difference between this
result and using theChasewavenumber-white plateau level fromEq. (25) is the factor
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1
2 (bkoδ)

2. This introduces a dependence on the boundary layer growth that will be
examined in the next section.

4 Comparison of Model Results and Proposed Experiment

The approximate modal force equation developed in the previous section suggests
there is a fundamental difference between using a wavenumber-white model and
a k2 model that could possibly be detected experimentally. In general, it is very
difficult to directlymeasure the lowwavenumberTBLpressure spectrum, because the
measured pressures are usually dominated by the convective part of the fluctuations.
The low wavenumber level can be inferred from the vibration response, but these
measurements have not conclusively shown if the spectrum is wavenumber white.
The idea proposed here only depends on the trend of the vibration measurements,
which might be easier to determine.

Figure4 shows an example structure where the two low wavenumber models
lead to significantly different results. The structure consists of an array of plates (or
panels) attached to a rigid frame, such that the vibration of the panels is not coupled.
Considering only the first mode of each panel, the wavenumber sensitivity function
acts as a low-pass filter, as previously shown in Fig. 3.When this structure is analyzed,
an interesting dependence on the growth of the boundary layer emerges, as shown in
Fig. 5. If the panels are rigid enough (see the figure caption for the parameters used
in the example calculation), the resonance will occur in the frequency range where
the point pressure spectrum is independent of the boundary layer thickness and only
depends on the friction velocity, as in Eq. (23). The friction velocity slowly decreases
as the boundary layer grows, leading to the prediction using a wavenumber-white
model that the vibration of the panels at the first resonance decreases downstream.
In contrast, the wavenumber-squared model depends on the square of the boundary
layer thickness. This is a much stronger effect than the decreasing friction velocity,
giving the opposite prediction that the vibration increases downstream. Because the
twomodels predict opposite trends, an experiment based on this concept may be able
to show which model is more accurate.

Flow
a

b

Fig. 4 Example structure that responds differently to wavenumber-white andwavenumber-squared
excitation. The panels shown in light gray are attached to a rigid frame shown in dark gray, and
accelerometers are located at the center of each panel
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Fig. 5 Example calculations of the vibration at the first resonance peak (1943Hz) for an array of
5cm square aluminum panels of thickness 1mm, excited by a developing TBL with free-stream
velocity 5m/s in water

Figure5 also shows a comparison between using the full Chasemodel and numeri-
cally integrating over all wavenumbers to get themodal forcewith Eq. (16), and using
the simple low-pass filter approximation from Eq. (28). For this calculation, the cut-
off wavenumber was assumed to be 2π/a. It can be seen that the approximate model
gives a reasonable (but not highly accurate) result and explains the upward trend in
the vibration as the boundary layer thickens downstream. The wavenumber-white
results shown in Fig. 5 are based on the Chase low wavenumber plateau level.

5 Conclusion

A simplifiedmodal force formulation similar to the effective correlation area approx-
imation has been developed for the Chase TBL pressure model. The method works
for modes that have a wavenumber sensitivity function approximating a low-pass fil-
ter, such as the fundamental mode of a simply supported plate. Comparing the results
to using awavenumber-white TBLmodel reveals a fundamental difference in the role
of the boundary layer thickness on the forcing function. With a wavenumber-white
model, such as the Corcos model or other models that adjust the wavenumber-white
level, the local forcing function is predicted to be independent of the boundary layer
thickness. In contrast, the wavenumber-squared dependence in the low wavenumber
region of the Chasemodel predicts the forcing function to increase with the boundary
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layer thickness. This leads to significantly different vibration predictions for struc-
tures excited by a developing boundary layer, such as an array of plates attached to
a rigid frame aligned in the flow direction. It is proposed that an experiment based
on this concept may help to resolve some of the controversy surrounding the nature
of the low wavenumber TBL pressure spectrum.
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Development of a Generalized Corcos
Model for the Prediction of Turbulent
Boundary Layer-Induced Noise

Anna Caiazzo, Roberto D’Amico and Wim Desmet

Abstract The characterization of the wall pressure field generated by a turbulent
boundary layer (TBL) is a challenging problem in different fields. Its description is
strictly dependent on the prediction of the noise and vibration induced by the flow-
excited structure. TBL characterization often requires specific experimental setups
and huge facilities, like wind tunnels, which are quite expensive. Usually, for simple
configurations, semi-empirical or empirical models fit to experimental data are used
to model the wall pressure characteristics. Many TBL models have been developed
since the 1950s. Among others, the Corcos model has been widely used, especially
because of its advantageous mathematical features that allow significantly reduced
computational effort. However, an obvious problem with the Corcos model is its
behaviour for wavenumbers below the convective peak. Within this paper, a Gener-
alized Corcos model is considered for the prediction of TBL-induced noise. Being
built on a two-dimensional Butterworth filter, such a model is characterized by two
more parameters than Corcos, which are the order of the filters along the streamwise
and spanwise direction. The applicability of such a model is here investigated con-
sidering two representative flow conditions: (1) low-speed flow; (2) high-speed flow.
Particular attention is drawn to the effect of the order of the filters. In this way, it will
be shown how an accurate description of the wavenumber-frequency spectrum at and
below the convective peak can be given by using the Generalized Corcos model.
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1 Introduction

The wall pressure fluctuations induced by turbulent boundary layers (TBL) consti-
tute a fundamental source of aerodynamic noise. Over the past years, their study is
receiving a significant amount of attention, particularly when considering the need
for improved vehicle comfort.

The flow-induced pressure associated with turbulence excites the vehicle struc-
ture, causing vibration and, therefore, noise. In the transportation industry, a large
contribution to the interior noise of vehicles is due to such excitation. This has moti-
vated engineers to properly model the wall pressure fluctuations induced by TBL.
Different approaches can be used for this purpose. Themost accurate and straightfor-
ward approach consists in Computational Fluid Dynamics (CFD) calculations, but
this method is quite computationally intensive. On the other side, a stochastic source
reconstruction is considered as an alternative to methods based on CFD simulations,
particularly in the early design stage. Such stochastic models are an ideal choice to
account for turbulent excitation, because they lead to a quick understanding and an
efficient computation. These TBL models, being semi-empirical in nature, are based
on fits to experimental data and are accurate only for simple configurations of the
structure.

Among the existing mathematical models of TBL wall pressure fluctuations
[1, 16, 17], the Corcos model [7, 8] is favored for its advantageous mathemati-
cal features and its accurate description of the wavenumber-frequency spectrum of
the wall pressure in the convective domain. However, for wavenumbers below the
coincidence frequency, experimental evidence suggests that it tends to overpredict
the spectrum even up to 20 dB. On the contrary, other models such as Chase [4] or
Smol’yakov-Tkachenko [22] are more accurate in that range, but they lack simplicity
in the mathematical descriptions, with a significant impact on the computation time.
This explains the versatility of the known Corcos model [5].

In this paper, a newmodel for turbulent boundary layer excitation in vibro-acoustic
problems is analyzed [2]. As it generalizes the widely used Corcos model, it is
called Generalized Corcos. Such a model is based on a two-dimensional Butterworth
function rather than on a Lorentzian one as in the classic Corcos. From the latter,
it preserves the main advantages, namely simple mathematics and a closed form
solution. Indeed, as shown by D’Amico in [10, 11], integrating the Butterworth filter
over an infinite frequency range leads to a procedure that is analogous to the one used
for the Lorentzian function. Additionally, by changing the order of the Butterworth
filters, it is possible to modify the rate of decay of the pressure distribution and,
therefore, improve the classic Corcos model in the low-wavenumber domain.

The paper is organized as follows. In Sect. 2, the features of the wall pressure
fluctuations of a TBL and of the most used semi-empirical models are summarized.
Then, the spatial and wavenumber distributions of the Generalized Corcos model
are given in Sect. 3. In Sect. 4, the position of the proposed model with respect to
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the others is underlined by comparing it to the most used TBL models. Section5
presents two application cases to benchmark the proposed findings against the most
used models. Furthermore, a more detailed analysis on the effect of different order
of the square magnitude of the Butterworth filter is addressed in Sect. 5.3. Finally,
the conclusions of the work are summarized in Sect. 6.

2 Modelling of TBL Wall Pressure Fluctuations

The wall pressure disturbances generated by a TBL can be modelled as stochastic
fluctuations riding on a steady current with vortexes conveyed in the direction of the
flow at the convective velocity Uc = hcU∞, with free-stream velocity U∞ and con-
vective constant hc [21]. In general, the pressure field generated by a fully developed
TBL on a flat and rigid surface, in a low Mach number with zero mean pressure
gradient, can be considered as homogeneous in space and stationary in time. It can
be represented by a space-time correlation function and its corresponding Fourier
transform or wavevector-frequency spectrum. In particular, considering a flow in the
x direction over the (x, z) plane, the following function can be defined

Rpp (ξx , ξz, τ ) =< p (x, z, t) p (x + ξx , z + ξz, t + τ)> , (1)

which represents the space-time cross correlation function of the pressure at two
arbitrary space-time points (x, z) at time t , and (x + ξx , z + ξz) at t + τ . In Eq.
(1), ξ ≡ (ξx , 0, ξz) is the spatial separation vector and the brackets <> denote an
ensemble average. By doing a time Fourier transformation, the spatial cross spectral
density function (CSD) of the wall pressure fluctuations is then found as follows

Ψpp (ξ ;ω) = 1

2π

+∞∫

−∞
Rpp(ξ ; τ)e−iωτ dτ , (2)

in which ω is the radian frequency.1 Then, the spatial 2D Fourier transform of
Ψpp (ξ ;ω) upon spatial separation gives the CSD function in the wavenumber-
frequency domain as follows

Ψpp (k;ω) = 1

(2π)2

+∞∫

−∞

+∞∫

−∞
Ψpp (ξ ;ω) e−i(ξ ·k) dξ , (3)

wherek ≡ (kx , 0, kz) is the two-dimensionalwavevector containing thewavenumber
components in the streamwise and spanwise directions of the fluid flow.

1The convention used here for the Fourier transform f̃ (ω) of a function f (t) is such that f̃ (ω) =
1
2π

∫ +∞
−∞ f (t)e−iωt dt.
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Throughout the years, many semi-empirical models of TBL have been developed
in order to represent statistically the turbulent fluctuations. One of the earliest mod-
els that represents the wall pressure fluctuations of a TBL is proposed by Corcos
[7, 8]. This model is nowadays used for its multiple advantages (such as, separable
and convertible model, simple mathematical form that allows analytical integration
and accurate description of the wavevector-frequency spectrum in the convective
domain). Despite these advantages, it overpredicts the sub-convetive spectrum, vary-
ing slowly, as indicated by experimental data of low-wavenumber spectra [6, 12, 18].

It is important to notice that, for low Mach number flow, the low-wavenumber
region is important for the possible coincidence with structural modes. Therefore,
later researchers, notably Chase [4] and Smol’yakov-Tkachenko [22], proposed
empiricalmodels in order to describe the low-wavenumber rangemore accurately but
keeping similar behaviour toCorcos in the convective domain.Given that, thosemod-
els lack simplicity in themathematical descriptions, requiring computationally costly
numerical integrations. They are both non-separable in frequency and wavevector
and characterized bymany semi-empirical parameters strongly depending on the test
conditions.

Therefore, even today, the complex nature of the TBL makes its modelling an
active subject of research. In particular, the need of an accurate and, at the same
time, efficient description of the wall pressure fluctuations in the low-wavenumber
and convective range is still a challenge for researchers.

3 The Generalized Corcos Model

This section presents a generalization of the known Corcos model. The proposed
model, called the Generalized Corcos model, is characterized by a Butterworth fil-
ter formulation and addresses some of the limitations found in modelling the wall
pressure fluctuations generated by a TBL.

In the following subsections, some basic concepts of the Butterworth filter formu-
lation are recalled in order to present the development of the generalized model. The
spatial and frequency distribution of the Generalized Corcos model is also presented.

3.1 The Butterworth Filter Formulation

It is known [10, 11] that the square magnitude of a Butterworth filter represents
a generalization of the Lorentzian function and is characterized by its order. For
orders of unity, the Butterworth filter matches the Lorentzian. In the same way, the
proposed model, characterized by a Butterworth filter formulation, can be defined
as a generalization of the classic Corcos, which is instead based on a Lorentzian
distribution. The analytical development of the model is presented in [2]; here only
the basic steps are given. Essentially, in theCorcoswavenumber-frequency spectrum,
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it is possible to identify the Lorentzian curve used in two dimensions:

Ψpp(kx , kz, ω) = φ(ω)

1
παω

1 +
(
kx−kω

αω

)2

1
πβω

1 +
(

kz
βω

)2 , (4)

in which φ(ω) the auto-spectrum and kω the centre wavenumber. The parameters αω

and βω are here defined as follows [19],

αω = kωαx = ω

Uc
αx and βω = kωαz = ω

Uc
αz . (5)

Those parameters specify the width in the two directions. In Eq. (5), αx and αz are the
longitudinal and lateral decay rates of the coherences, respectively. In general, for
smooth rigid walls, the decay rates are in the range of αx = 0.11–0.12 and αz = 0.7–
1.2, [21].

Equivalently, Eq. (4) can be written in the following form:

Ψpp(kx , kz, ω) = φ(ω)B1(kx )B1(kz) , (6)

where B1 is the square magnitude of a Butterworth filter of order equal to one (i.e. the
Lorentzian function). In general, for a filter of order n, it is given by the real-valued
function of mathematical form:

Bn(kx ) = Akx

1 +
(
kx−kω

αω

)2n with Akx =
nsin

(
π
2n

)

παω

, (7)

where the constant Akx is the amplification factor of the filter with centre kω and
cut-off value αω [9]. The 2n filter poles are then defined as

sk = kω + αωe
−iθk with θk = π

2n
(1 + 2k) , (8)

where the value k is an integer defining the position of a pole over a circle of
radius αω and centre kω.

Figure 1 shows the square magnitude of the Butterworth filter for different
orders n. The k−pole is in the lower half of the complex s plane (LHP)when 0 ≤ k ≤
n − 1 and in the upper half of the complex s plane (UHP) when n ≤ k ≤ 2n − 1 [9].
If the order of the filter is increased, the shape of Bn(kx ) becomes closer to the shape
of a perfectly rectangular window. Whereas, if n = 1, the square magnitude of the
Butterworth filter is equivalent to a Lorentzian funcion. A similar procedure is used
on the kz axis, such that Bm(kz) of order m can be defined with amplification factor
Akz and cut-off value βω.
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Fig. 1 a Comparison between rectangular window (thin solid line) and Butterworth filter of
order n, centred at kω = ω/Uc = 120 with cut-off value αω = 0.1kω; Butterworth filter of order
n = 5 (dotted line), n = 3 (dashed-dotted line); Lorentzian function n = 1 (bold solid line).
b Position of the 2n filter poles over the complex plane, n = 5 (+), n = 3 (◦), n = 1 (∗) [2, 9]

3.2 TBL Spatial Correlation Function

By generalizing Eq. (6) for a filter of order n along the streamwise direction and
m along the spanwise direction, the spatial distribution of the Generalized Corcos
model is obtained by the inverse transformation of the wavenumber spectral density
function as follows:

Ψpp(ξx , ξz, ω) = −φ(ω)
Akx Akzπ

2αωβω exp(ikωξx )

nm

n−1∑
k=0

exp(−iθk − i|ξx |αω exp(−iθk))

×
m−1∑
k=0

exp(−iθk − i|ξz |βω exp(−iθk)) ,

(9)

for any real value of ξx and ξz .
The spatial CSD function found for the Generalized Corcos model, Eq. (9), is a

weighted sum of exponential functions rather than a single exponential as found in
Corcos. Even so, such a model is equivalent to the classic Corcos model when the
order of the filter along the two directions equal to one [2].

The normalized spatial components of the Generalized Corcos model in the
streamwise and spanwise directions are shown in Fig. 2 for (n,m) = (2, 1) and decay
rates of the coherences equal to αx = 0.115 and αz = 0.7. As found in Corcos, the
CSD function decays exponentially in the streamwise and spanwise directions and
the convective effect in the streamwise direction produces a waved profile of the
CSD function with wavelength λω = 2π/kω.
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Fig. 2 Normalized spatial components of the CSD function of the Generalized Corcos model
for Uc = 0.65 U∞ with U∞ = 35.8 m s−1 at 500 Hz. a Streamwise component for n = 2 with
αx = 0.115. b Spanwise component for m = 1 with αz = 0.7

3.3 TBL Wavenumber-frequency Spectrum

The Generalized Corcos wavenumber-frequency spectrum normalized to one, divid-
ing by the area, can be written as:

Ψ̂pp(kx , kz, ω) = φ(ω)Bn(kx )Bm(kz)(−Akx Akz π
2αωβω

nm

) ∑n−1
k=0 exp(−iθk)

∑m−1
k=0 exp(−iθk)

, (10)

where

Bn(kx ) =
nsin(π/2n)

παω

1 +
(
kx−kω

αω

)2n = Akx

1 +
(
kx−kω

αω

)2n , (11)

Bm(kz) =
msin(π/2m)

πβω

1 +
(

kz
βω

)2m = Akz

1 +
(

kz
βω

)2m . (12)

Then, normalizing to conform to Graham’s development [2, 16], Eq. (10) gives:

Φ̃pp(kx , kz, ω) = ω2

U 2
c

4Bn(kx )Bm(kz)(−Akx Akz αωβω

nm

)∑n−1
k=0 exp(−iθk)

∑m−1
k=0 exp(−iθk)

. (13)

The contour plot and normalized wavevector spectrum of the Generalized Corcos
model are shown in Fig. 3. This model is still convertible and separable in space. Its
advantages are mainly twofold: (1) the mathematical form of the model allows to
preserve the main advantages of the known Corcos model (notably analytical inte-
grations), and (2) the two parameters introduced, n along the streamwise direction
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(a) (b)

Fig. 3 Generalized Corcos’s normalized wavevector spectrum forUc = 0.65U∞ withU∞ = 35.8
m s−1 at 500 Hz, and with αx = 0.115 and αz = 0.7. a Contour plot for (n,m) = (2, 1). b Nor-
malized wavevector spectrum in kx with kz = 0 with (n,m) = (1, 1) (red circle), (n,m) = (2, 1)
(solid line), (n,m) = (1, 2) (dotted line) and (n,m) = (2, 2) (dashed-dotted line); Corcos’s
normalized wavevector spectrum (dashed line)

and m along the spanwise one, allow controlling the decay of the TBL model, mak-
ing it steeper if necessary in the low-wavenumber range. Given that Corcos decays
too slowly in the low-wavenumber range, such results are an improvement with
respect to the classic Corcos. In Fig. 3b, the normalized spectrum is shown versus
the dimensionless longitudinal wavenumber Uckx/ω, for kz = 0 and different order
of the filters. By increasing the order of the filter along the streamwise direction, n,
and keeping m fixed, the curve decays more quickly in the low-wavenumber range
and the convective peak becomes slightly more concentrated. On the other side,
decreasing the order of the filter along the spanwise direction, m, for a fixed n, the
slope of the curve increases more slowly [2]. This behaviour is a direct consequence
of having a Butterworth filter formulation, whose amplitude decays quickly when
increasing the order of the filter [10].

Furthermore, in Fig. 4, the Generalized Corcos normalized wavevector spectrum
Φ̃pp(kx , 0, ω) is plotted for 35.8 m s−1 as function of frequency and kx for differ-
ent order of the filters. It is shown how the wavenumber-frequency distribution is
affected by a change in the order of the filters. Therefore, an increment of the filter
order along the streamwise direction n produces a slight increase of the convec-
tive bridge with frequency, while the spectra levels outside the convective domain
decrease more quickly. On the other side, an increase in m does not really affect
the wavenumber-frequency distribution. To conclude, those behaviours must be con-
sidered when tuning the order of the filters such to adapt the Generalized model
distribution to different flow configurations.
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Fig. 4 Generalized Corcos’s normalized wavevector spectrum Φ̃pp(kx , 0, ω) with different orders
of the filter for Uc = 0.65 U∞ with U∞ = 35.8 m s−1 (a–d)

4 Model Comparison

In order to position the Generalized Corcos model with respect to the existing TBL
models,within this section a comparisonwith themost usedTBLmodels is presented.

On one side, for high flow speed applications (i.e. aircraft boundary layers), the
Corcos model [7, 8], with its accurate description of the convective ridge, is con-
sidered as a suitable model for the characterization of the wall pressure fluctuations.
On the other side, for low flow speed applications (i.e. underwater acoustics) and,
therefore, when interested in the sub-convective (or low-wavenumber) region of
Φ̃pp(k;ω), the models described by Chase [4] and Smol’yakov-Tkachenko [22] are
found to be more accurate [1, 12, 18].

In Fig. 5, the normalized wavevector spectrum of the model of Corcos,
Smol’yakov-Tkachenko [22] and Chase [4] is considered for the comparison with
the Generalized Corcos model (given by Eq. 13). These models are normalized
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Fig. 5 Normalized wavevector spectrum in kx for St = 25.4 at 500 Hz. Chase (dashed-
dotted line), Corcos (dashed line), Smol’yakov-Tkachenko (dotted line), Generalized Corcos
with (n,m) = (2, 1) (solid line)

to conform to Graham’s development [16]. Therefore, their integrated functions
Φ̃pp(k;ω) with respect to wavevector is unity, and consequently, the sums of ener-
gies of the various spectral models are identical. Such comparison is analyzed in
detail in [2] and recalled here to better state the position of the proposed model.

In Fig. 5, the normalized wavenumber-frequency spectra are plotted versus
the dimensionless longitudinal wavenumber Uckx/ω, for kz = 0 with a Strouhal
number of St = 25.4. The spectral levels of the different TBL models shown are
characterized by similar fluctuating energies around the convective ridge, but dif-
ferent low-wavenumber tails. In particular, the Corcos model shows high low-
wavenumber levels compared to theothermodels,which is an indicationof significant
sound radiation from a low speed flow. According to experimental data, this level
should be reduced by about 20 dB [17].Models likeChase or Smol’yakov-Tkachenko
instead show a lower low-wavenumber distribution than Corcos. In particular, the
Smol’yakov-Tkachenko model [22] is characterized by a low-wavenumber white
distribution, representing the flat spectrum at low-wavenumber better than Chase.
However, it is important to state that themodels ofChase andSmol’yakov-Tkachenko
do not possess the convenient property of convertibility [20].

On the other side, lower levels at low-wavenumbers are seenwhen theGeneralized
model is used, about 20 dB less than Corcos. In Fig. 5, a steeper curve along the
streamwise direction is found using n = 2 andm = 1. In general, by properly tuning
the order of the filter, n in the streamwise direction and m in the spanwise direction,
it is possible to control the decay in the low-wavenumber domain. By doing so,
the spectra levels in the low-wavenumber range get closer to that of Smolyakov-
Tkachenko and Chase, which are found to be more accurate in such a range [1, 18].
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Nevertheless, the convective ridge of the Generalized model with orders (n,m) =
(2, 1) is still close to the classic Corcos, accurate instead in this range.

Overall, an improvement with respect to the classic Corcos is seen in the low-
wavenumber range when the Generalized Corcos model is used. However, the order
of the filters must be defined opportunely such to preserve a behaviour similar to
Corcos in the vicinity of the convective peak.

5 Application to a Baffled Flat Plate

The applicability of the proposed model is here investigated by considering as test
case a baffled flat plate. The analyzed model is a simply supported rectangular plate
of length a = 0.5 m in the direction of the mean flow and width b = 0.2 m, as
shown in Fig. 6. The simply supported rectangular panel, placed in a flat infinite
rigid baffle, is characterized by: bending stiffness Bp = 6 N m, membrane tensions
Nxp =58,600 N m−1, Nzp =124,200 N m−1, mass per unit area M = 2.77 kg m−2

and structural damping factor ξs = 0.02. A stationary TBL with zero mean pres-
sure gradient is applied over one side of the panel. As shown in Fig. 6, x is defined
as the flow direction, z is the cross-flow direction, and y is normal to the plate.
The external and internal fluid properties (density and sound speed) are defined
as c0, ρ0 and c1, ρ1, respectively. The driving pressure is given by pt (x, y, z, t),
blocked turbulence pressure, and pi (x, y, z, t), acoustic pressures with i = 0, 1.
A weak-coupling approximation is assumed, which means that the flow structure
is not influenced by the panel motions [2, 14]. Additionally, the acoustic pressure is
unaffected by the external flow speed.

The modal expansion method is chosen for the following analysis, for which an
analytical solution exists [2, 13, 16]. The sound power radiated inwards by the plate is
investigated when the models summarized in Sect. 4 are used to define the excitation
term.

By following Graham’s analysis [13, 16], the panel velocity is given by a sum of
characteristic functions, the in-vacuo modes of the simply supported plate:

v(x, z, ω) =
∑
s,r

vrs(ω) ψrs (x, z) , (14)

Fig. 6 A simply supported
rectangular panel inserted in
an infinite rigid baffle and
driven by a TBL on one
side [2]
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where

ψrs(x, z) = 2√
ab

sin (ksx) sin (kr z) , (15)

in which ks = sπ/a and kr = rπ/b. The modal velocities, vrs , can be found by
solving the plate governing equation (see [2, 13] for an extensive analysis). Then,
the dimensionless form of the spectrum of the sound power radiated inwards by the
plate can be written as follows

S̃1(ω) = Mω3

U 2
c φ(ω)

S1(ω) = 2ξ f 1

∑
r,s

Re
(
Z1
rs

) Φ̃rs

|drs |2 , (16)

in which, the dimensionless modal impedance, drs , is defined as

drs = i

(
Bp

(
k2s + k2r

)2 + Nxpk2s + Nzpk2r
Mω2

(1 − iξs) − 1

)
+ ξ f 0Z

0
rs + ξ f 1Z

1
rs ,

(17)
where

Zi
rs = ki

(2π)2

+∞∫

−∞

+∞∫

−∞

|Srs (kx , kz) |2(
k2i − k2z − k2x

)1/2 dkx dkz with i = 0, 1 . (18)

In Eqs. (17)–(18), ξ f 1 = c1ρ1/Mω and Z1
rs are the fluid-loading parameter and

the acoustic modal impedance for the internal fluid, respectively, and, ξ f 0 and Z0
rs for

the external one; Srs (k) is the shape function given by the spatial Fourier transform
of Eq. (15) as follows

Srs (kx , kz) =
a∫

0

b∫

0

ψrs (x, z) exp (−ikx x) exp (−ikzz) dx dz , (19)

Srs (kx , kz) = 2kr ks√
ab

[
exp(−ikzb) (−1)r − 1

] [
exp(−ikxa) (−1)s − 1

]
(
k2z − k2r

) (
k2x − k2s

) . (20)

Note that for the conditions considered in our analysis, the coupling
((s, r) �= (p, q)) terms can be neglected [15]. The radiated sound power, Eq. (16),
is normalized as done by Graham such that the effect of a different φ(ω) is not taken
into account. In this way, the spectra levels given by S̃1(ω) will differ in relation to
the different behaviour of the TBL models used to excite the structure.

In Eq. (16), the real part of the acoustic modal impedance gives the radiation
efficiency, whereas Φ̃rs is the dimensionless modal excitation, which represents the
influence of the boundary layer wavenumber-frequency spectrum on the radiated
sound. Such modal excitation term can be expressed by the following wavenumber
integral:
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Φ̃rs = 1

(2π)2

+∞∫

−∞

+∞∫

−∞
Φ̃pp(kx , kz, ω) |Srs (kx , kz) |2 dkx dkz , (21)

where |Srs (k) |2 is the wavenumber sensitivity function and Φ̃pp (k;ω) the normal-
ized wavevector-frequency spectrum of the wall pressure fluctuations.

On one side, if non-separable models are considered to represent the wall pres-
sure fluctuations, Φ̃pp (k;ω), this is the case of Chase or Smol’yakov-Tkachenko, a
numerical integration is necessary to solve Eq. (21). In this work, a uniformGaussian
quadrature is used, entailing a high computation time to evaluate the integral. On the
other side, for separable models (i.e. Corcos), a closed form solution for the integral
shown in Eq. (21) is possible.

As demonstrated in [2], an analytical expression for Φ̃pp (k;ω) can be also found
for the Generalized Corcos model, which is defined as follows

Φ̃rs =
(

ω2

U 2
c

)
Φ̃r Φ̃s∑m−1

k=0 exp (−iθk)
∑n−1

k=0 exp (−iθk)
. (22)

The analytical development of the modal excitation term for the Generalized
Corcos model as well as the functions Φ̃r and Φ̃s is found in [2]. As a result, by using
the Generalized Corcos model, the computational effort is definitively reduced [3].

As Graham discussed in his works [13, 16], modes can be highly excited, or not,
depending on the match between the modal wavenumbers and the convective ones.
On one side, for modes strongly driven by the boundary layer, the convective peak
of Φ̃pp (k;ω) determines the excitation levels, and therefore, an accurate description
of the convective ridge is necessary. On the other side, for modes weakly driven
by the boundary layer, the radiated sound predictions are influenced by the low-
wavenumber levels of the TBL model, and therefore, this region must be described
accurately.

In the following sections, the applicability of the Generalized Corcos model is
analyzed by considering two application cases representative of those two limit con-
ditions. In this way, the benefits achieved by properly tuning the order of the fil-
ters of the Generalized model are discussed in terms of sound power radiated by
the structure. The flow and plate properties considered in this work are taken from
[2, 16] with the convection velocity given by the empirical fit obtained by Efimtsov.

5.1 Application Case 1: Low-Wavenumber Domain

In the first application case, a low Mach number flow is considered with U∞ = 140
m s−1 in order to analyze the effect of the different low-wavenumber portions of the
spectrum Φ̃pp (k;ω) on the radiated sound power (Fig. 5). In Fig. 7, the resonance fre-
quencies of the simply supported plate for different lateralmode indices are compared
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Fig. 7 Resonance frequencies of the simply supported plate for r = 1 (∗), r = 2 (◦), r = 3 (�)

and convective peak frequency (solid line)

to the convective peak frequencies, defined by ω/Uc = sπ/a. The modal wavenum-
bers are away from the convective peak, and, for this first application case, there is
no hydrodynamic coincidence. As a consequence, the structure should receive most
of the energy from the sub-convective components of the wavenumber-frequency
spectrum. Thus, the slope of the low-wavenumber region of Φ̃pp (k;ω) is important.
In this situation, as found in [1, 6], models such as Smol’yakov-Tkachenko or Chase
are more accurate in that range, and therefore, they may be suitable TBL models.

Figure 8 shows the power radiated by the plate when different Φ̃pp (k;ω) are con-
sidered. The solution for different wavenumber-frequency spectrum models reflects
their low-wavenumber behaviour and it is dominated by the resonant modes. S̃1 (ω)

is higher for the Corcos model than the other three models, due to its high low-
wavenumber spectra levels. On the contrary, the low-wavenumber spectra seen for
the Generalized Corcosmodel lie at a lower radiated sound power than Corcos. Actu-
ally, the order of the filter is chosen in order to see an improvement with respect to the
classic Corcos that decays too slowly and to address its low-wavenumber limitations,
(n,m) = (2, 1). As expected, the solution found for the Generalized Corcos model
is between Chase and Smol’yakov-Tkachenko, which means an improved accuracy
at low-wavenumbers over the original Corcos model.
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Fig. 8 Radiated sound power spectra for U∞ = 140 m s−1 [2]. Chase (dashed-dotted line),
Corcos (dashed line), Smol’yakov-Tkachenko (dotted line), Generalized Corcos with (n,m) =
(2, 1) (solid line)

5.2 Application Case 2: Convective Domain

For the second application case, a free-stream velocity ofU∞ = 240 m s−1 is consid-
ered, and, in addition, the stiffness of the structure is reduced by halving the in-plane
tensions (see [16]). In this condition, the hydrodynamic coincidence is evident over
the majority of the frequency range, as seen in Fig. 9, and therefore, the structural
modes are strongly driven by the boundary layer. Now, the structure should receive
most of the energy from the convective component of Φ̃pp (k;ω), and a suitable TBL
model must describe accurately the convective region of the spectrum. This can be
the model of Corcos (Sect. 2).

As shown in Fig. 10, the sound power radiated by the plate is found to be sensitive
to details of the shape and location of the peak, which start to become important
when the shape function lobes are narrow in comparison to the convective peak. In
Fig. 10, this is observed at frequencies higher than 1 kHz, where the different models
show a slight difference in S̃1(ω) due to the different levels of the spectrum in the
convective region. In particular, the highest levels at the convective peak are found
in the Smol’yakov-Tkachenko model, and this is directly reflected in the high level
seen in the sound power radiated by the plate.

By using the Generalized Corcosmodel with (n,m) = (2, 1), the excitation levels
are still close to the one given by Corcos, Fig. 10. In fact, as seen in Fig. 3, by
increasingm for a fixed n, Φ̃pp (kx , 0, ω) shift up uniformly and this gives a generally
higher radiated sound power than Corcos, whereas a small increase in the streamwise
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Fig. 9 Resonant frequencies for the simply supported plate for r = 1 (∗), r = 2 (◦), r = 3 (�)

and convective peak frequency (solid line)

Fig. 10 Radiated sound power spectra forU∞ = 240 m s−1. Chase (dashed-dotted line), Corcos
(dashed line), Smol’yakov-Tkachenko (dotted line), Generalized Corcos with (n,m) = (2, 1)
(solid line)
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direction, n = 2, withm fixed equal to one, leads to a narrower convective peak with
a steeper spectrum in the low-wavenumber range. As a consequence, the energy
concentrated in the convective range is nearly the same of Corcos if the order of the
filters is chosen to be (n,m) = (2, 1).

5.3 Effect of the Different Order of the Filters on the
Radiated Sound Power

In the following section, the effect of the different order of the filters on the radiated
sound power is analyzed considering the application case 1, Sect. 5.1.

One of the advantages of a Butterworth filter formulation is to have two additional
parameters, n along kx and m along kz , that can be properly tuned in order to control
the decay of the TBL model and possibly to adapt it to different flow configurations.
Figure 11 shows the normalized wavevector spectra of the model of Corcos, Chase
and Generalized Corcos for different orders of the filter versus the dimensionless
longitudinal wavenumberUckx/ω, for kz = 0 at 140 m s−1 and 1 kHz. The generated
S̃1(ω) is shown in Fig. 12. By changing the value of m and n, the excitation levels
are found to lie between the one of Corcos and Chase. As a consequence of the

Fig. 11 Normalized wavevector spectrum forU∞ = 140 m s−1 at 1 kHz. Generalized Corcos with
(n,m) = (1, 1) (circle), (n,m) = (2, 1) (solid line), (n,m) = (1, 2) (dotted line) and (n,m) =
(2, 2) (dashed-dotted line); Corcos (dashed line); Chase (dashed-dotted line wi th asterisk)
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Fig. 12 Radiated sound power spectra at U∞ = 140 m s−1. Generalized Corcos with (n,m) =
(1, 1) (circle), (n,m) = (2, 1) (solid line), (n,m) = (1, 2) (dotted line) and (n,m) = (2, 2)
(dashed-dotted line); Corcos (dashed line); Chase (dashed-dotted line wi th asterisk)

Fig. 13 NormalizedWavevector Spectrum forU∞ = 140 m s−1 at 1 kHz. Smol’yakov-Tkachenko
(dotted line); Generalized Corcos with (n,m) = (2, 1) (bold solid line), (n,m) = (3, 1)
(solid line wi th asterisk), (n,m) = (3, 2) (dashed line) and (n,m) = (3, 3) (solid line) [2]
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Fig. 14 Radiated sound power spectra at U∞ = 140 m s−1. Smol’yakov-Tkachenko
(dotted line); Generalized Corcos with (n,m) = (2, 1) (bold solid line), (n,m) = (3, 1)
(solid line wi th asterisk), (n,m) = (3, 2) (dashed line) and (n,m) = (3, 3) (solid line)

characteristics of the Butterworth filter, it is possible to see how for higher order
along kx , n, the excitation level is very low compared to the S̃1(ω) seen for Corcos
and it is close to Chase. On the contrary, high values of m give high level in S̃1(ω),
reflecting the behaviour of Φ̃pp(k;ω) in the low-wavenumber range (Fig. 11).

Furthermore, in Figs. 13 and 14, the value of n and m that gives the best fit
for the Smol’yakov-Tkachenko model in the low-wavenumber range is found by
changing the order of the filters along kx and kz [2]. As shown in Figs. 13 and
14, the Generalized Corcos model is close to that of Smol’yakov-Tkachenko in the
low-wavenumber range for order of the filter (n,m) = (3, 1–3).

To conclude, with the use of the Generalized Corcos model, it is possible either
to reach the excitation level given by Corcos when (n,m) = (1, 1), or lower getting
close to Chase or Smol’yakov-Tkachenko by properly tuning the order of the filter.

6 Conclusions

AGeneralizedCorcosmodel is here described formodelling turbulent boundary layer
wall pressure fluctuations. To position the new model with respect to the existing
TBL models, two different application cases are considered. Firstly, the effect of
the different low-wavenumber portion of the wavenumber-frequency spectrum is
analyzed considering a case representing a low-speed vehicle. Secondly, the effect
of the convective component of the different wavenumber-frequency spectra on the
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sound power radiated by the plate is considered with a case representing a high-speed
subsonic aircraft. The comparison with some of the existing models shows how the
Butterworth filter formulation provides an accurate description of the wavenumber-
frequency spectrum at and below the convective peak. In particular, the main benefits
obtained using the Generalized Corcos model are: (1) a closed form solution for the
excitation term is possible since the model is still convertible, and therefore, the
computational effort is effectively reduced; (2) by tuning two parameters, n and m,
it is possible to address the low-wavenumber limitation found in Corcos and make
the spectrum steeper when necessary.

However, a comparison with experimental data is fundamental to define, given a
free-stream velocity, the order of the filters for which the model physically matches
measured normalizedwavevector spectra. This is topic of currently ongoing research.
Furthermore, future research will focus on further investigating the potential of the
proposed model and extending its application to more complex cases.
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Abstract The aim of this research activity is to identify wall pressures which excite
the structure, for automotive, aeronautic and naval domains, by using an inverse
vibration method, such as FAT (Force Analysis Technique) and/or CFAT (Corrected
Force Analysis Technique). The method is based on the local dynamic equilibrium
equation of the structure, in which the partial derivatives are approximated by a
finite difference scheme. Two schemes are proposed: the first (FAT method) consists
in filtering the calculated force distribution by using an adequate spacing, but the
associated wavenumber filtering presents a singularity at the flexural wavenumber
of the structure, introducing an error around its value. The second uses a corrected
finite difference schemewhich acts as a complete low-pass wavenumber filter (CFAT
method). In order to highlight the relevance of using both methods, results from sim-
ulations in the three industrial domains, automotive, aeronautic and naval are then
presented where the comparison of FAT and CFAT results gives an interesting indi-
cator to analyze the nature of the excitation. Moreover, for the naval application, a
strategy for the identification of the strong fluid-structure coupling due to the pres-
sure radiated by the structure is proposed. It is based on the identification of an
effective wavenumber by using CFAT on a preliminary experiment where the struc-
ture immersed in the fluid is excited by a shaker. Finally, an experimental validation
of the FAT/CFAT identification is shown for the car application. First, it is shown
how both techniques identify very well the wall pressure on glass windows when
the excitation is acoustic only (reverberant room). Second, the FAT/CFAT methods
are applied to a car placed in a wind tunnel, where the analysis of results allows
one to extract the whole acoustic component in a frequency range below the critical
frequency of glass windows.
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1 Introduction

The Force Analysis Technique (FAT) and the Corrected Force Analysis Technique
(CFAT) are experimental approaches that were developed for the identification of
vibration sources exciting a structure. The first developments were made for the
location and the quantification of point forces or point moments at the attachment
points of a source and/or a coupled system. The FAT was written and applied to
analytically known structures like beams [1], plates [2] or shells [3, 4], but it was
also adapted to more complex structures by using a numerical FEM operator instead
of an analytical equation of motion [5, 6]. For some years now, the development of
FAT and CFAT are under progress for the identification of the wall pressure due to
turbulent flows exciting structures. The first investigation was made by Chevillotte
et al. [7], followed by the Ph.D. work of Lecoq [8–10]. This research topic is today
the subject of the actual Carpentier’s and Grosset’s PhD works. The paper in the
first FLINOVIA book [11] gives a good synthesis of FAT and CFAT applied for
turbulent flow excitations. This new paper is a logical follow up of [11]. It gives
a little overview of wall pressure identifications for different kinds of flow. Typical
automotive, naval and aeronautic characteristics are studied here in order to point out
what is possible with FAT and CFAT in each industrial application. In this paper, the
interest to use bothFATandCFAT techniques is also underlined.CFATwasdeveloped
to improve FAT at the origin, but combining the results given by both techniques,
it can be shown that relevant information on the distribution of the excitation in the
wavenumber domain can be carried out.

To give an independent reading of this paper, the first section explains briefly FAT
and CFAT methods. The possibility to extract some interesting information from
both techniques is also highlighted. The second section presents the three industrial
cases, where the most important characteristics are recalled in order to understand
why FAT and CFAT objectives cannot be the same in each application. The third
section constitutes the core of the paper, it presents results obtained from numerical
simulations. The particular conditions and the kinds of result obtained from FAT and
CFAT are discussed. The fourth section presents a final experimentation that was
made on a real car, where the identification and the analysis of the wall pressure,
exciting the driver window, is given.

2 Overview of FAT and CFAT Methods

The basic principle of the FAT is extremely simple. It consists in measuring the
displacement field on an area of interest of the structure and in injecting it in the
equation of motion in order to calculate the external force distribution at each studied
frequency. In the simple example of a thin plate, the used harmonic equation of
motion can be the well-known fourth order differential equation obtained under the
Love-Kirchhoff’s assumption:
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∂4w

∂x4
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∂x2∂y2
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∂4w

∂y4

)
− ρhω2w � f (x, y, ω), (1)

where D is the flexural rigidity, is the mass density and h is the thickness of the
plate, w is the out-of-plane displacement field and f is the external force distribution
exciting the plate at the angular frequency ω.

The principle of the inverse problem consists in calculating the hand right side
term of Eq. (1). Note that the knowledge of this local equation is sufficient. Hence,
boundary conditions and/or excitations and/or dynamic laws outside the area where
the force distribution is identified can be completely ignored.

Of course, the spatial derivatives in Eq. (1) cannot be obtained directly by mea-
surements and the displacement field cannot be measured continuously. The use of a
discretized equation of motion is then proposed, where the force distribution is iden-
tified on a measurement regular cartesian meshgrid and where the fourth derivatives
of the displacement are approximated by a finite difference scheme. In order to limit
the number of measurement points, a finite difference scheme developed at the first
order is proposed. In the case of plates, the calculation of one force distribution point
requires the measurement of thirteen transverse displacements:
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where δ4x� , δ
2x2y
� , δ

4y
� are the finite differences:

δ4x� � 1

�4 (w(x − 2�, y) − 4w(x − �, y) + 6w(x, y) − 4w(x + �, y) + w(x + 2�, y)),

δ
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�4 (w(x, y − 2�) − 4w(x, y − �) + 6w(x, y) − 4w(x, y + �) + w(x, y + 2�)),
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2x2y
� � 1

�4 (w(x − �, y − �) − 2w(x − �, y) + w(x − �, y + �) − 2w(x, y − �)

+ 4w(x, y) − 2w(x, y + �) + w(x + �, y − �) − 2w(x + �, y) + w(x + �, y + �)

where � is the spacing between points in both directions x and y.
The use of Eq. (2) corresponds to the origin of FAT. Of course, the approximation

of derivatives of a measured quantity is very difficult, since this operation amplifies
drastically the measurement noise. To limit this noise amplification, a regulariza-
tion based on a low-pass wavenumber filtering can be proposed [2]. Since the finite
difference scheme introduces itself a low-pass wavenumber filter, a good regulariza-
tion can also be obtained by the choice of an adequate spacing � between points.
Figure 1 shows the shapes of the filter in the wavenumber domain corresponding to
the finite difference scheme use in Eq. (2). Note that the obtained shape depends on
the frequency, n indicating here the number of points per wavelength. It is clear that
the finite difference scheme eliminates high wavenumbers and keeps the information
for wavenumbers lower than the flexural wavenumber, the expression of which is:
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Fig. 1 Wavenumber filtering effect of FAT due to the classic finite difference scheme used in Eq. (2)
for various numbers n of points per wavelength. pFAT indicates the pressure identified by FAT, pexact
indicates the exact wall pressure

k f � 4

√
ρh

D

√
ω. (3)

Of course, the higher the spacing, themore efficient the filter is. In the same figure,
one can also observe that the finite difference scheme amplifies around the flexural
wavenumber (circle of radius 1). Since the obtained value is upper than one (or upper
than zero in dB), this amplification implies an overestimation of the reconstructed
force distribution around the flexural wavenumber.

The Corrected Force Analysis Technique (CFAT) has the same principle, except
that the coefficients of the finite difference scheme are chosen to obtain a better low-
pass wavenumber filtering, without amplification around the flexural wavenumber.
The calculation of the coefficients at each frequency is completely described in [12],
where the proposed corrected finite difference scheme is:
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))2 − μ4.

In fact, the new coefficients are here calculated to eliminate the singularity at

kx � k f , ky � k f and
√
k2x + k2y � k f . As shown in Fig. 2, the singularity at kf is

considerably reduced on the entire circle of radius 1.
In [12], it was then proposed to useCFAT instead of FAT, because the amplification

around kf is eliminated. In this paper,we propose to use both finite difference schemes
and to compare both results. Indeed, since the difference between both methods
is essentially located around the flexural wavenumber kf , the comparison of both
techniques can give information about the distribution of the energy around kf .
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Fig. 2 Wavenumber filtering effect of CFAT due to the corrected finite difference scheme used in
Eq. (4) for various numbers n of points per wavelength. pCFAT indicates the pressure identified by
CFAT, pexact indicates the exact wall pressure

3 Characteristics of Turbulent Excitations in the Different
Transportation Contexts

One of the goal of this paper is to study what can provide FAT and CFAT in different
environmental contexts. In the following, ground, naval and air transportations are
considered. Figure 3 gives a summary of the characteristics of these three contexts.

3.1 Naval Applications

It is clear that the naval sector concerns the case for which the velocity of flows
are the smallest, especially since the velocity of a boat is small and the speed of
sound in water is high. In this case, the acoustic wavenumber and the convective
wavenumber have very different values such that their linear laws are extremely
distant. The convection frequency, corresponding to the coincidence between
the convection wavenumber and the flexural wavenumber, is very small whereas
the critical frequency, corresponding to the coincidence between the acoustic

Fig. 3 Different transportation contexts and their characteristics in termsofwavenumber tendencies
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Table 1 Characteristics of
the simulation made for naval
applications

Structure Steel plate 25 mm thick

Flow velocity 12.9 (m/s)

Convection frequency 0.5 (Hz)

Critical frequency 9594 (Hz)

Spacing 10 (cm)

wavenumber and the flexural wavenumber, is very high. Hence, the frequency range
where the acoustic wavenumber is smaller than the flexural wavenumber and where
the convective wavenumber is higher than the flexural wavenumber is very large.
As an example, considering the flow and structure characteristics given in Table 1,
the convection frequency corresponds to 0.5 Hz, whereas the critical frequency is
equal to 9594 Hz.

The convective component (associated to the pressure fluctuation due to eddies)
and the acoustic component (associated to the acoustic waves radiated by eddies)
of the excitation are then very separated, such that their effects should influence the
plate in separate frequency ranges.

It is also important to note that in naval applications, a strong fluid-structure
coupling must be considered, because of the high mass density of the fluid. In this
case, the equation of motion of a plate immersed in water becomes:
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∂4w

∂x4
+ 2

∂4w

∂x2∂y2
+

∂4w

∂y4

)
− ρhω2w � f (x, y, ω) + pradiated(x, y, ω), (5)

where pradiated is the wall pressure induced by the vibration of the plate on the water
side.

Hence, in the inverse problem, if the strong coupling is not considered in the
equation of motion, the result of FAT or CFAT will contain the wall pressure due to
the fluid-structure coupling. To avoid that, it is proposed to modify the equation of
motion by using an effective wavenumber γ as follows:

(
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∂4w
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+

∂4w

∂y4

)
− γ 4w � f (x, y, ω)/D, (6)

where γ 4 � k4f +
pradiated (x,y,ω)

D.w(x,y,ω)
.

Of course, the value of γ is not known a priori, but it depends on the radiation
impedance of the plate. Hence, for infinite plates, γ does not depend on space, but for
finite plates, it depends on space: its calculation could be obtained in the modal basis
of the plate, provided that the boundary conditions and the environmental conditions
are well known.

Since the influence of the strong fluid-structure coupling on the effective
wavenumber is due to a wall pressure, its quantification should be measurable by
CFAT. This is the goal of Sect. 4.4, where a two-step procedure is proposed in order
to extract the wall pressure responsible for the excitation only.
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Table 2 Characteristics of
the simulation made for car
applications

Structure Glass plate 3.85 mm thick

Flow velocity 50 m/s

Convection frequency 34 Hz

Critical frequency 3200 Hz

Spacing 6.8 cm

3.2 Ground Transportation Applications

Ground transportation applications correspond to automotive and/or train industrial
sectors. In these cases, the fluid is air and has the property to be a lightweight
fluid. Since its mass density is small enough, the dynamic coupling can be neglected.
Compared to naval applications, another difference is also in the velocity values since
cars and trains travel faster than boats. Hence, acoustic and convective wavenumbers
are closer, a narrower medium frequency range appears here (see Fig. 3). Taking
into account the typical characteristics given in Table 2, the convection frequency
is equal to 34 Hz and the critical frequency is equal to 3200 Hz. As a consequence,
a higher overlap of both components is possible, such that the identification of the
most responsible component for the vibration of the structure can be difficult in the
audible frequency range.

3.3 Aeronautic Transportation Applications

In aeronautic and aerospace applications, the fluid is air, but the velocities become
very high and can be close to the speed of sound and greater for supersonic trans-
portations. The acoustic and convective components follow closer linear laws, such
that the medium frequency range is very narrow or not available when the critical
frequency becomes smaller than the convection frequency in supersonic flows. In the
wavenumber domain, both components present an important overlap at all frequen-
cies. The major influence on the vibration should then be due to the aerodynamic
component, since its amplitude is always very high compared to that of the acoustic
component. In this paper, the studied aeronautic case corresponds to a subsonic flow,
where the characteristics are given in Table 3. The corresponding convection and
critical frequencies are respectively 448 and 1272 Hz.

Table 3 Characteristics of
the simulation made for
aeronautic applications

Structure Aluminium plate 2 mm thick

Flow velocity 252 m/s

Convection frequency 1590 Hz

Critical frequency 4448 Hz

Spacing 5 cm
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4 Numerical Simulations

4.1 Principle of the Simulations

In order to understand the potential of FAT and CFAT in the different industrial cases,
numerical simulations are proposed. All of them are made from the same approach
summarized in Fig. 4. The principle is here to obtain numerically and easily the wall
pressures and the displacement fields in the case of a finite plate excited by a turbulent
boundary layer (TBL). Note that the idea is here to be able to understand what kind
of results FAT and CFAT can provide in conditions close to the characteristics of the
vibration due to the TBL. It is not to calculate precisely or to reproduce with fidelity
the direct problem.

First, the blocked pressure field, corresponding to the wall pressure field when
considering a rigid structure, is calculated on a meshgrid from a signal processing
synthesis. The principle consists in computing time signals from auto and cross-
spectra samples which contain an acoustic component and a convective component.
The auto-spectra of both components are chosen to be proportional to the Goody’s
model [13], the cross-spectrum of the acoustic component is chosen to be a sinc
function supposed to model the diffuse field, the cross-spectrum of the convective
component is chosen to be close to that of the well-known Corcos’ model [14]. The
global sample is given in [9].

The difference between the acoustic and the convection component levels is cho-
sen to be around 20 dB which is the value experimentally determined by Arguillat
et al. [15] in the case of an example close to the characteristics of a car application.
For other domains, this difference is not known, but it should be probably big also.
The generation of time signals is obtained from a Cholesky decomposition approach
that is already described in [9].

Fig. 4 Principle of the numerical simulations



Wall Pressure Identification by Using the Force Analysis … 47

Second, the displacement field of a simply supported plate excited by the blocked
wall pressure field is computed by using a modal decomposition in the time domain.
This step is also completely described in the previous Flinovia publication [11]. For
naval application, the direct problem is calculated by taking into account the radiation
impedances coupling the eigen modes of the plate and the acoustic radiation.

Third, a noise is added to the displacement field in order to get close to measure-
ments. In the following, the Signal to Noise Ratio (SNR) is chosen to be equal to
40 dB.

Fourth, the FAT and the CFAT approaches are applied for one position of a given
observation mesh where the 13 input data are noisy displacements. The results are
then compared to the blocked wall pressure obtained at the same position (center of
the observation mesh).

4.2 Identification of Wall Pressures in the Automotive
Domain

The characteristics of the simulation in the case of car application are given in
Table 2. The considered structure is a glass plate 3.85 mm thick for which the critical
frequency is 3200Hz. The velocity of the flow is 50m/s corresponding to a convection
velocity equals to 35 m/s if we consider that the ratio between them is 0.7 (close to
most of the experimental observationsmade in the literature [16]). The corresponding
convection frequency is 34 Hz.

The autospectra of both components of the blocked pressures and the results
obtained by FAT and CFAT on the plate excited by the total blocked pressure are
given in Fig. 5. Below 500 Hz, that corresponds to the frequency for which the
wavelength λ is equal to the observation mesh dimension λf = 4�, FAT and CFAT
give similar results and the obtained value appears to be between both components.
In fact, in this frequency range, it is well known that FAT does not eliminate the noise,
the observation mesh dimension is too small, filtering is not sufficient [12]. Between
500 and 1200 Hz, both techniques give also similar levels. Hence, we can deduce that
the wall pressure does not contain information around the flexural wavenumber since
the difference between both filters is located in this wavenumber region. Moreover,
the frequency range 500–1200 Hz is significantly below the critical frequency, where
the acoustic wavenumber is known to be smaller than the flexural wavenumber and
the convection wavenumber, upper than the flexural wavenumber. The fact that there
is no difference in the processing of FAT and CFAT allows us to deduce that there is
no energy around the flexural wavenumber, both components are then well separated
and that FAT and CFAT extract the acoustic component only. This is the reason why
the obtained values correspond well to the level of the acoustic component here.

Above 1200 Hz, the acoustic wavenumber becomes closer to the flexural
wavenumber, the excitation starts to have a non null level around the flexural
wavenumber of the plate. Consequently, both filtering procedures FAT and CFAT
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Fig. 5 Wall pressure autospectra on a glass window excited by a Turbulent Boundary Layer in the
case of a car application, for which the characteristics are given in Table 2. Vertical lines correspond
to frequencies where λf = 4� and λf = 2�

are getting different results, FAT overestimates the real value because of the singu-
larity at kf , CFAT gives values close to the acoustic level.

For this kind of application, FAT and CFAT allow one to identify the level of the
acoustic component in a frequency range below the critical frequency of the plate
and above the lowest frequency limit of the method that is fixed to the size of the
observation mesh. The interest of applying both post-processing FAT and CFAT is
that this frequency range can be easily determined by finding the frequency range
where both techniques give the same result above the frequency for which λf = 4�.

4.3 Identification of Wall Pressures in the Aeronautic
Domain

The characteristics of the simulation in the case of the airplane application are given
in Table 3. The considered structure is a steel plate 2 mm thick for which the crit-
ical frequency is 4448 Hz. The velocity of the flow is 252 m/s corresponding to a
convection velocity equal to 176 m/s if the ratio between them is set to 0.7 (close
to most of the experimental observations made in the literature). The corresponding
convection frequency is 1590 Hz.

The autospectra of both components of the blocked pressures and the results
obtained by FAT and CFAT on the plate excited by the total blocked pressure are
given in Fig. 6. In the low frequency range, below 500 Hz, it appears that both
post-processing FAT and CFAT give similar values and are close to the aerodynamic
component, but quickly, they differ from 500 Hz. This difference indicates that the
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Fig. 6 Wall pressure autospectra on a steel plate excited by a Turbulent Boundary Layer in the
case of an aeronautic application, according to the characteristics given in Table 3. Vertical lines
correspond to frequencies where λf = 4� and λf = 2�

excitation contains some energy at the flexural wavenumber, but it is difficult to know
here if this energy is due to the acoustic and/or to the aerodynamic component of the
excitation.

4.4 Identification of Wall Pressures in the Naval Domain

For the first simulation made in the case of the naval application, the strong fluid-
structure is neglected. The characteristics of the test case are given in Table 1. The
considered structure is a steel beam 25 mm thick for which the critical frequency is
9594Hz.The choice to study abeamwasnecessary because of the high computational
cost required to cover both scales associated with the acoustic and the convective
wavelengths. The velocity of the flow is 12.9 m/s corresponding to a convection
velocity equal to 9.03 m/s if the ratio between them is supposed to be 0.7 (close to
most of the experimental observations made in the literature). The corresponding
convection frequency is 0.5 Hz.

The autospectra of both components of the blocked pressures and the results
obtained byFATandCFATon the beamexcited by the total blockedpressure are given
in Fig. 7. For this kind of flow, it is clear that both components of the excitation are
extremely separated, such that both techniques identify only the acoustic component,
the aerodynamic component being completelyfilteredby thefinite difference scheme.
As in the previous results, the amplification of the noise is important in the low
frequency range, below 900 Hz here. One can also observe a small overestimation of
FAT in the high frequency range, certainly due to a small participation of the acoustic
component around the flexural wavenumber of the structure.
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Fig. 7 Wall pressure autospectra on a steel plate excited by a Turbulent Boundary Layer in the
case of a naval application, according to the characteristics given in Table 1, ignoring the strong
fluid-structure coupling. Vertical lines correspond to frequencies where λf = 4� and λf = 2�

Of course, the strong coupling is not negligiblewhen considering a heavy fluid like
water. Ignoring the strong coupling in the inverse problem consists then in identifying
the excitation plus the wall pressure radiated by the structure. The extraction of the
acoustic component of the excitation cannot be obtained without knowing pradiated
(see Eq. 5) To do that, it is proposed to use the following two-step procedure:

Step 1: identification of the effective wavenumber of the plate, by using CFAT.
Here, the flow is off and the plate is excited by a point force. CFAT is then applied
in an area where there is no external force. γ 4 can then be identified from CFAT by

extracting the ratio

(
μ4δ4x� +2υ4δ

2x2y
� +μ4δ

4y
�

)
w . For finite (or small) plates, γ depends on the

space, it must then be identified in several zones of the plate.
Step 2: application of FAT and CFAT by using the local “wet” equation of motion

containing γ instead of kf . Since both techniques have a local aspect, the spatial
dependence of γ for finite plates can be used in specific zones.

To illustrate the identification of the strong coupling for the use of FAT/CFAT
techniques, the result of a simulation is given here. Figure 8 shows the effective
wavenumber found by the CFAT technique that is compared to the flexural wavenum-
ber which is proportional to the square root of the frequency. It is clear that γ

follows a similar law, but its values are greater, because of the added mass effect
of the fluid.

Let us consider now that the same plate (immersed inwater) is excited by two point
harmonic forces at 3800 Hz. It is proposed to see what the result is when applying
CFAT by considering the strong coupling (with γ in the equation of motion) or not
(with kf in the equation of motion). Figure 9 shows the result obtained by using
kf (given by the blue curve of Fig. 8) on the plot to the left. The point forces are
well located, but, some residual forces appear on the whole surface of the plate. They
correspond to the wall pressure radiated by the plate, that interacts with the vibration.



Wall Pressure Identification by Using the Force Analysis … 51

Fig. 8 Local natural wavenumber of a steel plate 25 mm thick. In blue: flexural wavenumber in
vacuo, in black: effective wavenumber identified by CFAT, when the plate is in the water

Fig. 9 Force distribution reconstructed byCFAT on a plate inwater, excited by two point forces. On
the left: by using kf (the fluid-structure is ignored), On the right: by using γ (identified previously
by CFAT)

On the plot to the right, Fig. 9 shows the same calculation where kf is replaced with
γ (given by the black curve of Fig. 8). It is clear that the effect of the coupling is
well reduced here.

5 Example of a Real Experimental Test

In this section, a first experimental validation is exposed. It corresponds to the auto-
motive application studied for both French car manufacturers Renault and PSA. The
goal is to analyze the aeroacoustic excitation on the driver and passenger windows
of a car, that are excited by a detached flow behind the exterior side mirror and/or a
turbulent boundary layer.



52 C. Pezerat et al.

5.1 Experimentation in a Reverberant Room

In a first phase, a Renault Megane car was placed in a reverberant room, in order to
see the results given by FAT and CFAT when the window is excited by an acoustic
excitation only. Figure 10 shows the car where two observation meshes are visible
on two windows. The first observation mesh (Point 1) is larger than the second
(Point 3), the respective spacings are 7 cm and 3.5 cm.

Figure 11 shows the wall pressure identified by FAT/CFAT and directly measured
by a microphone at the central point of the first observation mesh (Point 1). The
results are particularly remarkable since both inverse techniques give results similar
to what a microphone receives. The difference is obtained in the high frequency
range, where we can observe clearly that FAT begins to overestimate the pressure
from2000Hz, just before the critical frequency (3200Hz here). As shown previously,
this difference can be explained by the fact that the studied frequency becomes close
to the critical frequency. In a higher frequency range, CFAT gives erroneous values.
This phenomenon is due to the fact that the spacing is too large, the spatial sampling
(Nyquist criteria) is not available here.

Figure 12 shows the wall pressure identified by FAT/CFAT and directly measured
by a microphone at the central point of the second observation mesh (Point 3). Here
also, both inverse techniques provide results very similar to what a microphone
receives. The difference is obtained in the low frequency range, where the size of
the observation mesh is too small, such that both techniques cannot filter the noise.
Above 2000 Hz, one can also observe that FAT overestimates the wall pressure,
because the frequency range becomes closer to the critical frequency of the glass
window, but CFAT gives good values until 10 kHz, the spacing being small enough
to cover all this high frequency range.

Fig. 10 Photography of the
Renault Megane car used for
the identification of acoustic
wall pressures when the car
is placed in a reverberant
room
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Fig. 11 Identification of the wall pressure exciting the driver window at Point 1 (see Fig. 10)

Fig. 12 Identification of the wall pressure exciting the passenger window at Point 3 (see Fig. 10)



54 C. Pezerat et al.

Fig. 13 Photography of the
PSA 308 car placed in the
S2A wind tunnel

5.2 Experimentation in a Wind Tunnel

The second experiment corresponds to a car placed in a wind tunnel. This experimen-
tation was made in the French “S2A” wind tunnel (PSA/Renault/Nissan common
platform), where the studied vehicle is a Peugeot 308 car. The photography of the
experiment is given in Fig. 13. In the following the flow velocity is 140 km/h.

As shown by the photography in Fig. 14, a FAT/CFAT observation mesh was
made of thirteen accelerometers glued in the interior side of the driver window. A
1/4” flush microphone was also fixed at the center of the observation mesh in order
to give a direct measurement of the wall pressure (not shown in Fig. 14).

Figure 15 shows FAT and CFAT identifications and direct measurement of the
wall pressure at the center of the observation mesh. It is clear that levels given by
both inverse methods are very small in comparison with the level of the pressure
measured by the microphone. This difference is clearly due to low-pass wavenum-
ber filtering. The most interesting thing is that FAT and CFAT give exactly the same
result until 2000 Hz. This frequency range is under the critical frequency range,

Fig. 14 Photography of the observation mesh fixed on the driver window. On the left: view from
outside the car. On the right: view from inside the car
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Fig. 15 Identification of the
wall pressure exciting the
driver window when the car
is in a wind tunnel with a
flow velocity of 140 km/h

where the acoustic component is known to be entirely below the flexural wavenum-
ber. In addition, the convection frequency is here very small here (12 Hz) and the
convection wavenumber is also known to be upper than the flexural wavenumber in
the frequency range 12–2000 Hz. The fact that both techniques give the same result
is a very important information because it tells us that there is no energy around the
flexural wavenumber. Both components are then deduced to be very separated and
the FAT/CFAT results contain the whole acoustic component. After 2000 Hz, the
difference between FAT and CFAT appears clearly, the acoustic component begins
to excite the window at its flexural wavenumber kf . In this high frequency range, the
acoustic component level is expected between both curves since FAT overestimates
the result (because it amplifies the level at kf ) and CFAT underestimates the result
(because it begins to filter the acoustic component).

6 Conclusion and Perspectives

The identification of the wall pressure due to turbulent flows is possible by using
an inverse problem of vibration. FAT and CFAT methods bring a functional sim-
plicity since they consist in applying locally a finite difference scheme, discretizing
the local equation of motion of the structure. In the case of thin plates, the stan-
dard observation mesh, made of thirteen accelerometers, gives very good results. Of
course, the choice of the spacing between points is very important, since it is directly
linked to the required low-pass wavenumber filter, eliminating the amplification of
noise. In this paper, the interest to use both FAT and CFAT methods is highlighted,
since the comparison provides an indicator about the nature of the result (acoustic
only or not) between the convection frequency and the critical frequency. The other
goal of this paper is to show what can be obtained in the three different transporta-
tion applications. In automotive applications, FAT and CFAT can be clearly used
to identify the acoustic component in a large audible frequency range. Simulations
and experiments made on a car have given very good results, showing the impor-
tance of the acoustic component on the glass window vibrations, that transmits the
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noise inside the car. In naval applications, the extreme separation of the acoustic and
the convection components implies that the influence of the acoustic component is
very important, such that FAT and CFAT identify it very well. The most difficult
problem here is the strong fluid-structure coupling such that the acoustic compo-
nent contains that of the turbulence and that of the structure radiation. In order to
separate them, a novel strategy is proposed, it consists in taking into account the
fluid-structure coupling in the used equation of motion, that can be embedded in an
effective wavenumber. The latter can then be experimentally identified by CFAT in
a preliminary step. This approach is shown numerically here, but an experimental
validation is in progress. In aeronautic applications, the problem is more complex,
because an overlap exists between both acoustic and convective components. FAT
and CFAT give then different results because the excitation contains always (some)
energy at the flexural wavenumber. The most interesting result is certainly that of
CFAT which does not introduce any amplification around kf . However it must be
interpreted as a “low wavenumber result” that does not contain all the excitation
responsible for the vibration to which both acoustic and aerodynamic components
contribute.
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Flow-Induced Noise of Shedding Partial
Cavitation on a Hydrofoil

Harish Ganesh, Juliana Wu and Steven Ceccio

Abstract The cavitation dynamics on a NACA0015 hydrofoil can have different
cavitation shedding behaviors depending upon the attack angle and flow conditions,
as discussed inArndt et al. (Instability of partial cavitation: a numerical/experimental
approach, 2000) [1] and Kjeldsen et al. (J Fluids Eng 122(3):481–487, 2000) [8].
Shedding can exhibit varying shedding frequencies (Strouhal numbers) measured
based on measurements of the resulting surface pressure and body forces. Moreover,
the transition from one regime of shedding to another can be abrupt with changes
in cavitation number. In this work, we present an analysis of the acoustic signatures
measured by a hydrophone for different shedding conditions using a Morse wavelet
analysis. Using measurements of the cavity dynamics based on X-ray densitometry
and high-speed video observations (Ganesh et al., 31st symposium on naval hydro-
dynamics, ONR 2016) [6], we present an explanation for the observed acoustic
behavior.

1 Background

Hydrodynamic cavitation occurs when the local pressure of a flowing liquid reaches
close to vapor pressure. Such conditions can occur on low-pressure regions of lifting
surfaces, blade passages of marine propulsors, and the separated flow behind bluff
objects, among other scenarios. Cavitation occurring in low-pressure regions can
remain attached to the geometry, forming stable partial cavities. The stable vapor
filled regions under certain conditions can exhibit periodic change in volume charac-
terized by shedding of vapor clouds. This phenomenon of periodic shedding of vapor
clouds, termed as cloud cavitation, is detrimental to performance of hydrodynamic
devices and a significant source of noise. A basic review of the observations and
associated processes can be found in [5].

Cavitation on spanwise uniform (2D) hydrofoil sections, by the virtue of its sim-
ilarities to cavitation on a propulsor blade, has also been studied extensively. [1, 8]
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studied cavitation dynamics of a NACA0015 hydrofoil at different attack angles and
cavitation number. Based on the spectral analysis of the lift measurements and sur-
face pressure measurements, it was found that the spectral characteristics changed
significantly with a reduction in cavitation number. They found that the Strouhal
number associated with surface pressure and lift fluctuations dropped by 50%, sig-
nifying appreciable change in dynamics when σ0/2α approached a value of 4. Since
this transition also occurred when the cavity length was close to 75% of the chord, an
explanation for the observed change that relied on the quarter chord length instability
derived from potential theory was posited. Another hypothesis that was suggested
was the presence of bubbly shocks that could alter the dynamics abruptly. [9] per-
formed PIV measurements of the velocity fields in the vicinity of a cavitating plates
and NACA0015 hydrofoils and noted how the topology of the cavitation varied with
changing attack angle and cavitation number.

In the present study, we revisit the issue of the underlying mechanism for the
transition to large-scale cavity shedding on a hydrofoil from an acoustic perspective.
This paper focusses on the acoustic behavior of shedding cavities studied by the
authors in [6]. Particularly, we present the different types of acoustic noise emitted
by different types of cavitation. Upon performing a Morse wavelet analysis on the
hydrophone signal, flow features responsible for observed acoustic behavior are iden-
tified. Based on the observations reported in [6] by the same authors, an explanation
for the observed acoustic signature is proposed.

2 Cavitation on a NACA0015 Hydrofoil

In the present study, experiments were carried out at the Michigan 9-inch water
tunnel with a reduced test section area of 3× 3 in. Figure 1 shows a schematic of
the experimental setup with the hydrofoil. Two important parameters that dictate
observed cavitation dynamics on a hydrofoil are the inlet cavitation number σ0 and
the attack angle α. Here the cavitation number σ0, in terms of the inlet pressure p0,
velocity v0, vapor pressure pv , and density of liquid ρL , is defined as

σ0 = (p0 − pV )
1
2ρU

2
0

(1)

Figure2 shows different types of cavitation events that were observed at an attack
angle of 10◦ at an instance of maximum cavity length. Figure2a shows a typical
incipient cavity of constant length. These types of cavities were observed at higher
cavitation number, σ0 = 2.7. A snapshot of cavities of Type 2 at σ0 = 2.0, with the
classification based on the observed dynamics, is shown in Fig. 2b. The observed
cavity is longer in length and the length of the cavity oscillates. Figure2c shows a
snapshot of type 1 cavity at σ0 = 1.4. An important observation from the above figure
is that as the cavitation number decreases, the cavity grows in length. The dynamics
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Fig. 1 Schematic of experimental setup

Fig. 2 Three types of cavities forming on the leading edge of a NACA0015 hydrofoil at different
σ0. a is an incipient cavity at σ0 = 2.7, b snapshot of a Type 2 cavity at σ0 = 2.0, and c Type 1
cavity at σ0 = 1.4
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of cavitation also change with a change in cavitation number. In the current work,
the attack angle of the hydrofoil is set to be 10◦. Next section discusses the observed
dynamics in detail.

3 Cavitation Dynamics

Cavitation dynamics on the surface of the foil changed significantly with changes
in the cavitation number. Stable incipient cavities were typically a bubbly shear
layer with a relatively stable length. With a reduction in the inlet cavitation number,
larger scale cavity shedding with complex dynamics was observed. Figure3 shows a
schematic diagram of four different types of cavity shedding cycles observed on the
foil. Based on the observations, four different regimes are defined.

(1) Incipient: A stable cavity is primarily a bubbly shear flowwith nearly constant
cavity length.

Fig. 3 Different cavity shedding mechanisms illustrating Type 1 and Type 2 cavity shedding
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(2) Type 2 Shedding: Shedding is from the rear of the cavity and is primarily
caused by a liquid reentrant flow. Smaller cavity clouds form primarily at the cavity
closure region.

(3) Type 1 Shedding—Three-Step Cycle: At lower values of σ0, shedding occurs
as a multi-step process. A cavity begins to grow to attain a length (L1), and it is
partially pinched off during this growth process. The collapse of the pinched off
cloud interferes with, but does not arrest, the cavity growth, which subsequently
reaches its maximum length (L2). Upon attaining maximum length, the cavity is
pinched off from the leading edge, and the resulting vapor cloud rolls up to collapse.
This collapse arrests the growth of the cavity at a length (L3), causing it to implode
and shed from the leading edge. The resultant shed cloud collapse is not strong
enough to arrest the growth of the subsequent cavity, and the cycle continues.

(4) Type 1 Shedding—Intermittent Shocks: At still lower values of σ0, strong
bubbly shock waves begin to form at the cavity closure, propagating upstream along
within the bubbly flowof the cavity, and then impinging on the leading edge. The roll-
up of the cloud induced by the strong bubbly shock wave often caused the subsequent
growing cavity to collapse.

At sufficiently low values of σ0, the shedding dynamics may be a combination
of the different type 1 shedding cycles. Shock wave-induced shedding was more
prominent for three-step type 1 shedding. The next section discusses themeasurement
of acoustic emissions by such cavities and analysis.

4 Acoustic Measurements and Analysis

Acoustic pressure associated with cavitation dynamics was measured using Bruel
and Kjaer hydrophone as shown in Fig. 1. The hydrophone was mounted in a water
pocket on the top window and was located approximate two chords downstream of
the hydrofoil trailing edge. The acoustic signal from the hydrophone was charged
amplified and band passed between 10Hz to 200 kHzusing a filter. Thefiltered analog
signal was then passed to A/D converter sampling at 500 kHz. Obtained hydrophone
signals were analyzed using a continuous Morse wavelet transform routine in MAT-
LAB to obtain a time–frequency analysis.

Time variation of frequency is important while studying multimodal dynamics.
A standard fast Fourier transform (FFT) gives the presence of different frequencies
in the whole signal, but does not provide any information about the time variation.
Spectrograms, which are windowed FFT, can provide time variation of frequency as
the window moves. However, the frequencies within the windows are still averaged
over the window length. This prevents the possibility of resolving sharp variations
without compensating on either the frequency or time resolution. Wavelets are being
used extensively for the ability to perform better in resolving sharp changes in fre-
quency while preserving resolution. A good overview of wavelets in time–frequency
analysis can be found in [4].
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Fig. 4 Top: Acoustic pressure recorded for a Type 2 shedding cavity at σ0 = 1.63. Bottom: Morse
wavelet analysis of the acquired signal

Hydrophone signals and their corresponding wavelet transforms are discussed
below. The length of the time signal in real time corresponds to about 0.787 s. This
duration was chosen to match time-resolved densitometry measurements of the same
duration. Since the contribution from the higher frequencies wasmore prominent, the
range of frequencies only those corresponding to a Strouhal number (St ) of St < 1
was chosen to be presented. Strouhal number in terms of the frequency, f, chord, C
is given by

St = f C

U0
(2)

Figure4 shows the acoustic measurement (top) and its corresponding continuous
wavelet transform (CWT) for a Type 2 shedding cavity at σ0 = 1.6 (bottom). The
X-axis in CWT is non-dimensional timescale defined in terms of the inlet speed
(U0) and chord length, C . This type of cavity has a reentrant flow-induced shedding
at the rear of the cavity. Observations are reported in [6]. The dominant Strouhal
number for this type of shedding was close St ∼ 0.45, with lower Strouhal numbers
also featuring in the time–frequency analysis. With a reduction in cavitation number,
the dynamics change significantly as shown in Fig. 5. The dominant frequency is
centered around St ∼ 0.35. Time–frequency analysis reveals that dominant Strouhal
number changes with time. This is due to the multi-step nature of the shedding as
discussed before. The influence of cloud collapse on cavity growth results in different
dynamics that Type 2 shedding effectively reducing the Strouhal number.
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Fig. 5 Top: Acoustic pressure recorded for a Type 2 shedding cavity at σ0 = 1.25. Bottom: Morse
wavelet analysis of the acquired signal

Figure6 shows the time–frequency analysis of a Type 1 shedding with the pres-
ence of shocks. Propagating bubbly shocks were observed using time-resolved X-ray
densitometry, and the results are presented in [6]. Void fraction values close to 0.6
result in low speed of sounds that make the flow susceptible to shocking as discussed
in [2, 3, 7]. This results in an additional timescale which can influence the observed
dynamics. Time–frequency analysis based on wavelets shows that there are several
modes existing at a given time. In addition, strong cloud collapse produces broadband
noise that can be seen across frequencies. In some instances, the shock propagation
resulted in shedding and re-growth cycle which was different from multi-step Type
1 shedding. On several occasions, collapse of the shed cloud near the trailing edge
caused trailing edge closer to pressure side of the foil to cavitate. This resulted in
another cloud being shed. The observations are discussed in [6]. Occurrence of one
or more of these processes at a given instance results in rich multimodal acoustic
behavior. Figure7 shows the FFT of acoustic signals at different cavitation num-
bers acquired over a period of 30 s. The signal is multimodal, and the multimodal
behavior increases with decreasing cavitation number. This observation is similar
to that obtained by time–frequency analysis using wavelets. However, the dominant
frequency at lower cavitation numbers based on FFT has a value close 0.15.



68 H. Ganesh et al.

Fig. 6 Top: Acoustic pressure recorded for a Type 2 shedding cavity at σ0 = 1.06. Bottom: Morse
wavelet analysis of the acquired signal

Fig. 7 FFT of acoustic pressure for varying cavitation numbers for a duration of 30 s

5 Conclusions

The physical mechanism responsible for multimodal cavitation shedding dynamics
on a NACA0015 hydrofoil was studied in [6]. The acoustic characteristics of these
shedding cavities were studied using wavelet analysis. Wavelets capture the mul-
timodal nature of this cavitating flow to a reasonable extent. Using time-resolved
X-ray densitometry measurements of void fraction flow fields, the observed multi-
modal acoustic behavior is associated with flow specific flow features and processes
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associated with shock-induced cavity collapse. At lower cavitation numbers, the
presence of multiple flow processes that can occur simultaneously or in succession
results in a strongmultimodal behavior. This coincideswith the observation of bubbly
shocks as a mechanism of cavity pinch off and shedding.
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Sound Sources of Radial
Compressors—A Numerical
Study on the Outlet Side

Lars Enghardt, Armin Faßbender and Jakob Hurst

Abstract As follow-up work of an experimental investigation performed by Raitor
and Neise (J Sound Vib 314:738–756, 2008) [1] from 2001–2006, a numerical study
using the unsteady RANS code for turbomachinery applications from the DLR
(TRACE, Ashcroft et al., J Turbomach 136:021002, 2013 [2]) was performed by
the University of Aachen (RWTH) and thoroughly analysed in collaboration with
theTechnicalUniversity ofBerlin (TUB). Raitor andNeisewere discriminating dom-
inating noise source mechanisms in different frequency ranges both on the suction
and the pressure side of the investigated radial compressor setups. Their elaborated
work was focussed on the suction side of the experiment. In contrast to the suction
side, where Raitor and Neise installed a multitude of microphones that allowed for
a sound field decomposition into circumferential modes as well as—utilising the
ISO 5136 methodology—the determination of the sound power, the pressure side
was equipped with just a few microphones providing only spectral but no spatial
information nor the sound power of the excited compressor sound field. In order
to gain more insight into the sound propagation to the pressure side of radial com-
pressors, the dominant tonal components of the conducted numerical study were
acoustically analysed in terms of their radial mode constituents and the downstream
transmitted sound power. The ongoing research is a first step towards the deeper
physical understanding of the dominant constituents of sound fields propagating into
the downstream ducts of radial compressors.
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1 Introduction

Radial compressors are, e.g., used for turbocharging the diesel engines of large
ships or power stations, as turbochargers in automotive applications, or in helicopter
engines enabling high air compression rates in confined spaces. The growing demand
for higher engine power output requires that mass flow rate and pressure ratio of the
compressors are constantly increased. While the aerodynamic power of turboma-
chines is proportional to the third power of the rotor tip speed, the sound power
usually grows with the fifth or sixth power of the circumferential Mach number.
In particular, the tonal components of the compressor noise, the blade passing fre-
quency and its harmonics are annoying and therefore deserve special attention when
it comes to reducing the overall machine noise. Operational safety and health regu-
lations force manufacturers of turbomachinery to comply with regulatory limits of
noise emissions.

In order to design low-noise compressor and secondary noise insulation, a detailed
knowledge of the emitted sound field in terms of sound power as well as modal
structure is crucial. The long-term goal of this study is to understand the blade tone
noise of high-speed high-pressure centrifugal compressors. To develop primary noise
reduction methods that diminish the strength of the aeroacoustic sources directly, the
dominant noise generation mechanisms of centrifugal compressors have to first be
known and understood both on the suction and on the pressure side.

Raitor andNeise [1] carried out detailed acousticmeasurements on two shroudless
radial impellers running on a typical compressor test bed. They identified three major
sound source mechanisms, dominating the different operating conditions as well as
speed areas of their investigated radial compressors:

Buzz-saw noise

Turbomachinery blade rows operated at supersonic tip speeds are generating a tonal
sound spectrum spread over a range of harmonics of the engine shaft rotation fre-
quency, typically starting from very low orders. These harmonics are commonly
termed buzz-saw-tones or buzz-saw-noise, as the pressure signature attached has a
sawtooth waveform. This type of rotor-alone noise or rotor-locked noise is caused
by the shock waves in the rotating blade channels, beginning to exist from certain
rotor speeds on.

Blade passing frequencies

For most operating conditions, the blade passing frequency (BPF) component and
its harmonics are clearly visible in the spectrum. Here, the blade passing frequency
is defined to be equal to the rotor shaft frequency multiplied by the number of main
rotor blades of the impeller. This frequency components are caused by the interaction
of the rotor wakes with diffusor vanes or by instationary inflow disturbances, both
periodically interfering with the rotating pressure field stemming from the rotor
blades.
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Tip clearance noise (TCN)

Typically at highly throttled operating conditions, narrow-band noise components are
observed at about half the blade passing frequency increasing with speed. Certain
conditions exist, where the level of the narrow-band components dominates over
the BPF-level, consequently even dominating the overall noise of the compressor.
The narrow-band components are produced by the secondary flow through the gap
between the compressor casing and the impeller blade tips, the physical origin of
which being similar to the tip clearance noise (TCN) observed in axial-flowmachines.
Raitor and Neise [1] kept the notation TCN for radial compressors.

A brief summary of the experimental study to explore the dominant sound gener-
ation mechanisms governing the overall noise level of centrifugal compressors from
Raitor and Neise [1] are the following findings:

1. At design speed with supersonic flow conditions in the rotor blade channels, they
found blade tone noise and buzz-saw noise to be the main contributors.

2. On the inlet, Raitor and Neise detected rotor-alone noise as the main noise source
while rotor–stator interaction noise dominated the outlet side in the case of vaned
outlet diffusers.

3. Over a large range of rotor speeds with subsonic flow conditions, radial compres-
sor noise was found to be dominated by TCN.

The experimental study in the early 2000 years was concentrated on the acoustic
field on the suction side. Only a few measurement positions were situated on the
pressure side of the compressor. Therefore, a modal decomposition of the tones on
the pressure side was not possible nor a calculation of the downstream propagating
acoustic power.

In an experimental study conducted on the pressure side by Habing and Feld
[3] in 2013, the modal contents where determined using a rotatable sensor array
holding six sensors. The results showed high discrepancies towards the ISO 5136. It
was suggested that a future detailed computational analysis is required to design a
reliable experimental method to determine the modal sound power.

With the aim of developing a new, robust and low costly acoustic measurement
method, fulfilling industrial needs to determine the acoustic power, a research project
is jointly conducted by the Institute of Fluid Dynamics and Technical Acoustics
of the TU Berlin and the Institute of Jet Propulsion and Turbomachinery of the
RWTH Aachen. The goal of this measurement method is to determine the in-duct
sound power level emitted by a radial compressor into the discharge pipe.

To obtain a better understanding of the acoustic spectrum and the modal struc-
ture of the emitted sound field, extensive transient numerical simulations, consisting
of a full annulus model of the whole compressor stage, were conducted and post-
processed. The results of the simulations are presented in the following giving a
better insight in the sound source mechanisms and the propagation of sound through
a radial compressor with a vaneless diffuser and a volute. A similar numerical study
was conducted considering a vaned diffuser by Banica et al. [4].
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2 Numerical Analysis

So far, measurement attempts in the discharge pipe of radial compressors are either
expensive and complex or yield unsatisfactory results. For the present numerical
investigations, a test rig located in Aachen is utilised, which consists of the transonic
impeller Design 603 [5] with 13 main and 13 splitter blades, a vaneless diffuser and
a volute. A cross-sectional view of the compressor stage is shown in Fig. 1. To obtain
moderate measuring conditions and lower frequencies, the impeller was simulated
at the reduced speed of n70% = 22022 RPM with a toast-to-total pressure ratio of
Πt t,5 = 2.6 for the acoustic analysis presented in the following. Basic information
about the compressor stage operating at its design point is summarised in Table1.

In order to get a better understanding of the acoustic spectrum and the modal
structure of the emitted sound field, extensive transient numerical simulations con-
sisting of a full annulus model of the whole compressor stage were conducted and
post-processed. The results of these simulations are presented in the following.

Fig. 1 Cross section of
compressor stage
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Table 1 Basic information on Design 603

Parameter Value

No. of blades (main + splitter) Z 13 + 13

Diameter at impeller outlet D2 356 mm

Diameter at diffuser outlet D5 580 mm

Nominal speed n 31461 RPM

TPR in ADP Πt t,5 6.5

Fig. 2 Computational domain for unsteady simulations

2.1 Numerical Setup

In order to model the aerodynamic and acoustic behaviour of the investigated com-
pressor stage, the unsteady 3DCFD-codeTRACE [6]was used,whichwas developed
for turbomachinery flows by the German Aerospace Center (DLR). In this code,
the finite-volume discretisation of the compressible, unsteady Reynolds-Averaged
Navier–Stokes (URANS) equations is solved in the relative frame of reference. The
viscous fluxes are discretised by a second-order accurate central scheme. For time
integration, the implicit, multi-stage Runge–Kutta scheme of the second-order kind
with pseudo-time stepping is used. Turbulence effects are captured with the two
equation k-w turbulence model, developed by Wilcox.

Figure2 shows the computational domain used for the unsteady simulations con-
sistingof the inlet-nozzle, impeller, vaneless diffuser, volute andparts of the discharge
pipe. Due to its geometry, the volute induces asymmetries in the pressure pattern
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upstream in the diffuser and impeller. To most accurately capture these flow condi-
tions, a full annulus 360◦ model was used, whose meshing methodology is described
in the following. In common steady CFD-simulations, the local mesh size must be
chosen with regard to local flow gradients. Especially in the regions of boundary
layers, the mesh must be refined. In order to capture the sound source mechanisms
in the compressor stage most accurately, the boundary layers in the impeller and
diffuser are fully resolved with adequate levels of the non-dimensional wall distance
y+. In the volute, in contrast, the boundary layers were modelled with wall func-
tions to reduce the number of cells. If, in addition, aeroacoustic effects are to be
investigated, increased attention is to be paid to numerical dissipation and dispersion
effects. To keep these detrimental effects at a tolerable level, acoustic waves must
be resolved with an appropriate number of cells. Therefore, the grid resolution must
be kept high even in regions with small flow gradients. From this, two conclusions
can be drawn for the meshing process: Firstly, it becomes clear that the mesh size is
directly dependent on the wavelength of the acoustic fluctuations, and thus, on the
frequencies and mode orders being investigated. Secondly, due to the limited cell
size, large volumes call for exceptional computer resources and therefore should be
avoided if possible. In the mesh used for the simulations presented in the following,
the free-field wavelength was used simplistically to estimate the necessary cell size.
It was resolved with 60 and 30 grid points for the first and second blade passing
frequency, respectively. This fine mesh resolution was kept until the beginning of
the discharge pipe, where the sound field was extracted and a modal analysis was
conducted. Further downstream, at an axial distance of 1,5 times the pipe diameter,
the mesh was coarsened towards the pipe outlet inducing artificial damping. In this
way, reflections at the pipe outlet could be avoided even if simple Riemann-boundary
conditions were applied. In order to avoid damping of pressure fluctuations, not only
the spatial, but also the temporal resolution has to be chosen carefully. For the simu-
lations presented in this paper, a total of 160-time steps per period (TSPP) were used,
resulting in 2080-time steps for one compressor revolution. A further increase in the
temporal resolution did not show relevant effects on the acoustic field. Due to the
high requirements on the grid resolution, a total of 170 million cells were needed to
model the whole compressor stage, of which 100million cells were used for the 360◦
model of the impeller. The high temporal and spatial resolution used in the numeri-
cal simulations made the access to a high-performance cluster (HPC) inevitable. The
simulations were therefore conducted on the Cluster Aix-la-Chapelle (CLAIX) in
Aachen, which is part of the HPC-partition of the Jülich Aachen Research Alliance
(JARA).

2.2 Rotor-Alone Noise

Different possible source mechanisms exist for tonal noise at the outlet of compres-
sors with vaneless diffusers, as described before in Sect. 1. Due to the large distance
between the impeller outlet and the volute tongue, unsteady interactions between the
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Fig. 3 Static pressure distribution at impeller outlet

rotor wakes and the tongue were found to be negligible. Therefore, the main source
mechanism in the investigated compressor stage is given by the rotor-alone noise,
which will be described in the following. Figure3 shows the pressure distribution
at a constant radius close to the compressors trailing edge. It can be seen that the
pressure distribution is highly non-uniform in circumferential and axial direction.
This is caused by the jet-wake structure of the impeller flow resulting in large spa-
tial pressure gradients with low-pressure regions at the tip of the blade suction side,
respectively. Together with the inhomogeneities caused by the blunt trailing edges,
these gradients are rotor-locked and therefore induce pressure fluctuations in the
diffuser. Applying a timewise DFT, the pressure fluctuations show up a frequency
spectrum dominated by the blade passing frequency and its harmonics. Another non-
uniformity originates from the volute. Due to its asymmetric geometry, the volute
generates a pressure distortion upstream resulting in a circumferential variation of
pressure and mass flow. The extent of this effect is highly dependent on the com-
ponent matching between impeller, diffuser and volute and changes with different
operating conditions [7]. This pressure gradient, however, is stationary and therefore
does not cause fluctuations in the diffuser in a direct manner.

The pressure fluctuations in the diffuser are not purely sinusoidal, and therefore
a DFT shows a frequency spectrum dominated by the blade passing frequency and
its harmonics. Figure4 shows the static pressure at the impeller outlet as well as the
unsteady pressure fluctuations for the first (left) and second (right) BPF in the diffuser
at 50% relative span at a given time step. As the static pressure distribution indicates,
the circumferential flow distortions resulting from the volute are comparatively small
at the investigated operating point explained by a goodmatching between compressor
and volute. At the first BPF shown on the left, the pressure fluctuations form a
clear pattern of thirteen maxima and minima at the diffuser inlet, and therefore the
dominating circumferential mode order can easily be determined to m = 13. Further
downstream in the diffuser, the pressure pattern forms patches, which are inclined
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Fig. 4 Static pressure fluctuations in the diffuser at first (left) and second (right) BPF

opposite to the direction of flow and show two nodes in the radial direction. With
the impeller having thirteen main and splitter blades, the fluctuations at the first BPF
arise from different flow conditions in adjacent main and splitter blade passages.
The pressure fluctuations for the second BPF, shown on the right, form a similar
pattern. Applying a spatial DFT yields a dominant circumferential mode order of
m = 26, which coincides with the number of maxima and minima shown. With the
impeller having 26 blades in total, the fluctuations at the second BPF are induced
by circumferential inhomogeneities in the impeller outflow of one passage, caused
by the before mentioned jet-wake flow as well as by the wakes forming at the blunt
trailing edges. In radial direction, 3–4 nodes are noticeable, and it becomes clear
that the amplitude of the fluctuations decays in radial direction, which is expected
due to the with radius increasing area. In the circumferential direction, however, the
distortions show very little variation. In addition to the first and second BPF, even
more harmonics are present. However, the first and second BPF are dominant, and
therefore the higher harmonics will not be analysed here.

In order to understand the propagation of the rotor-alone noise towards the dis-
charge pipe, the influence of the volute on the sound fields modal structure must be
conceived. Figure5 shows the pressure fluctuations on the volute walls occurring at
the first BPF for an arbitrary time step. Similar to the diffuser, the pressure fluctua-
tions form a pattern of minima and maxima. Due to the changing, asymmetric cross
section of the volute, however, the structure of the sound field is hard to describe
in terms of modes. The sound field structure shows nodes—separating minima and
maxima—in the circumferential direction as well as in both directions of the cross
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Fig. 5 Static pressure fluctuations in the volute at first BPF

section. The number of nodes in the cross section varies at different circumferential
positions resulting in a three-dimensional sound pressure pattern. In Fig. 5, it can
be observed that the pressure fluctuations are attenuated towards the volute outlet,
which is to some extent due to the change in cross section. In addition, the flow field
in the volute is highly vortical and strong interactions between the flow and the sound
field may occur.

Figure6 shows the sound pressure level (SPL) for the first BPF in the vicinity of
the volute outlet. As the distribution states, the sound field is highly non-uniform and
varies between 122 and 140 dB. The variations with time are neglectable indicating a
steady base flow at the chosen operating point. Given the inhomogeneous sound field,
it becomes clear that a single probemeasurementwould lead to inaccurate predictions
of the in-duct sound power. Previously, it was shown that a single circumferential
mode is dominant in the diffuser at the first BPF. Propagating through the volute,
however, due to the complex, vortical flow conditions and geometry variations, this
modal structure is not conserved. At the volute outlet, the sound field is given by a
superposition of different low-order modes, which will be discussed in detail in the
following chapter.
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Fig. 6 Sound pressure level
(SPL) at volute outlet at first
BPF

3 Mode Analysis in Discharge Pipe

The radial mode analysis (RMA) is conducted by applying the extended Triple-
Plane-Pressure (XTPP) Method [8] at the evaluation section shortly downstream of
the volute of the discharge pipe. The XTTP Method consists of the following three
steps: 1. determination of the acoustic eigenmodes based on an analytic derivation
of an in-duct sound field solving the convective Helmholtz equation; 2. include
convective pressure perturbations into themodel using the convectivewavenumber as
axial wavenumber and the same orthogonal radial shape functions as for the acoustic
modes; 3. Fitting the acoustic and convectivemodes to pressure data extracted at three
planes over a finite amount of radial discretisation points to conclude the complex
amplitudes of all cut-on radial modes.

Note, the individual radial mode shapes are described in the case of a hollow duct
by the well-known Bessel functions of the first-order kind considering a uniform
mean flow and constant duct section. The corresponding axial wavenumbers of each
mode were derived by the dispersion relation, also considering a uniform mean flow
and constant duct section. Although inhomogeneities are present in the axial and cir-
cumferential flow at the outflow section (Figs. 7a, b), where the RMAwas conducted,
a mass flow averaging concluding a uniform mean flow at the evaluation section is
considered accurate, due to (i) the mass flow averaged axial Mach number being low
and (ii) the variation of the flow field being small. A mode analysis considering swirl
was carried out by Hurst et al. [9] considering an analytic solid-body-like swirl flow
approach and has shown that swirl, at comparable low Mach numbers as illustrated
in Fig. 7b influences mainly the sound power level of modes near the cut-off region.
As the following analysis will show, these modes do not carry the majority of the
acoustic energy and the effect of swirl is therefore negligible.
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(a) (b)

Fig. 7 Flow field at evaluation section, axial machnumber (a), swirlflow machnumber (b)

The cut-on factor described by

αmn =
√
1 − (

1 − M2
x

) σ 2
mn

(kR)2
(1)

is derived by the dispersion relation [10] considering a uniform mean flow and is
plotted for the first BPF in Fig. 8a. The radial eigenvalues, axial Mach number, free-
field wave number and the outer radius of the duct are denoted by σmn , Mx , k and R,
respectively. The modes with the cut-on factor being larger than zero conclude all
possible cut-on modes. As illustrated, the cut-on modes are ordered symmetrically
around azimuthal mode of order m = 0. The modes near the cut-off region (higher
order modes) become noticeable due to a decrease in value of the cut-on factor. The
axial wavenumbers of the up-and downstream propagating modes (k−

x,mn and k+
x,mn ,

respectively) are computed via

k±
x,mn = 1

1 − M2
x

(−M ± αmn) (2)

and combined with the aforementioned radial eigenfunctions form the modal basis.
From the modal basis and extracted pressure field at finite discretisation points, a set
of linear equations is derived, which is solved via the least-squares fit to determine
the complex amplitudes of each radial mode (XTPP) concluding the radial mode
analysis (RMA). Note, in the here conducted analysis, only downstream propagating
modes are of relevance due to the end of the duct being designed so that no acoustic
reflections occur.

The sound power levels (L+ with Pref = 10−12) of each mode of the first BPF is
determined in the final step and are illustrated in Fig. 8b. The contour plot range was
set between 85 dB and the maximum occurring power level of 103 dB. Hence, only
modes carrying the main sound field energy are presented. The highest dominating
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(a) Cut-on factor at evaluation section for the first BPF.

(b) Modal power level at evaluation section for the first BPF.

Fig. 8 Cut-on factor and mode sound power level at evaluation section resulting from the RMA

mode is of order (1, 0) followed by two counter rotating modes of equal mode order
(−2, 0) and (2, 0). Also worth mentioning is the asymmetry of the energy distribution
concerning the sign of the azimuthal mode orders. Clearly, a higher amount of energy
is distributed into positive modes, which represent the azimuthal counter-clockwise
spinningmodes. In the aforementioned study conducted byHurst et al. [9], it was also
shown that highly complex modal energy distributions result from single incident
modes passing through bent duct discontinuities considering Euler flows. Therefore,
and as indicated in Fig. 5 due to the strong curvature, complex flow gradients and
possible flow separation effects occurring in the volute, the mode energy distribution
originating from the rotor is distorted in a highly complex manner when passing
through the volute. This concludes that mapping a measured mode structure to sound
sources on the pressure side seems not feasible in a simplified equation as on the
inlet side, i.e. the Tyler and Sofrin rule [11]. The Tyler and Sofrin rule is defined as

m = hR − nS (3)

and determines the azimuthal source mode order (m) depending on the amount of
rotor blades (Z) or/and stator (V) vanes. Furthermore, h denotes the order of the
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bypass frequency (BPF) (h = 1, 2, . . .) and n describes the amount of rotor–stator
interactions in each rotor revolution. Note, a vaneless diffusor is present in the current
setup reducing the Tyler and Sofrin rule dependency to the rotor-alone noise (n = 0).
Therefore, the dominating Tyler and Sofrin modes are directly linked to the amount
of rotor blades and its harmonics.

4 Conclusion

An extensive numerical calculation was performed using 170 Million cells with
the DLR TRACE code to evaluate the sound field on the pressure side of a radial
compressor. A vaneless diffusor setup was chosen for the exercise.

The expected rotor–stator interaction modes m = 13 or m = 26 are visible close
to the diffusor. Further downstream of the volute exit, the aforementioned modes
are no longer cut on and therefore not present in the propagating mode field. Due to
the complex geometry and flow variation inside the volute, the energy is scattered
into lower order cut-on modes with only a few being dominant. In comparison,
complex scattering effects were established for a 90◦ bend by Hurst [9] and assert
these findings.

The results showa relatively lowcount of acousticmodes propagating downstream
near the measurement section. In conclusion, a comparably low microphone count
in the exhaust duct might be sufficient to capture all modes of interest. On the other
hand, a proper prediction of the sound field seems from the current state of the
art of prognosis technique not feasible. Future developments will have to focus on
an experimental technique to estimate the sound power on the pressure side of the
compressor.
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Noise and Noise Reduction in Supersonic
Jets

Philip J. Morris and Dennis K. McLaughlin

Abstract This paper describes a novel noise reduction method for supersonic jets.
It involves the injection of relatively small amounts of air into the diverging section
of a convergent-divergent nozzle. The air is injected through a series of injectors
that are aligned axially. The injected air diverts the jet core flow and forms “fluid
inserts.” These inserts have the same effect as hard-walled corrugated seals, but
can be modified by changes to the injector pressure ratios. The inserts change the
effective area ratio of the nozzle and can enable the jet to operate closer to an on-
design condition. This has the effect of weakening the shock cell structures in the jet
and reducing the broadband shock-associated noise. In addition, streamwise vortices
are generated that break up the large-scale turbulent structures in the jet and result
in a reduction in the supersonic mixing noise in the peak noise radiation direction.
Experiments are described that examine the levels of noise reduction achieved by
the fluid inserts. The effects of the number and azimuthal distribution of the inserts
are examined. The effect of a change of experimental scale from small to moderate
model sizes is also given. Noise reductions in the peak noise direction of up to 6 dB
are obtained and broadband shock-associated noise is reduced. Ongoing plans and
open questions are also discussed.

Keywords Supersonic jets · Noise reduction · Fluid injection · Fluid inserts

1 Introduction

The noise generated by turbulence convecting at high speed, such as encountered in
the exhausts of tactical fighter aircraft, has been the subject of research for well over
half a century. A great deal is now understood about the noise generation process.
Though there remain some doubts, it is generally agreed that when the turbulence
convects supersonically with respect to the ambient speed of sound a direct coupling
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occurs between the unsteady pressure field generated by the turbulence and the radi-
ated noise. The relevant turbulent structures have a large scale and remain coherent
over relatively large distances and times. Models based on representing the pressure
field of the large-scale structures with that of wavepackets have proved successful in
describing the noise radiation. Such models also appear to be relevant to subsonic
noise generation and radiation, since the noise spectra at low and high speeds are
so similar. However, methods based on acoustic analogies, starting with the origi-
nal analogy of Lighthill, especially in their most recent versions, appear to offer an
alternative explanation. The apparent conflict between these two approaches remains
unresolved.

Whatever the outcome of the theoretical discussion, the aim of all the different
approaches is to provide sufficient insight into the noise generation mechanisms to
lead to noise reduction techniques. Though significant progress has been made in the
understanding of the noise generation and its radiation, practical methods proposed
for noise reduction have been few and far between. In the commercial arena, the
introduction of chevrons has shown promise and chevrons have also been proposed
and installed on fighter aircraft engines with some limited success. Active control
may eventually prove the most effective approach, but the operation of actuators and
sensors in the harsh environments encountered in high-performance aircraft engines
is problematic. Robustnessmust be a key ingredient in any noise reduction strategy. In
addition, performance should not be compromised. This is important in the military
environment to maintain air superiority and for profitability in the commercial arena.

The noise reduction methodology described here is focussed on military applica-
tions where the turbofan engines have low bypass ratios. On take off, for example,
from an aircraft carrier deck, engines are typically operating in an overexpanded con-
dition. In classical compressible nozzle flow theory, this occurs when the pressure at
the jet exit has expanded to below the ambient pressure. In such a situation, shocks
appear in the jet plume to eventually equalize the pressure. In reality, such equaliza-
tion can occur inside the diverging section of the supersonic converging-diverging
nozzle. In any event, the pressure mismatch results in a reduction in thrust. One way
to overcome this problem is to change the area ratio between the nozzle throat and
the nozzle exit. Recognizing this, Seiner et al. [17] proposed to replace the seals in
the diverging section of the nozzle with corrugated seals. This changed the effective
area ratio of the nozzle and improved thrust. A bonus of this approach was that the
corrugations generated streamwise vortices that broke up the coherence of the large-
scale structures, much like the actions of chevrons, and reduced the noise generated
by these structures in the peak noise direction. Seiner’s approach was an excellent
lesson into how to combine basic understanding with practical implementation.

Unfortunately, like many things in life, nothing comes without a cost. In the
case of corrugated seals, the cost comes with resulting performance losses at cruise.
Proposed methods to overcome these problems by redesign of the corrugations have
resulted in an improvement in performance but a decrease in the noise reduction
benefits. To overcome these issues, a novel noise reduction method was introduced
by Morris et al. [11]. They replaced the hardwall corrugations, called “Contoured
Inserts (COINs)” by Murray and Lyons [13], with “fluid inserts.” The inserts were
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generated by a row of injectors in the diverging section of the convergent-divergent
nozzle that diverted the nozzle flow in the same way as the hardwall corrugations.
The initial experiments produced the same level of noise reductions as achieved with
the hardwall corrugations.

In this paper, an overview is provided of the development of the fluid inserts
concept including the noise reductions achieved for a range of insert geometries
and operating conditions. First, the experimental setup is described including the
anechoic jet facility, the use of helium/air mixtures to simulate the effects of jet
heating, and the model nozzles. Examples are then given of the noise reductions. An
example of the effect of nozzle scale is provided based on experiments conducted
by General Electric Aviation. Finally, some plans for future research are given.

2 Experimental Setup

2.1 Anechoic Facility and Instrumentation

The majority of the experiments described below were conducted in the Penn State
High Speed Jet Aeroacoustics Laboratory. The facility, a plan view of which is shown
in Fig. 1, is an anechoic chamber that measures 5.02 × 6.04 × 2.79m and is covered
in fiberglass wedges. The anechoic chamber has an approximate cutoff frequency
of 250 Hz. The facility air is provided by a CS-121 compressor combined with a
KAD-370 air dryer. Both are manufactured by Kaeser Compressors. Air is stored
in two tanks and then piped to a control cabinet located directly outside of the ane-
choic chamber that houses a series of valves and pressure regulators to regulate the
flow into the nozzle and injectors. The facility has a collector and an exhaust fan
to capture the jet exhaust and minimize air and helium recirculation. Acoustic data

Fig. 1 Plan view of the Penn State Anechoic jet facility
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is measured using sixteen 1/8 in. (3.2 mm) pressure field GRAS type 40DP micro-
phones. The microphones are spaced at 5–10◦ increments along a semicircular arc,
centered at the nozzle exit, from 20◦ to 130◦ to the jet downstream axis. The arc
radius is approximately 1.8 m. The microphones are placed at grazing incidence
with respect to the jet centerline. The microphone calibrations are performed using
a B&K acoustic calibrator, model 4231, and the microphone calibration constants
are recorded to provide the conversion from the measured voltages to the equivalent
pressure. For each microphone, the power spectral density is calculated and con-
verted to a non-dimensional, lossless power spectrum that includes corrections for
microphone actuator response, free-field response, and the removal of atmospheric
absorption. Assuming spherical spreading of the acoustic field, the resulting data are
(back) propagated to a radius of 100 nozzle exit diameters. Additional details on the
facility configuration, operation, far-field microphones, and acoustic data processing
can be found in Powers [14].

To simulate the exhaust temperatures of a full-scale military aircraft engine, with-
out the need to heat the exhaust air, helium is mixed into the air flow. The helium–air
mixture increases the jet exit velocity and decreases the jet exit density similar to
the effect experienced by heated flows. This method has been shown to simulate the
dominant noise characteristics of actual heated jets and is the methodology used in
the Penn State facility to simulate heated jet flows. For heat-simulation tests, three
helium cylinders pressurized to approximately 14.5 MPa (2100 psi) separately feed
into the pressure control cabinet. Accurate mixing of air and helium is achieved via
piping and valves and monitoring of air and mixture pressures. For the typical jet
conditions measured in the studies described here, the ratio of specific heats changes
from 1.4 with a pure air jet to over 1.5 with the helium–air mixture (depending on the
helium concentration). The mixture total pressure is typically controlled to within
2% of the target value during data acquisition. Further details of the methodology
are given by Kinzie and McLaughlin [4] and Doty and McLaughlin [1]. Compar-
isons between high-speed jet noise measurements made using the helium/air mixture
approach and actual heated jets are given in McLaughlin et al. [7]. The agreement is
very good.

2.2 Nozzles with Fluid Inserts

For the experiments in the Penn State facility, a series of model scale exhaust nozzles
were used. The nozzles were manufactured using additive manufacturing rapid pro-
totyping techniques by StratSys, Ltd (formerly Solid Concepts Inc). The technique
for the fabrication of the nozzles in this studywas PolyJet HDwith the PolyJet Amber
Clear material, with standard layer thickness of 0.015mm (0.0006 in.). Military style
nozzles representative of aircraft engines of the F404 family were used in this study.
The inner contours of the military style nozzles were provided by GE Aviation.
Such military engines have nozzles that are capable of varying their geometry to
produce different exit to throat area ratios to adapt for different flight regimes. The
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Fig. 2 Schematic showing
the parameters defining the
fluid inserts’ injector ports.
This example shows two
injectors per insert

expansion portion of these nozzles contains 12 large flat seals that are interleaved
with 12 smaller flaps to allow for area ratio adjustment. For the experiments described
below, the area ratio selected was 1.295, which results in a design Mach number,
Md = 1.65, typical of a take off configuration. Themodel nozzleswere designedwith
the samemultifaceted (12 segment) inside conical contour. Further details about these
nozzles can be found in Kuo [5] and Kuo et al. [6]. The fluid inserts are generated
by axially aligned injectors in the diverging section of the nozzle. Experiments have
been conducted using 2–5 injectors per insert. In addition to the number of injec-
tors and their azimuthal position, there are three geometric parameters that can be
varied in the design of the fluid inserts. These parameters are xinj , the distance of
the injector exit from the nozzle throat expressed as a percentage of the length of
the diverging section of the nozzle, Dinj , the injector hole diameter, and θin j , the
angle between the injector centerline and the core jet centerline. These parameters
are sketched in Fig. 2 for a case with two injectors per fluid insert. The injector ports
in the divergent section of the nozzle are machine drilled while the nozzle is clamped
onto a rapid-prototyped mounting block. The nozzles are completed by epoxying
polyethylene/nylon tubing into the drilled injection holes. A mass flow rate meter is
then installed upstream of the injector to measure and record mass flow rates for each
injection condition. The injection delivery system allows for two separate injection
pressures and measured mass flow rates. Each air supply feeds a ring of 6.35 mm
(1/4 in.) tubing. Separate 3.18 mm (1/8 in.) tubes supply the air from each ring to
each individual injector port. A T-connector connected to a Setra pressure transducer,
typically just upstream of the nozzle injection port, measures the injection pressure.
In general, each injection pressure ratio (IPR) is measured and recorded for every
injection port, as they can vary slightly depending upon the delivery ring. The injec-
tion pressure ratio (IPR) is defined as the ratio of the upstream stagnation pressure of
the injection jet divided by the ambient pressure of the test chamber. Typical injection
pressure ratios vary between injection ports in the same ring by less than 1.0%. A
photograph of one nozzle assembly with three fluid inserts, two injectors per insert
and separate pressure supplies to the upstream and downstream injectors, is shown
in Fig. 3.
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Fig. 3 Photograph of nozzle
with three fluid inserts and
two injectors per insert

3 Noise Measurements

3.1 Experiments with Three Fluid Inserts

This section provides some examples of the noise reductions achieved with different
fluid insert geometries and different injector operating conditions. Both unheated
and heat-simulated cases are included. It has been found that, in general, larger noise
reductions are obtained for the heated cases.

The early experiments testing this concept used up to 3 fluid insertswith 2 injectors
per insert. Figure4 shows a sample result from those experiments. The left panel
shows SPL spectra for a baseline jet (no injector holes) and a fluid insert nozzle at
several polar angles relative to the jet downstream axis. It can be seen that in the
peak noise directions, 30◦ < θ < 50◦ there is a reduction in the mixing noise levels
across the entire spectrum. In the polar range where broadband shock-associated
noise (BBSAN) is evident, θ > 90◦, the BBSAN peak is flattened and reduced. For
this case, the nozzle pressure ratio (NPR) equals 3.0 and the total temperature ratio
(TTR) is 3.0. This gives a fully-expanded jet Mach number, Mj = 1.36. Recall that
the design Mach number, Md = 1.65. The injector pressure ratio (IPR) also equals
3.0, and the far-field measurements are taken in an azimuthal plane that bisects a
pair of injectors (φ = 60◦). In this case, all injectors have the same diameter and
the total injector mass flow rate is approximately 3.8% of the core jet mass flow
rate. The right-hand panel shows a comparison of the variation in the change of the
overall sound pressure level (OASPL) as a function of polar angle (negative values
indicate a noise reduction). Two injector configurations are shown. 3FID06B has
equal diameters for the upstream and downstream injectors while 3FID06V has a
larger downstream injector diameter. The total injector exit area and the total mass
flow rate are the same in the two cases. It can be seen that OASPL reductions of
greater than 5 dB are achieved in the peak noise directions and reductions of 2 dB
are seen in the BBSAN. It should be noted that the baseline spectra show evidence
of jet screech—shown as a sharp peak that is approximately independent of polar
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Fig. 4 Far-field spectra andOASPLcomparison from themeasurements conductedwithMd = 1.65
baseline nozzle, N PR = 3.0, T T R = 3.0, Mj = 1.36, and 3 fluid insert nozzles. Shown as well as
the baseline nozzle are measurements for the 3FID06B (Dinj,1 = Dinj,2 = 0.059Dj , I P R1 = 2.7,
I P R2 = 3.0) and 3FID06V (Dinj,1 = 0.040Dj , Dinj,2 = 0.072Dj , I P R1 = 4.0, I P R2 = 3.0).
From Morris et al. [12] with permission

angle. Screech is rarely present in full-scale jets but it increases the OASPL. The use
of the fluid inserts eliminates the screech. However, in the OASPL noise reductions
shown here, the peak has been removed electronically by smoothing the spectrum in
the vicinity of the peak, so that there is no artificial benefit gained from the screech
elimination. In these experiments, it was noticed that the noise reductions had a
significant variation with the observer’s azimuthal position. The noise reductions
were greatest in the azimuthal planes that bisected the inserts and was the least,
though still a noise reduction, in the azimuthal planes that contained the inserts. An
example is shown in Fig. 5 for similar operating conditions as the case shown in
Fig. 4. The core jet operating conditions are the same, but the injector diameters are
equal and I P R1 = 1.89 and I P R2 = 4.5. Clearly, the noise reductions are less for
φ = 0◦, which is the azimuthal plane in linewith an injector. However, the azimuthal
variation in the noise reductions can be used to advantage so that the greatest noise
reductions are in the most effective directions. One example has been considered
by Powers et al. [16] where the case of a jet with fluid inserts above a simulated
aircraft carrier deck was studied. By steering the “quiet plane,” the radiated noise in
the direction of carrier deck personnel was reduced. The case where the jet impinged
on a blast deflector was also considered and again noise in critical directions was
reduced by 4–7 dB.
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Fig. 5 Far-field spectra andOASPLcomparison from themeasurements conductedwithMd = 1.65
baseline nozzle, N PR = 3.0, T T R = 3.0, Mj = 1.36, and 3 fluid insert nozzles. Shown as well as
the baseline nozzle aremeasurements for the 3FID06B (Dinj,1 = Dinj,2 = 0.059Dj , I P R1 = 1.89,
I P R2 = 4.5) in azimuthal planesφ = 0◦, in linewith the inserts, andφ = 60◦, bisecting the inserts.
From Powers et al. [15] with permission

3.2 Effect of the Number of Fluid Inserts

To provide additional understanding of the azimuthal variation of the radiated noise
reductions, model nozzles have been used with 2, 4, and 6 fluid inserts. Morgan
et al. [10] used 2 fluid inserts separated azimuthally by 120◦. Radiated noise mea-
surementsweremade at azimuthal angles of 0◦ (in planewith an insert), 60◦ (between
the inserts with the smaller azimuthal spacing), 180◦ (directly opposite an insert),
and 240◦ (between the inserts with the larger azimuthal spacing). The maximum
noise reduction of 6 dB occurred in the 240◦ azimuthal plane. But this measure-
ment location also increased the noise level at some polar angles. Comparison of the
change in OASPL for all four azimuthal measurement planes revealed that the 60◦
measurement plane was the quietest, since it was the only measurement plane that
reduced the noise at every polar angle. The other measurement planes overall had
very similar noise reduction levels with no clear loud plane.

Morgan et al. [9] considerednozzleswith four fluid insertswith different azimuthal
separations—some symmetric and some asymmetric. For the case, where the inserts
had equal azimuthal spacing, the “quiet planes” were again found to bisect the
azimuthal planes of the inserts. However, the noise reductions achieved (3–4 dB)
were not as great as for the three insert cases. Though it should be noted that the
highest total temperature ratio considered was 2.0, which was lower than in the three
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Fig. 6 Variation with polar and azimuthal angle of ΔOASPL for a nozzle with 4 azimuthally
asymmetric fluid inserts with 3 injectors per insert operating atMj = 1.36with T T R = 2.0 I P R =
3.5, compared to a baseline nozzle. From Morgan et al. [9] with permission

insert cases. It was also observed that there was far less overall azimuthal variation
in the noise reductions. A nozzle with four asymmetrically placed inserts was also
studied. The inserts were located at φ = ±30◦ and φ = ±120◦. In this case, there
was clearly a quiet plane located at φ = 180◦. The variation in the OASPL noise
reductions as a function of polar angle are summarized in Fig. 6. The greatest noise
reductions are achieved in the peak noise directions. In addition, the reductions in
BBSAN are nearly independent of observer azimuthal position. Hromisin et al. [2]
considered noise reductions from nozzles with six evenly spaced fluid inserts. He
compared the reductions with those achieved using a hard-walled corrugation noz-
zle. For this geometry, it was found that the noise reductions for an unheated jet case
were greater than those observed for a heated jet. This is opposite to the observations
with all the other configurations. However, the range of possible core and fluid insert
operating conditions has not been fully explored so a complete picture has still to be
obtained.

3.3 Effect of Model Scale

To establish the effects ofmodel scale on the noise reductions, experiments have been
conducted by General Electric Aviation in the Cell 41 anechoic jet noise facility.
A new model was constructed with an increase in scale of approximately 5. A com-
pletely new design of injector air delivery was designed to accommodate the con-
straints of the larger facility. Some details of the facility used, the modifications to
the fluid insert design, and preliminary results are given inMcLaughlin et al. [8]. The
noise reductions obtained either equaled or exceeded those measured in the smaller
Penn State facility. Figure7 shows a comparison of the OASPL noise reductions
obtained at the two scales. Note that the T T R values are similar but not identical.
The case shown is for 3 fluid inserts with 3 injectors per insert with N PR = 3.0 and
T T R = 2.5 or 3.0. It is clear that the fluid insert noise reduction concept works to
reduce both supersonic mixing noise as well as broadband shock-associated noise at
both small and moderate scales, and by inference, at full scale.
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angle is measured from the upstream jet axis. From McLaughlin et al. [8] with permission

4 Discussion

A successful method for supersonic jet noise reduction has been described. The
technique is based on the generation of “fluid inserts” in the diverging section of a
converging-diverging nozzle. These fluid wall corrugations change the effective area
ratio of the nozzle and generate streamwise vorticity. This reduces both broadband
shock-associated noise and supersonic mixing noise. Noise reductions of up to 6 dB
in the peak noise direction are achieved. Experiments with a larger scale nozzle (a
factor of approximately five) show that the same noise reductions can be achieved at
this larger scale.

Several issues and questions remain to be addressed. As noted above, initial exper-
iments with six fluid inserts did not achieve the same levels of noise reduction as
obtained with fewer inserts. However, only a limited range of jet and injector operat-
ing conditions were considered. Mention has not been made of the role of numerical
simulations in the present study, though steady RANS CFD has been a complemen-
tary component of the present research: see Kapusta et al. [3]. It is clear that both
steady and unsteady flow simulations can help to understand the flow and noise
modifications caused by the fluid inserts and help with their optimization. Further
exploitation of azimuthal asymmetry could be considered, especially if twin jet con-
figurations are involved. Studies at this time have only considered circular nozzle
geometries and single stream jets, but these may not be the configurations to be
used in future tactical aircraft engines. Finally, the issue of the practicality of the
technique for implementation on a full-scale engine must be considered since the
fluid inserts require the use of bypass air—even though the required mass flow rate
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is small. However, if future tactical aircraft engines were to be subject to a noise
level requirement, the noise reduction method described here could be included in
the overall engine design process. Finally, it is important to emphasize that the fluid
insert noise reduction method is active, in the sense that it can be modified or turned
off, unlike mechanical devices. So it could be used only when noise reduction is an
important operational consideration.
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Numerical and Experimental
Investigation of the Flow-Induced Noise
of a Wall-Mounted Airfoil

Paul Croaker, Danielle Moreau, Manuj Awasthi, Mahmoud Karimi,
Con Doolan and Nicole Kessissoglou

Abstract A numerical and experimental investigation into the flow field around a
finite wall-mounted airfoil is presented. Measurements were performed in an open-
jet anechoic wind tunnel for a finite wall-mounted NACA 0012 airfoil with an aspect
ratio of one. The airfoil was tested at zero degree angle of attack, with aMach number
of 0.06 and Reynolds number based on chord of 274,000. The measurements include
single hotwire anemometry in the near-wake of the airfoil at a number of locations in
the mid-span and tip regions. A large eddy simulation (LES) of flow past the airfoil
was performed, and good agreement with measurements was obtained. Based on
Lighthill’s acoustic analogy, flow-induced noise sources were then extracted from
the LES data. Sound radiation to the far-field and the incident acoustic pressure on
the airfoil were both predicted using a near-field formulation for the aeroacoustic
pressure. The boundary element method (BEM) was then used to predict the scatter-
ing of the incident pressure field by the airfoil as well as the total far-field acoustic
pressure.

Keywords Computational fluid dynamics · Aeroacoustics · Wall-mounted foils
Experimental measurements

1 Introduction

The sound produced by flow over finite wall-mounted airfoils is of practical interest
in the design of quiet aircraft and marine vessels. Many of the lifting and control
surfaces on these structures, such as the tailplane of an aircraft or a ship’s rudder, can
be approximated as wall-mounted airfoils. The flow past a finite wall-mounted airfoil
is characterised by complex three-dimensional flow features. Vortex structures form
at the airfoil tip which grow as they travel downstream and exert a strong influence
on the flow over the airfoil in the near-tip region [4]. In the mid-span of the airfoil,
a turbulent boundary layer develops and turbulent eddies are convected downstream
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and past the trailing edge. For a blunt trailing edge, vortex shedding will also occur
in the mid-span region. In the boundary layer of the wall, a horseshoe vortex forms
around the base of the airfoil starting at the leading edge and extending into the
wake [3, 9]. For low Mach number flows, the nature and strengths of these flow
structures vary with Reynolds number, airfoil section and aspect ratio as well as
the incoming wall boundary layer thickness [10]. Due to the complex flow over a
wall-mounted airfoil, a number of different flow-induced noise mechanisms occur.
Interaction between the flow structures in the turbulent boundary layer of the wall
and the airfoil leading edge produces low-frequency noise. Convection of turbulent
eddies past the trailing edge as well as vortex shedding from the blunt trailing edge
contributes to broadband noise. Further, the interaction between the tip vortices and
the trailing edge of the airfoil tip can produce strong broadband noise peaks at higher
frequencies [7].

This paper presents numerical prediction and measurements of the flow field
around a finite wall-mounted NACA 0012 airfoil with an aspect ratio of one at a
Reynolds number based on chord Rec = 274,000 and zero degree angle of attack.
Mean and root-mean-square (rms) velocity profiles as well as velocity spectra are
measured using hotwire anemometry in the near-wake of the airfoil in the mid-span
and tip regions. These measurements are used to validate the numerical prediction
of the hydrodynamic field obtained using an LES model. The hybrid CFD-BEM
technique of Croaker et al. [2] is used to extract flow-induced noise sources from the
flow and predict the propagation of the resulting pressure waves and their interaction
with the airfoil.

2 Numerical Flow-Induced Noise Prediction

2.1 Hydrodynamic Data and Acoustic Sources

A wall-mounted airfoil with a NACA 0012 profile of reference chord length
c = 0.2m is considered. The airfoil has a rounded trailing edge with diameter of
0.003m with a resulting chord length of 0.19m. The airfoil has a span s = 0.2m
corresponding to an aspect ratio of 1 and was oriented at zero degree angle of attack
relative to the incoming free stream velocity U∞ = 20m/s. This corresponds to a
Mach number of 0.06 and a Reynolds number based on chord of 274,000. An LES of
the unsteady flowfield around thewall-mounted airfoil is performed by applying a fil-
ter to the incompressible Navier–Stokes equations and separating the hydrodynamic
fluctuations into a component that can be resolved by the computational grid and a
sub-grid scale component. The filtered incompressible Navier–Stokes equations are
given by
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where p̂ is the filtered pressure and ûi represents the components of the resolved
velocity vector. μ f and ρ f are the viscosity and density of the fluid at rest. Ŝi j is
the strain rate tensor of the resolved scales. The wall-adapting local eddy viscosity
model of Nicoud and Ducros [8] is used to define the eddy viscosity, μSGS, which
accounts for the influence of the sub-grid scales on the filtered motion.

A fully structured CFD model of the wall-mounted airfoil was created using a
total of 88 × 106 hexahedral cells. The first cell height was placed within y+ ≈ 0.5
normalised wall units, and a fine mesh was used throughout the boundary layer and
near-wake regions. The wall-mounted airfoil is located in a square tunnel with side
length 0.93m. The computational model extends 1.7m upstream of the leading edge
and 3.7m downstream of the trailing edge. Figure1 shows the computational model
and associated mesh, whereby every second grid line is shown. Figure1a shows
an image of the airfoil surface and the surrounding tunnel floor. Figure1b and c

(a) Wall-mounted airfoil (b) Mesh of junction leading edge

(c) Mesh of tip leading edge (d) Mesh of tip trailing edge

Fig. 1 CFD mesh for the wall-mounted airfoil, every second grid line shown
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shows mesh details of the airfoil leading edge near the wall junction and airfoil tip,
respectively. Figure1d shows the mesh detail of the trailing edge of the airfoil tip.

The LES equations were solved using an iterative, segregated solution method
with the pressure–velocity coupling handled using the pressure implicit with split-
ting of operator algorithm. A blended spatial differencing scheme was used with
95% second-order central differencing and 5% second-order upwind differencing.
The blending of the upwind differencing adds numerical diffusion and increases the
stability of the convection equation. A second-order backward implicit scheme was
used for the temporal discretisation.

The transient simulation was executed with a time step size of 2 × 10−7 s and was
allowed to progress until the flow field achieved quasi-periodicity. Recording of the
acoustic source data then commenced with the entire flow field stored at intervals
of 5 × 10−5 s. Lighthill [5] demonstrated that fluctuations in the stresses acting on a
fluid generate pressure waves which travel to the far field as sound. For low Mach
number flows, these Lighthill stresses are approximately equal to the Reynolds stress
tensor and are given by Ti j = ρ f ui u j , where ui represents the components of the
velocity vector. Time histories of these Lighthill stresses were extracted from the
recorded hydrodynamic data and divided into equal segments with a length of 248
records and 50% overlap. A Hanning window function was applied to each segment
of the Lighthill tensor time histories before converting them to frequency spectra.

2.2 Propagation of Flow-Induced Pressure Waves

The pressure waves generated by fluctuations in the Lighthill stress tensor propagate
to the far field and are reflected, scattered and diffracted by a body in their path. The
reflection, scattering and diffraction of the pressure waves by a body can be resolved
using the boundary element method, provided that the pressure field incident on the
body is known. Using a near-field formulation, the pressure on the body pinca is given
by Croaker et al. [1]

pinca = limε→0

∫

�−Vε

Ti j (y, ω)
∂2Gh

∂yi∂y j
dy (3)

where yi is the i th component of the flow-induced noise source position vector
y, � represents the computational domain, and Vε is an exclusion neighbourhood
taken around the point on the body x where the near-field pressure is computed.
Singularities occur when y = x, and the exclusion neighbourhood is used to solve
the resulting singular integrals using a semi-analytical technique [1]. The three-
dimensional harmonic free-field Green’s function is used to describe the propagation
of the acoustic waves
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Gh = eikar

4πr
(4)

where i = √−1, ka is the acoustic wave number, and r = |x − y|.
The scattering by the body of the near-field incident pressure is solved using the

inhomogeneous Helmholtz equation given by

�pa (x) + k2a pa = −Q (5)

where � is the Laplacian operator and Q is the acoustic source. Equation (5) is
combined with the near-field formulation for the pressure given by Eq. (3) and the
hard-walled boundary condition on the surface of the airfoil ∂pa

∂n = 0 to calculate the
scattered field on the wall-mounted airfoil as follows [6]:

c (y) pa (y) +
∫

�

pa (x)
∂Gh

∂n (x)
d� = pinca (y) (6)

where n is the unit normal to the boundary. c (y) is a free-term coefficient which
equals 1 in the interior domain and 0.5 on a smooth boundary. � is the boundary of
the domain.

In the current work, Eq. (6) is solved using a conventional boundary element
method (BEM). Linear, discontinuous boundary elements were used to create the
three-dimensional BEMmodel. The leading and trailing edges are discretised with a
finer resolutionmesh to ensure that interaction of the incident field with the geometry
is accurately captured. A half-space Green’s function was used to account for reflec-
tion of sound waves by the tunnel floor. The nodal points of the BEM elements also
represent the locations used to calculate the incident pressure using Eq. (3). Once the
scattered pressures on the airfoil have been determined, the total far-field pressure is
then calculated.

3 Experimental Set-up

The measurements were conducted in the UNSW Acoustic Tunnel (UAT) which is
an open-jet type facility. The UAT consists of a square open jet with a 0.455m ×
0.455m cross section exhausting into a 3m × 3.2m × 2.15m anechoic chamber
treated on the inside with Melamine foam. All measurements in the present work
were performed at a free stream velocity of 20m/s with a free stream turbulence
intensity, measured using a hotwire probe, of approximately 0.6%.

Two6mmthick, 300mmlongendplateswere attached to the top andbottomedges
of the test section inlet, and the airfoil was bolted to the bottom plate. The leading
edge of the airfoil was positioned 30mm downstream of the inlet. A coordinate
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455 mm
0.1 mm thick
foil tape

End-plates

(a) Airfoil mounted in the test section
of the UAT

= 0.2 m

Wall

Test-sec on inlet

= 0.19 m = 0.455 m

End plate

End plate

30 mm

(b) Schematic diagram showing the posi-
tion of the airfoil in the tunnel

Fig. 2 Wall-mounted airfoil set-up in the UAT

system with origin at the trailing edge is shown in Fig. 2. The coordinate system was
defined such that the streamwise coordinate x is positive in downstream direction,
spanwise coordinate z is positive in the wall-normal direction, and y is the chord-
normal coordinate. Figure2 shows (a) the airfoil mounted in the UAT during the
measurements and (b) a schematic view of the airfoil’s location with respect to the
wall and test section inlet.

A Dantec Dynamic 55P16 single-sensor constant temperature hotwire probe was
used to measure the mean and fluctuating components of the streamwise velocity
across thewakeof the airfoil at a streamwise distance of x/c = 0.025 from the trailing
edge and at spanwise locations z/s = 0.5, 0.9 and 0.975. The probe was mounted
such that the sensor wire was parallel to the spanwise coordinate z and traversed
through the wake on a Dantec Dynamic traverse which has a positional accuracy of
6µm. The hotwire probe was connected to a Dantec Dynamic multichannel CTA
54N80, and the hotwire voltage was sampled at 51.2 kHz. The mean velocity and
rms of hotwire velocity were obtained by averaging 10 records each with 8192 data
points. For the spectral measurements, 50 records with 8192 data points were used.
The auto-spectral densities were obtained by applying a Hanning window to each
record before Fourier transforming and averaging them.

4 Hydrodynamic Results and Measurements

Figure3 shows the flow structures present around the wall-mounted airfoil. Contour
surfaces of constant Q-criterion were used to identify the main structures in the flow.
TheQ-criterion surfaces are coloured by themagnitude of the vorticity. Strong vortex
structures are observed in the tip region. At the mid-span, a laminar boundary layer
forms over the leading edge of the airfoil. This laminar boundary layer experiences
break-up at approximately 60% of the chord and then transitions to turbulence over
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Fig. 3 Flow structures around the wall-mounted airfoil. Q-criterion iso surfaces coloured by the
magnitude of the vorticity vector

the remainder of the chord. The generation of vortical structures is also observed
at the airfoil–wall junction and within the wall boundary layer. At approximately
90% span close to the trailing edge, the strong pressure gradients induced by the tip
vortices suppress the growth of the boundary layer and delay the break-up of the
laminar boundary layer.

Figures4, 5 and 6 compare the normalised mean velocity profile U/U∞, nor-
malised rms of the velocity fluctuations u′/U∞ and velocity auto-spectral densities
Guu( f ) obtained from the numerical simulation with the measurements at 50%, 90%
and 97.5% span, respectively. Figures4f, 5f and 6f show the spanwise vorticity at an
instant in time for the region near the trailing edge. The black line indicates the line
over which the normalised mean and rms velocity profiles are recorded. The black
dots positioned at y/c = 0, 0.01 and 0.02 represent the three locations at which
the auto-spectral densities were recorded. The normalised mean velocity profiles
predicted with the LES compare favourably with the measurements at all spanwise
locations. The LES results are approximately symmetric about the mean chord line,
with the minimum normalised velocity occurring at y/c = 0 at all spanwise loca-
tions. The measurements exhibit asymmetry, and the minimum normalised velocity
occurs at a slight offset from y/c = 0. Uncertainty in hotwire positioning and the
finite size of the sensor, which results in area averaging of the velocity fluctuations, is
likely responsible for these quantitative discrepancies. Additionally, a single-sensor
hotwire can be expected to have larger errors in a three-dimensional flow field due
to its inability to resolve all three components of the velocity. Despite the observed
discrepancies, there is good agreement between numerical results and measurements
for the normalised mean velocity. The numerical normalised rms velocity profiles
also show good agreement with the measurements. The magnitude andmain features
of the rms velocity fluctuations are well captured in the LES results.
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Fig. 4 Normalised mean and rms velocity profiles and auto-spectral densities at 50% of span.
Results show comparison between LES (blue) and measurements (black). Spanwise vorticity plot
shows measurement locations with the vorticity contours from −5000 to 5000 s−1
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Fig. 5 Normalised mean and rms velocity profiles and auto-spectral densities at 90% of span.
Results show comparison between LES (blue) and measurements (black). Spanwise vorticity plot
shows measurement locations with the vorticity contours from −5000 to 5000 s−1
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Fig. 6 Normalised mean and rms velocity profiles and auto-spectral densities at 97.5% of span.
Results show comparison between LES (blue) and measurements (black). Spanwise vorticity plot
shows measurement locations with the vorticity contours from −5000 to 5000 s−1
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Due to the asymmetry in the measured mean velocity profiles and the offset of the
peakmean velocity from y/c = 0, the auto-spectral densities predicted from the LES
datawere averaged over a±1mm range around themeasurement point. Figure4c and
d shows that the auto-spectral densities at 50% span predicted with the LES data are
in excellent agreement with the measurements at y/c = 0 and 0.01 for frequencies
up to approximately 2 kHz. Beyond this frequency, the mesh resolution is no longer
able to sufficiently resolve the velocity fluctuations and the energy decreases more
rapidly than is observed in the measurements. For y/c = 0.02 in Fig. 4e, the auto-
spectral density predicted with the LES contains more energy at lower frequencies
than is observed in the measured data and the decrease in energy with frequency
is slightly higher. However in general, there is good agreement between simulation
results and measurements up to approximately 2 kHz.

Figure5f shows the instantaneous spanwise vorticity of the flow at 90% span.
The vorticity contours indicate that the flow is free of small-scale structures near the
trailing edge of the airfoil and that laminar vortex shedding occurs downstream of the
trailing edge. These vortices begin to break up into smaller scale structures as they
travel further downstream. Figure5c–e shows the velocity auto-spectral densities at
90% span for y/c = 0, 0.01 and 0.02, respectively. At all measurement locations, the
broadened tone associated with the vortex shedding is well predicted with the LES;
however, the peak level and shedding frequency are slightly over-predicted with the
LES. The numerical results also capture a broadened tone at the second harmonic of
the vortex-shedding frequency that is not present in the measured data. The reason
for this discrepancy is under investigation. Both LES results and measured data show
two orders of magnitude reduction in the auto-spectral density level at y/c = 0.02
compared to y/c = 0.01, which indicates that at this spanwise location the wake is
very thin.

At 97.5% span, the flow in the vicinity of the trailing edge contains many small-
scale flow features as shown in Fig. 6f. This is a combination of flow structures that
develop in the boundary layer and flow structures from the tip vortices that travel past
the trailing edge. Figure6c–e shows the velocity auto-spectral densities at 97.5% span
for y/c = 0, 0.01 and 0.02, respectively. The magnitude and extent of the broadband
hump observed in the measured data at approximately 1.5 kHz at y/c = 0.01 are
over-predicted with the LES; however, the overall levels and shape of the spectra
agree favourably with measurements.

5 Far-Field Acoustic Predictions

Figure7 shows the directivity of the far-field pressure magnitude in the plane of
the airfoil tip on a 1m arc about the centre of the airfoil chord, from 450Hz to
1.65 kHz in 400Hz increments. At the lower frequencies corresponding to 450 and
850Hz, the maximum far-field pressure is oriented towards the positive streamwise
axis. This indicates that at these frequencies, the far-field pressure is dominated by
turbulence interaction with the leading edge at the junction and tip of the airfoil. This
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Fig. 7 Directivity of the far-field sound pressure level in at a distance 1m from the centre of the
airfoil chord calculated in the plane of the airfoil tip

result is consistent with the experimental findings of Moreau et al. [7]. At the higher
frequencies corresponding to 1.25 and 1.65 kHz, the maximum far-field pressure is
oriented upstream of the leading edge. This suggests that at these frequencies, trailing
edge noise and blunt vortex-shedding noise are the dominant flow-induced noise
mechanisms. Similar observations were made from the measurements of Moreau et
al. [7]. The directivity at 1.65 kHz shows the formation of a secondary lobe due to
backscattering of the acoustic pressure by the leading edge of the airfoil. This occurs
as the chord length of the airfoil becomes comparable to the acoustic wavelength at
this frequency and the airfoil is no longer acoustically compact.

Figure8 shows the power spectral density of the acoustic pressure predicted at a
distance of 1m from the centre of the airfoil chord at the airfoil tip height and normal
to the mean chord line. The low-frequency component of the noise, attributed to tur-
bulence interaction with the leading edge of the airfoil, is of comparable magnitude
to the high-frequency component which is attributed to trailing edge noise mecha-
nisms. A similar trend was observed by Moreau et al. [7], although the airfoil in that
study had a larger chord length and was subjected to higher Reynolds numbers.
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Fig. 8 PSD of the far-field
sound 1m from the centre of
the airfoil chord and normal
to the mean chord line
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6 Summary

The flow field around a wall-mounted airfoil at a Reynolds number Rec = 274,000
and Mach number M = 0.06 has been numerically predicted and experimentally
measured. The numerical results obtained from an LESmodel are in good agreement
with the measurements. A hybrid CFD-BEM technique was then used to predict the
flow-induced noise produced by the wall-mounted airfoil. The directivity of the far-
field sound reveals that the lower frequency noise is dominated by interaction of
turbulent pressure fluctuations with the leading edge. At higher frequencies, trailing
edge noise mechanisms dominate the far-field sound. Future work will focus on
experimental validation of the far-field sound predicted with the hybrid CFD-BEM
technique.
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Turbulence Ingestion Noise
from an Open Rotor with Different
Inflows

W. Nathan Alexander, William J. Devenport, Nicholas J. Molinaro,
N. Agastya Balantrapu, Christopher Hickling, Stewart A. L. Glegg
and Jack Pectol

Abstract Measurements have been performed on a scaled version of a Sevik rotor
ingesting both a planar turbulent wake and a turbulent boundary layer flow. In both
cases, detailed measurements were made of the inflow turbulence, including three-
component turbulence profiles and the full cross-sectional 4-dimensional space-time
correlation function. Far-field soundmeasurements were also made of the turbulence
ingestion noise for a comprehensive range of rotor advance ratios varying from zero
to high thrust, for rotor yaw angles out of the plane of the wake from −15 to 15°,
and for a range of wake strike positions on the rotor disk. Probes mounted on two
of the rotor blades were used to measure upwash fluctuations seen in the rotating
frame, as well as blade-to-blade coherence spectra. Comparisons have been made
with predictions of the far-field sound levels based on themeasured inflow turbulence
for both configurations and good results were obtained in all cases.

Keywords Aeroacoustics · Rotor noise · Turbulence ingestion

1 Introduction

Sound radiation from rotors operating in turbulent flow has been studied extensively
following the pioneering work of Sevik [1] in the water tunnel at Penn State. Sevik
measured the unsteady loading on a rotor operating in a homogeneous turbulent
flow downstream of a rectangular grid. He also outlined a procedure to predict the
unsteady loading and the radiated sound from the rotor based on the wavenumber
spectrum of the turbulent inflow. This problem has been reconsidered many times
over the years since Sevik’s early experiment and, with suitable modifications to
Sevik’s theory, rotor noise caused by homogeneous or quasi-homogeneous turbulent
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Fig. 1 Cylinder and rotor mounted in the anechoic section of the Virginia Tech Stability Wind
Tunnel

inflows is well understood, providing that the wavenumber spectrum of the turbulent
inflow can be suitably modeled, and turbulence lengthscales estimated using rapid
distortion theory (RDT). Example studies have been completed on helicopter rotors,
wind turbines, and fans operating in a duct wall boundary layer as well as in grid
turbulence [2–8]. However, the problem of an inhomogeneous turbulent inflow, for
which the wavenumber spectrum of the flow is undefined, has received less attention.
Over the last few years, a series of theoretical, experimental, and numerical studies
have been carried out to advance the understanding of this problem by specifically
considering the sound radiation from a rotor that is in the wake of a cylinder (Fig. 1)
or placed close to a flat wall so it ingests the wall boundary layer over a limited
part of the rotor disk plane (Fig. 2). In this paper, we will review these studies and
summarize the similarities and differences between the two sets of inflow conditions.
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Fig. 2 Rotor mounted near a wall in the Virginia Tech Stability Wind Tunnel

The initial work focused on the ingestion of a thick planar turbulent wall boundary
layer by a rotor next to a wall as shown in Fig. 2. Morton et al. [9] documented the
complete cross-sectional space-time correlation of this flow to serve as the inflow
boundary condition. Alexander et al. [10],Wisda et al. [11, 12], andMurray et al. [13]
examined the rotor sound field. Alexander et al. [14] presented direct measurement of
two-point blade-to-blade upwash correlations in the rotating frame, and Glegg et al.
[15, 16]madepredictions of the rotor noise basedon themeasured inflowcorrelations.
The broadband spectrawere found to be predictable for low andmoderate thrust cases
but at high thrust the experimental measurements of the far-field sound showed the
spectral peaks becoming almost tonal and this will be discussed in more detail in
Sect. 3.

Following the initial study, a second set of experiments were carried out [17] to
investigate the sound produced by the rotor when it ingested a wake shed from a
cylinder located upstream of the rotor (Fig. 1). As described below, the results from
these two experiments show substantial differences that can be related to the details
of the inflow turbulence.
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2 The Rotor Systems and the Wind Tunnel

Measurements were performed in the hybrid anechoic test section of the Virginia
Tech StabilityWind Tunnel [18]. Sound generated in the test section radiates through
Kevlar windows (that are transparent to sound) into anechoic chambers on either side
where individualmicrophones ormicrophone arrays are placed. The test section floor
and ceiling are formed by Kevlar flow surfaces backed by acoustic absorbers and
the facility is anechoic down to 180 Hz. Flow in the empty test section is closely
uniform and of very low turbulence level (0.021% at 21 m/s). Further facility details
are given by Devenport et al. [18].

The rotor used in this study is a left-handed 225% scale model of the rotor first
used by Sevik [1], see Figs. 1 and 2. It has a diameter of 457 mmwith a 127 mm hub.
The rotor has 10 square tipped blades each with a chord of 57.2 mm. The blades are
twisted from a pitch angle of 55.6° at the hub to 21.2° at the tips and have a thickness
to chord ratio close to 9%. The design advance ratio is 1.17 and the zero-thrust
advance ratio is 1.44 estimated using JavaProp [11].

In the study of wake ingestion from a cylinder, a 50.8-mm-diameter cylinder was
mounted vertically in the test section 20 diameters upstream of the rotor disk, (see
Fig. 1). The cylinder mounting allowed for its lateral position to be adjusted to vary
the strike location of the wake center on the rotor. When the rotor yaw angle was
changed, the lateral position of the cylinder was adjusted to maintain the same strike
location on the rotor disk. Fences were placed on the cylinder 165-mm from the
floor and ceiling to improve the two-dimensionality of its wake, verified using cross-
sectional measurements with the rotor system removed [17]. All measurements were
made for a fixed free stream velocity U∞ of 20 ± 0.1 m/s corresponding to a Mach
number of 0.057 and cylinder Reynolds number of 59,000.

3 Far-Field Sound Spectra

First, we will consider the results for the rotor ingesting the wake of the cylinder
(Fig. 1). Figure 3a shows contours of sound pressure level (SPL) referenced at 20µPa
as a function of the advance ratio for a single microphone at receiver angle of 53° to
the rotor upstream axis. These results are for the 100% starboard strike case where
the cylinder axis is at the same lateral location as the starboard edge of the rotor and
about half the rotor facewas immersed in thewake. The dashed lines denote the blade
passing frequency (BPF) and its harmonics. The far-field sound is characterized by
broad haystacks centered around the blade passing frequency and its multiples due to
the unsteady coherent loading on successive blades of the rotor. Haystacking is first
seen for the blade passing frequency at an advance ratio of about 1.3 and becomes
more pronounced as the advance ratio is reduced, appearing at about J � 0.95
for two BPF and at J � 0.8 for three BPF. Overall sound levels increase as the
advance ratio is reduced because of the increase in rotor speed and the haystacking
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Fig. 3 Far-field noise spectra at an observer angle of 53° plotted as a function of advance ratio for
the unyawed rotor. Dashed lines show the blade passing frequency and harmonics. aWake ingestion,
100% starboard strike. b Boundary layer ingestion [12], with the rotor immersed in the top 80%
of the boundary layer thickness δ, δ/R � 44%. Spectral levels scaled to an observer distance of
1.903 m

becomes more pronounced for the same reason—higher blade speed means a greater
correlation between cuts of successive blades through the same turbulent eddy.

For comparison, Fig. 3b shows sound measurements of turbulent boundary layer
ingestion into the same rotor from the study ofWisda et al. [12]. The horizontal ridge
that is visible at frequencies of above 5 kHz for advance ratios around one is believed
to be the result of trailing edge noise produced by coherent vortex shedding from the
rotor blades, similar to that observed by Hersh et al. [19]. Spectral levels have been
scaled to reflect the sameobserver radial distance as thewakemeasurement.As shown
in the thumbnail sketch in Fig. 3b, the outer 1/3rd of the rotor radius is immersed in
the boundary layer. Overall, sound levels caused by the boundary layer ingestion are
substantially lower than those produced by the wake. There are two reasons for this;
the boundary layer covers a significantly smaller portion of the rotor disk, and it is
much less turbulent than the wake. Figure 4 compares mean velocity and turbulence
profiles measured over the portion of the boundary layer swept by the rotor (in blue),
with those measured in the wake. Despite having a higher mean velocity gradient,
turbulence stresses in the boundary layer are 1/3rd to 1/6th of those in the wake, and
thus upwash fluctuations experienced by the blades will be proportionately smaller.
There are also detail differences between the wake and boundary layer ingestion. The
sound spectrum for the boundary layer shows a much stronger trailing edge noise
signature, the peak between 6 and 8 kHz and J≈0.9 (likely due to the much larger
area of the rotor not exposed to turbulent inflow), and shows narrower more distinct
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Fig. 4 Velocity profiles through the cylinder wake at (x− xcyl )/D � 20 (black markers) compared
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Fig. 5 Far-field noise spectra at an observer angle of 74° plotted as a function of advance ratio for
different rotor yaw angles, 100% starboard strike. Dashed lines show the blade passing frequency
and harmonics. Plots to the right of each contour set show OASPL as a function of advance ratio
for observer angles of 53° (black) and 74° (blue) and use the same vertical axis as the spectral plots.
Spectral levels scaled to an observer distance of 1.903 m

haystacks that extend to higher harmonics at a given advance ratio. The high level
of the harmonics at high thrust was discussed in detail by Glegg et al. [15, 20] and
is a consequence of the flow reversing direction near the wall at low advance ratios
and causing clearly defined coherent structures, or an arch vortex system, that results
in high sound levels caused by a blade-vortex interaction. These conclusions were
substantiated by detailed PIV measurements made by Murray [21].

Figure 5 shows the effects of rotor yaw on the sound generated by wake ingestion
for the same strike position as in Fig. 3. The spectral maps are shown for an observer
angle of 74◦ to the rotor axis at −15, −7.5, 7.5, and 15° yaw. This figure includes
plots (to the right) showing the variation of OASPL with advance ratio for both 53◦
(in black) and 74◦ (in blue), obtained by integrating over the frequency range from
half the BPF to 20 times the BPF, capturing the full range of the broadband noise
while eliminating background contamination at very low frequencies. As the rotor is
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yawed positively (Fig. 5c through e), overall spectral levels increase and the haystacks
become less distinct. Negative yaw (Fig. 5a through c) produces the reverse effect.
OASPL increases by about 6 dB from −15 to 15° yaw. The change in the degree of
haystacking is likely due to the influence of yaw on the path taken by the rotor blades
through the space-time correlation of the wake. The results suggest that there is a
reduction of the blade-to-blade correlation with positive yaw. The change in overall
sound levels can be explained in terms of directivity. If the sound directivity is fixed
relative to the rotor axis, then a −15° to 15° change in yaw angle changes the angle
of a fixed observer measured from the rotor axis by the same amount. Assuming
the rotor sound field to be directed primarily along the rotor axis, this results in an
increase in sound levels with yaw. This equivalence between yaw and directivity
holds quantitatively also. For example, an observer at θ � 53◦ is at an angle of 68◦
and 60.5◦ to the rotor axis for yaw angles of −15 and −7.5°, almost the same angles
seen at θ � 74◦ for yaw angles of 7.5◦ and 15◦ and thus sees similar sound levels.
This is shown in the OASPL plots of Fig. 5d and e where OASPLs measured at a
receiver angle of 74◦ for yaw angles of 7.5◦ and 15◦ (blue curves) are compared with
those measured at a receiver angle of 53◦ for yaw angles of −15 and −7.5° (black
dashed lines). Sound levels are the same, to within 1–2 dB.

4 Characteristics of the Undistorted Wakes

Figure 4 shows mean velocity and turbulence stress profiles through the undisturbed
wake measured 20 cylinder diameters downstream without the rotor present. Also
shown are the turbulence profiles for the boundary layer flow that impinges on the
rotor when it is near the wall as shown in Fig. 2. The wake is almost symmetric
with a maximum mean velocity deficit, Fig. 4a, of 22% and an overall width of
approximately 2 rotor radii, just sufficient to immerse almost the entire rotor face
when the projected centerline of the wake is on the rotor axis. The turbulence normal
stress profiles (Fig. 4b) show levels to be quite high in the center of the wake with
a peak intensity of about 14% in the v component. The anisotropy is evident here
with normal-to-wake stress having the largest magnitude followed by the streamwise
and spanwise stresses. The streamwise normal-stress profile is somewhat misleading
as it includes contributions from some very low-frequency fluctuations. High-pass
filtering at frequencies f D/U∞ > 0.015 reduces streamwise turbulence levels to
the profile indicated by the solid line, while having little discernable influence on the
other stress components. We suspect that this is due to low-frequency flapping of the
wake. Upwashmeasurements made in the rotor frame of reference, to be shown later,
suggest that this motion may be stabilized when the rotor is installed. The Reynolds
shear stress profile (Fig. 4c) appears closely antisymmetric, with a peak magnitude
of about 0.004 U 2∞.

Also shown in these plots are the corresponding results for the boundary layer
flow, with the same outer mean flow (where yo defines the wall location). While the
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mean flow deficit is similar, as shown in Fig. 4c, the turbulence stresses are much
smaller in each case, as discussed above.

Figure 6 shows velocity correlation results for the wake and the boundary layer.
Figure 6a shows streamwise integral length scales inferred from integral timescales
and Taylor’s hypothesis. The u component fluctuations have the longest streamwise
scale of between 20 and 30% R (where R is the rotor radius) depending on position
in the wake, whereas the integral scales of v and w are about half as large. Looking
at the time delay correlation coefficient functions on the wake centerline, Fig. 6b,
we see that v correlation function is oscillatory with a period close to 1.18 R/U∞
implying a Strouhal number, normalized on the cylinder diameter, f D/U∞ of 0.19.
This is therefore the coherent vortex shedding from the cylinder, and the streamwise
integral scale in v is clearlymuch smaller than the true correlation distance because of
the negative excursions in its correlation function. The u andw correlation functions
have a much more monotonic form and decay to coefficients of 10% over timescales
equivalent to streamwise distances of 90% and 20% R, respectively. The spanwise
correlation coefficient functions measured at the wake center, Fig. 5c, show more
uniform behavior among the three velocity components, with correlation coefficients
falling monotonically to 10% over about one rotor radius in all cases.

Also shown in Fig. 6 are the corresponding results for the boundary layer flow
normalized on the same parameters. First, we note that the lengthscale for the u
component is similar to the lengthscale in the wake, but the lengthscales in the
direction normal to the flow are much smaller for the boundary layer than in the wake
when (y − yo)/R is about 0.5. This is also apparent when considering the spanwise
scale shown in Fig. 6c, where the wake is clearly an order of magnitude more
coherent in the spanwise direction than the turbulent boundary layer. This highlights
the fundamental differences between these flows. In the case of the wake, the flow is
clearly dominated by large turbulent structures that are of extended spanwise extent,
whereas the boundary layer is more likely dominated by streamwise structures.

5 Turbulence Measurements in the Rotor Frame

The acoustic effect of decreasing advance ratio has been discussed above, but in
order to predict the acoustic response of the rotor to the turbulent inflow, the distorted
inflow itself must be known. An on-blade hotwire system as shown in Fig. 7 was
used tomeasure this directly, particularly the unsteady upwashwhich is the dominant
component of the unsteady blade loading. The data were phase-averaged to compute
mean and unsteady velocity components as a function of blade angle. The phase-
averaging was completed by dividing the blade rotation into one-degree bins.

Figure 8 shows the mean square unsteady upwash profile through the wake as
measured by the on-blade hotwire at 90% radius with the cylinder at the center strike
position (Note these measurements were made at 10 m/s rather than 20 m/s as used
in the rotor noise tests). The profiles measured during the top and bottom passes
through the wake are plotted separately as contours as a function of advance ratio,
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Fig. 7 View from upstream
of the instrumented rotor
blades showing the two
probes for which results are
reported

95%R

90%R

J . Note that profiles measured during the bottom pass appear shifted slightly (about
0.05 R) in the lateral direction compared to those measured during the top pass, but
are otherwise very similar. This is not distortion. It is because the blade orientation is
reversed during the two passes and thus the orientation of the upwash component is
different. Because of the anisotropy of the wake turbulence structure, this results in
a differently skewed profile. Distortion is apparent in the streamtube contraction that
narrows the wake with increasing thrust and decreasing advance ratio. From J =1.44
to 0.58, the width of the wake contracts by 16% before impact with the rotor face,
but retains its roughly symmetric form. Note that peak upwash turbulence levels at
low thrust (high J ) are most similar to streamwise turbulence levels measured in the
undisturbed wake (Fig. 4b) when low-frequency flapping motions are filtered out.

Figure 9 shows the unsteady upwash as seen by the probe at 90% radius, but in this
case, the cylinder is at the 75% port strike location. Near zero-thrust, the center of the
wake appears at the 75% R location as expected, but as the advance ratio decreases,
the center of the wake is drawn across the rotor disk face toward its center, shifting
by about 20% of the rotor radius at the lowest advance ratio. Comparing Figs. 8 and
9, it appears that the streamtube contraction is more drastic when the center of the
wake is on the edge of the rotor disk, as might be expected from actuator disk theory.
This difference impacts both the wake turbulence and the produced noise. For this
single probe position, the relative velocity of the probe increases with decreasing
advance ratio. One may expect the far-field noise from this particular blade strip
to increase roughly as the sixth power of velocity (dipole source efficiency), but the
observed changes, both distortion andwakemovement,must also be consideredwhen
predicting the noise at a particular observer location. The dipole for this particular
section of blade has a rotating directivity pattern. Movement in the center of the
wake slides the peak radiative efficiency for this particular strip to another observer
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Fig. 8 Profiles ofmean square upwash velocity seen at the 90% rotor radius as a function of advance
ratio with the wake striking the center of the rotor. Profiles measured a during the top (positive z)
pass, and b during the bottom pass

location. Of course, this effect will get integrated across the entire rotor disk in a
full strip theory approach. Accurate prediction of the noise must fully account for
this three-dimensional movement of the ingested wake even if the undisturbed wake
could otherwise be considered two-dimensional and statistically stationary.

6 Rotor Noise Predictions

The noise levels from these rotor configurations were predicted using the method
described by Glegg et al. [22]. In this approach, the far-field sound spectrum is
predicted by considering the unsteady loading on each section of the blade. A strip
theory approach is used and the spectral density in the far field is directly related
to the cross-correlation of the unsteady loadings on each blade section and also
between blades. To obtain the unsteady loading correlation, the blade response to
an incoming gust is evaluated in the time domain. This allows the unsteady force
correlation function to be directly related to the velocity correlation function of the
unsteady inflow. The hotwire measurements by Morton [9] of the boundary layer
flow and the measurements by Molinaro [23] of the wake provide the two-point
correlation function in the detail required as an input to the code. This data set is
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Fig. 9 Profiles ofmean square upwash velocity seen at the 90% rotor radius as a function of advance
ratio with the wake striking at the 75% port location. Profiles measured a during the top (positive)
pass, and b during the bottom pass

not trivial since the correlation function is four-dimensional if Taylor’s hypothesis is
assumed. One of the added advantages of assuming Taylor’s hypothesis is that the
correlation function is defined as a function of time delay, which is exactly equivalent
to the drift function of the local turbulent flow so the only correction required for the
distortion as the turbulence enters the rotor is a small amplitude correction caused by
the contraction of the stream tube. This amplitude correction is illustrated in Figs. 8
and 9 as a function of advance ratio and gives a correction to the far-field sound of
only a fraction of a dB.

Using this approach, the predicted far-field sound spectra for various cases is illus-
trated in Figs. 10 and 11. The conclusion for these studies is that providing sufficient
information about the inflow turbulence is available; then, rotor noise prediction can
be quite accurate. The only significant error in the predictions shown in Figs. 10 and
11 is for the lowest advance ratio for the case of the rotor operating in the boundary
layer (Case D, Fig. 10). However, this poor prediction is the result of the formation
of a coherent, non-turbulent structure in the flow and is discussed in detail in [20]
and in Sect. 3.

The results in Fig. 11 are for a yawed rotor and the predictions are based on
the hypothesis that the inflow is unaffected by the yaw, and the main effect is the
change in directivity cause by the relative position of the observer to the rotor axis.
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Fig. 10 Predicted (red) and measured (black) far-field sound spectra for the rotor operating in a
wall boundary layer for a fixed microphone and at different advance ratios, see [15, 16]

This approach appears to work well for the case shown, and for all the other cases
considered, as discussed in Sect. 3.

7 Conclusions

Measurements have been performed on a scaled version of a Sevik rotor ingest-
ing both a planar turbulent wake and a turbulent boundary layer flow. In both
cases, detailed measurements were made of the inflow turbulence, including three-
component turbulence profiles and the full cross-sectional 4-dimensional space-time
correlation function. Far-field soundmeasurements were also made of the turbulence
ingestion noise for a comprehensive range of rotor advance ratios varying from zero
to high thrust, for rotor yaw angles out of the plane of the wake from −15 to 15°,
and for a range of wake strike positions on the rotor disk. Probes mounted on two
of the rotor blades were used to measure upwash fluctuations seen in the rotating
frame, as well as blade-to-blade coherence spectra. Comparisons have been made
with predictions based on the measured inflow turbulence for both configurations
and good results were obtained in all cases.
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Fig. 11 Predicted (red) and measured (black) far-field sound spectra for the rotor operating in the
wake of a cylinder for a fixed speed and different microphone locations

The wake was found to produce an intense and anisotropic turbulent inflow with
a width approximately equal to the rotor diameter. Streamwise correlations at the
rotor plane were found to be dominated by vortex shedding at a Strouhal number of
0.19, the train of eddies producing correlated velocity fluctuations over time delays
equivalent to the passage of about 6 rotor radii. Correlations in the spanwise direction
extended over about 1 rotor radius. Sound spectra measured with the rotor showed
haystacking at the blade passing frequency and higher harmonics for a range of
thrusting conditions produced by multiple cutting of the same turbulent eddies by
successive blades. Compared to boundary layer ingestion, wake ingestion produced
much louder sound, because of the higher wake turbulence levels and the greater area
of the rotor disk immersed.With the boundary layer, however, the haystacks aremore
distinct and extend to higher harmonics. This is partly because the boundary layer
eddies have amuch smaller spanwise extent so that successive blade interactionswith
the large eddies are more impulsive and partly because of the reverse flow effects
near the wall that cause the formation of a coherent vortex structure under the rotor.

Yawing the rotor in the wake produces some change in the definition of the
haystacks, due to the change in the correlation structure of the turbulence cut by
the blades, but the major effect is a change in overall sound levels. This change is a
directivity effect, the sound field being determined primarily by the observer angle
relative to the rotor axis rather than the flow axis.



128 W. N. Alexander et al.

On-blade hotwire measurements reveal the distortion of the wake as it is drawn
into the rotor. With the center of the wake striking the center of the rotor, the princi-
pal effect of the distortion is the narrowing of the wake with increasing thrust due to
streamline contraction.With the wake striking closer to the edge of the disk, the prin-
cipal effect is the drawing of the wake toward the center of the rotor disk increasing
the area of turbulence interaction.
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Numerical and Experimental Assessment
of the Linflap Technology for Regional
Aircraft Noise Reduction

Mattia Barbarino, Ignazio Dimino and Antonio Concilio

Abstract Within Green Regional Aircraft (GRA), a JTI Integrated Technology
Development (ITD) program, an acoustically treated flap (called lined-flap), has
been assessed. The design of such a lined-flap, conceived as a low-noise high-lift
device, has been optimized through a suitable evolutionary algorithm that refers to
an acoustic finite element (FE) model. An original turbulent empirical model has
been implemented to estimate the noise, generated by the trailing edge and scattered
by the wing body. A semiempirical model has instead supported the design process,
relating the acoustic impedance to structural and materials properties. The capability
of the proposed system has been finally checked within devoted wind tunnel test
experiments.

Keywords Linflap · Aeroacoustic tests

1 Introduction

Commuters serve several locations with a large variety of airport characteristics.
They operate within international hubs and local infrastructures, aimed at serving
the peripheral areas. In this case, the airport extension is limited but very close to
densely populated zones. Nowadays, the number of flights is constantly growing,
and this naturally translates in an equal increment of takeoffs and landings. They are
the travel phases with the highest impact on the so-called community noise that is
the noise perceived by the population living in the airport vicinity. These issues may
strongly limit the growth of regional airliners that are envisaged to face more and
more demanding environmental constraints in the next future, following the novel
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orientation of civil aviation certification and political authorities toward the emissions
level, whatever is their origin (chemical, acoustic, and so on). Among the others, the
deployment of the well-known high-lift device (HLD) is a main source of exterior
noise generation, [1, 2]. This simple consideration justifies the effort that the scien-
tific community is producing to restrain this unwanted phenomenon by interventions
on the overall systems while preserving their aerodynamic performance (HLD is
necessary flight enablers). Present technologies reduce somehow their capability:
At landing, such degradation often demands in turn higher aircraft speeds, making
the expected gain almost vanish. The research herein reported has been developed
within the Green Regional Aircraft (GRA) program for the technological innova-
tion of current commuter configurations, [3]. HLD noise is a complex phenomenon,
requiring sophisticated approaches and tools to be modeled. It involves several sep-
arate physical processes, from unsteady vortex recirculation to edge-scattered tonal
noise, andmany others. In the end, it results in the generation of a broadband acoustic
disturbance with tonal components that are more and more relevant as the angle of
attack increases (for instance, during landing and takeoff phases). Generally, two
main contributions may be identified, associated with slat- and flap-like systems,
respectively. The former exhibits a strong power dependency on the aircraft velocity
and is responsible for the tonal part; the latter gives rise to a pure broadband contri-
bution, with some exceptions linked to crossed interactions. Deflection of spoilers
may in fact modify the overall wing circulation and therefore the slat radiation. Flaps
may interact with the main landing gear wake and generate an intense low-frequency
noise, [4, 5]. In this context, a non-conventional device has been developed [1–6],
consisting of a flap working also as a passive acoustic treatment. This concept has
been named linflap and has been explored within numerical and experimental inves-
tigations. The novel architecture bypasses the elaborated solutions that have been
up to now tried in literature; they usually imply a remarkable increase of the system
complexity, with impacts on the reliability and safety levels. The proposed idea has
been based on the integration of a passive system within the existing arrangement;
therefore, it does not modify the reference geometry while increasing its acoustic
performance. For these characteristics, it can retrofit existing devices.

2 The LinFlap Concept

Full-extended flaps, like whatever aircraft hyper-lift device, are significant sources
of exterior noise. Radiated sound may have a dramatic impact on the acceptance of
the airplane type by the authorities, because it may have dramatic impacts on the life
quality of the community, living in the closeness of the airports. The consequences
may be severe and can even determine the ban of the specific noisy aircraft. Aiming
at reducing the noise impact of HLD, a non-conventional flap has been developed
with augmented passive acoustic properties [1–6]. This concept, called lined-flap
(or linflap), is conceived as an acoustic liner with one or two degrees of freedom
(DOFs). A conventional single DOF liner consists of one-layer sandwich with a
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Fig. 1 2-Degree of freedom liner

Fig. 2 Conceptual scheme of the lined-flap

solid back plate, a microperforated facesheet and a honeycomb core. The concept
can be extended to a 2-DOF liner by adding a second honeycomb core separated by
a porous septum, as depicted in Fig. 1.

The lined-flap can be conceived as a classical liner, by introducing one or more
honeycomb layers inside the flap; the external surface is a microperforated skin.
The cavities, combination of the microholes and the honeycomb cells, behave like
Helmholtz resonators, giving rise to a certain sound absorption. The shape and the
structural system remain instead unchanged. A sketch of the lined-flap arrangement
is shown in Fig. 2.

The proposed setup consists of a 2-DOF liner with a porous facesheet at the
lower surface. It allows using the whole thickness of the flap to host the honeycomb
structure, thus expanding low-frequency capability. Moreover, the bottom perfora-
tion enables a natural drainage of the water that can be retained during wet aircraft
operations. In the proposed layout, the cavity is divided into two blocks, Fig. 2, to
explore cavity depth variation effects in the chordwise direction.

3 LinFlap Acoustic Design and Optimization

The linflap design has started from a computational analysis based on computational
fluid dynamics (CFD) and computational aeroacoustics (CAA) tools, addressed to
optimize its layout. A two-dimensional double-slotted section has been extracted
from a turboprop aircraft wing. The investigation has been performed at its maximum
extension, corresponding to the landing configuration, as shown in Fig. 3.

In a first step, a 2D simulation has been carried out by using the CFD software
FLUENT by ANSYS, assuming a Mach number of 0.149 and a 5.4◦ incidence.
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Fig. 3 2D wing section of the turboprop aircraft configuration

Such configuration has been defined by requiring that the airfoil works at the same
lift coefficient than the relative 3D wing section. A pressure-based second-order
upwind scheme has been employed to converge fully coupled RANS equations with
turbulence, taken into account through a K-ω SST model. An O-grid structured
computationalmeshhas beenused, extending all around thegeometrical components,
forcing a high resolution of the laminar sublayer through a unitary value of y+, Fig. 4.
Therein, the computed turbulent kinetic energy contour plots are also shown.

The characteristic boundary-layer parameters, computed at 95% of the main body
chord, have been extracted from CFD simulations and synthetically reported in
Table1. These quantities are used to determine the wall-pressure root mean square at
the trailing edge through the Schlinker and Amiet [7] model, imposed as a Dirichlet
boundary condition to the implemented CAA-FEM propagation model [6].

(a) Computational CFD mesh (b) Contour plot of the turbulent kinetic en-
ergy

Fig. 4 A view of the computational mesh and the contour plots of the computed turbulent kinetic
energy

Table 1 Boundary-layer RANS results at 99.5% chord (main body). In the order, Ua and Ue are
the freestream and the boundary-layer asymptotic velocity, while δ∗ and θ are the boundary-layer
displacement and momentum thickness, respectively

Ua (m/s) Ue (m/s) δ∗ (m) θ (m)

50.7 40.9 5.326 × 10−3 3.822 × 10−3
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In a second step, a CAA approach has allowed propagating the acoustic field
through the CFD mean flow till the far field over a defined frequency range. Such a
method solves the Howes acoustic analogy equation [8, 9] in the frequency domain.
The Myers impedance boundary condition [10] has been implemented to represent
the acoustic treatment influence. The reference impedance value depends on the lin-
flap constructive properties. A bibliographic semiempirical model [11] has allowed
the simulation of the treatment behavior and permitted also defining the flow prop-
erties, e.g., boundary-layer momentum thickness and asymptotic Mach number. For
a 2-DOF liner, the non-dimensional impedance takes the following expression [11]:

Z = Zf +
[(

Zs
cos(khf ) sin(khs)

sin(kh)
+ i Xc/

(
1 + i Zs

sin(khf ) sin(khs)

sin(kh)

))]
(1)

where Z f = Rf + i Xm f and Z f = Rs + i Xms are the non-dimensional impedance
of the facesheet and of the septum, being R f , Rs and Xmf , Xms , respectively, the
porous-surface resistance and the porous-surface mass reactance, Xc =−cot(kh)
is the cavity reactance, hf , hs , h are the facesheet, septum, and total cavity depth
(honeycomb thickness), and k is the acoustic wave number. The general impedance
formula for a 1-DOF liner can be achieved assuming Zs = 0. Hence, the facesheet
and septum resistance andmass reactance are estimated using the following formulas:

R = 64μτ

2ρaca�Cdd2
+ Me

�(2 + 1.256 δ∗
d )

(2)

Xm = k[τ + 0.85d(1 − 0.7
√

�/(1 + 305M2
e ))]

�
(3)

where τ is the porous-surface thickness, μ is the fluid viscosity, d is the orifice
diameter,Cd is a non-dimensional orifice discharge coefficient due to the contraction
of the flow passage section across the orifice, δ∗ is the boundary-layer displacement
thickness, Me is the boundary-layer asymptotic Mach number, and � = Nsπd2/4
is the surface porosity (defined as the ratio between the orifices area and the total
area), Ns being the number of orifices for unit surface. A typical value of Cd is 0.76.
The septum resistance and mass reactance are estimated by setting Me = 0 in the
formulas above.

FEM simulations have been carried out in the frequency range between 20 and
1,500Hzwith a 20Hz frequency step. Beingλ the acoustic wavelength, the extension
of the CAA computational domain, Fig. 5, has been tuned with its largest value: The
farfield boundaries have been set 1.35 λ away from the airfoil at the minimum
frequency. The size of the CAAmesh has been instead tuned with the smallest value
of that parameter: A density of about five grid points per λ is guaranteed at the max
frequency.

For each frequency, the Sound Pressure Level (SPL) has been numerically com-
puted along a 121-mic, 17-m-radius (Rm) circular array, centered at the flap trailing
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Fig. 5 A view of the computational CAA mesh

Fig. 6 121-mic circular
array (Rm = 17 m), centered
at the flap trailing edge

edge and covering a 120 deg-arc. Such a virtual rack has been extracted from the
FEM output (Fig. 6) and has been used to estimate the source directivity pattern.

To compute the Overall Sound Pressure Level (OASPL), the Noesis Solutions
commercial software OPTIMUS [12] has been used. It has embedded the reference
FEM code and has allowed carrying out a parametric study for optimizing the liner
configuration. Through the implementation of DOE (design of experiment) meth-
ods, an RSM (response surface model) cost function has been built. A self-adaptive
evolution genetic algorithm applied to RSM has been then applied to optimize the
linflap design. A scheme of the complete design process is reported in Fig. 7.

Considering the conceptual scheme of Fig. 7, for construction simplicity it is
assumed that the perforated facesheet has a constant surface porosity� f and thickness
τ f . In principle, the orifices’ diameter can instead have different values for the two
honeycombpacks, close to the leading (dLE

f ) and the trailing edge (dTE
f ). Analogously,

the two septa have the same surface porosity �s and thickness τs , but may have
different orifices’ diameter (dLE

s and dTE
s ). The septum cavity depth hs is supposed to

be a constant percentage η of the total cavity depth h at the same chordwise location.
η can assume different values at the two liner packs (ηLE, ηTE).
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Fig. 7 Flowchart of the lined-flap design

Fig. 8 Schematic representation of the optimal lined-flap configuration

To reduce the optimization design space, the orifices’ diameter is assumed the
same for the two blocks. Thus, the number of the optimization parameters is four:
df, ds, ηLE, and ηTE. A three-level full-factorial DOE has been generated, corre-
sponding to 81 numerical experiments. Computations have been carried out using
16 CPUs, and the overall optimization has required about 160 CPU hours (10 h
elapsed time). The graphical representation of the optimal lined-flap achieved by the
implemented optimization process is sketched in Fig. 8 along with the corresponding
optimal design parameters in Table2.



138 M. Barbarino et al.

Table 2 Optimal design
parameters

Parameter Value

d f 1.5mm

ds 0.9mm

ηLE 10%

ηTE 36.2%

Fig. 9 FE analysis: OASPL baseline (left) versus optimal (right) configuration

It is interesting to notice that the optimization converges toward the minimum
value of the septum thickness. It therefore follows that with a small loss in noise
absorbing performances, a 1-DOF liner could be used in alternative to a 2-DOF
liner, thus resulting in a gain in terms of manufacturing and system complexity.

In Fig. 9, the OASPL contour plots are reported: They show very well the noise
reduction that has been achieved by the use of the optimal linflap configuration.
Therein, the baseline is compared with the treated flap surface noise levels. In the
upward semispace, the situation is practically unchanged, whereas a significant dif-
ference can be observed downward, both in the relatively far and in near fields.

Figure10 shows the SPL in the frequency range of the FEM analysis. The liner is
effective up to 1 kHz with peaks of abatement up to 10 dB. The OASPL directivity
is plotted in Fig. 11. Reductions ranging from 4 to 8 dB may be observed along the
reference arc, for an estimated average reduction of 6.4 dB.
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(a) SPL at 210 degrees (b) SPL at 270 degrees

(c) SPL at 330 degrees

Fig. 10 SPL spectra sample at 210, 270, and 330◦. Baseline (solid line) versus optimal linflap
configuration (dashed line)

4 Wind Tunnel Experiments

The aeroacoustic performance of the developed device has been evaluated within an
experimental test campaign, carried out at the wind tunnel facility (subsonic wind
tunnel) of INCAS, the Romanian aerospace research center, and supervised by CIRA
and Leonardo Aircraft Division. Both turboprop and open-rotor wing configurations
have been considered. A 1-m-diameter, 72-mic circular array allowed performing
noise measurements. The sensor system has been deployed over a stiff foam plate
and has been installed at the top of the test section. A digital signal processing
system (DSP) managed the acquired data, transferred via an ethernet connection.
Commercial software implementing an original beamforming algorithm was used to
detect the noise sources; the processwas supported by an integrated camera. Classical
Fourier analyses have been finally carried out, off-line. A number of Kulite XCS-
062 devices measured the aerodynamic pressure for correlating the flow conditions



140 M. Barbarino et al.

Fig. 11 OASPL directivity. Baseline configuration (black line with circles), optimal configuration
(blue lines with squares)

(a) Wind Tunnel Fan (b) Background noise at 45m/s

Fig. 12 Background noise measured inside the acoustic chamber

with the emitted noise. These devices have been installed within the flap tip, close to
the fence regions. An independent acquisition system recorded the related signals.
As a first step, the background noise level inside the test room has been measured
(Fig. 12). The tonal fan-induced noise of about 90 dB around 100Hz (50 m/s) has
been marginally reduced after some targeted interventions. The measurement chain
and the beamforming approach have been validated by eolian tones, as shown in
Fig. 13.
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(a) Acoustic benchmark (single rod of 2cm
diameter, 1m span) tested at 50m/s

(b) Noise source identification through
beamforming technique

Fig. 13 Setup validation through benchmark experiments

A dedicated arrangement has permitted measuring the radiated noise from the
bottom of the wind tunnel models, simply turning them upside down and arranging
the balances, consequently. The sensor system and the model region of interest have
been 0.78m distant. Noise sensor system data have been acquired at 96 kHz rate,
along an 8 s measurement time, while Kulite signals have been recorded at 40 kHz
rate along the same period. Different models and different speeds have been used.
As a result, an extensive collection of digital acoustic images and noise spectra have
been produced and compared. The acoustic performance of the lined-flap model
is shown in Fig. 14. It has been manufactured by INTA, according to CIRA and
Leonardo specs. Measurements of Fig. 4b show that a wing equipped with a lined-
flap technology is able to reduce the airframe noise by about 3 dB with respect to a
standard single-slotted one.

(a) Set-up of the lined flap installed into the
wind tunnel test section at INCAS

(b) Experimental airframe noise compari-
son between the lined and single slotted flap
configurations

Fig. 14 Wind tunnel acoustic experiments on the lined-flap
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(a) Flap performance without liner (b) Flapper formance with liner

Fig. 15 Lined-Flap performance evaluated by beamforming

Beamforming images, Fig. 15, and measured noise levels Fig. 14 validated the
potentiality of the proposed, highly integrated solution, in improving the aeroacous-
tic performance of a generic flap system. Numerical predictions well matched the
experimental results.

5 Discussion

The main achievements of this study are following listed:

• an exterior acoustic liner for a standard flap was designed, according to an estab-
lishedmethodology, available atCIRA, predicting around6dBOASPLattenuation
with respect to the naked flap;

• a prototype of that liner was manufactured and installed on an aeroacoustic wind
tunnel model to verify its functionality;

• the wind tunnel facility was adjusted to match minimal aeroacoustic requirements;
after an intensive activity, the systemwas considered to perform the envisaged tests
with the limitation of referring to a band over 1 kHz;

• an additional system was included to conduct the necessary beamforming investi-
gations to characterize the acoustic sources, following the aerodynamic excitation;

• tests repeatability was verified by comparing the aerodynamic results in different
test campaign; the agreement was far more than acceptable;

• the experimental results indicated an attenuation of something between 1 and 2
dB in the investigated frequency range;

• the significant differences between numerical predictions and experimental
achievements may be linked to many factors.

The differences between the numerical and the experimental prediction can be
linked to many factors, opening the room to further investigations, such as:

• the actual limitation of the test facility as an aeroacoustic tool, even after the
massive activity to increase its performance.
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• the necessity to further improve the theoretical characterization of the implemented
liners that could affect somehow the design parameters; to this aim, it is forecast
to develop a dedicated test campaign, both numerical and experimental, to:

– evaluate the numerical sensitivity of the different design parameters with respect
to the liner performance;

– define targeted experiments to better characterize the implemented materials
from the point of view of the constitutive laws and the general mechanical
behavior;

– define targeted experiments to verify the correspondence of the estimated
(numerical) and actual (real) liner parameters;

– characterize the deviations between numerical and experimental parameters to
individuate the physical sources of the differences that could lead to a further
adjustment of the referred models or simply establish the recurrent variations.

• the influence of the bonding between the liner and the flap, that is something that
was not addressed in this research, neither is commonly cited in bibliography.

In order to allow an industrial implementation on real aircraft in common opera-
tion, several other studies should be focused, as but not limited to:

• establish the resistance of the selected material in a typical aeronautical (exterior!)
environment concerning the:

– affordable temperature and humidity range;
– aging aspects;
– survivability of the system (detachment and other);
– maintenance needs and issues like:
– inspection intervals;
– replacement times;
– repairing possibility.

• establish a Functional Hazard Analysis (FHA) to verify the criticality of such
system when implemented on real aircraft, such as:

– safety issues affected by the installation of these devices;
– to manage the possible detachment of the liner or part of it;
– the system behavior against a forced strike.

• evaluate the general effect on the aerodynamic performance, including the phases
of landing and takeoff.

In the end, it may be stated that:

• the proposed system is promising, standing:

– the theoretical forecast;
– its intrinsic passive nature;
– its low cost.
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• some effort should be devoted to improve the experimental numerical correlation
by, for instance:

– better characterizing the mechanical behavior of the material;
– better characterizing the deviations between numerical and experimental mode;
– better characterizing some specific aspects of the installation, as the binding
quality, the layout uniformity, and so on;

– formulating an estimation of the effect of this installation on the general aircraft
aerodynamic performance that could be critical in assessing its overall benefit.

• some attention should be finally devoted to real implementation aspects, including:

– maintenance aspects;
– in-service material behavior;
– safety.

5.1 Conclusions

The design and testing of an acoustically treated single-slotted flap have been pre-
sented. The design process relies on the use of a numerical CFD solution that provides
both the time-averaged flow about the flapped airfoil and the boundary-layer quan-
tities at the trailing edge of the main airfoil component. The time-averaged flow is
used as background flow for a FEM simulation of the acoustic propagation about
the airfoil, whereas the boundary-layer quantities are used to prescribe, through an
empirical model, the wall-pressure fluctuations at the trailing edge of the main wing
that act, in the present approach, as the unique source of aerodynamic noise. The
FEM simulations have been conducted in the frequency domain with an impedance
boundary condition applied on the surface of the flap to simulate the presence of an
acoustic liner. The frame of the flap has been filled with two 2-DOF liner packs, with
perforation only on the lower side of the flap. Among other possible configurations,
this liner setup has the advantage of the natural drainage of the water eventually
absorbed by the flap. The optimal cavity depth of the liner septum and the orifice
diameter have been determined by minimizing the OASPL averaged over a set of
microphones located below the airfoil. A preliminary assessment of the acoustic
properties of the wind tunnel chamber was firstly carried out. Using conventional
liners, lined-flaps ensured noise reduction for a wide range of frequencies. The noise
benefits associated with the lined-flap configuration were then evaluated by both FFT
measurements and acoustic beamforming data. The experimental results confirmed
the potential of this innovative low-noise solution in reducing the aeroacoustic emis-
sion of the treated flap region. Although many technological questions still need to
be addressed, innovative high-lift systems may be key contributors to enable future
aircraft to achieve a significant reduction in community noise and environmental
impact.
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Measurement, Prediction, and Reduction
of High-Frequency Aerodynamic Noise
Generated and Radiated from Surfaces
of Various Textures

Paul R. Donavan and Wlliam K. Blake

Abstract We examine the acoustic characteristics of wind tunnels with and without
acoustic foam liners, illustrate how the aeroacoustics of the liner can control the
sound in the facility, and provide analytical evidence on the existence of the acoustic
impedance of the liner in altering the dipole strengths of the wall’s roughness sources
that produce sound in the facility.

1 Introduction

This paper is an account of work done in two phases over a period of time. The
first phase was a work on quieting a large industrial wind tunnel and that work
resulted in a successful mitigation recommendation that addressed flow over rough
acoustic absorbing surfaces. However, several scientific questions went unanswered.
The second phase was displaced in time from the first by 10 years and was con-
ducted independently of the first. The motivation of this phase was entirely scientific
and resulted in a comprehensive theory of the flow-induced sound from rough-wall
boundary layers on surfaces of arbitrary impedance. The test data discussed herewere
acquired many years ago to support the tunnel quieting efforts, and the specifications
of the various materials were not retained. This paper represents a re-examination of
the data, using approximate material properties and new theory, to explain some of
the reductions observed.
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2 Phase 1: Observations of Background Sound
in a Wind Tunnel

One of the issues for creating lowbackground noise levels for closed test sectionwind
tunnels is minimizing the noise generated by flow interacting with the wall surface
treatment. The nature of the problem is illustrated in Fig. 1 which shows spectra of
sound in a wind tunnel facility with both levels and frequencies are all normalized
on wind speed at the centerline; this normalization follows the concept of dipole
sound sources. The sound levels at normalized frequencies greater than 3 Hz/km/h
are increased by the flow over the liner suggested as due roughness dipoles at the
surface.

To address this concern, a series of the aeroacoustic measurements were con-
ducted in an existing closed test section wind tunnel using a series of finite panels
with controlled surface finish. To set bounds on the potential for noise generation
due to surface roughness, testing included a smooth wooden surface, a surface with
coarse sandpaper over its entire length and one-half of its length, and two versions
of a sound absorbing foam lining material, one uncoated and one coated. The mea-
surements included surface pressure collected along an array of four flush-mounted
microphones, soundpressure level data collectednear isolatedpanels of variousmate-
rials, and sound intensity acquired above floor mounted panels. Of primary concern
was noise produced in higher frequencies beginning at about 2,000 Hz. Figure 2
shows the configuration that was used the acoustic intensity probe in place which
used two microphones displaced ¼ in. apart. The sound intensity measurement has
several benefits over the sound pressure measurement in providing a vector measure-
ment of sound, therefore allowing rejection of flow noise over the probe surface as

Fig. 1 Sound levels in a closed jet wind tunnel normalized on center-line wind speed with and
without acoustic absorber lining
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Fig. 2 Photograph of a
rough patch panel and sound
intensity probe above the
patch. Scans were made in
the flyover direction along
the flow

Air Flow

well as rejection of off-axis background. The post-processing of the intensity probe
also allows other indicators of data quality. Accordingly, the intensity probe allowed
unequivocal sensing of sound from the patches preferentially over other sounds in
the facility.

Based on the inflow sound intensity level results above the floor panel tests, it
was found that the uncoated foam produced higher noise levels than the smooth,
hard surfaces in the higher frequencies as shown in Fig. 3. Further, adding surface
roughness to an existing smooth surface was found to increase the noise as measured
in theflow.Also, itwas confirmed that applying the coating to the foam liningmaterial
reduced the high frequency noise. The results for the full versus ½ roughened (added
sand paper) panel indicated that, at least for this case, the increased high frequency
noise is due to locally generated sound by the surface roughness and not merely
rough versus smooth turbulent boundary layer differences.

From measurements of surface pressure, the addition of roughness to a hard,
smooth wall was found to increase both the convected fluctuating pressures and
the higher frequency acoustic pressures consistent with classical surface pressure
data for rough and smooth walls. For the uncoated foam, the convected fluctuating
pressures were also higher than a smooth wall and similar to those of the roughened
wall. However, in the higher acoustic frequencies, the surface pressure levels were
actually lower than a smooth wall. From the in-flow data, there was evidence that
this unexpected result was due to the absorptive effect of the foam surface. This
was supported by the coated foam results which demonstrated a reduction in the
convected components similar to a smooth wall while still indicating reduced levels
at the higher frequencies. The surface pressuremeasurements obtained with the array
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Fig. 3 Sound intensity level measured above panels with four different surface treatments

of four microphones spanning the transition from coarse sandpaper to a smooth also
indicated that the size of the source region was on the order of 1 in. for frequencies
above 1,800 Hz.

The best definition of the potential reduction provided by coating the foam surface
was indicated by the sound intensity measurements made above the floor panel as
shown Fig. 3. These data indicated that a reduction of about 5 dB was achieved with
the coated foam versus the uncoated foam consistent with the sound pressure results.
This reduction occurred over a frequency range from about 4,000–10,000 Hz. Below
4,000 Hz, the overall background noise in the test facility obscured measurement
of any reductions provided by the coating. At higher speeds, the range of verified
noise reduction moves up even further in frequency reaching 6,000 Hz at 140 km/h.
Consistent with the in-flow sound pressure data and the small source region (~1 in.)
identified from the surface pressure data, the sound intensitymeasurements indicated
that the levels above 2,000 Hz were 3 dB higher for the panel fully covered with
coarse sandpaper than for the one-half covered panel. This implies that the sound
levels produced are function of roughness source areas for these frequencies.

3 Phase 2: Re-analysis and Current Interpretation

In addition to the data analysis described above, the results of this study were com-
pared with recently developed theoretical models of rough-wall turbulent boundary
layer sound radiation theories. These theories were developed for rough surfaces on
both rigid and finite impedance surfaces. Analyses of the cross-spectra from the sur-
face pressure measurement array were also performed. These provided definition of
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source functions for comparison with the theory. Furthermore, the theory was devel-
oped to characterize both the roughness aerodynamics and the interaction of surface
impedance with the various dipole orientations that exist at roughness elements as
previously described byBlake [1] andBlake andAnderson [2]. These physical results
assisted in interpreting the applicability of the theory to these measurements. It is
now known that the sound field of a distribution of roughness elements on a surface
depends not only on the distribution, shape and sizes of the roughness elements, but
also on the acoustic impedance of the substrate that supports the elements. Specifi-
cally, the role of the acoustic impedance of the surface appears in a theoretical model
of the radiated sound as a reflection coefficient that determines the in situ strengths
of the aerodynamic roughness dipoles; see Blake [1] and Blake and Anderson [2].

The actual impedance characteristics of the liners extant in this study are not
known, so we relied on published data for fiber and urethane liner examples in
the literature; see Delany and Bazley [3], Dunn and Davern [4], and Quinli [5].
Figure 4 shows calculated reflection coefficients for three urethane liners compared
with that of a fiber liner. Foam number 1 was selected for simulation of the roughness
sound. Further, the simulations examined separate effects of roughness size and wall
impedance on the roughness noise. The sizes of the patches were fixed for all cases
as was the spacing of elements in relation to roughness size, flow dipoles on the
elements were assumed to be aerodynamically similar, meaning that the dipole force
spectra scaled as in Blake [1] and Blake and Anderson [2].

Themodel of sound from the distributed elements on impedance surfaces was that
in Blake [1] to provide relative levels as functions of wind speed, roughness size,
and impedance of the wall (rigid and foam) for sound at various elevations above the
roughness test patch in the wind tunnel floor.

To show the effect of wall impedance on the near and far field sound of a patch
of roughness dipoles as generated by an example roughness, Fig. 5 shows calculated
color contour maps of the sound at two elevations and 140 kph above a rough patch
of eight grit roughness (0.91 m long by 0.3 m wide) on either rigid wall or Foam #1.
Sound levels are shown on the same color scales for a given elevation. In the far field
of the rigid wall patch, we see the expected null in directivity due to the cancelation
of lift dipoles and the reinforcement of drag dipoles by the rigid wall for which the
reflection coefficient, Rw, is unity. The far field of the Foam wall #1 is without that
null in the flyover plane and has similar levels, overall. In the near field, H � 0.15 m,
the null is missing for both cases impedances. The maximum sound is simply at the
center of the patch a simple superposition of dipoles and the sound levels for the
foamwall are only slightly lower than for the roughness on the rigid wall. Thus aside
from a redistribution of the far field sound, the use of the foamwall absorbing surface
appears to minimally influence the radiated sound for a given roughness.

Figure 6 shows simulated and measured sound levels at the H ~ 0.15 m elevation.
The simulated sound levels are the results of the constraints as described above.
Accordingly, the levels are approximate relative to the measurements, but they are
reasonably accurate portrayals of the relative values of roughness sound.
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Fig. 4 Acoustic reflection coefficients for 4 examples of surface treatment materials calculated
using parametric coefficients found in the references

4 Conclusion

Success of the original work was due to the availability of the simultaneous mea-
surements of sound pressure, sound intensity, and wall pressure. The sound intensity
provided the expected localization of sources; the wall pressure allowed independent
characterization of the source levels as function of speed. Overall this combination
allowed high confidence in spite of absence of comprehensive theory at the time of
the first phase.

The results of the later post-analysis further confirm the interpretations of the
on-site measurements as due to the presence of roughness dipoles on the foam. In
summary, the foam absorber lining appears to provide additional roughness dipoles
to the background sound, but does not substantially reduce the radiation efficiency of
the roughness dipoles. This is due to the introduction of “lift” dipoles at the rough-
ness elements that would have been otherwise missing if there had been reflective
interaction as at a rigid wall. In the case of the rough absorbing wall, then, both
normally directed and in-plane directed dipoles exist in nearly equal magnitudes.
Thus, the analysis would seem to explain the observation made at the time that the
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Fig. 5 Sound levels in 1 Hz band are 20 µPa at 2 elevations,~0.15 and 2 m, above roughness patch
at a wind speed of 140 kph. The roughness patch is shown beneath the figures and the flyover line
is down the patch center in the flow direction

Fig. 6 One-third octave band levels re 20 µPa at H ~ 0.15 m above a roughness patches at wind
speeds of 100 and 140 kph. On the left is themeasurement; on the right is the simulation as described
above

sound appeared effectively omnidirectional. Single compact dipoles, recall, are not
omnidirectional. The level of the sound from the roughness is not precisely given by
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the theory given the absence of information on roughness density on the foam, but
the frequency shift between large grain sand and finer surface roughness of the foam
would appear to be reasonably approximated.
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Accelerated Acoustic Boundary Element
Method and the Noise Generation of an
Idealized School of Fish

Nathan Wagenhoffer, Keith W. Moored and Justin W. Jaworski

Abstract A transient, two-dimensional acoustic boundary element solver is
developed using double-layer potentials accelerated by the fast multiple method
for application to multibody, external field problems. The formulation is validated
numerically against canonical radiation and scattering configurations of single and
multiple bodies, and special attention is given to assessing model error. The acoustic
framework is applied to model the vortex sound generation of schooling fish encoun-
tering 2S and 2P classes of vortex streets. Vortex streets of fixed identity are moved
rectilinearly in a quiescent fluid past representative schools of two-dimensional fish,
which are composed of four stationary NACA0012 airfoils arranged in a diamond
pattern. The induced velocity on the fish-like bodies determines the time-dependent
input boundary condition for the acoustic method to compute the sound observed in
the acoustic far field. The resulting vortex noise is examined as a function of Strouhal
number, where a maximum acoustic intensity is found for St ≈ 0.2, and an acoustic
intensity plateau is observed for swimmers in the range of 0.3 < St < 0.4. In the
absence of background mean flow effects, numerical results further suggest that the
value of Strouhal number can shift the acoustic directivity of an idealized school in
a vortex wake to radiate noise in either upstream or downstream directions, which
may have implications for the the study of predator-prey acoustic field interactions
and the design of quiet bio-inspired underwater devices.

1 Overview

Animal collectives such as schools of fish can generate flow-induced noise from the
wake production of individualsmembers and by the scattering of thesewakes by their
neighbors [5, 13]. Hydrodynamic locomotion of fish for engineering applications
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continues to attract attention [7, 14, 18, 21] while the literature on flow-induced
noise generation by fish and fish schools remains relatively unexplored. In contrast,
many techniques exist to estimate the scattered acoustic field off of a fish school
produced by a prescribed pulse, primarily for determining its population size [1, 6,
13, 20]. The distinct approach here seeks to estimate the hydrodynamic self-noise due
to vorticity production of single swimmers and swimming collectives. An improved
understanding of the noise generation of fish may enable strategies to mimic the
vortex self-noise signature of an animal in an underwater vehicle(s). Alternatively,
an improved understanding of fish noise signatures may help detect and distinguish
bio-robotic underwater vehicles from their biological counterparts.

The reduction of this complex physical problem, involving acoustic interactions
among multiple bodies, to a predictive numerical model requires a rapid framework
to assess multiple configurations efficiently. To this end, a transient, two-dimensional
acoustic boundary element method (BEM) is developed to solve for the acoustic field
resulting from a vortical field or distribution of acoustic sources scattered by the solid
bodies in a collective. To accelerate this numerical framework, the boundary element
solution and subsequent evaluation of the resulting acoustic field are computed with
the fast multipole method [22]. This method reduces the computational cost of the
boundary element solution in two spatial dimensions from O(n2) to O(n log n) for n
elements and is accompanied by a large reduction in memory cost [16], which would
otherwise hamper the boundary element approach in the case ofmanyelements and/or
bodies, as well as future extensions to three spatial dimensions. To effect a transient
solution, the acoustic solver aggregates individual frequency-domain solutions to
produce a time-domain solution using the convolution quadrature method [10, 17].
The present study implements distributions of Gaussian cores with fixed identity
and prescribed movement to represent the vortical field and its transient interactions
with nearby solid bodies [15]. The induced velocity of the vortical field is then
fed forward into the boundary element solver to produce the acoustic field. The
novelty of the acoustical numerical framework presented lies in the development and
implementation of a transient double-layer potential accelerated by the fast multipole
method.

The present work outlines the development, validation, and application of a tran-
sient, two-dimensional, acoustic boundary element solver tomultibody, external field
problems, including application to amodel school of fish. Section2 details the acous-
tic boundary element formulation with a double-layer potential and its acceleration
via the fast multipole method. Section3 validates the numerical method against a
canonical scattering configuration with an analytical solution and further demon-
strates the capability of the method to handle multiple scatterers and transient forc-
ing. Section4 applies the acoustic framework to a model fish schooling arrangement
encountering 2S and 2P classes of vortex streets and examines the resulting vortex
noise as a function of Strouhal number. Concluding remarks from this study aremade
in Sect. 5.
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2 Boundary Element Method

The propagation of linear waves through domain V with a boundary Sb is described
by the non-dimensional wave equation:

∂2
t p − ∇2 p = 0 in V,

p(x, t = 0) = ∂t p(x, t = 0) = 0,

p = g(t) on Sb, (1)

where x is the position in the exterior domain V , t is time, g is some prescribed
forcing function on the boundary, and p is the acoustic pressure. The combination of
the Green’s function solution to the wave equation in an infinite domain with Green’s
second identity yields a general solution for the pressure field external to a body or
a set of bodies expressed as a boundary integral equation [12]:

p(x, t) =
∫ t

0

[∫
Sb

m(x − x′, t − τ)η(x′, τ )dSb −
∫
Sb

l(x − x′, t − τ)
∂η

∂n
(x′, τ )dSb

]
dτ,

(2)

t ∈ [0, T ].

Here η is the vector potential associated with a single-layer potential, and the normal
derivative, ∂η/∂n, is associated with the double-layer potential, m and l are, respec-
tively, single- and double-layer retarded-time potential operators, x′ is a source point,
n̂ is the outward normal of the body surface, and τ is a temporal dummy variable.

The substitution of boundary condition (1) into the fundamental solution (2) pro-
duces the time-varying boundary value problem,

∫ t

0

[∫
Γ

m(x − x′, t − τ)η(y, τ )dSb

−
∫
Sb

l(x − y, t − τ)
∂η

∂n
(y, τ )dSb

]
dτ = g(t), x ∈ Sb, (3)

which is to be solved by the boundary elementmethod. For the two-dimensionalwave
equation, the fundamental solutions of the single-layer and double-layer potentials
are

M(r, κ) = i H (1)
0 (κr)

4
, (4)

L(r, κ) = iκH (1)
1 (κr)

4

n · r
r

, (5)

where H (1)
n are Hankel functions of the first kind of order n. The operators, M and

L , are Laplace transforms of the retarded-time potentials,m and l. Here, r = x − x′,
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is position vector from a source to an observer, r = |r|, and κ is the wavenumber.
The frequency-domain potential operators (4) and (5) are used by the convolution
quadrature method [10] to generate a time-stepping procedure to solve (3).

Imposing a velocity on the boundary, the frequency-domain double-layer indirect
formulation of (3) becomes

(
−1

2
I + L ′(r, κ)

)
η = −Vi, (6)

Pfield = Lfield(r, κ)η, (7)

where I is the identity matrix, VI is the incident velocity, L ′ is the adjoint of the
double-layer operator using the outward normal at the observation point instead of
the normal of the source, and Pfield is the pressure at an observation point in the field.

2.1 Time Discretization

The retarded-time potential operators found in (2) are evaluated as convolution inte-
grals. The Laplace transforms of the single-layer and double-layer potential opera-
tors, (4) and (5), respectively, are convolved with an associated potential field. The
potential field is evaluated by a convolution quadrature. The quadrature has an associ-
ated weight that is defined by a power series. This methodology of time discretization
can be achieved via a convolution quadrature method put forth by Lubich [17]:

V
∂Φ

∂t
= ∫ t

0 v(t − τ)φ(τ)dτ.

Here, V represents a Laplace transform of the v operator, a characteristic dif-
ferential operator of the transient wave equation, and φ is some known potential
distribution. The interested reader can look to [10] for a detailed explanation of
the convolution quadrature method. For problems with a form similar to (3), the
retarded-time operator is a convolution that can be discretized as

v(x, t − τ)φ(τ) =
∫ t

0
V (x − x′, t − τ)φ(τ)dτ. (8)

Splitting the time domain into N + 1 time steps of equal spacing,Δt = T/N and
tn = nΔt for n = [0, 1, . . . , N ], the discrete convolution can be viewed as a sum of
weights of the V operator at discrete times of φ:

V
∂Φ(tn)

∂t

Δt

=
n∑
j=0

ωΔt
n− j (V )φΔt (t j ), (9)



Accelerated Acoustic Boundary Element Method … 161

where the superscriptΔt indicates the weight for a specific time-step size. The series
expansion can be arranged to solve for the convolution weights, ω:

V

(
γ (ζ )

Δt

)
=

∞∑
n=0

ωΔt
n− jζ

n, |ζ | < 1, (10)

ωΔt
n− j = 1

2π i

∮
C

V (
γ (ζ )

Δt )

ζ j+1
dζ, (11)

where C is a circle of radius 0 < λ < 1 centered at the origin. A second-order back-
wards difference function, γ (ζ ) = (1 − ζ ) + 1

2 (1 − ζ )2, is used to define the spacing
of the integration. A review of other integration methods that can be incorporated
into the convolution quadrature method is presented in [10]. Employing a scaled
inverse transform, the weights become

ω
Δt,λ
n− j (V ) = λ− j

N + 1

N∑
l=0

V (sl)ζ
l j
N+1, (12)

with

ζN+1 = exp

(
2π i

N + 1

)
(13)

being the temporal quadrature spacing, and

sl = γ (λζ−l
N+1)/Δt (14)

is the accompanying time-dependent complex wavenumber that is generated. The
value of sl is different for each time step and provides the link between the frequency-
domain solver and a transient boundary integral equation such as (3). For this for-
mulation, λ = Δt3/N is selected based on the error analysis of Banjai and Sauter
[2].

Placing (12) into the boundary value problem (3) yields

λ− j

N + 1

N∑
l=0

M(sl, x)η̂l(x)ζ
l j
N+1 = λ− j

N + 1

N∑
l=0

ĝlζ
l j
N=1 (15)

for a double-layer boundary representation. Here, gn is a discrete representation
of the boundary conditions. This transformation can be applied to other potential
distributions, such as the double-layer potential, in the same manner. The inverse of
the convolution transform of (12) is
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η̂l =
N∑
j=0

λ jηλ
j ξ

−l j
N+1. (16)

By applying the discrete inverse Fourier transform (16) to (15), a system of N + 1
equations is generated:

K (sl, x)η̂l(x) = ĝl(x). (17)

The convolution quadrature method [2] is employed to discretize the wave problem
into a system of wave equations that are uncoupled in time. This discretization
allows one to solve N + 1 independent problems in the frequency domain using
wavenumbers that are generated via the convolution quadrature method. The time-
domain solution is recovered by applying the inverse Fourier transform (16).

The convolution quadrature method is applied to (3) and a velocity-based bound-
ary condition is applied. This approach allows the use of the indirect Neumann
condition double-layer formulation seen in (6), which then is used to define the test
problems presented in Sect. 3.

2.2 Spatial Discretization

The boundaries of noise-scattering bodies are discretized here using equal-length
line elements. The boundary condition for the problem represented by the bound-
ary integral equation (3) is enforced at collocation points located at the midpoint of
each element. The boundary elements are constant strength elements in the current
study, but Gaussian quadrature elements could also be easily implemented by evalu-
ating the integration points as collocation points and summing the products with the
appropriate weights for each element [12].

2.3 Fast Multipole Method

The boundary element system (17) creates a dense influence matrix when a direct
calculation is performed at each time step. Therefore, the total number of operations
is O(Nn2), where N is the total number of time steps and n is the number of boundary
elements. The fast multipole method (FMM) put forth by Rohklin and Greengard
[9, 22] reduces the order of operations needed to solve these types of systems to
O(Nn log n).

The reduction in computational effort is achieved by embedding the FMM into
an iterative linear equation solver. Figure1 compares the computational speed of
a direct solution of boundary values against its FMM counterpart. This embedded
approach removes the calculation of the densematrix and associated linear solvewith
a series of FMM calculations. FMM2DLIB is an open-source version of the FMM
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Fig. 1 Comparison of a direct computation with its FMM counterpart for an increasing number of
boundary elements. The system used was set to T = 1 with 100 time steps. A field of 256 points
was evaluated at each time step

thatwas implemented due to its easy implementation andmulti-core optimization [8].
The FMMLIB2D library evaluates the potential field due to particle sources governed
by the Helmholtz equation in free space.

The FMM consists of several steps that make it an efficient algorithm for matrix-
vector multiplication to find a potential φ of the form

φ(x j ) = i

4

N∑
k=0

φ(xk)H
1
0 (sl |x j − xk |) + ∂φ(xk)

∂n
H 1

1 (sl |x j − xk |)κnk(xk − xk)

|x j − xk | .

There are three main operations to making the FMM-BEM work. The first is an
implementation of a quad-tree structure onto the domain. The second is the definition
of translation operators that are used to relate different nodes of the quad-tree to each
other. Finally, the FMM is coupled with an iterative linear solver (e.g., bi-conjugate
gradient, generalized minimal residual) to determine the strength of each element.
The generalized minimal residual (GMRES method) [23] is an iterative scheme to
compute the solution of a system of linear equations that approximates the solution
by finding the vector that produces a minimal residual error. At each iteration of
GMRES, the FMM accelerates a matrix-vector multiplication used to evaluate the
convergence criteria of that iteration. The natural fit of FMM into a GMRES solver
is the main reason why this particular linear solver was selected. The GMRES, with
a tolerance of 10−5, is employed here to solve (17).

The discrete geometry is recursively subdivided by placing it into a quad-tree
structure. The quad-tree structure is constructed such that the quad-tree will descend
to a set number of branches. Figure2 shows the descent of a branch of an arbitrarily
sized quad-tree with four levels. Once the data structure is developed, the calculation
of themethod beginswith the “upward pass.”Aweighted summation of the elemental
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Collocation
Points

Cylinder

Fig. 2 Schematic of information transfer of the fast multipole method using a partial quad-tree
structure. Small green circles represent the collocation points of a discretized cylinder. The entire
domain is recursively divided into smaller and smaller squares, shown here as green, red, and then
blue in decreasing size. The above quad-tree shows a four-level tree. The depiction shows only a
simplified version of the actual FMM, representing the contribution of one far-field terminal leaf
on the potential values at another terminal leaf

potential strengths is computed into a moment at each terminal node. The moments
of four children nodes are translated up to the parent node. The upward translation
process occurs until the level before the tree’s root. Now each of the top four nodes
contains the translated values of the potentials of their children nodes in a single
value. The values at this level are in effect a representation of how the local nodes
influence each other at each level in the quad-tree structure. The next step is to then
cascade these values back down into the tree structure. The “downward pass” step
passes the moments down the tree structure. The “downward pass” is calculated over
nodes with adjacent but distinct parents and is performed to the terminal node. The
value that is passed into the terminal nodes is then translated to all of the elements
in the node. The prior steps define the far-field interaction between elements. The
potential of all elements found in a terminal node is deemed to be in the near field.
The potentials of near-field elements are directly evaluated. The near field is defined
by the tolerance set. For a low error tolerance, the near field contains more elements.
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The use of these steps approximates far-field interactions, and thus, a full matrix is
not built for a matrix-vector multiplication. Note that here the near-field and far-field
designators in this section refer to the relationship between elements placements in
the quad-tree structure and not the acoustic near field or far field.

The translation operators necessary to pass information from source points to
a far-field observer are defined as multipole-to-multipole, multipole-to-local, and
local-to-local, which are respectively shortened to M2M, M2L, and L2L. All of
these translation operators make use of an initial moment summation that needs to
be calculated only once. The GMRES solver is set to an error that is found to be less
than the model error and should therefore not impact the accuracy of the results [23].

The translation andmoments for the two-dimensional frequency-domain problem
are summarized in Lui [16] and are reproduced here:

Moment : Mn(y∗) = i

4

∫
S
i n Jn(sl(y − y∗))η(y)dΓ (y)einα, (18)

M2M : Mn(y′) =
∞∑

m=−∞
In−m(y − y′)Mm(y), (19)

M2L : Ln(x) =
∞∑

m=−∞
(−1)mOn−m(x − y)Mm(y), (20)

L2L : Ln(x∗) =
∞∑

m=−∞
Im(x∗ − y)Ln−m(x∗). (21)

Here, α is the angle from the source point to the center of the leaf at the termi-
nus of the quad-tree, sl is the wavenumber associated with each independent time
step, S is the area of the terminal node, and On(x) = i n H (1)

n (slr) exp (inα) and
In = (−i)n Jn(slr) exp (inα) are auxiliary functions that translate the influence of
the multipole potentials over a distance r at angle α. In the auxiliary functions, Jn is
a Bessel function of the first kind of order n.

The fast multipole frequency-domain operators (18)–(21) are sufficient for the
present study, as the convolution quadrature method transforms the time-domain
problem into sets of frequency-domain problems. The quad-tree structurewill remain
constant at each time step, as the domain contains a static rigid body or bodies in the
scenarios considered in this work.

3 Validation and Demonstration

This section presents the capability of the transient acoustic BEM to accurately sim-
ulate vortex-solid or acoustic-solid interactions in single- and multibody scenarios.
A validation case of plane wave scattering on a cylinder establishes the temporal
and spatial model errors. The validation case is extended to include multiple bodies
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to demonstrate how the model can compute many degrees of freedom rapidly and
with the same order of error as the single scatterer study. A qualitative demonstration
of a soliton wave impinging onto an irregular arrangement of cylinders shows the
capability of the solver to model the interactions between scattering bodies. Each
of the validation cases was selected to ensure that the method is suitable for mod-
eling noise generation due to wake-body interactions in an idealized school of fish.
The plane wave scattering study Sect. 3.1 demonstrates the capability of the solver to
modelwake-body interactions and establishes themodel error. Themultiple-scatterer
study Sect. 3.2 demonstrates that there is no loss in model error when multiple body
interactions are introduced. Finally, the capability of the method to define transient
acoustic interactions between multiple bodies is demonstrated in Sect. 3.3.

The accuracy of the BEM is measured by the absolute error in the acoustic field
since exact boundary potential values are not readily available for all of the validation
cases considered. The error is determined at 25 points in the acoustic field at locations
shown in Fig. 4. The L2 norm is used to show the relative error between the numerical
and the analytic values at each time step. The maximum of these L2 values for all
simulated time is designated as the error.

EL2 = max
t∈T

(√∑
x |Pexact(x, t) − PBEM(x, t)|2√∑

x |Pexact(x, t)|2
)

(22)

The numerical problem is rendered dimensionless by using bulk modulus ρc2,
radiator diameter 2a, and parameter 2a/c as the pressure, length, and time scales,
respectively, where ρ is the fluid density and c is the speed of sound.

3.1 Plane Wave Scatterers

The capability of the method to model acoustic scattering by a solid body is now
demonstrated and validated. Figure3 illustrates the model of a rigid circle of radius
a placed at the origin that is bombarded by a harmonic field of plane waves. The
incident field of unit strength has the form

Pi(x, t) = exp[i(κr cos θ − ωt)],

where ω is the angular frequency, κ is the wavenumber, and x = r cos θ . The ana-
lytical result for the scattered field is [11]

Ps(x, t) = eiωt
∞∑
n=0

εni
n

[
Jn(κa) − J ′

n(κa)Hn(κr)

H ′
n(κa)

cos nθ

]
. (23)

The total acoustic field is the sumof the incident and scatteredfields, Pt = Ps + Pi.
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The interaction of the harmonic incident field with the solid cylinder is as follows.
The incoming plane waves propagate in the positive x-direction and make initial
contact with the cylinder at (r, θ) = (a, π). In the area in front of the cylinder, the
plane waves are reflected back onto themselves. The waves reflect at the front of the
cylinder to create a shadow region aft of the body. The length of the shadow region is
dictated by the wavenumber, with larger values resulting in a smaller shadow region.
An annular grid of 25 observation points shown in Fig. 4 is used to sample all of the
regions of the scattered field and determine the L2 error norm.

Fig. 3 Schematic of a harmonic plane wave, Pi impinging upon a rigid cylinder of radius a, to
produce scattered field Ps. The total field is the linear superposition of the incident field and the
scattered wave, which includes a reflected wave region ahead of the cylinder and a shadow region
behind the body

Fig. 4 Schematic of the arrangement of observation points used to evaluate error. Not drawn to
scale
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Fig. 5 A comparison of the analytical to BEM results of the plane wave scatterer study. The image
on the left shows the fully developed scattered field. The observation point, denoted by a black
circle in the left image, is placed at the arbitrary point (r, θ) = (5, π

9 ). The right image compares
the time history of the scattered field at the observation point. ω = 1 and κ = 2

Fig. 6 Spatial and temporal convergence of the indirect double-layer formulation for a single
scatterer. The sample of 25 points in the field is compared to the analytic solution of the plane
wave case for this spatial convergence study. The L2 norm is calculated at time steps after the field
becomes fully developed at the observation location

Figure5 compares the transient acoustic response at a point in the acoustic field to
the analytical solution to harmonic wave forcing. Here, ω = 1, κ = 2, and arbitrary
point (r, θ) = (5, π

9 ) are selected for this example. Note the absence of a signal in
the BEM solution until the initial scattered wave reaches the observation point, after
which the numerical solution quickly converges to the analytical result.

Temporal and spatial discretization independence of the numerical solution are
shown in Fig. 6 for the indirect double-layer formulation (6). For the spatial con-
vergence study, a period of T = 4π is divided into 256 equidistant time steps. An
increasing number of elements on the boundary was used to compare the BEM solu-
tion with (23). The temporal convergence study (Fig. 6b) had a boundary of 1024
equal-length elements over a total period of T = 4π . The total period is divided into
increasing numbers of equidistant time steps. Spatial convergence occurs at approx-
imately 512 elements, showing a relative error of less than 0.1% when using more
than 256 time steps.
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3.2 Multiple Scatterers

Tounderscore the capabilities of an FMM-acceleratedBEMsolver, a problem involv-
ing many degrees of freedom is now proposed. The model problem consists of a ring
of cylinders arranged into a circular pattern that is bombarded by a plane wave from
the acoustic far field. If the spacing between cylinders is sufficiently small and the
ring is acoustically compact, then the resulting scattered field will be qualitatively
similar to the plane wave study of Sect. 3.1. A spatial convergence study is performed
across the scattered field in a manner similar to Sect. 3.1.

The ring of cylinders is composed of 36 cylinders each with a radius of a/20,
as shown in the schematic of Fig. 7. The vertical and horizontal spacing between

(a)

(c)

(b)

(a) (b) (c)

(d) (e) (f)

Fig. 7 Image a shows a schematic of the multiple-scatterer problem. Image b is a comparison of
(23) with the BEM scattered field of multiple bodies at arbitrary observation point (r, θ) = (9.2, π

4 ).
After two periods, the scattered wave reaches the observation point and good quantitative agreement
is seen. Image c depicts the progression of the scattered field due to a plane wave over one period
is shown below, developing in order (a → f)
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Table 1 A ring of 36 cylinders is bombarded by an incoming plane wave. The simulation has to
have 128 time steps over a period of 8π , and the number of elements doubles for each successive
simulation. The most resolved system is designated the reference solution to compute the relative
L2 error for the less resolved cases. Each simulation was computed with an Intel® Core i7-4930K
CPU @ 3.40 GHz with 64 GB of RAM

Elements per cylinder Total elements L2 norm Time (s)

128 3968 0.909 108

256 7936 0.498 155

512 15,872 0.285 256

1024 31,744 0.149 478

2048 63,488 0.079 802

4096 126,976 0.035 1642

8192 253,952 0.012 3047

16,384 507,904 Reference 5889

cylinders is the same as the radius of the individual cylinders. The radius of the
system of cylinders is approximately unity, a ≈ 1. The indirect double-layer distri-
bution defined by (6) is used to find the boundary strengths. Table1 shows system
convergence of relative error, where a reference case of 16,384 elements per cylinder
was used to compute the L2 norm. Themultibody system requires considerably more
elements to reach convergence than the simple scatterer of Sect. 3.1. This increase
in resolution should be expected, as the boundary must account for the interaction
of a cylinder with the incoming wave in addition to the scattered fields of the other
cylinders. The total time period of the simulation is T = 8π and is discretized into
128 equally spaced time steps. The acoustic field calculation is performed over the
annular grid found in Fig. 4. All of the time calculations include the field evaluation
step. The evolution of the acoustic field for the multiple scatters can be seen in Fig. 7.
The given wave speed and radial dimension of the multiple scatterers are κa = 2,
resulting in a scattered field similar to that of Fig. 5. The interior of the ring of
cylinders can be observed as the spacing of the system allows the plane wave to
penetrate this area. A comparison of the scattered acoustic field with the analytic
solution (23) of a single scatterer is shown in Fig. 7.

3.3 Transient Multibody Scattering

Figure8 depicts a systemwith four cylinders designed to illustrate the transient inter-
actions among multiple bodies. A single soliton wave is used for transient acoustic
forcing instead of a harmonic field. The wave has a form
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Pi = 2 sin(ω(t − x)) sin(ωλ) exp

(
−

[
t − x

λ2

]2
)

/λ2,

where λ is the wavelength. The radius of the scatterers is equal to λ for the config-
uration shown in the schematic of Fig. 8. The soliton wave has a single interaction
with each rigid body, whose scattered field then interacts with neighboring scatter-
ers. Figure8 illustrates the interactions between four irregularly-placed rigid bodies.
Primary scattering off of the two leftmost bodies can be seen in images (a → d). By
image (g), secondary scattering can be observed near the leftmost body. The scattered
waves continue to reflect off of the other cylinders as the incoming wave completes
its movement across the arrangement of cylinders.

4 Noise Production of a Small Idealized Fish School

The validation of the acoustic solver in Sect. 3 enables the investigation of
vortex sound generated by prescribed wakes interacting with fish, modeled as two-
dimensional rigid foils. The noise generation of swimming schools of fish has histor-
ically received little attention due to the challenges associated with recording reliable
sound from specific species and the low amplitude noise associated with fish locomo-
tion [5]. Presented here is an approximation of the scattered noise due to interaction
with the wake from a leading fish in an idealized school. The wake is treated as an
acoustic forcing function for the BEM described in Sect. 2, allowing observation of
how the scattered acoustic field interacts in an idealized school.

An idealized model is now put forth to approximate a school of fish configuration
and is used to find the scattered noise due to wake interaction in the school. A school
of four fish is set into a diamond shape [25] at a distance of one chord between the
fish [19]. A diamond arrangement of three static NACA 0012 airfoil cross sections
is used to define the solid boundary of the school of fish. The spacing of the fish is
set to one fish length [19], at 45◦ from the tail of a swimmer to the follower’s front.
The wake generated by a fish swimming rectilinearly would not impinge on its body,
allowing the replacement of the leading fish with a characteristic wake.

The characteristicwake of an individual fish is approximated here as a vortex street
that would be observed downstream [4]. Two common wakes that can be observed
downstream of a fish are the 2S wake (two single vortices per stroke cycle, also
known as a reverse von Kármán vortex street) and a 2P wake (two pairs of vortices
per stroke cycle) [24]. The strength and spacing of the vortices in the prescribed
wake can be expressed as a function of the Strouhal number, St = f A/U , where A
is the amplitude of motion, f is the frequency of tail beats, and U is the velocity.
For the study, a length of 0.1 m, a velocity of 1 m/s, and an amplitude-to-length ratio
of 0.2 are used to model the fish and the kinematics of the lead fish. The strength
and distance of the vortices are based on these values and the Strouhal number. The
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 8 An incident soliton wave impingement onto a collection of staggered cylinders. Images
(a → i) illustrate the transient total acoustic field arising from primary and secondary scattering of
a single wave by multiple bodies
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strength of circulation (Γ = 2π tan−1(π St)), frequency ( f = U∞ St/b), and the
horizontal (a = U/ f ) and vertical (b = A) spacings are the parameters for the study.

Figures9 and 10 show the setup of the frozen 2S and 2P vortex streets as they
advect linearly with the free stream past the other idealized fish. Vorticity in a vortex
core is represented by a radially symmetric Gaussian blob. The Biot-Savart law is
applied to determine velocity components for each of the vortices, yielding [3]:

u(x, t) =
N∑
i=1

−x ′ Γi

2πr2

(
1 − exp

( −r2

2r2cut

))
, (24)

v(x, t) =
N∑
i=1

x Γi

2πr2

(
1 − exp

( −r2

2r2cut

))
, (25)

where rcut = ΔtU∞ is the cut-off radius of the blobs, Γ is the circulation of the
vortex blob, and r = x2 + x ′2 [15]. The time step is chosen to ensure the core of a
vortex does not intersect the solid geometry. At each time step, the velocity induced
by the vortices is defined by the Biot-Savart law. The velocities induced by the vortex
street are then used as the boundary condition to the BEM formulation in Sect. 2. The
motion of the vortices is idealized, as a more realistic model would feature vortex
motions that are directly influenced by the flow induced by each of the rigid bodies.

The limitations of the present numerical approach are listed here. The vortex
street is defined and then translated at fixed speed over the idealized school of fish.
Therefore, the dynamical interaction between the vortices and bodies is neglected.
The numerical model also neglects several potential acoustic features that would be
found in an actual school of fish. The most notable of these features is the lack of a
background flow, which would generate a boundary layer and subsequent trailing-
edge noise as well as require a Kutta condition and a wake behind swimmers, which
would affect the overall school noise signature.

The system of foils is subject to an semi-infinite vortex street, that starts and ends
at ±15U∞Δt from the front and back of the school of fish. This ensures that the end

Fig. 9 A schematic of a the 2S vortex street interaction is shown. The leading fish is a virtual body
that is replaced by the idealized vortex street. In the vortex street, blue indicates negative vorticity
and red is positive vorticity. The vortex blobs in the street are spaced horizontally by distance a
vertically by distance b. The fish has a length of L , which is used as the spacing between the fish
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Fig. 10 A schematic of a the 2P vortex street interaction is shown. The virtual leading fish creates
an idealized two pair, 2P, vortex street. In the vortex street, blue indicates negative vorticity and red
is positive vorticity. The vortex blobs in the street are spaced horizontally by distance a vertically
by distance b. The pairs of vortices are horizontally spaced by b, with each pair being the same
distance from the centerline of the trailing fish. The fish have a length of L , which is also the spacing
between the fish

of the vortex street does not have an effect on the velocity induced onto the bodies,
allowing the school to reach a time-averaged steady state. Each of the foils, acting as
a proxy to a fish, is approximated by 4096 boundary elements. A series of 16 vortex
pairs are allowed to pass through the system. Each period, 1/ f , is discretized with
32 equidistant time steps.

When a steady state is achieved, a time average of the acoustic intensity is deter-
mined by

< I >= 1

T

∫ T

0

|p(τ )|2
ρc

dτ, (26)

where T is the period of a passing 2S or 2P vortex system, corresponding to a cycle
of fish tail motion.

The increasing circulation does not necessarily correspond to a greater intensity,
as can be seen in Fig. 11. Figure11 plots an average intensity that is scaled by the
square of the circulation, with the 2P being scaled by 4Γ 2(St) as the system has
twice as much circulation per pair. The 2S system shows a decreasing intensity as
the Strouhal number rises, while the 2P system shows a maximum intensity for
St ≈ 0.2. The 2P street configuration initially has a lower intensity than the 2S,
then it rises to a maximum intensity at St ≈ 0.2, before decreasing as the Strouhal
number increases similar to the 2S street. A plateau of acoustic intensity is seen for
the 2S street for 0.3 < St < 0.4 in Fig. 11, where the 2P street has a slightly greater
intensity than the 2S counterpart. A similar, but not as prominent, plateau is seen for
the 2P street configuration in the range of 0.3 < St < 0.4. The observation of an
intensity plateau for that range of Strouhal numbers is interesting as this is the regime
of Strouhal numbers where efficient swimming typically occurs. A rapid decrease for
both street configurations is observed for St > 0.4, which is outside of the Strouhal
range of what is generally considered an efficient swimmer [4].

Figure12 shows an example of a near-field scattered pressure field of a 2S
wake interacting with the foil arrangement at St = 0.3, which is a common wake
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Fig. 11 A scaledmaximum intensity for a range of Strouhal numbers is shown for a Strouhal range,
0.1 < St < 0.5. The scaling is n2Γ 2(St), with n = 1 for the 2S street and n = 2 for the 2P street.
The average intensity is found after steady state is reached. Three sections of the plot are labeled
(a → c), which correspond to the directivity plots of Fig. 12

structure and Strouhal number observed in swimming fish. The definition of pre-
scribed circulation results in increasing values with increasing Strouhal number.
The bottom row of Fig. 12 shows the directivity of the average acoustic intensity for
the 2S and 2P streets over the range of Strouhal numbers. The directivity is measured
at 10 fish lengths from the center of the school. The 2S vortex streets are dominated
by forward scattering of noise, which decreases as the Strouhal number increases.
For intermediate Strouhal numbers, (0.275 < St < 0.325), a many-lobed directiv-
ity pattern is observed. The pattern is created when the middle two foils scatter the
pressure wave as it propagates from the rear foil. Figure12b → d shows directivity
plots for different ranges of Strouhal number where it can be observed that there
is a switch from a front scattering to a backward scattering pattern as the Strouhal
number increases. Although these are only idealized results that neglect some noise
sources, further investigations into the noise production of fish could help to deepen
our knowledge of predator/prey interactions. If predators swim at higher Strouhal
numbers, (St > 0.35), they could scatter noise backwards, effectively making them
silent to any prey in front of them. In addition, the field in front the predator would
be less polluted by noise scattered off of their own body, making the backscattered
noise of low Strouhal number swimmers easier to detect. Similarly, these directiv-
ity patterns could be used in the design of silent bio-inspired underwater vehicles.
Modulating the Strouhal number of swimming a school of bio-robotic devices could
dramatically alter their sound directivity from forward to backscattering, providing
a silent region behind or in front of the device.
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(a)

(b) (c) (d)

Fig. 12 Near-field scattered pressure of a 2S street with St = 0.3 is shown in image (a). The bottom
row of images shows the changing intensity directivity patterns for varying Strouhal number ranges.
The top directivity plot is for 2S vortex streets and the bottom is for 2P vortex streets. Image b
is for 0.175 < St < 0.225, c is for 0.275 < St < 0.325, and d is for 0.375 < St < 0.425. Three
sections of the plot are labeled (b → d), which correspond to the regions of the intensity plot in
Fig. 11

5 Conclusions

This chapter presents a rapid transient, two-dimensional acoustic boundary element
method based upon a double-layer formulation developed to examine the sound field
produced by idealized vortex wakes of schooling fish. The resulting time-domain
solver is validated and demonstrated to predict the scattered noise and the acoustic
interaction between several rigid bodies. The time-domain boundary elementmethod
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was acceleratedwith a fastmultipolemethod to enable rapid evaluation of the acoustic
field interactions generated by many bodies.

The boundary element method is further applied to examine the sound produced
by an idealized school of fish. The wake of a virtual leader fish is fixed and moved
past a formation of three rigid, static foils (fish) in the absence of a background mean
flow. The simplified model presented demonstrates how the leading-edge noise of an
idealized school varies over a range of Strouhal numbers that are typical of swimming
fish. The directivity of the noise has a large variation within the range of Strouhal
numbers examined. At lower Strouhal numbers (0.1 < St < 0.25), a forward scat-
tering of the wake dominates the field while the directivity pattern transitions to a
backscattering pattern for higher Strouhal numbers (St > 0.3). The acoustic inten-
sity decreases as the Strouhal number increases for the 2S street configurations,
with a similar pattern for 2P streets occurring after a maximum intensity is found
at St ≈ 0.2. The Strouhal range of 0.3 < St < 0.4, commonly considered part of
the range of efficient swimming, exhibits a plateau of acoustic intensity. Outside of
the range of efficient swimming, a sharp decrease in acoustic intensity is observed.
Future workwill examine the impact of a background flow, the formation of unsteady
wakes from the swimmers, and the three-dimensionality and viscous effects of the
flow.
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Simultaneous Finite Element
Computation of Direct and Diffracted
Flow Noise in Domains with Static
and Moving Walls

Oriol Guasch, Arnau Pont, Joan Baiges and Ramon Codina

Abstract Curle’s acoustic analogy allows one to compute aerodynamic noise due to
flowmotion in the presence of rigid bodies. However, the strength of the dipolar term
in the analogy depends on the values of the total flow pressure on the body’s surface.
At low Mach numbers, that pressure cannot be obtained from the computational
fluid dynamics (CFD) simulation of an incompressible flow, because the acoustic
component cannot be captured. To circumvent this problem, and still being able to
separate the flow and body noise contributions at a far-field point, an alternative
approach was recently proposed which does not rely on an integral formulation.
Rather, the acoustic pressure is split into incident and diffracted components giving
rise to two differential acoustic problems that are solved together with the flow
dynamics, in a single finite element computational run. In this work, we will revisit
the acoustics of that approach and show how it can be extended to predict the flow
noise generated in domains with moving walls.

Keywords Computational aeroacoustics · Flow noise · Finite elements
Arbitrary Lagrangian–Eulerian · Diffraction · Acoustic analogy

1 Introduction

For low Mach number flows, hybrid approaches have become the most widespread
formulations in computational aeroacoustics (CAA) (see e.g. [3]). The reason is that,
along with the computational cost, the strong disparity between the flow speed and
the speed of sound leads to convergence problems when attempting direct noise
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computations (DNC), which rely on the full compressible Navier–Stokes equations
(see e.g. [4]). As opposed to this, hybrid approaches consist of a first computational
fluid dynamics (CFD) simulation of the incompressible Navier–Stokes equations.
This serves to determine the source terms of an acoustic analogy, Lighthill’s being
themost celebratedone [29].The analogy is then solvedusing an integral formulation,
making use of Green functions. If rigid bodies are present within the flow, one usually
resorts to Curle’s analogy [12] and, if those can move, to its generalization, namely
the Ffowcs Williams–Hawkings equation [36].

From a computational point of view, hybrid approaches imply working with two
codes; typically a finite element method (FEM) one for the CFD and a boundary
element method (BEM) for the acoustics. If one is not interested in the solution at
large distances from the aeroacoustic sources, the two codes can be avoided and one
can simply use FEM to get the flow and the acoustic fields (see e.g. [19, 20, 28, 31]).
This has the advantage of only needing one computational code, but the disadvantage
is that one can no longer separate the noise contributions, at a far-field point, from
the unsteady flow (quadrupolar term in Curle’s analogy), and from the rigid body
itself (dipolar term in Curle’s analogy). However, Curle’s analogy is not free of
problems in low Mach number simulations. This is because only incompressible
pressure fluctuations can be recovered from incompressible CFD computations, not
the acoustic ones. Unfortunately, the latter are also needed on the rigid surface for a
proper implementation of Curle’s analogy.

To circumvent this difficulty, make use of a single FEM code for both the flow
and the acoustic fields, and be able to distinguish between the direct flow and the
body noise contributions, a different approach was proposed in [21]. In that work,
advantagewas taken from the fact that the dipolar term inCurle’s analogy corresponds
to the turbulent noise diffracted by the rigid body (see e.g. [17]). The acoustic pressure
in Lighthill’s acoustic analogy was split into a direct plus diffracted components
as in classical diffraction problems. At every time step of a single FEM run, the
incompressible Navier–Stokes equations were first solved. The resulting velocity
field was then inserted as a source term in a wave equation for the direct incident
acoustic pressure, and that was finally used in the boundary conditions of another
wave equation for the diffracted acoustic pressure. Some benchmark cases to test
the methodology were presented in [21], and in [33] the approach has been recently
applied to voice production, for better understanding the generation mechanisms of
sibilant [s].

In this work, we will revisit the main results in [21] and show how they can be
extended to account for the prediction of flow noise in domains with moving walls.
Focus will be placed on the acoustics formulation rather than on the CFD. Working
with moving domains will require setting the governing equations in an arbitrary
Lagrangian–Eulerian (ALE) frame of reference. As we shall see, the irreducible
wave equation will be no longer valid in this case, and we will have to work with the
wave equation in mixed form (see e.g. [7]). The splitting into incident and diffracted
components in [21]will be applied to theALEmixedwave equation andwewill show
how to solve it resorting to the stabilized FEM in [18]. Some numerical examples
will be presented. First, we will briefly summarize the case with static boundaries



Simultaneous Finite Element Computation … 181

in [33], which consists of a large-scale three-dimensional CAA simulation for the
production of the sibilant [s]. Second, we will present a case with moving walls
which comprises a flow exiting a two-dimensional duct, with a teeth-shaped obstacle
at its end that evolves from an almost closed aperture to an open one.

2 Diffracted Sound and Curle’s Analogy

To begin with, let us consider the problem depicted in Fig. 1. A low Mach flow is
impinging on a rigid body Ωb, which we assume stationary for the moment, and
a wake develops past the body. As a result, aerodynamic noise is generated due to
unsteady flow motion. At a far-field point in Ωac, the acoustic pressure, p(x, t), will
have a contribution directly stemming from the flowmotion and a contribution arising
from the diffraction of the flow noise by the body. Assuming that one has already
performed a CFD computation to get the flow velocity and pressure, Curle’s analogy
can be used to determine those acoustic contributions with the sole use of the free-
space Green function for the wave equation. Curle’s final integral formulation [12]
for the acoustic pressure reads (neglecting the viscous stress tensor contributions),

p (x, t) = ρ0∂
2
i j

∫
Ωac

1

4π |x − y|
[
u0i u

0
j

]
t ′ d

3 y − ∂i

∫
Γb

1

4π |x − y| [P]t ′nid2 y. (1)

Following the convention for retarded potentials, the squared brackets in the equa-
tion stand for evaluation at the retarded time t ′ := t − |x − y|/c0. The parameters

Fig. 1 Computational domain. The body Ωb(t) can change its shape with time and consequently
so does Ωac(t)
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c0 and ρ0 respectively denote the speed of sound and the mean air density, whereas
∂i designates the first-order spatial derivative with respect to the component xi , and
∂2
i j represents the second-order cross-derivative with respect to xi and x j .
The first integral in (1) provides the direct flow noise contribution to p(x, t)

assuming the low Mach number approximation to Lighthill’s tensor, namely S0 =
ρ0∂

2
i j (u

0
i u

0
j ), with u0(x, t) denoting the incompressible flow velocity. The second

integral contains the contribution from the sound diffracted by the rigid body [10,
13, 17, 21].While u0(x, t) in thefirst integral can be obtained froman incompressible
CFD simulation, the problem is that this is not possible for the pressure P(x, t) in
the second integral, because P(x, t) accounts for the total compressible pressure at
the body’s boundary.

3 Splitting the Acoustic Pressure into Incident and
Diffracted Components

3.1 General Linear Acoustic Wave Operator

To avoid the difficulties with Curle’s analogy described in the preceding section and
still being able possible to separate the direct and diffracted flow noise contributions
using a single FEM code, an alternative was proposed in [21]. To introduce it, let us
consider a more general situation for the aeroacoustic problem presented in Fig. 1,
also in the framework of acoustic analogies.

Assume again that we have already computed an aeroacoustic source term S
from a CFD simulation of the incompressible Navier–Stokes equations (for the time
being not necessarily the low Mach approximation to Lighthill’s tensor). We will
first state the problem of computing the aerodynamic noise generated by such a
term in an acoustic computational domain Ωac. Suppose that the acoustic wave
propagation is driven by a linear wave operator L acting on the acoustic pressure p
(explicit indication of dependence on space and time will be hereafter omitted), that
Bb represents another linear operator defining the boundary conditions on the body
immersed in the flow, and that B∞ stands for a third linear operator accounting for
a non-reflecting boundary condition at Γ∞ (see Fig. 1). The acoustic pressure p in
Ωac can be obtained from the solution of

Lp = S in Ωac, t > 0, (2a)

∇ p · n = Bb p on Γb, t > 0, (2b)

∇ p · n = B∞ p on Γ∞, t > 0, (2c)

p (x, 0) = 0, ∂t p (x, 0) = 0 in Ωac, t = 0. (2d)

To determine, at a given position, the separate acoustic pressure contribution of
the direct sound generated by the aeroacoustic source S, say pi , from that diffracted
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by the rigid body, pd , we can split the total acoustic pressure as p = pi + pd and
substitute into (2). This results in the following problem for pi ,

Lpi = S in Ωac ∪ Ωb, t > 0, (3a)

∇ pi · n = B∞ pi on Γ∞, t > 0, (3b)

pi (x, 0) = 0, ∂t pi (x, 0) = 0 in Ωac ∪ Ωb t = 0, (3c)

which once solved can be used to obtain pd ,

Lpd = 0 in Ωac, t > 0, (4a)

∇ pd · n − Bb pd = −∇ pi · n + Bb pi on Γb, t > 0, (4b)

∇ pd · n = B∞ pd on Γ∞, t > 0, (4c)

pd (x, 0) = 0, ∂t pd (x, 0) = 0 in Ωac, t = 0. (4d)

Note that we can recover the original problem (2) from the summation of prob-
lems (3) and (4). To solve (3), we need to removeΩb from the computational domain
and make the computations as if the body was absent. Once we get pi , we include the
body back in the computational domain and use pi at its boundary Γb, to compute
the diffracted pressure pd .

The above splitting procedure is nothing but the standard way to deal with diffrac-
tion and scattering problems in acoustics (see e.g. [30]). As explained in the Introduc-
tion, the novelty in [21] consisted in exploiting that factorization in CAA to avoid the
problems encountered when applying Curle’s analogy to low-speed subsonic flows.

3.2 Domains with Static Walls

A first application of the splitting approach (3)–(4) is that of finding the incident and
diffracted flownoise contributions at a far-field point. Let us take the irreduciblewave
equation as the linear operator in (2), i.e. L ≡ c−2

0 ∂2
t t − ∇2, and suppose the body to

be acoustically rigid. Assume once more that we have obtained an incompressible
pressure field, p0, and an incompressible velocity field, u0, from the solution of the
incompressibleNavier–Stokes equations.We could then build an aeroacoustic source
term by taking, for instance, S0 = ρ0∂

2
i j (u

0
i u

0
j ), which as said before is nothing but

the approximation to Lighthill’s tensor at low Mach numbers. In the case of sound
propagating in non-quiescent flow areas, however, convective and refraction effects
should be removed from the source term and incorporated into the wave operator.
Otherwise, non-acoustic pressure fluctuations that do not correspond to proper sound
could manifest in the solution (this is usually referred to as pseudosound, see e.g.
[11]). Several options exist to remedy the situation that range from the linearized
Euler equations (LEE) [2], to the acoustic perturbation equations (APE) which filter
the LEE to get rid of its entropy and vorticity modes [15]. A simplified version
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of the APE for low Mach numbers can be found in [22, 23]. In the case of almost
negligible convection velocities, the latter reduces toRoger’s acoustic analogy in [34]
with source term S0 = c−2

0 ∂2
t t p

0. The latter allows one to filter some pseudosound
and will be considered in this work together with Lighthill’s one.

With the above considerations, the splitting into incident and diffracted compo-
nents yields the following particular cases of problems (3) and (4),

1

c20
∂2
t t pi − ∇2 pi = S0 in Ωac ∪ Ωb, t > 0, (5a)

∇ pi · n = 1

c0
∂t pi on Γ∞, t > 0, (5b)

pi (x, 0) = 0, ∂t pi (x, 0) = 0 in Ωac ∪ Ωb t = 0, (5c)

and

1

c20
∂2
t t pd − ∇2 pd = 0 in Ωac, t > 0, (6a)

∇ pd · n = −∇ pi · n on Γb, t > 0, (6b)

∇ pd · n = 1

c0
∂t pd on Γ∞, t > 0, (6c)

pd (x, 0) = 0, ∂t pd (x, 0) = 0 in Ωac, t = 0. (6d)

Note that (5b) and (6c) correspond to the Sommerfeld radiation condition that
prevents outward propagating waves to be reflected back from the outer boundaries
of the computational domain.

The above formulation was used in [21] to compute the turbulent and diffracted
components of sound generated past a two-dimensional cylinder (aeolian tones), and
also to determine the incident and diffracted flow noise contributions of an obstacle
placed at the exit of a three-dimensional duct.More recently, themethodology in [21]
has been applied to voice production in [33] to determine the contributions of the
sound diffracted by the upper teeth in the generation of sibilant /s/ (see Sect. 5.1).

3.3 Domains with Moving Walls

The main goal of the present work is to show how to extend the above splitting
procedure to the case of flow noise generated in domains with moving walls. As
mentioned, an example could be that of the aeroacoustics of a flow emanating from
a duct with a time-varying exit section. Typical cases also arise once more in voice
production, for example, when pronouncing a syllable that involves a sibilant sound.

When dealing with acoustic waves propagating in moving domains, it becomes
no longer possible to resort to the acoustic wave equation in irreducible form. The
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linearized continuum andmomentum conservation equations used to derive the latter
need to be expressed in anALE frameof reference,which precludes obtaining a scalar
wave equation for the acoustic pressure [18]. One is then forced to work with the
linearized momentum and continuity equations, sometimes referred to as the wave
equation in mixed form (see e.g. [7]). This reads,

1

ρ0c20
∂t p + ∇ · u = Q, (7a)

ρ0∂tu + ∇ p = f , (7b)

where p stands anew for the acoustic pressure while u represents the acoustic particle
velocity. Q denotes a volume source distribution and f an external body force per
unit volume.

To express (7) in an ALE domain, a quasi-Eulerian approximation is often
used [24, 27], which basically consists in expressing the time derivative of any
fluid property, say g, in a referential frame moving with the domain, i.e. replacing
∂t g ← ∂t g − udom · ∇g, while keeping the spatial derivatives Eulerian. udom denotes
the domain velocity and it will be hereafter termed the mesh velocity, because it cor-
responds to the mesh node velocities in the computational implementation. The ALE
counterpart of (7) becomes

1

ρ0c20
∂t p − 1

ρ0c20
udom · ∇ p + ∇ · u = Q, (8a)

ρ0∂tu − ρ0udom · ∇u + ∇ p = f . (8b)

The source terms corresponding to Lighthill’s analogy and the Roger one in [34]
are given by,

Roger’s analogy: f = 0, Q = −(1/ρ0c
2
0)

[
∂t p

0 − udom · ∇ p0
]
, (9a)

Lighthill’s analogy: fi = −ρ0∂ j (u
0
i u

0
j ), Q = 0. (9b)

To solve (8) in a computational domain Ωac(t), t > 0, we need to supplement
the equation with appropriate boundary conditions and initial conditions. Assuming
again a rigid body for simplicity, we get

u · n = 0 on Γb(t) t > 0, (10a)

u · n = 1

Z0
p on Γ∞ t > 0, (10b)

p (x, 0) = 0 u (x, 0) = 0, in Ωac(t), t = 0 (10c)

where (10b) is the Sommerfeld radiation condition for the wave equation in mixed
form (see e.g. [14]) and Z0 = ρ0c0.
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We can next apply the splitting strategy into incident and diffracted fields for the
ALE mixed wave Eq. (8). Notice that the general linear operator L in (2) herein
acts both on the acoustic pressure p and on the acoustic particle velocity u. Taking
u = uin + ud and p = pin + pd in (8), we get the incident field problem

1

ρ0c20
∂t pin − 1

ρ0c20
udom · ∇ pin + ∇ · uin = Q in Ωac(t) ∪ Ωb(t), t > 0, (11a)

ρ0∂tuin − ρ0udom · ∇uin + ∇ pin = f in Ωac(t) ∪ Ωb(t), t > 0, (11b)

uin · n = 1

Z0
pin on Γ∞, t > 0, (11c)

pin (x, 0) = 0, uin (x, 0) = 0, in Ωac(t) ∪ Ωb(t), t = 0, (11d)

and the diffracted field one,

1

ρ0c20
∂t pd − 1

ρ0c20
udom · ∇ pd + ∇ · ud = 0 in Ωac(t), t > 0, (12a)

ρ0∂tud − ρ0udom · ∇ud + ∇ pd = 0 in Ωac(t), t > 0, (12b)

ud · n = −uin · n on Γb(t), t > 0, (12c)

ud · n = 1

Z0
pd on Γ∞, t > 0, (12d)

pd (x, 0) = 0, ud (x, 0) = 0, in Ωac(t), t = 0. (12e)

The source terms Q and f in (11) need to be obtained from the solution of
the incompressible Navier–Stokes in an ALE framework. Our objective is to solve
the latter together with (11) and (12) in a single finite element computational run,
following the strategy in [21].

4 Numerical Discretization for Waves in Moving Domains

4.1 Continuous Weak Form

The FEM discretization of Eqs. (11) and (12) relies on their weak formulation rather
than on the differential one. The continuous weak forms of the equations can be
found multiplying Eqs. (11a) and (12a) with a scalar test function q, and Eqs. (11b)
and (12b) with a vector test function v, and then integrating over the respective com-
putational domainsΩac(t) ∪ Ωb(t) andΩac(t). Let us denote by ( f, g) := ∫

Ω
f gdΩ

the integral of the product between two arbitrary functions f and g, and assume
that we want to solve the problem in a given time interval [0, T ]. The variational
problems for the incident and diffracted acoustic pressure and velocity can be posed
as follows.
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First, find pin ∈ W in
p ([0, T ], V in

p ) and uin ∈ W in
u ([0, T ], V in

u ) such that

1

ρ0c
2
0

(∂t pin, q) − 1

ρ0c
2
0

(udom · ∇ pin, q) + (∇ · uin, q) = (Q, q) ∀ q ∈ V in
p , (13a)

ρ0(∂tuin, v) − ρ0(udom · ∇uin, v) + (∇ pin, v) = ( f , v) ∀ v ∈ V in
u , (13b)

where W in
p , W in

u , V
in
p and V in

u denote appropriate functional spaces in Ωac(t) ∪
Ωb(t), not to be detailed herein (see e.g. [18] for more details). As for the diffracted
fields, we will have to find pd ∈ Wd

p([0, T ], V d
p ) and ud ∈ Wd

u([0, T ], V d
u) such

that

1

ρ0c20
(∂t pd , q) − 1

ρ0c20
(udom · ∇ pd , q) + (∇ · ud , q) = (Q, q) ∀ q ∈ V d

p , (14a)

ρ0(∂tud , v) − ρ0(udom · ∇ud , v) + (∇ pd , v) = ( f , v) ∀ v ∈ V d
u, (14b)

withWd
p ,Wd

u, V
d
p and V d

u standing now for appropriate functional spaces inΩac(t).
The Dirichlet boundary conditions (11c), (12c) and (12d) are to be imposed

strongly on Γb(t) and Γ∞. Alternatively, one could integrate the terms (∇ · uin, q)

in (13a) and (∇ · ud , q) in (14a) to impose the conditions weakly. The consequences
of such an option are detailed in [1].

4.2 Finite Element Spatial Discretization

The Galerkin FEM solution to variational mixed problems like (13) and (14) is
known to exhibit strong oscillations if equal order interpolations are used for the
pressure and velocities (see e.g. [7, 8, 18]). One could prevent them by resorting to
stabilized FEM strategies like the variational multiscale (VMS) method in [25, 26].
In this work, orthogonal subgrid scales (OSS), see [6, 9], will be used to stabilize the
Galerkin FEM approach to (13) and (14), following the strategy depicted in [18].

Let us consider the finite element spaces Vph ⊂ Vp and Vuh ⊂ Vu constructed
from a finite element partition Ωe(t) of Ω(t), where the index e ranges from 1 to the
number of elements nel . The discrete stabilized FEM approach to the incident prob-
lem (13) consists in finding pinh ∈ W in

ph ([0, T ], V in
ph ) and uinh ∈ W in

uh
([0, T ], V in

uh
)

such that
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1

ρ0c20
(∂t pinh , qh) − 1

ρ0c20
(udom · ∇ pinh , qh) + (∇ · uinh , qh)

+
nel∑
e=1

(τpP
[ − 1

ρ0c20
udom · ∇ pinh + ∇ · uinh − Q

]
,− 1

ρ0c20
udom · ∇qinh

+ ∇ · vh)Ωe(t) = (Q, qh), (15a)

ρ0(∂tuinh , vh) − ρ0(udom · ∇uinh , vh) + (∇ pinh , vh)

+
nel∑
e=1

(τuP
[ − ρ0udom · ∇uinh + ∇ pinh − f

]
,−ρ0udom · ∇vh + ∇qh)Ωe(t)

= ( f , vh), (15b)

for all qh ∈ V in
ph and vh ∈ V in

uh
.

The first and fourth rows in the above equations contain the Galerkin FEM terms,
whereas the second and fifth rows account for the stabilization terms.P in (15) stands
for a projection to be applied either to scalars or vectors depending on the argument.
In the OSSmethod,P is computed asP = I − Πh , with I being the identity andΠh

the L2-projection onto the corresponding finite element space. On the other hand,
the following expressions can be obtained for the stabilization parameters τp and τu,
(see [18])

τp = ρ0c20h

C1|ud | + c0C2
,

τu = h

C1ρ0|ud | + ρ0c0C2
, (16)

with C1 and C2 being constants to be determined from numerical experiments (a
value of C1 = C2 = 100 was taken in [18]).

Analogously, the discrete stabilized FEMapproach to the diffraction problem (14)
is that of finding pdh ∈ Wd

ph ([0, T ], V d
ph ) and udh ∈ Wd

uh
([0, T ], V d

uh
) such that

1

ρ0c20
(∂t pdh , qh) − 1

ρ0c20
(udom · ∇ pdh , qh) + (∇ · udh , qh)

+
nel∑
e=1

(τpP
[ − 1

ρ0c20
udom · ∇ pdh + ∇ · udh − Q

]
,− 1

ρ0c20
udom · ∇qh

+ ∇ · vh)Ωe(tn) = (Qn+1, qh), (17a)

ρ0(∂tudh , vh) − ρ0(udom · ∇udh , vh) + (∇ pdh , vh)

+
nel∑
e=1

(τuP
[ − ρ0udom · ∇udh + ∇ pdh − f

]
,−ρ0udom · ∇vh + ∇qh)Ωe(t)

= ( f , vh), (17b)

for all qh ∈ V d
ph and vh ∈ V d

uh
.
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4.3 Fully Discrete Numerical Scheme

To get the final numerical scheme, we need to discretize Eqs. (15) and (17) in time. To
that purpose, we split the time interval [0 T ] into N equal steps 0 < t1 < t2 < · · · <

tn < · · · < t N ≡ T with Δt := tn+1 − tn the time step size. For a time-dependent
function g(t), gn will denote its evaluation at tn = nΔt .A second-order backwarddif-
ferentiation formula (BDF2) will be used to approximate the first-order time deriva-
tive of g, which results in δt gn+1 := (1/2Δt)(3gn+1 − 4gn + gn−1).

The time discrete version of the incident problem (15) then becomes

1

ρ0c20
(δt p

n+1
inh

, qh) − 1

ρ0c20
(udom · ∇ pn+1

inh
, qh) + (∇ · un+1

inh
, qh)

+
nel∑
e=1

(τpP
[ − 1

ρ0c20
udom · ∇ pn+1

inh
+ ∇ · un+1

inh
− Qn+1

]
,− 1

ρ0c20
udom · ∇qh

+ ∇ · vh)Ωe(tn+1) = (Qn+1, qh), (18a)

ρ0(δtu
n+1
inh

, vh) − ρ0(udom · ∇un+1
inh

, vh) + (∇ pn+1
inh

, vh)

+
nel∑
e=1

(τuP
[ − ρ0udom · ∇un+1

inh
+ ∇ pn+1

inh
− f n+1],−ρ0ud · ∇vh + ∇qh)Ωe(tn+1)

= ( f n+1, vh). (18b)

Note that P(δt ph) = 0 and P(δtuh) = 0 in (18) because we are considering
orthogonal subscales.

Similarly, the time discrete version of the diffraction problem (17) is given by

1

ρ0c20
(δt p

n+1
dh

, qh) − 1

ρ0c20
(udom · ∇ pn+1

dh
, qh) + (∇ · un+1

dh
, qh)

+
nel∑
e=1

(τpP
[ − 1

ρ0c20
udom · ∇ pn+1

dh
+ ∇ · un+1

dh
− Qn+1

]
,− 1

ρ0c20
udom · ∇qh

+ ∇ · vh)Ωe(tn+1) = (Qn+1, qh), (19a)

ρ0(δtu
n+1
dh

, vh) − ρ0(udom · ∇un+1
dh

, vh) + (∇ pn+1
dh

, vh)

+
nel∑
e=1

(τuP
[ − ρ0udom · ∇un+1

dh
+ ∇ pn+1

dh
− f n+1],−ρ0ud · ∇vh + ∇qh)Ωe(tn+1)

= ( f n+1, vh). (19b)

Finally, let us mention that the motion of the computational mesh in the numerical
examples of the forthcoming sections has been driven through the solution of an
elastic problem [5]. Though efficient remeshing strategies are currently available
(see e.g. [32]), they can be avoided if the deformations are not very large, which
saves a considerable amount of computational cost.
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5 Numerical Examples

5.1 Generation of a Sibilant /s/

As an example to show the performance of the proposed splitting strategy in the
case of stationary domains (see Sect. 3.2), we will briefly summarize the results
reported in [33] concerning the generation of sibilant fricative /s/. This sound is
produced when the turbulent jet flow leaving the glottis becomes accelerated in the
palatal constriction, passes through the incisors gap and finally impinges in the cavity
between the lower incisors and the lower lips. In Fig. 2a, we can observe the portion
of the vocal tract needed for the numerical production of /s/. A snapshot of the flow
accelerating through the palatal constriction and impinging on the lower lips, which
results in a highly developed turbulent flow, is shown in Fig. 2b. Figure2c depicts the
emission of acoustic wavefronts in a semi-hemisphere, which propagate outwards
to infinity. Finally, in Fig. 2d we present the acoustic pressure for the total, incident

(a) (b)

(c)
(d)

Fig. 2 Generation of sibilant /s/: a vocal tract geometry,b snapshot of the velocity profile, c acoustic
front-waves, d spectra of the incident, diffracted and total acoustic pressure for a point at the far
field
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and diffracted acoustic pressure for a point located at the far field. The total pressure
exhibits the typical wideband spectral content of an /s/ that usually peaks between
8–10 kHz, as observed on human speakers (see e.g. [16, 35]). The incident field
directly originated by the flow motion dominates the spectrum up to 2 kHz; both the
incident and diffracted components have similar contributions from 2 to 8 kHz, and
the diffracted component dominates the spectrum for frequencies higher than 8 kHz.

The above three-dimensional simulations are computationally costly. To perform
them, we have used a computational mesh of 45 million linear tetrahedral elements
with equal interpolation for all variables. A total of three problems have been solved
in the same finite element computational run (the incompressible Navier–Stokes
equations plus the wave equations for the incident and diffracted acoustic pressure).
A domain decomposition with an MPI distributed memory scheme has been carried
out so as to run the problem at the MareNostrum computer cluster, of the Barcelona
Supercomputing Centre (BSC). A period of 10.8 ms with a time step of Δt = 5 ×
10−6 s has been simulated. The reader is referred to [33] for full details on the
numerical simulations and the above-outlined results.

5.2 Aeroacoustics of an Opening Teeth-Shaped Obstacle

To demonstrate the extended splitting approach for domains with moving boundaries
(see Sect. 3.3), and to test as well the numerical proposal in Sect. 4, we have consid-
ered a two-dimensional example. This consists of a duct with a teeth-shaped obstacle
near to its exit, which evolves from a minimum opening of 3mm to a maximum one
of 18 mm (see Fig. 3). A velocity of U0 = 2.4m/s is imposed at the duct entrance
and no-slip conditions are considered for the flow at the duct walls. The latter are also

Fig. 3 Scheme of the
computational domain close
to the duct exit. The obstacle
evolves from minimum to
maximum opening
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(a) (b)

(c) (d)

Fig. 4 Opening teeth-shaped obstacle: a velocity snapshot at minimum opening, b velocity profile
at maximum opening, c incident acoustic pressure at minimum opening, d diffracted acoustic
pressure at minimum opening

considered as being acoustically rigid, and a Sommerfeld non-radiating condition is
imposed at the outer boundaries of the computational domain.

The results of the simulations are presented in Fig. 4. When the opening is mini-
mum, an oscillating jet is developed after the obstacle, which results in the generation
of intense flow noise after the obstacle. A snapshot of the velocity field at minimum
opening is shown in Fig. 4a. As the teeth open, the jet stops oscillating and transi-
tions to a fully developed turbulent flow, which radiates in a much weaker fashion
(see Fig. 4b for a velocity snapshot at maximum opening). In Fig. 4c, we have plotted
the incident pressure field for theminimum opening situation, when radiation is more
intense, whereas a snapshot of the diffracted one is given in Fig. 4d. The diffracted
component clearly dominates at the far field, as expected.

6 Conclusions

In this book chapter, we have first revisited a strategy for CAA at lowMach numbers,
which allows one to compute the separate contributions of the incident flow noise,
and of the noise diffracted by a stationary rigid body, on the acoustic pressure at
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a point far away from the aeroacoustic sources. The strategy avoids some of the
difficulties of Curle’s analogy when resorting to incompressible computational fluid
dynamics to compute the acoustic source terms, and only requires a single FEM
code, as opposed to hybrid approaches to CAA. As an application, we have shown
how the method could be used to produce a fricative sound like /s/, providing useful
information of its underlying generation mechanisms.

Yet, the core of this work has consisted in extending the above approach to deal
with aerodynamic sound generation in domains with moving boundaries. The stan-
dard irreducible wave equation has proved inadequate for such purposes, and the
splitting strategy into incident and diffracted acoustic components has consequently
been applied to the wave equation in mixed form. Hence, not only the pressure but
also the acoustic particle velocity has become split into components. However, the
Galerkin FEM for mixed problems is known to fail if an equal interpolation is used
for both the acoustic pressure and velocity fields, so a stabilization approach has been
presented to remedy this problem. Finally, an example consisting of a flow imping-
ing on a teeth-shaped obstacle placed close to the exit of a duct, and transitioning
from a minimum gap opening to a bigger one, has illustrated the potential of the
formulation.
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Panel Vibrations Induced by Supersonic
Wall-Bounded Jet Flow
from an Upstream High Aspect Ratio
Rectangular Nozzle

Stephen A. Hambric, Matthew D. Shaw and Robert L. Campbell

Abstract The panel vibrations induced by fluctuating wall pressures within wall-
bounded jet flow downstream of a high aspect ratio rectangular nozzle are simulated.
The wall pressures are calculated using a Hybrid RANS/LES method, where LES
models the large-scale turbulence in the shear layers downstream of the nozzle. The
convecting turbulence in the shear layers loads the structure in amanner similar to that
of turbulent boundary layer flow. However, at supersonic discharge conditions the
shear layer turbulence also scatters from shock cells, generating backward-traveling
surface pressure loads that drive the structure at low frequencies. The panel is rect-
angular with clamped edges along the sides oriented in the flow direction and free
edges at the nozzle discharge and downstream edge. The panel modes of vibration
are simulated with Finite Element Analysis. The structural vibration time histories
are simulated by Fourier transforming the loading to the complex frequency domain,
combining with the structural frequency response functions and inverse transform-
ing the response back to the time domain. Simulated wall pressures and structural
vibration agreewell withmeasurements at on-design and underexpanded (about 50%
higher pressure ratio) nozzle operating conditions. Filtering the negative wavenum-
ber components from the loading and recomputing the structural response shows that
the backward-traveling loading is responsible for about 12% of the overall struc-
tural vibration at on-design conditions and 25% of the response at underexpanded
conditions.

1 Introduction

The wall-bounded jet discharge flow from an embedded aircraft propulsion system
‘washes’ over the downstream aft deck [2]. At high speeds, the jet discharge flow is
supersonic and highly turbulent, inducing strong structural vibration and alternating
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stresses in the deck structure. Alternating stresses that exceed allowable material
limits can cause fatigue cracking and failure.

The vibration response of plates driven by surface pressure fluctuations beneath
spatially homogeneous subsonic TBL flow has been studied extensively [3]. In these
studies, it is common to use wavenumber analysis to determine the types of pressure
fluctuations which best excite structural modes of vibration. For subsonic flows on
aircraft and high-speed vehicles, wavenumber analysis shows that the fluctuating
pressures induced by the convecting flow (commonly called the ‘convective ridge’ in
a wavenumber spectrum) usually excite flexural waves in structures most efficiently.
For slower moving structures, such as marine vehicles, the low-wavenumber sub-
convective forcing components are usually most important [1].

However, insufficient attention has been given to spatially inhomogeneous super-
sonic flow excitation of structures, such as those just downstream of embedded jet
nozzles on very high-speed aircraft. The jet flow washing over a downstream panel
includes the usual convecting turbulent eddies (most prominently in the shear layer
originating from the top lip of the nozzle), but the core flow also contains shock
cells which interact with the convecting turbulence to form positive and negative
propagating pressure pulsations which also excite the underlying structure.

The combination of convecting and scattered wall pressure sources in supersonic
jet wash excitation is much more complex than the simpler subsonic TBL wall
pressure field, with uncertain interaction of the wall pressures with structural modes.
An important and unresolved question is the relative importance of the jet shear
layer–shock cell interaction terms compared to the traditional convective excitation
components.We explore this subject with a converging–diverging rectangular nozzle
(8:1 ratio) discharge flow excitation of a downstream flat rectangular plate.

CFD Hybrid RANS/Large Eddy Simulation (LES) analyses of the wall pressure
fluctuations downstream of the nozzle discharge for subsonic and supersonic dis-
charge flow [7] are applied to a finite element model of a structural panel, and time
histories and frequency spectra are computed using a modal summation approach.
The pressure and vibration calculations are compared to measurements made at the
United Technologies Research Center (UTRC) to confirm the reasonableness of the
simulation procedures [6, 10]. The calculations are further analyzed using wavenum-
ber analysis to assess the relative importance of convective and turbulence/shock cell
interaction contributions to the panel response. The wavenumber analyses are per-
formed for subsonic, on-design, and underexpanded nozzle flow conditions.

2 Approach

2.1 Problem Definition

A converging–diverging round-to-rectangular nozzle with 8:1 aspect ratio and down-
stream plate structure are shown in Fig. 1. Also shown in Fig. 1 is an image of the
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Fig. 1 Photograph of the test nozzle and aft plate (left) and schematic of the nozzle with represen-
tative supersonic flow numerical density gradient at the wall (right)

density gradient at the wall computed using CFD analysis at on-design nozzle condi-
tions. Shock cells are clearly visible (the lighter sections) in the CFD wall solution.
A vertical septum subdivides the discharge nozzle into two 4:1 aspect ratio sections,
leading to shock cell patterns symmetric about the nozzle center. More details on the
test hardware and facility at UTRC are in [10]. In this paper, we nondimensionalize
the nozzle and plate hardware with the nozzle height dj.

Converging–diverging nozzle discharge flowvaries significantlywith nozzle pres-
sure ratio (NPR). Low NPR conditions lead to subsonic jet discharge flow. As oper-
ating pressure increases, the supersonic portion of the jet flow moves downstream
of the nozzle discharge, leading to shock cell formation. At on-design NPR for the
nozzle studied here, there are several downstream shock cells as shown in the image
in Fig. 1. As pressure further increases, the discharge flow becomes ‘underexpanded,’
with stronger shock cells which persist further downstream. For wall-bounded jets,
the shocks and expansions reflect off the wall, leading to more complex interac-
tions with the shear layer and TBL flow. For more details on the physics of the
wall-bounded jet flow, see the PhD thesis by Lurie [8].

A flat rectangular aluminum plate with aspect ratio of a/b = 0.845 (where a is
length and b is width, and h/dj = 0.22, where h is thickness) is directly downstream
of the nozzle. The test plate is wider than the nozzle discharge (19.55 d) and extends
16.52 d downstream. The edges adjacent to the nozzle and downstream are free, and
the edges along the sides in the direction of flow are approximately clamped with
a series of screws. A baffle extends around the sides and past the downstream edge
(a total surface size of 33 d long and 26 d wide), so that only wall-bounded surface
pressures generated by the exhausting jet excite the structure. Simulations and mea-
surements of the flow and structural response were computed for three conditions:
subsonic (roughly 50% lower than on-design flow rate), on-design, and underex-
panded (roughly 50% higher than on-design flow rate). These conditions may be
quantified using the parameter suggested in [10]:
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β � M2
j − M2

d

M2
d

where Mj is the ideally expanded jet Mach number for condition j and Md is the
on-design Mach number. Using this definition, β =−0.55 for the subsonic case,
β = 0 for the on-design case, and β = 0.53 for the underexpanded conditions.

2.2 Measurement Procedures

Measurements of the panel vibration and wall pressure fluctuations were made at the
United Technologies Research Center (UTRC), under sponsorship provided by Pratt
andWhitney. For details, see [6, 10]. For completeness, a short overview is provided
here. Static and fluctuating wall pressures were measured using arrays of Kulite
pressure sensors (XCS-152) flush-mounted into a very thick downstream plate. The
thick plate resonance frequencies are out of the measurement range of interest to
minimize vibration contamination of the wall pressure measurements. Vibrations
were measured with accelerometers attached to the thinner plate described in the
previous section. The plate was replaced by a window to take Schlieren photographs
of the velocity fields, which clearly show shock cell patterns (see the images in [10]).

2.3 Analysis Methodology

Detailed analyses of the time-varying flow, resulting wall surface pressures, and
structural vibration response were conducted using a combination of CFD Hybrid
RANS/LES [7] and ARL/Penn State’s CHAMP (Combined HydroAcoustic Model-
ing Programs) procedure [4, 5]. Previously, CHAMP had been applied only to the
analysis of time-averaged vibration and radiated sound frequency spectra, using a
multiple-input/multiple-output random analysis approach. However, for alternating
stress and fatigue assessments, the peak excitation and response over time are required
so that extreme events are properly captured. Therefore, CHAMP was expanded to
allow for time-domain analysis.

Aflowchart comparing frequency- and time-domainCHAMPprocedures is shown
in Fig. 2. The standard CHAMP method is summarized at the top of the chart,
where a cross-spectral density of the excitation pressure field |P(f )|2 is pre- and
post-multiplied by frequency response function (FRF) matrices H, which represent
the FRFs between input forces on the surface and vibration at desired response
locations. TheFRFsmaybe computed usingfinite element (FE) or analyticmodels. In
CHAMP, the FRFs are based onmodal summations to reduce computational resource
requirements, so that the overall response calculation is based on computing modal
forcing functions (analogous to joint acceptance functions), then modal response
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Fig. 2 Flowcharts of forced response calculation procedures

amplitudes, and finally reconstructing response based on the mode shapes. Details
are available in [4, 5]. The output |X(f )|2 is a cross-spectral density matrix over
all response locations. This procedure, however, provides only averaged spectral
densities of the response, since the input power spectral density matrix is also a
spectral average.

To capture any extreme transient events in the excitation and subsequent vibration
response, a time-integration proceduremay be used (the bottom of the diagram). This
is possible when a full space-time representation of the wall pressure excitation field
is available (which is the case in this study). However, time-integration calculations
are computationally expensive and require excessive storage resources. Instead, a
transfer function approach is used, where the excitation time history is transformed
into complex Fourier coordinates (assuming the time history repeats continuously)
and multiplied by the complex FRF matrix to compute complex output response.
This response may be inverse-transformed to the time domain. Once again, a modal
summation approach is used to reduce computational requirements. The transfer
function approach requires orders of magnitude less computational time and storage
space, and is not influenced by initial transient response artifacts. Prior to applying
the procedure to the problem here, the procedure was confirmed using a simple
oscillator demonstration in [9].

2.3.1 Simulated and Measured Surface Pressures

The discharging jet flow causes different types of wall pressure fluctuations acting on
the structure. A turbulent boundary layer forms and grows as flow propagates along
the surface. Also, shear layers form adjacent to the top lip of the nozzle and along the
sides of the nozzle and septum, generating strong coherent structures which grow and
decelerate as the shear layers diffuse downstream. For supersonic flow (on-design and
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underexpanded conditions), shock cells form as in the example shown in Fig. 1. The
shock cells by themselves do not excite the structure dynamically, but the TBL and
shear layer turbulence interact with the shock cells, causing the entire shock ‘web’
to oscillate. Also, pressure, acoustic, and entropic waves scatter from the interaction
between the turbulence and the shock cells, propagating forward and backward.
Correlation analyses described in [10] indicate backward-propagating wall pressures
near the nozzle discharge where the shock cells are strongest. Downstream, the
shock cells weaken, and fluctuating pressures are dominated by the usual convecting
turbulence (traveling at about 60% of the bulk velocity).

These phenomena are difficult to simulate. Time-accurate CFD methods which
resolve both the mean and fluctuating flow fields, including turbulence, are required.
For flow-field predictions, a hybrid compressible RANS/LES method, termed the
LESB-shield model [7], was developed. The hybrid method relies on the baseline
RANS model to simulate the small unresolved scales within the boundary layer and
the initial regions of the developing shear layer. LES simulates the shear layers from
the upper lip, side walls, and septum. Analysis to date shows that for jet discharge
flow the TBL wall pressures are less significant than those caused by the shear layer
turbulence. Future simulations may include TBL wall pressure excitation so that its
relative importance may be assessed.

The RANS part of the model used a two-equation Menter SST turbulence model
which blends near-wall k-ω modeling with k-ε modeling in the shear layer. Fifteen
million grid points comprise themulti-zoned structured analysis grid,which is refined
in thewall normal direction to resolve high gradients in the outer shear layer. Uniform
flow is specified within the nozzle (3.5 d upstream), with constant static pressure
specified along all outflow boundaries. No-slip boundary conditions are applied to
the walls.

The CFD analyses are computationally intensive and were limited by computer
resources to 205,000 time steps, of which 6,213 were used in the structural analysis
(amuch finer time step size is required for converged CFD solutions than is necessary
for FE structural response analysis). The nondimensional time step size used for
structural analysis varies with NPR, but is roughly dt(U/d)~2. Only the portion of
the time histories free of initial transients was applied to the structural model. The
short time histories likely have not captured the most extreme events expected in
these types of flow fields. The measured data, however, are sufficiently extensive so
that better extreme value statistics may be calculated. For details, see the PhD thesis
by Shaw [9].

Figure 3 shows snapshots over time of the wall pressure distribution field com-
puted for on-design nozzle conditions. Animations of the pressure distributions for
all three conditions are available in Appendix G of [9]. Static shock cell pressure
peaks are evident adjacent and just downstream of the nozzle discharge, and con-
vecting wall pressures are more clear downstream where the shock cells weaken and
eventually disappear as the flow decelerates. The shock cell peak pressures are about
15% of the dynamic head, and the convecting wall pressure peaks are about half the
shock cell amplitudes.
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Fig. 3 Top: ‘snapshots’ ofwall pressure at on-design conditions;middle: normalizedmean pressure
with ‘x’ markers denoting pressure measurement locations; bottom: normalized RMS values of
fluctuating pressures. Pressure is normalized by dynamic head, t′ is tU/dj where dj is nozzle height,
and x and y are normalized by nozzle height
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Fig. 4 Comparison of normalized a mean and b RMS CFD and measured pressures at on-design
conditions, with distance scaled by nozzle height and pressures scaled by dynamic pressure

Figure 4 compares measured and simulated mean (static) and RMS (dynamic)
total pressures for on-design nozzle conditions along a streamwise array of measure-
ment points halfway between a nozzle end wall and the center septum. The simulated
and measured pressures agree reasonably well, but the simulations are slightly low
near the nozzle. The lower than expectedRMSpressuresmay be due to neglecting the
TBL wall pressure component, along with the fluctuating components in the initial
regions of the shear layers in the simulations (recall both the TBL flow and the near-
nozzle shear layers are modeled with RANS instead of LES). However, the plot also
shows that the downstream fluctuating pressures due to the shear layer turbulence are
much stronger and dominate the structural loading and subsequent structural vibra-
tion response, so that the discrepancies near the nozzle are less important. Figure 5
compares measured and simulated wall pressure spectra at two locations: one near
the nozzle and the other further downstream. As with the RMS comparisons, the
spectra match best further downstream where the shear layer turbulence is domi-
nant. The CFD results, while not in perfect agreement with the measurements, are
sufficiently representative to be used in structural vibration simulations to assess the
relative importance of the convecting and nonconvecting structural loading.

The CFD simulationsmay be processed using correlationmethods similar toWin-
kler’s to estimate the propagation velocities of the peak wall pressures. The dominant
propagation velocities are computed from the time delays in the peak correlation
between pressures at two points and the separation distances. The distribution of
peak convective velocities, normalized by ambient sound speed, is shown in Fig. 6
for subsonic, on-design, and underexpanded conditions. As β increases (correspond-
ing to NPR increase), more backward-traveling surface pressures are evident near
the nozzle discharge.
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Fig. 5 Comparison of simulated and measured pressure power spectral densities for on-design
conditions at two locations along the line denoted in Fig. 3; a 2.4 nozzle heights downstream and
b 11.8 nozzle heights downstream. The dotted gray curves denote ±90% variability spread in the
measured data. Frequency is scaled to Strouhal number with respect to nozzle height and bulk
velocity and spectra are scaled by dynamic head

Fig. 6 Distribution of effective ‘convective’ Mach number over plate surface based on correlation
analysis. Top—subsonic (β =−0.55), middle—on-design (β = 0), bottom—underexpanded (β =
0.53). Dark blue (negative) and dark red (positive) regions outside the jet plume are irrelevant

2.3.2 Finite Element Structural Modeling and Modes

A finite element model was constructed of the structure using Nastran thick plate
elements, as shown in Fig. 7. The nodal spacing is coincident with the grid used in
the CFD simulations so that wall pressure time histories could be applied directly
to the FE model without spatial interpolation. Simulations and measurements are
compared at two locations: Location 1 is at the center of the jet from the upper
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Fig. 7 Finite element model of the structural plate. a, b, and h are the length, width, and thickness,
respectively. Flow travels from left to right. Measurements and simulations are compared at the two
locations denoted in the model

section of the nozzle and close to the nozzle discharge (x/dj = 5.3, y/dj = 4.6), and
location 2 is at the center of the jet from the lower nozzle section at the panel trailing
edge (x/dj =16.2, y/dj =−4.6). The leading and trailing edges of the plate are free,
and the streamwise edges are clamped. Using the commercial FE solver NXNastran,
the mass-normalized displacement mode shapes and resonance frequencies of the
plate were calculated. The first four mode shapes are shown in Fig. 8: the (0, 1), (1,
1), (2, 1), and (0, 2) modes, where the modes are numbered with the ordered pairs
(m, n), where m and n represent the number of half wavelengths in the streamwise
and cross-stream directions, respectively.

The resonance frequencies calculated for the FE model assume no fluid loading
and ideal boundary conditions. In situ resonance frequencies were measured for the
plate without flow using Experimental Modal Analysis (EMA) by UTRC with a
force hammer and accelerometers. The EMA resonance frequencies are consistently
lower than the idealized FE model simulations, due to imperfect boundary condi-
tion modeling. To compensate, the edge boundary conditions were softened using
rotational springs at each node along the clamped boundaries, with the rotational
stiffness adjusted to tune the resonance frequency of the (1, 1) mode to the measured
frequency. All other FE frequencies are shifted downward as well.

Damping loss factors applied to FE models may be estimated based on plate con-
struction and material properties. Predicting damping for structural joints such as
the edge boundary conditions, however, is challenging and is the subject of future
research. EMA techniques extract modal damping factors along with resonance fre-
quencies, which may be input to the FE modes for forced response calculations.



Panel Vibrations Induced by Supersonic Wall-Bounded … 207

Fig. 8 First four displacement mode shapes for the structural plate computed using NX Nastran:
a (0, 1) mode, b (1, 1) mode, c (2, 1) mode, and d (0, 2) mode. The jet flows from bottom left to
top right

However, resonance frequencies and loss factors change further when the plate is
driven with the jet flow, due to aerodynamic loading and/or static preloading of the
edge boundaries (thereby affecting frictional stiffnesses and damping). Therefore,
operational modal analyses (OMAs) using the software Artemis were also performed
by UTRC using measured accelerometer data for each jet flow condition, and flow-
dependent resonance frequencies and modal damping factors were extracted.

Figure 9 compares the measured and simulated panel resonance frequencies and
the measured damping at quiescent (EMA) and on-design flow (OMA) conditions.
TheFE resonance frequency estimates (tuned to the edge boundary condition springs)
are generally within ±10% of those measured. The measured resonance frequencies
are lower when at on-design flow conditions, due to aerodynamic effects, as well as
static preloading on the boundaries (the plate is pulled upward and pushed downward
at different locations due to the static pressure distribution along the surface). The
damping is generally between 1 and 4%of critical, except for the lowest ordermodes,
which have much higher levels.

Since the main focus of this work is simulating flow-excited structural response
and determining the components of the supersonic jet flow most responsible for
structural vibration (and not on simulating edge effects on resonances and damping),
the FE modal parameters are adjusted to those extracted using the OMA results.
Since we apply a modal summation approach, this adjustment is straightforward,
as the resonance frequencies and loss factors are simply specified as inputs to the
calculation. The mass-normalized mode shapes are not adjusted, however. Any dif-
ferences between measured and simulated vibrations, therefore, are due mostly to
inaccuracies in the CFD forcing function simulations.
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Fig. 9 Left—Measured versus FE modal frequencies; right—modal loss factors at quiescent (no
flow, via EMA) and on-design flow (via OMA) conditions. Frequencies are normalized by the
fundamental frequency of (0, 1) mode

3 Results

3.1 Vibration Time Histories and Frequency Spectra

A few displaced shapes extracted from the computed vibration time history for on-
design nozzle conditions are shown in Fig. 10. Animations of the plate vibration at
all three conditions are in Appendix G of [9]. The shapes include both static and
dynamic displacements (the downstream edge, for example, has a strong downward
static displacement). The dynamic response is dominated by the low-order modes
shown in Fig. 8. The displacements are normalized by flow and panel parameters:

[
(ab)2/D

](
ρU 2

)

where D is the flexural rigidity, ρ is fluid density, and U is the bulk flow velocity.
This normalization accounts for the flow excitation as well as the panel stiffness and
surface area.

The computed and measured RMS displacements are compared in Table 1 for the
two locations shown in Fig. 7. The displacements for subsonic flow are about twice
as high as the measured values. The displacements for supersonic flow at on-design
and underexpanded conditions agree reasonably well. Since the FE panel parame-
ters were adjusted to match those in the measurements, the discrepancies between
the simulations and measurements are due mostly to errors in the CFD modeling.
In particular, the downstream wall pressure fluctuations in the CFD simulations for
subsonic flow are markedly higher than those measured, as shown in Fig. 11. Low
et al. [7] suggest several improvements which may be pursued in the future to more
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Fig. 10 Snapshots of normalized plate transverse displacement for on-design nozzle conditions.
Left is at the nozzle discharge; right is downstream

Table 1 Measured and simulated RMS micro-displacements (normalized by mean static pressure
and panel parameters) at two accelerometer locations

Case x/dj =5.3, y/dj =4.6 x/dj =16.2, y/dj =−4.6

Simulated Measured Simulated Measured

Subsonic 13.2 6.53 22.7 12.8

On-design 4.55 3.13 7.92 5.83

Underexpanded 2.65 2.65 4.73 4.90

accurately capture near-nozzle shear layer effects, TBL wall pressures, and turbu-
lence/shock cell interaction.

Simulated andmeasured normalized displacement spectra are compared in Fig. 12
for on-design and underexpanded conditions at location 1. The spectra agree reason-
ably well, with several strong resonance peaks evident in the plots. Most peaks are
captured properly, with a few exceptions. The exceptions are due to mismatched
modes of vibration in the FE model and measured data (recall the modal frequen-
cies and loss factors were set to those inferred from the measured data). Since the
number of accelerometers on the panel was limited, positive identification of higher
order modes from the measured data is impossible, so that some modes were not
properly set to their actual resonance frequencies and loss factors. Note also that the
measured data were averaged over much longer time records, reducing the random
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Fig. 11 Comparison of normalized a mean and b RMS CFD and measured pressures at subsonic
(β =−0.55) conditions, with distance scaled by nozzle height and pressures scaled by dynamic
pressure

error in the spectra. The simulated spectra were computed over a much shorter time
history, increasing the random error in the plots.

The frequencies and spectra are normalized by flow and panel parameters. Fre-
quency is plotted as Strouhal number (St) based on bulk flow velocityUo and nozzle
height dj. Displacement spectra as a function of St are normalized by:

(
(ab)ρoU 2

o

ωh2
√
Eρs

)2(
d j/Uo

)

where E and ρs are the Young’s modulus and mass density of the plate.

3.2 Wavenumber Transform Analysis of Dominant Forcing
Terms

The CFD and structural response simulations agree well enough with the mea-
surements so that wavenumber transform studies of the simulated wall pressures
were conducted to determine the relative importance of the forward and backward-
traveling pressure loads. Positive wavenumber content in the loading corresponds
mostly to shear layer turbulence convecting in the flow direction (recall there is no
TBL wall pressure loading in the CFD simulations). Negative wavenumber content
is associated mostly with the backward-traveling pressure, acoustic, and entropic
waves associated with scattering of the shear layer turbulence from the shock cells.
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Fig. 12 Simulated and measured normalized displacement spectra for on-design nozzle conditions
(top) and for underexpanded nozzle conditions (bottom) at location 1. The Strouhal number axis for
the underexpanded calculation has been contracted to align the resonance frequencies with those
on the on-design plot

A wavenumber decomposition of the pressure distribution is computed using:

S(kx , ky, f ) �
�

F(x, y, f )e jkx x e jky ydxdy
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Fig. 13 Normalized streamwise wavenumber transform amplitude of on-design CFD surface pres-
sures for ky=0 versus nondimensionalized wavenumber kxa and Strouhal number. The blue line
corresponds to the mean convective wavenumber, and the two white lines correspond to acoustic
wavenumber. The modal wavenumbers are indicated with green ‘x’ symbols, with modes aligned
with the convective wavenumbers annotated with mode order

where kx and ky are the wavenumbers in the x and y dimensions, respectively, F(x,
y, f ) is the spatial variation of a function at frequency f , and e−jωt time dependence
is assumed. Note that F and S are complex. S(kx, ky, f ) is called the wavenumber-
frequency spectrum and is integrated separately for each frequency. Even though
the integral is computed over all space, for the panel the spatial domain is truncated.
Thismeans that thewavenumber-frequency spectrumshows the average over the inte-
grated region. For strongly inhomogeneouswall pressure distributions, thewavenum-
ber transforms show peak regions that are spread over frequency and wavenumber.
Computationally, the integral is most efficiently calculated using a fast Fourier trans-
form (FFT), but this requires a uniform grid spacing in each dimension. The com-
putational fluid dynamics (CFD) grid and, therefore, the plate finite element have
nonuniform spacing, so the integral was performed manually.

Figure 13 shows a contour of the wavenumber transform of the streamwise-
simulated wall pressures for ky = 0 (where ky is the cross-flow wavenumber) for
on-design conditions. Along with the pressure contours, the white lines represent
the acoustic wavenumber (ω/co), and the blue line represents a mean convective
wavenumber (ω/Uc), whereUc is based on the overall bulk velocity (which is gener-
ally subsonic). The green symbols denote the modal wavenumbers of several mode
shapes (ω/cmn). The annotated wavenumber plots show many important features of
the flow excitation, as well as the structural response.

• A strong ‘convective ridge’ is evident for positive wavenumber, which brackets
the blue convective wavenumber line. The wide wavenumber spread indicates the
effects of random turbulence, as well as performing the transform over the entire
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plate, where the flow-induced wall excitation is inhomogeneous. Specifically, flow
velocity decreases from the nozzle inlet to the downstream edge, smearing the
convective ridge over wavenumber.

• A modest negative wavenumber ‘ridge’ tracks the negative acoustic wavenumber
line, indicating backscattered sound waves, likely from the shear layer turbulence
interacting with the shock cells. This ridge cuts off at fd/Uo of 0.075. Additional
subsonic scattering occurs at higher negative wavenumbers (corresponding to
lower speeds) below this cutoff frequency. There are likely also forward-scattered
acoustic waves in the positive wavenumber transform, but they are masked by the
stronger convective terms.

• The mode orders with wavenumbers that are similar to those of the mean convec-
tive wavenumber are annotated with their mode orders (m, n) at their resonance
frequencies. These modes are strongly excited and have high spectral peaks.

The wavenumber-frequency transforms may be filtered, back-transformed to
physical space, and applied to the structural finite element model. Two filters are
applied: the first where all negative propagating terms are zeroed, and the second
where all forward (convective) propagating terms are zeroed. This exercise will show
the relative importance of the forward and backward-traveling pressure loads.

The top of Fig. 14 shows a cumulative integration of the subsonic panel displace-
ment spectrum normalized by the total integration. The far right of the cumulative
integration corresponds to the overall RMS displacement (the total integration of
the spectrum). Cumulative integrations of the spectra computed using only positive
and negative wavenumber contributions to the wall pressures are also shown. As
expected, for subsonic flow, the positive convective pressure loading dominates the
panel excitation and resulting displacement response. At low frequencies, however,
there are some small contributions from negative wavenumber components, which
is common for random convecting turbulence.

The middle and bottom of Fig. 14 show cumulative integrations of displacement
spectra for on-design and underexpanded nozzle conditions. For on-design condi-
tions, the negative wavenumber wall pressure is comparable to that of the convective
terms at frequencies below St = 0.07 (consistent with the wavenumber transform
contour shown in Fig. 13) and is responsible for about 12% of the structural RMS
response. For underexpanded conditions, the negative wavenumber terms become
even more important as the shock cell reflections become stronger, contributing
to about 25% of the RMS response. Above the cutoff frequencies, however, the
loading is dominated by the convecting shear layer turbulence (notice how the neg-
ative wavenumber contributions disappear above St~0.6). These results show that
backward-traveling acoustic loading is important to the low-frequency excitation of
panels loaded by supersonic wall-bounded jet flow. Figure 6 (effective propagation
velocities of the wall pressures) implies that the backward-traveling pressure waves
are confined to the forward region of the plate just downstream of the nozzle dis-
charge, with convecting pressures dominating the loading on the downstream portion
of the plate.
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Fig. 14 Cumulative
summations of panel
displacement spectra at
location 1 for: top—subsonic
nozzle conditions
(β =−0.55),
middle—on-design nozzle
conditions (β =−0.55),
bottom—underexpanded
nozzle conditions (β =
0.53); total wall pressure
loading, positive
wavenumber loading, and
negative wavenumber
loading 0 0.05 0.1 0.15
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4 Summary and Conclusions

The panel vibrations induced by wall-bounded jet flow from an upstream high aspect
ratio rectangular nozzle have been simulated using CFD Hybrid RANS/LES wall
pressures applied to a structural FE model using a transfer function time-domain
approach. The wall pressures are similar to those measured in a test facility at UTRC.
Simulated structural response agreeswellwithmeasurements at on-design andunder-
expanded NPRs.

Correlation analysis and wavenumber-based assessments of the wall pressure
loading show that strong negative backward-traveling components within and
between shock cells for on-design and underexpanded operating conditions are
important exciters of structural vibration (and therefore alternating stress). The neg-
ative traveling pressure waves are concentrated near the nozzle discharge and are
caused by interaction between the turbulent shear layer and the shock cells, with
forward- and backward-scattered sonic, and perhaps aerodynamic waves loading
the surface. These loads, however, are limited to lower frequencies, where a cutoff
frequency is apparent in the wavenumber transforms of the surface pressure fields.
Also, the downstream portions of panels are excitedmost strongly by the downstream
pressures induced by turbulence within the diffusing, expanding shear layer.

The wall pressure loading was filtered to remove backward-propagating (nega-
tive wavenumber) loading to assess its relative importance to structural vibration
response. For the conditions studied here, the negative wavenumber excitation is
responsible for about 12% of the RMS structural displacement at on-design condi-
tions and for about 25% of the RMS displacement at underexpanded conditions.

Future studies will examine how specific structural modes accept energy from
supersonic inhomogeneous surface pressure fields downstream of nozzles. Also,
alternating structural normal and shear stress time histories and spectra will be ana-
lyzed to demonstrate the utility of the methods for assessing structural fatigue life.
Finally, less computationally intensive semiempirical methods of the wall pressure
excitation (amplitudes and spatial correlations) may be derived in the future. More
experimental and computational validation studies are required, however, before such
empirical models could be used reliably.
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Determination of the Acoustic
and Hydrodynamic Contributions
to the Vibrational Response of an
Air-Conveying Rectangular Duct

Florian Hugues, Emmanuel Perrey-Debain, Nicolas Dauchez
and Nicolas Papaxanthos

Abstract This paper focuses on the vibratory response of a rectangular duct of
finite length excited by an internal turbulent flow. The wall pressure distribution is
decomposed into a hydrodynamic and acoustic contribution. Two configurations are
investigated: (i) a straight duct with no singularity, in which duct acoustic modes
are excited by the TBL and (ii) a straight duct with a diaphragm inserted upstream
generating a localized acoustic source. The acoustic contribution is either measured
via cross-spectra-based methods or calculated using Computational Fluid Dynamics
and aeroacoustic analogies. Semi-analytical predictions are compared with exper-
imental results. It is concluded that in both scenarios, the acoustic contribution is
largely dominant.

Keywords Internal turbulent flow · Vibroacoustic response · Numerical methods

1 Introduction and Problem Statement

Gas transport ductwork in industrial plants or air conditioning networks can be sub-
ject to vibrations induced by the internal flow. Although most of the fluid-conveying
ducts are cylindrical, specific applications require the use of rectangular ducts. This
is the case of ventilation and air conditioning systems in buildings for space sav-
ing, or in industrial applications requiring large duct sections for gas transportation.
For instance, gas treatment centers used in the aluminum industry require such
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(a)

(b)

Fig. 1 Problem statement: two scenarios are investigated. aThere is no singularity and the vibrating
structure is subject to both TBL excitation and acoustic waves. b There is a flow constriction which
generates flow disturbances in the vicinity of the singularity as well as acoustic waves radiating
from the obstacle

rectangular ducts due to manufacturing constraint. These ducts which convey gases
at low-speed flow condition can be the subject to high levels of vibration induced by
the flow acting on the internal faces of the duct. The prediction of such flow-induced
vibrations is, therefore, essential in order to optimize the geometry and characteristics
of the duct according to the vibration levels andmechanical fatigue objectives.While
many studies have been published on the vibrations of cylindrical pipes excited by
fluid flow, much less is known about rectangularly shaped ducts.

The problem statement is showed in Fig. 1. In a fully developed turbulent straight
pipe flow with no discontinuity or pipe fittings, the vibration of the pipe wall is
due to random fluctuating pressures along the inside wall of the pipe. In general, the
hydrodynamic turbulent boundary layer (TBL) excitation is considered as responsible
for the vibrations of the structure [1]. As a random stochastic source, thewall pressure
fluctuation is generally defined via its cross-spectral density (CSD). Various semi-
empirical models have been developed since the 60s, and we can cite the well-
knownCorcosmodel [2] which is probably themost popular. However, the acoustical
contribution produced by the turbulent flow is less understood and little data is
available in the literature. Boundary layer pressure fluctuations are distributed over
the entire surface of the duct, and acoustic waves within the TBL flow excite acoustic
duct modes, which in turn excite the duct walls [3]. In the present work, it is shown
that the acoustic field is well described in terms of duct modes that correspond to the
primary excitation source of the structure.

The situation is quite different with an internal flow disturbance in the duct due to
a singularity such as a bend, a junction, or a flow constriction as shown Fig. 1b. The
flow/obstacle interaction generates internal sound waves which propagate through
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the piping system. The origin of the sound is relatively well identified and localized.
In many instances, the broadband nature of the source generation corresponds to a
dipole source due to the drag force fluctuations on the obstacle [4]. The additional
propagating sound waves are then superimposed on the hydrodynamic TBL fluc-
tuations. Furthermore, these sound sources are likely to dominate above a certain
distance from the discontinuity. Reference [5] offers an overview of the effects of
flow disturbances on pipeline noise.

The purpose of this paper is to quantify the TBL and acoustic contributions to
rectangular duct vibrations. TheTBLexcitation comprises an aerodynamic part based
on the semi-empirical model of Corcos and an acoustical contribution described in
terms of duct acousticmodes. The quantities of interest are the point auto-spectrumof
the TBL and the amplitudes of acoustic waves. They are eithermeasured or computed
using aeroacoustics simulations.

The paper is organized as follows: The theoretical ingredients, including the vibra-
tion model for the structure as well as the hydrodynamic and acoustic excitations, are
briefly presented in Sect. 2. The measurement and the numerical computation of both
components of the pressure are presented in Sects. 3 and 4. In Sect. 5, experimental
results are compared with numerical predictions.

2 Modeling the Vibrational Response of a Rectangular
Duct Due to Turbulent and Acoustic Excitation

The vibrational response is given for a 0.2 × 0.1 × 0.5m3 duct made of 3-mm
steel plates excited by 20m/s or 30 m/s flows as shown in Fig. 2. To facilitate the
geometrical coordinate system, curvilinear abscissa s is used and the coordinate
systembecomes s = (s, z). The general bending solutionwi for each plate i = 1 . . . 4
can be expressed as a sum of shape functions φi

mn as

φi
mn(s, z) =

[
Aim sin(α2s) + Bi

m cos(α2s) + Ci
m sinh(α1s) + Di

m cosh(α1s)
]

︸ ︷︷ ︸
ϕi
m (s)

sin

(
nπ z

Lz

)
,

(1)
with α1 =

√
β2 + (nπ/Lz)

2, α2 =
√

β2 − (nπ/Lz)
2, and β4 = ω2ρh/D.

D = Eh3/12(1 − ν2) is the bending stiffness of the plate, h the thickness and ω

the angular frequency. The shape of the plate i along the s direction is defined as
ϕi
m(s). For each mode n, the value of coefficients Am , Bm , Cm and Dm is determined

by writing the zero displacement conditions along the coupled edges and the conti-
nuity of the rotation and bending momentum. The reader is referred to [6] for more
details.

Figure 3 shows global mode shapes computed analytically: The first index stands
for the type of section mode, and the second index corresponds to the number of
half-periods along the z-axis.
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Fig. 2 Duct model

Fig. 3 Section mode shapes ϕm (n = 1) and 3D illustration of some global modes of the duct φmn

The frequency response function (FRF) H defining the steady state harmonic
response of the duct at point r1 excited by a point force located at s1 writes

H(r1, s1, ω) =
∑
m,n

φmn(r1)φmn(s1)
MmnZmn

, (2)

where S = 2Lz(Lx + Ly) is the duct surface and for a given mode mn, Mmn =∫
S

ρhφ2
mn

ds is the generalized mass. The dynamic mechanical impedance is given by
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Zmn(ω) = ω2
mn − ω2 + 2iξmnωmnω, (3)

with ωmn and ξmn the natural frequency and modal damping of mode (m, n). In this
study, FRF are computed analytically (model in vacuum). The natural frequency
and modal damping are reassessed from experimental data. The calculation of the
vibrational response of the structure is based on random analysis techniques that
take into account the stochastic turbulent wall pressure distribution. The quantity of
interest is the cross-power spectral density of the resulting vibration between points
r1 and r2 located on the duct defined as

Sww(r1, r2, ω) =
∫

S

∫

S

H∗(r1, s1, ω)Spp(s1, s2, ω)H(r2, s2, ω) ds1 ds2, (4)

where H corresponds to the frequency response function (FRF) of the structure
defined in Eq. (2) and Spp the cross-spectral density (CSD) of the stochastic dis-
tributed excitation. This formula can be simplified by considering the modal decom-
position response of the plate and by neglecting cross terms. The auto-spectrum is
expressed when r = r1 = r2 as

Sww(r, ω) =
∑
mn

(
φmn(r)

Mmn|Zmn|
)2

×
Imn(ω)︷ ︸︸ ︷∫

S

∫

S

φmn(s1)Spp(s1, s2, ω)φmn(s2) ds1 ds2 .

(5)
Finally, the quadratic acceleration of the duct:

Suu(ω) = ω4

S

∫

S

Sww(r, ω) dr, (6)

allows us to quantify the global response of the structure.
TheCSDof thewall pressure distribution can be decomposed into a hydrodynamic

and acoustic contribution as follows

Spp(s1, s2, ω) = Shpp(s1, s2, ω) + Sacpp(s1, s2, ω). (7)

The hydrodynamic contribution can be represented by the Corcos model. Because
the Corcos model is known to overestimate the levels in the subconvective domain,
a modified Corcos model proposed in [7] (see also [8]), which better estimates low-
wavenumber excitation, is also considered in this work, so we take

Shpp(s1, s2, ω) = Φpp(ω)(1 + αγzω|ξz|/Uc)e
−γsω|ξs |/Uce−γzω|ξz |/Uce−iωξz/Uc . (8)

If α = 0, it corresponds to the original Corcos model and if α = 1 to the modified
Corcos. The coefficient Uc defines the TBL velocity and is expressed as a fraction
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(a) (b)

Fig. 4 Coupling of TBL wall pressure cross-spectrum models and the wavenumber transform of a
flexural plate mode (wavenumber sensitivity function) a at 200Hz b 1300Hz

of the flow speed at the center of the duct U0 and this is set to Uc/U0 = 0.85.
Corcos parameters γz and γs are related to the axial and lateral correlation lengths.
The Corcos model or the modified one may be easily transformed into wavenumber
space and is compared to the wavenumber transform of a plate bending mode for the
simply supported case (at modal wavenumber kn = nπ/Lz , where n is the number
of half-periods along the z-axis and Lz the plate dimension). This is shown in Fig. 4
following a similar analysis presented in [9]. In the present study, the frequency of
interest ranges from 200 to 1300Hz and the flow speed is relatively low (30 m/s
max) so the convective wavenumber remains always much higher than structural
wavenumbers (note that this is not necessarily true for acoustic wavenumbers).

The acoustic contribution is described as a series of propagating duct acoustic
mode. The contribution of the pq th acousticmode on the cross-power spectral density
is obtained in the manner of [10] as

Sacpp(s1, s2, ω) =
∑
pq

∣∣C±
pq

∣∣2 ψpq(s1)ψpq(s2) exp
(
ik±

pq(z1 − z2)
)

︸ ︷︷ ︸
Sac±pq (s1,s2,ω)

, (9)

whereC±
pq stands for the amplitude of the downstream (+) and upstream (-) propagat-

ingmode. Here acousticmodes are deliberately not normalized so the quantity |C±
pq |2

can be regarded as the auto-power spectrum for the acoustic pressure on the duct
wall. To simplify the analysis, the flow is assumed uniform and we neglect damping.
The axial wavenumbers k±

pq have the well-known expression (here k = ω/c):
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k±
pq =

kM ±
√
k2 − (

1 − M2
) ((

pπ
Lx

)2 +
(
qπ

Ly

)2
)

1 − M2
, (10)

where M is the Mach number. The condition for an acoustic mode to propagate is
that the wavenumber k±

pq must be real. Otherwise, the wave will decay exponentially
and is known as an evanescent wave. The frequency at which a mode (p, q) begins
to propagate is known as the cutoff frequency of the mode. Note that the evanescent
waves are neglected in our model. In all cases, the integration of Eq. (4) is carried
out analytically.

3 Experimental Determination of Hydrodynamic
and Acoustic Components

In this section, we present the experimental methods to determine the wall pressure
distribution Φpp(ω) and the acoustic modal amplitudes C±

pq .
The experiments have been performed on a test bench, as shown in Fig. 5a,

designed for the multimodal characterization of the acoustic properties of obstacles
in the presence of a low Mach number flow. The duct facility is a rigid rectangular
duct of 0.2mx 0.1m sectionwith an anechoic termination at both ends. It is equipped
with a radial fan able to generate an air flow up to 30 m/s. The tested part of the duct
is made of four 0.5-m-long welded steel plates of 3mm thickness and is inserted
in the test section. The test bench is instrumented with 8 sets of 12 microphones
mounted on the wall of the duct. Each set named a4, a3, a2, a1 located upstream
and b1,b2,b3,b6 located downstream the test section (as indicated in Fig. 5b) cor-
responds to a given position (in z) along the duct axis. The duct response is mea-
sured using two accelerometers: one of them being used as a reference, the other one
being successively positioned on the measurement grid in order to get the average
quadratic acceleration of the duct. The measurement grid is defined on the duct with
a regular interval of 2.5 cm along the cross-flow direction and 5 cm along the flow
direction. The point pressure auto-spectrum Φpp(ω) is determined experimentally
using upstreamaswell as downstreammicrophones sections a3, a2, a1 andb1,b2,b3,
respectively.

Two methods are used for determining the acoustic modal amplitude
∣∣C±

pq

∣∣ and
are presented below.

3.1 Cross-Spectra-Based Method: Case with No Singularity

The duct is straight with no singularity, so that propagating acoustic modes are gen-
erated by the TBL itself all along the duct. The estimation of the acoustic component
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(a)

(b)

Fig. 5 Overview of the experimental setup

is performed by minimizing an overdetermined system (Eq. (11)). The input data is a
set of cross-spectra between microphones at the four sections a1,b3, a4,b6 as illus-
trated in Fig. 5b. Distances betweenmicrophones aremuch larger than the correlation
lengths of the hydrodynamic wall pressure fluctuations so that only the acoustic part
of the pressure is measured and estimated as follows

SΔz
pp (si , s j , ω) = ∣∣C+

00

∣∣2 ψ00(si )ψ00(s j ) exp
[
ik+

00Δz
]

+ ∣∣C+
10

∣∣2 ψ10(si )ψ10(s j ) exp
[
ik+

10Δz
] + ... (11)

Results using 600 averages are shown in Fig. 6a. The acoustic contribution is found
to be 10 dB up to 20 dB lower than the turbulent wall pressure fluctuations. Note
that upstream and downstream propagating modes are not distinguished as they have
similar amplitudes.
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Fig. 6 Estimation of the propagating duct acoustic modes. a In the case of a straight duct with no
singularity, the flow speed is 30 m/s. bWith a flow constriction, the flow speed is 6.5 m/s (measured
upstream the constriction)

3.2 2N-port Method: Case with a Flow Constriction

In the vicinity of a pipeline singularity such as a flow constriction, acoustic waves are
generated due to the drag force fluctuations. In this context, acoustic measurements
can be performed on the basis of the so-called Multiport method [11, 12]. The
acoustic scatteringmatrix of theobstructedduct and the impedanceof the surrounding
environment are first identified by measuring the acoustic response to given external
excitations. Then, the aeroacoustic noise produced by the interaction of the obstacle
and the flow is extracted. Themultiport formulation can be written in a compact form

pout = Spin + ps, (12)

where S is the scattering matrix, vector pout stands for the acoustic waves radiating
away, and ps is the source vector containing the modal coefficients.

The quantity of interest is the source cross-spectrum matrix defined as

Gs = E[ps(ps)c], (13)

where the superscript c denotes transpose and complex conjugate. We obtain a
[2N × 2N ] matrix, where N is the number of acoustic duct modes considered, and
the diagonal terms 〈∣∣C−

00

∣∣2 ...
∣∣C−

NN

∣∣2 ,
∣∣C+

00

∣∣2 ...
∣∣C+

NN

∣∣2〉 represent the modal auto-
spectra, respectively, at the section a1(−) andb1(+). Results are shown in Fig. 6b.We
notice the emergence of the first transverse acoustic mode above the cutoff frequency
at 853Hz (below that frequency, only the plane mode propagates).
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4 Numerical Determination of the Hydrodynamic
and Acoustic Components

In this section, we present a method to determine the two components, on the basis
of a Computational Fluid Dynamics approach coupled with an aeroacoustic analogy.

At lowMach number and for sufficiently high Reynolds numbers, the Large Eddy
Simulation (LES) of an unsteady incompressible flow coupled with an acoustic anal-
ogy is classically used as it should deliver reasonably accurate predictions for both
the hydrodynamic and acoustic pressure [13]. Let us recall that the hydrodynamic
pressure ph which is provided by the incompressible-flow simulation (Star-CCM+
is used here) must be solution to the Poisson’s equation:

Δph = q, (14)

where q is the source term containing mean and fluctuating velocity terms (all phys-
ical quantities are interpreted in the frequency domain). Now, in order to take into
account compressibility effects, Lighthill’s aeroacoustic analogy leads to a somewhat
similar equation of the form

(Δ + k2)p = q, (15)

where k is the acoustic wavenumber and p can now be regarded as the true pressure.
By combining Eqs. (14) and (15), the acoustic pressure defined as the difference
pa = p − ph can be shown to be the solution to the following boundary integral
equation [13]

pa =
∫

∂V

(
ph

∂ (G − G0)

∂n
+ pa

∂G

∂n

)
dS +

∫

S±

(
G0

∂ph
∂n

− GT (ph)

)
dS, (16)

where the volume integral over the CFD domain, call it V , has been neglected [13].
G0 is the static Green’s function, G is the classical free-field Green’s function, and
T (ph) is the operator associated with the anechoic condition at both ends of the duct
(the sign − and + corresponds to left and right end, respectively). The resolution of
Eq. (16) requires the storage of the incompressible-flow pressure ph on the surface of
the domain and its derivative ∂n ph on the inlet and outlet. The mesh used for the CFD
comprises 9 million cells. The mesh is built using 4 resolution levels ranging from
0.5mm to 4mm. The smallest cells are located in the vicinity of the diaphragm edges
in order to capture correctly the physics of the shear layers. A RANS k-ε simulation
is first performed to give an initial condition for the incompressible Large Eddy Sim-
ulation. Inlet boundary conditions, velocity components and turbulent kinetic energy,
are prescribed using realistic data provided by PIVmeasurement. Themeasuredmass
flow rate is 565kg/h which corresponds to an average velocity over the duct section
of 6.5 m/s. The LES is carried out with a simulated physical time of 0.32 s and a time
step δt = 10−5s. Due to the difference in size of acoustic and turbulent wavelengths,
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Fig. 7 Computed pressure
distribution in the duct

the requirement in terms of grid resolution is less severe for the acoustic computa-
tion than for the CFD. The integral equation Eq. (16) is solved by collocation on a
coarse mesh which is composed of around 8500 triangular surface cells of maximum
dimension 2cm, which corresponds to λ/8 at 2125Hz. The temporal boundary data
ph and ∂n ph are summed on the coarse mesh centroids using a conservative mapping
from Star-CCM+. The Fourier analysis and the resolution of Eq. (16) are carried out
on MATLAB. The physical time of 0.32 s is divided into eight segments of 0.05 s
each with 1/4 overlapping. A window function is applied on each segment. A typical
result is shown in Fig. 7 where small-scale wall hydrodynamic pressure fluctuations
and long wavelength acoustic waves can be identified.

In order to compute the structural loads, two quantities of interest are considered:
(i) the CSD of the wall pressure distribution, either of hydrodynamic or acoustic
nature

Sh,CFD
pp (s1, s2, ω) = E

[
ph p

∗
h

]
and Sac,CFDpp (s1, s2, ω) = E

[
pa p

∗
a

]
. (17)

and (ii) the duct acoustic modes radiating away from the obstacle, defined as

C+
pq =

∫

S+

paψpqdS. (18)

Figure8 shows reasonably good agreement betweenmeasured data using the 2N -port
method and numerical predictions.

5 Results and Discussion

5.1 Straight Duct with No Obstacle

The global response of the duct, including both the aerodynamic and acoustic con-
tributions, can now be estimated via
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Fig. 8 Computed versus
measured duct acoustic
mode amplitudes radiating
away from the obstacle

200 400 600 800 1000 1200 1400
30

40

50

60

70

80

90

Suu = Shuu + Sacuu , (19)

where the hydrodynamic component is calculated via Corcos model. Here, Corcos
coefficients are set to γs = 1 and γz = 1/8. Figure9 shows the quadratic acceleration
due to each contribution, by using up to 20 structural modes. Note that as opposed
to the modified Corcos model, the original Corcos model is known to overestimate
low-wavenumber TBL loading showing 10–15 dB differences. Similar results can
be found in [14]. In both cases, however, the hydrodynamic contribution remains
marginal and the acoustic excitation clearly dominates.

Note that plane wave mode can only be coupled to the structural modes with
section mode m = 1 or m = 5, whereas the first transverse acoustic mode can only
be coupled to the section mode m = 3. Finally, reasonably good agreements with
experimental results are found once all contributions are summed up.

Fig. 9 Quadratic
acceleration for each
response contribution at
30 m/s
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(a) (b)

Fig. 10 Quadratic acceleration using a the direct approach and b the modal approach

5.2 Straight Duct with a Flow Constriction

5.2.1 Direct Approach

The vibrating structure is situated at L = 40 cm downstream from the discontinuity.
The vibrational response is estimated using a direct approach based on a regular
discretization of the duct surface with triangular cells of average dimension of 2cm.
The computation of the quantity Imn(ω) defined in Eq. (5) is estimated as follows

Imn(ω) ≈
Np∑
i

Np∑
j

φmn(si )Sh/ac,CFD
pp (si , s j , ω)φmn(s j )Δi Δ j , (20)

where Np is the number of cells and Δi is the elementary surface of the triangular
cells. Predicted quadratic acceleration is compared to measured data in Fig. 10a. The
CSD matrix Sh/ac,CFD

pp is computed using either the hydrodynamic pressure ph pro-
vided by LES or the acoustic pressure pa computed with the acoustic analogy. Once
again the acoustic contribution clearly dominates and the overall energy is respected
between predicted and measured vibrations using the acoustic loads alone. Note that
calculations were performed using a frequency step Δ f = 20 Hz corresponding to
about 0.3 s of CFD simulated physical time.

5.2.2 Modal Approach

Since the acoustic part is dominant, it is fair to assume that only acoustic modes
propagating downstream are considered as the primary source of excitation. In this
case, we have simply

Imn(ω) = ∣∣C+
pq

∣∣2
CFD

j2±mnpq(ω), (21)
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where j2±mnpq(ω) is the joint acceptance function describing the coupling between a
structural mode (m, n) and a duct acoustic mode (p, q). Note that it is computed
analytically. The modal approach permits to save computation time as the storage
of the CSD matrix requires high memory capacity. Figure10b shows the quadratic
acceleration due to each contribution and good agreements can be observed. Here, a
linear interpolation (in frequency) is applied to

∣∣C+
00

∣∣2
CFD and

∣∣C+
10

∣∣2
CFD coefficients.

This allows to refine the frequency analysis so as peaks at the resonance frequencies
of the structure are better predicted.

6 Conclusion

The vibrational response of a rectangular duct of finite length excited by an internal
turbulent flow was investigated both numerically and experimentally. The pressure
loading on the structure expressed in terms of CSD accounts for both hydrodynamic
and acoustic contributions. A CFD analysis coupled with an acoustic analogy is
used to compute these two contributions and assess their relative influence on the
vibrational response. Amplitudes of acoustic waves are measured using either a
cross-spectra-based method or the 2N -port method. The vibrational levels have been
investigated for two scenarios (i) a straight duct with no obstacle and (ii) with a flow
constriction (i.e., a diaphragm) inserted upstream. In both cases, the acoustic pressure
field has been shown to have a great impact on the vibrational response. Measured
vibrational levels are found to be in good agreement with our numerical simulations.
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Review of Efficient Methods
for the Computation of Transmission
Loss of Plates with Inhomogeneous
Material Properties and Curvature
Under Turbulent Boundary Layer
Excitation

Alexander Peiffer and Uwe Christian Mueller

Abstract The excitation of structures by turbulent boundary layer requires the con-
sideration of the cross-spectral density for all degrees of freedom excited by the
pressure fluctuations. This leads to large and computationally expensive matrices for
the calculation of the structural response or even radiation into the fluid. This paper
deals with the comparison of different methods to reduce the size of the problem.
One option is the decomposition of the cross-spectral matrix into major principal
components in order to represent the randommatrix by few deterministic load cases.
The second option is the conversion of the random equations of motion into modal
space. A detailed investigation of the matrix coefficients under diffuse acoustic field
and turbulent boundary layer excitation shows in which case the off-diagonal coef-
ficients may be neglected. The paper concludes with an evaluation of the precision
and a discussion about the computational expense of all applied methods as far as
the advantages and disadvantages of each method.

Keywords Hybrid method · Random response · Turbulent boundary layer
Diffuse acoustic field · Transmission

1 Introduction

Modern turbofan aircraft with high bypass ratio engines provide an excellent noise
performance during cruise. Due to this, the impact of engine noise is less and less
important and the turbulent boundary layer remains as a major source of interior
noise, especially in the cockpit and the front sections of the aircraft. The turbulent
boundary layer (TBL) is a random excitation that is described by cross-spectral
functions or matrices over frequency. As a consequence, the consideration of random
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load excitation is computationally very expensive and reductionmethods are required
to make the computation of realistic structures feasible.

This paper evaluates two different methods regarding precision and reduction in
computational expense. The following methods will be investigated:

1. Singular Value Decomposition The cross-spectral matrix of the load can be
separated into a reduced set of orthogonal deterministic load cases. Here, the
degrees of freedom of the load itself are reduced. There are specific criteria that
allow to estimate the number of components to get a representative description
of the load. The advantage of this method is that every finite element model that
provides direct frequency responses can be applied to solve random excitation
problems.

2. Modal Joint AcceptanceModal condensation can be applied in the random load
context. The diagonal form of the structural equation of motion in modal coor-
dinates cannot be sustained. Thus, this paper deals with the modal method using
full and diagonal matrices in order to evaluate computation time and precision in
both cases.

In the literature, there are many further options to reduce the size of the numerical
problem as shown, for example, in [1] some of them are even more efficient. We
focus here on the singular value decomposition because this provides some further
insight into the characteristics of the load and the main goal is to understand the
effect of the diagonal form.

The investigated structures are (i): a cylindrically curved aluminium shell and
(ii): realistic aircraft fuselage panel structure. Both are modelled by the finite ele-
ment method (FEM). Analytical or statistical energy analysis (SEA) methods are
not considered here even though they are very efficient but they are of limited use
for realistic structures. A mesh-based approach is required to catch all the details of
structural dynamics of complex structures.

2 Theory

The transmission problem for random excitation can be interpreted as a hybrid
FEM/SEA model as described by Shorter and Langley in [2]. The hybrid method
leads to an equivalent approach as shown by Graham [3] and as explained by Peiffer
et al. in [4].

2.1 Hybrid FEM/SEA Theory

In the context of hybrid theory, the structure is supposed to be deterministic and
modelled by finite elements. This leads to a discrete equation of motion given by the
dynamic stiffness matrix such as:
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Fig. 1 Configuration of turbulent flow, structure and acoustic radiation

Du = [K − ω2M]u = f (1)

The surrounding fluid is considered by introducing a stiffnessmatrix that accounts
for the reacting forces of the free sound field on the vibrating structure, the so-called
radiation stiffness. The radiation stiffness of both sides is added to the stiffnessmatrix
of the structure in vacuo as depicted in Fig. 1.

Dtot = D + D(1)
dir + D(2)

dir (2)

In free-field configuration, this expression is exact. In the context of hybrid theory,
the free-field assumption is based on the fact that the impact of random systems (here
the cavity of the aircraft) is given by the free-field radiation stiffness because in an
ensemble of random systems, the reflections of the boundaries are not coherent and
the mean value of the reflected waves is zero.

The radiation stiffness matrix can be derived by boundary element methods or
by numerical integration of the Rayleigh integral as shown, for example, in [5]. In
the latter case, the curvature is neglected and both fluid regimes are considered as
infinite half spaces.

The external forces are separated into deterministic and random forces the latter
representing the turbulent boundary layer.

Dtotus = f + frnd (3)

In the following, we exclusively deal with random forces and assume f = 0.
Random forces are defined by the cross-correlation spectrum of the applied nodal
forces given by the expected values of the force spectral vectors:

S f f = E
[
frnd fHrnd

]
(4)
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Consequently, the response of the structural system is also given as cross-
correlation derived by inversion of (3)

Suu = E
[
uuH

] = D−1
totS f fD−H

tot (5)

This equation theoretically solves the random load problem. However, this
requires triple symmetric matrix multiplication being computationally very expen-
sive. So, reduction is needed to make the response calculation of structural subsys-
tems with more than 104 degrees of freedom feasible.

2.2 Modal Coordinates

In structural dynamics, the structural equations of motion can be reduced by con-
verting the displacement coordinated into modal space. The mode shapes are the
eigenvector solutions of the following equation.

[K − ω2
nM]�n = 0 (6)

When these shapes are arranged in transformationmatrices� = [�1�2 · · ·�N] with
the so called mass normalisation

�TM� = 1 �TK� = diag(ω2
n) (7)

Equation (2) reads in modal coordinates as:

D′
tot = �HDtot� (8)

= diag(ω2
n(1 + jη) − ω2) + �HD(1)

dir� + �HD(2)
dir�

= diag(ω2
n(1 + jη) − ω2) + D

′(1)
dir + D

′(2)
dir

In the following matrices and coordinates in modal base are denoted by a prime
(′). The radiation stiffness destroys the diagonal form of the total stiffness matrix.
They are symmetrical but fully populated. With the modal force vector f ′ given by

f ′ = �H f (9)

and modal coordinates
u = �u′ (10)

Equation (5) can also be converted into modal coordinates reading as:
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S′
uu = �HSuu� = D

′−1
tot

{
�HS f f �

}
D

′−H
tot (11)

The term in braces is called the modal joint acceptance due to random excitation.
When the structure dynamics can be described by few modes, this will be a rea-
sonable reduction in computation time once the modal transformation is performed.
Typically, the structural mode shapes are calculated by commercial tools as, for
example, Nastran or Ansys and the maximal mode index N is selected due to fre-
quency criteria. For practical reasons, the shapes are mapped on regular meshes as
described, for example, in [4] because excitation, radiation and structure dynamics
required different mesh sizes.

2.3 Radiated Power

The radiated power is determined by the work done by the vibrating structure due
to the reaction force of the fluid times the surface normal velocity. These reaction
forces are given by the radiation stiffness Ddir . Summing up all local forces gives
the total radiated power [2].

Π
(m)
dir = ω

2

∑

i,k

ImD(m)
dir,ikSuu,ik (12)

The above expression is valid for displacement- and modal coordinates. The indexes
i, k denote row and column in the matrix.

Equation (12) in combination with (11) corresponds exactly to the radiated power
inGraham’s paper [3] except two differences: (1)Grahamconsiders only the diagonal
terms and (2) modal transformation and free-field radiation are performed in wave
number space.

2.4 Transmission Loss

For the perfect diffuse acoustic field, the irradiated power at the surface A is related
to the root mean square pressure1 by

Πin = A
p2rms

2ρ0c0
(13)

1Usualy, expression (13) is given for the mean square pressure in the diffuse field and not at the
surface. The surfacemean square pressure is doubled compared to the room or diffuse field pressure.
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the transmission coefficient τ is given by the power ratio of irradiated and transmitted
acoustic power. The transmission loss (TL) is the decibel expression of the reciprocal
value of the transmission coefficient.

τ = Πrad

Πin
T L = 10 log10

1

τ
(14)

The wording irradiated power does not make sense for random excitation as, for
example, in case of turbulent boundary layer, because the randompressure fluctuation
does not correspond to sound irradiation. But in order to define a metric similar to
the transmission loss, the hypothetical irradiated power is assumed to be similar to
the power of the diffuse acoustic field.

2.5 Singular Value Decomposition of Random Loads

The quadratic cross-spectral matrix can be written as a product of principal compo-
nent and singular value matrices [6].

S f f = U�UH (15)

The columns of U are each orthonormal

UHU = δmn (16)

and� is a diagonal matrix that contains the singular valueswn providing information
about the contribution of each component Un .

� = diag(wn) (17)

Typical implementations of the SVD sort the singular values in descending order.
Using only a reduced set of N singular values the cross-correlation matrix can be
approximated by a set of N components:

S f f = U�UH

≈ [
U1U2 · · ·UN

]
diag(w1, w2, . . . , wN )

[
U1U2 · · ·UN

]H
(18)

The number of components that is required to get a precise approximation is deter-
mined by the values of wi . The ratio between the first (highest) and N -th (lowest)
singular value provide information about the precision of using only N components.
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Taking all components until reaching one 100th of the first value leads to a matrix
approximation with a precision in the same order of magnitude.

Entering (18) into (5) reads as

Suu = E
[
uuH

] = D−1
totU�UHD−H

tot = (D−1
totU)�(D−1

totU)−H (19)

When using the approximation (18), the full matrix multiplication can be replaced
by N deterministic load cases

Dtotun = √
wnUn (20)

that are typically solved by finite element solvers. The response cross-correlation is
finally reconstructed by:

Suu = [
u1,u2, . . . ,uN

] [
u1,u2, . . . ,uN

]H
(21)

The importance of each result does not only correspond to the magnitude of the
singular value because the structure acts as a filter to the excitation. This may be
critical especially when coincidence occurs. In order to overcome this issue, the
wave number representation of the principal components can be compared to the
structural wave numbers and the related components can be added to the reduced set.
However, thismeans additional computational effort thatwill reduce the performance
of the SVD method.

2.6 Turbulent Boundary Layer Excitation

In the literature, many different empirical models for the description of turbulent
boundary layer excitation are shown. A comprising overview of some models is,
for example, given in [7]. For the performance studies in this paper one of the most
prominent model from Corcos [8] is chosen. Within the Corcos model, the cross-
correlation matrix is defined via two correlation coefficients cx and cy in flow (x)
and cross-flow (y) direction. The Corcos model is a homogeneous model that means
it depends only on the distance vector (Δx,Δy).

Spp(Δx,Δy, ω) = p2rms exp(−kc(cx |Δx | + cy |Δy|)) cos(kcΔx) (22)

With kc being the convective wave number kc = Uc
ω
and the convective flow speed

Uc that is often estimated by Uc = 0.75U∞ from the free-flow speed U∞. From
the authors experience, the Corcos model is not valid for all relevant flight states
because this model was developed for subsonic flow, see for example [9]. For the
numerical study in this paper, it suits perfectly because there are several reference
solutions available, and there is an analytical expression for both wave number and
space formulation. The pressure functions are translated into force functions by
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considering an element or nodal areaΔA. In addition, a diffuse sound field excitation
is considered as with the cross-correlation as given in [10].

Spp = p2rms

sin(kΔr)

kΔr
with Δr = |

√
Δx2 + Δy2| (23)

The foundations of the hybrid theory of Langley and Shorter [2] are based on the
diffuse field reciprocity that relates the cross-correlation function to the energy in
the diffuse field

S f f = 4Em

πωnm(ω)
ImD(m)

dir (24)

Thus, in the actual power balance of Eq. (14) the above equation is used so that
only the radiation stiffness is required in case of diffuse field excitation.

3 Test Cases

As test case, a typical cruise condition in civil flight is taken: Ma = 0.8 and flight
level FL = 330 corresponding to a height of h = 33,000 ft= 10,058m. With the
standard atmosphere, this leads to the following fluid properties c0 = 299.2m/s and
ρ0 = 0.409727kg/m3. As interior pressure, the current interior height of 8000 ft
corresponding to 2400m leads to the following air properties: c0 = 330.8, ρ0 =
0.96287kg/m3. The following Corcos coefficients were selected cx = 0.116 and
cy = 0.7.

3.1 Singular Value Decomposition

With the above data, a singular value decomposition is performed. In Fig. 2, the first
50 singular values are shown. It can be seen that the random nature of the TBL leads
to about 50 required singular values to reach two orders of magnitude at f = 100Hz.
However, at 1000Hz the decay of the first 50 singular values is less than ten. Thus,
even 50 values are not enough to get a reliable approximation of the TBL load above
400Hz where the singular value distance is at least one order of magnitude. To
conclude, the SVD is an option to reduce the computational expense. The calculation
of the SVD is independent from the number of considered components and it took
30min for 91 frequency steps, thus the gain in computation time cannot be high.
The output of the load cases into the text-based NASTRAN input was the most time-
consuming process, whereas the NASTRAN computation of the FEM response takes
1h for the curved plate making computations of realistic structure feasible. However,
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Fig. 2 Singular values of selected Corcos model

in an integrated FEM simulation environment the SVD may be an option, especially
when real mode condensation is not possible.

3.2 Test Structures

For the evaluation of each achievable precision and influence of inhomogeneousmass
distribution, two test cases are introduced: (i) a curved aluminium shell representing

Fig. 3 Test structures, LHS curved, homogeneous aluminium plate, RHS fuselage structure
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the homogeneous case and (ii) a typical aircraft panel with frames, stringers and
windows as realistic and consequently inhomogeneous test case. The aluminium shell
is of size Lx = 0.8m in flow direction and Ly = 1.2m in circumferential direction.
The thickness is t = 4mm. The aircraft panel is a typical stringer frame stiffened
aircraft structure of a regional aircraft with windows not specified in detail with
dimensions Lx = 1.8m and Ly = 1.1m (Fig. 3).

4 Simulation Results

In the following, the test structures are excited by TBL represented by the Corcos
model and the diffuse sound field. From the experience of the authors, the Graham
assumption using only the diagonal terms is appropriate for two cases: (1) TBL
excitation for both type of structures and (2) for homogeneous structures and both
excitations, TBL and diffuse field. The consideration of only diagonal terms leads
to much shorter computation times so it worth investigating the conditions for the
validity of this assumption in more detail. In the coming sections, the content of
the modal matrices will therefore be presented to evaluate the relevance of each
coefficient.

4.1 Transmission Loss

In Fig. 4, the result for the homogeneous panel due to diffuse field excitation is shown.
In order to verify the validity of the implementation in MATLAB, the diagonal
and the full matrix solution are compared to the commercial result of the software
VAOne of ESI-Group. One can see that all results agree quite well. There is a slight
overestimation of the diagonal results in the high-frequency regime and below the
first plate resonance. The TBL results agree also quite well as shown in Fig. 5 except
some deviations at anti-resonances (high transmission loss) in the mid-frequency.
When cumulating the 50 principal components, the SVD results are also reliable
up to 400Hz as discussed above due to sufficient dynamics in the singular values.
But for higher frequencies, the method requires more components. With only 50
components, the TL is overestimated by several decibels at high frequencies.

The situation is different for the fuselage panel. In Fig. 6, there is a large difference
between the diagonal and the full result for a diffuse field excitation. The Graham
solution overestimates the transmission loss. The Hy-TL solution is according to [4]
which is a full Graham implementation in wave number space.

However, in Fig. 7 were the TBL excitation is considered both results coincide
well, so onemay conclude that the diagonal form is sufficient for both; homogeneous
and fuselage panel, leading to a high-speed calculation even for complex structure
with a high number ofmodes. In the following,wewill investigate the relatedmatrices
in detail to argue on why the diagonal components must be considered or not.
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Fig. 4 Diffuse field transmission loss of the homogeneous panel

Fig. 5 TBL transmission loss of the homogeneous panel
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Fig. 6 Diffuse field transmission loss of the fuselage panel

Fig. 7 TBL transmission loss of the fuselage panel
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Fig. 8 Modal radiation stiffness of the homogeneous panel at 400Hz

4.2 Modal Radiation Stiffness

In the power balance of the diffuse field transmission, the radiation stiffness in com-
bination with modal frequencies are relevant. Thus, this quantity will be investigated
first for both cases. In the following figures, the absolute value of the matrices is
normalised to one for the highest matrix coefficient. All coefficients with absolute
values higher than 10% of the maximum are presented by coloured circles. Size and
colour of the circle show the value of each coefficient as denoted by the colour bar.

In Fig. 8, the modal radiation stiffness coefficients for the homogeneous plate at
400Hz are shown. There are few relevant off-diagonal coefficients and less than in
Fig. 9. The same effect can be seen for all frequencies. Thus, from the direct radiation
stiffness it is obvious that the transmission loss of realistic structures cannot be
calculated with the Graham assumption of diagonal modal matrices. The remaining
question is why this method works for TBL excitation even with significant off-
diagonal components of the matrix.

4.3 Modal Joint Acceptance

The power input into the structure thatmust not be confusedwith the power irradiated
onto the surface is determined by the modal joint acceptance (Fig. 10).
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Fig. 9 Model radiation stiffness of the fuselage panel at 400Hz

Fig. 10 Modal joint acceptance of homogeneous panel at 400Hz



Review of Efficient Methods for the Computation of Transmission … 247

Fig. 11 Modal joint acceptance of the fuselage panel at 400Hz

When inspecting the coefficients of the modal joint acceptance matrix of both
structures, there is no evidence for the off-diagonal components to be irrelevant.
In Fig. 11, the fuselage panel has high off-diagonal components. Consequently, the
modal joint acceptance cannot be used for an explanation of good transmission results
under TBL excitation. For the determination of the modal joint acceptance, the off-
diagonal terms must be considered to get reliable results, even more than for the
radiation stiffness.

4.4 Modal Response Matrix

The next step is to deal with the full structural response as given by (5). This involves
themodal joint acceptancemultiplied from left and right with the total stiffness. From
the radiation stiffness, it is obvious that the diagonal approximation works for the
homogeneous panel. The following studies will therefore focus on the fuselage panel
for both excitations as shown in Figs. 12 and 13.

The results show that there is only few major modal components plus some off-
diagonal terms for both. The dynamics in the figures is increased from [0.11] to
[0.011] to show that for the TBL excitation there are less off-diagonal components.
Thus, the structural response cross-spectrum allows the diagonal approach for TBL
when the required precision is not too high.
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Fig. 12 Displacement cross-correlation matrix of the fuselage panel at 400Hz for DAF excitation

Fig. 13 Displacement cross-correlation matrix of the fuselage panel at 400Hz for TBL excitation
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Fig. 14 Radiated power of homogeneous panel due to diffuse field excitation

Fig. 15 Radiated power of fuselage panel due to TBL excitation



250 A. Peiffer and U. C. Mueller

4.5 Radiated Power

The last remaining step in the flow of acoustic power is the acoustic radiation into
the surrounding fluids given by Eq. (12). In Figs. 14 and 15, the coefficients of the
sum of (12) are shown.

From Figs. 15 and 14, it becomes clear that even less diagonal components con-
tribute to the radiated power in case of TBL. Thus, the off-diagonal terms may be
neglected for the TBL transmission loss. One physical interpretation of this might
be the wave number mismatch between the acoustic field (radiation) and the TBL
excitation.

5 Conclusions

The modal implementation of the hybrid method is an excellent approach for the
evaluation of panel radiation and vibration due to diffuse acoustic field and turbulent
boundary layer excitations. For realistic panels with inhomogeneous mass distri-
bution, this requires the consideration of the full modal matrices. For transmission
loss and structural response calculations under TBL excitation, the diagonal form of
Graham can be used for realistic structures, but with less precision for the vibration
response. For more complex structures as, for example, double walls with isolation
materials and cabin lining, the modal approach is not applicable. Here, the singular
value decomposition is an option to reduce the size of the problem by considering
a reasonable but still high number of principal components of the cross-correlation
matrix of the turbulent boundary layer.
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Numerical Study of Nonlinear
Fluid–Structure Interaction
of an Excited Panel in Viscous Flow

Harris K. H. Fan, Garret C. Y. Lam and Randolph C. K. Leung

Abstract Vibration of flexible panel induced by flow and acoustic processes in a
duct can be used for silencer design, but it may conversely generate noise if struc-
tural instability is induced. Therefore, a complete understanding of fluid–structure
interaction is important for effective noise reduction. A new time-domain numerical
methodology has been developed for the calculation of the nonlinear fluid–structure
interaction of an excited panel in internal viscous flow. This paper reports its vali-
dation with two experiments. The first aims to validate that the methodology is able
to capture flow-induced structural instability and its acoustic radiation. The second
one is to show that the methodology captures the aeroacoustic–structural interaction
in a low-frequency silencer and its response correctly. The importance of inclusion
of viscous effect in both cases is also discussed.

Keywords Fluid–structure interaction · Flow-induced structural instability
Aeroacoustic–structural interaction · Viscous effect

Nomenclature

C Structural damping coefficient
D Bending stiffness
E Total energy
Ep Modulus of elasticity
Ĥ Duct width and cavity height
Kp Stiffness of foundation
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L p Panel length
M Mach number
Nx Internal tensile stress of panel
Pr Prandtl number
R̂ The specific gas constant
Re Reynolds number
S Duct cross-sectional area
T Temperature
Tx External tensile stress of panel
T L Transmission loss
Û Inlet mean flow speed
W Acoustic power
a Characteristic dimension of a duct cross section
c0 Speed of sound
dx Grid size in x-direction
dy Grid size in y-direction
f Frequency

h p Panel thickness
k Wave number
l Size of the fluid volume in normal direction with panel deflection
l ′′ End correction
li Dimensions of duct in three directions, i = 1, 2, and 3
ni Mode numbers along three directions, i = 1, 2, and 3
p Pressure

pA Amplitude of incident wave
pex Net pressure exerted on panel
qx Heat flux in x-direction
qy Heat flux in y-direction
t Time
t1 Time of one period
u Fluid velocity in x-direction
û0 The reference velocity
v Fluid velocity in y-direction

vη Fluid velocity in η-direction
vξ Fluid velocity in ξ -direction
w Panel displacement
ẇ Panel velocity
ẅ Panel acceleration
γ The specific heat ratio
δ Size of the fluid volume in normal direction without panel deflection
η Normal direction of the undeflected panel
θ Phase
μ Viscosity
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ξ Tangential direction of the undeflected panel
ρ Density of fluid

ρp Density of panel

Subscripts

l f ace Lower fluid–panel interface
lower Fluid element beneath panel
u f ace Upper fluid–panel interface
upper Fluid element above panel

Superscript

ˆ Dimensional quantities

1 Introduction

A good understanding of the fluid–structure interaction is important in the design
of effective flow duct noise control in many aeronautic, automotive, and building
service engineering systems. When the flow unsteadiness and/or the duct geometry
are changed, acoustic waves are generated which may propagate back to the source
region andmodify the flowprocess generating it. Such aeroacoustic processes always
appear in the flow duct. Since the duct wall is constructed by thin panels, it may
be excited to vibrate by the aeroacoustic processes and in turn modify the source
aeroacoustic processes. There is a nonlinear coupling between the aeroacoustics of
the fluid and the structural dynamics of the panel. If the design of flow duct noise
control is developed with only one media (fluid or panel) in the consideration, it may
be completely counteracted by the dynamics occurring in another media through
the nonlinear coupling. A complete understanding of the nonlinear fluid–structure
interaction and its acoustics is necessary for devising an effective design.

To control the noise generation and its propagation in air flow ducts, a thick
layer of acoustic liner is commonly used that covers the duct to absorb noise and
prevent the noise in the duct breaks through the duct walls and annoy the people
in the surrounding. However, this kind of noise control method is not effective in
low frequency range. A drum-like silencer concept was introduced by Huang [1] in
which the nonlinear fluid–structure interaction of flexible panels was used to control
low-frequency noise. Huang reported that this design is effective in low frequency
range and claimed it gives low-pressure loss when flow is present. However, the
effect of mean flow is not considered in his theoretical study [1]. Later, Fan et al. [2,
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3] attempted to study numerically the aeroacoustic–structural response of the panel
in this design in an inviscid flow framework. The presence of inviscid mean flow
produces a completely different response from the case without flow. The fluid–
structure interaction was found to play a very important role in the noise reduction.
The silencer performance was found strongly reduced in the presence of flow. In
real application, viscous flow effect may be another important factor that affects the
silencing performance. The viscous flow may excite the flexible panel to vibrate and
cause structural instability. An experimental study by Liu [4] on the similar design
showed that the instability of the panel can be induced. Probably additional noise
will be generated by the vibration which reduces the effectiveness of the silencer.
Therefore, it is necessary to investigate the nonlinear fluid–structure interaction in
viscous flow.

A numerical methodology that facilitates better understanding of fluid–structure
interaction in viscous compressible duct flow for advancing design of silencer with
flexible panel has recently been developed. In order to minimize the error generated
by the numerical coupling procedure that connects the fluid and structure domains,
a treatment that combines all governing equations of different physical domains and
solved by a single solver is introduced. The new methodology has to be proven
able to resolve the nonlinear fluid–structure interaction and its acoustic problems
important to achieving a better design of the drum-like silencer concept for practical
use. This paper reports the results of such validationwith calculations of two pertinent
experiments.

2 A Brief of the Numerical Methodology

The aeroacoustic–structural interaction problem involves the interplay between the
flow dynamics, acoustics, and structural dynamics. The effects of all three parts play
equally important roles. Since acoustic motion is a kind of unsteady flow motions
that a fluid medium supports [5], both the acoustic field and its source unsteady
flow must be calculated and accurately resolved simultaneously by the numerical
model for fluid medium. In addition, the inherent nonlinear interaction between
the acoustics and the unsteady flow must be accurately accounted for solving the
problem. The generated acoustic waves inside a duct experience multiple reflection
and scattering which may then propagate back and alter the unsteady flow dynamics
and the panel structural vibration. These nonlinear interactions cannot be ignored.
Thus, direct aeroacoustic simulation (DAS) approach [6, 7] is adopted in modeling
the aeroacoustics in fluid medium. At the fluid–structure interface, both flow and
panel structural responses are simultaneously involved so proper governing equations
that describe these responses are needed. They are however usually not available.
Therefore, the responses at the interface are resolved by iterating the aeroacoustic
and panel dynamic models by Newton’s method. Here only the key components in
the formulation of the numerical methodology are described. The details of their
numerical implementation are referred to Fan [8].
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2.1 Aeroacoustic Model

In DAS, the aeroacoustics of the fluid medium is modeled by solving the two-
dimensional compressible Navier–Stokes equations together with ideal gas law for
calorically perfect gas. The normalized Navier–Stokes equations without source can
be written in the strong conservation form as,

∂U
∂t

+ ∂ (F − Fv)

∂x
+ ∂ (G − Gv)

∂y
= 0, (1)

where U = [ρ ρu ρv ρE], F = [ρu ρu2 + p ρuv (ρE + p)u], G = [ρv

ρuv ρv2 + p (ρE + p)v], Fv = (1/Re)[0 τxx τxy τxxu + τxyv − qx ], Gv =
(1/Re)[0 τxy τyy τxyu + τyyv − qy], ρ is the density of fluid, u and v are the
velocities in x and y-directions, respectively, t is the time, normal and shear stresses
τxx = (2/3)μ (2∂u/∂x − ∂v/∂y), τxy = μ (2∂u/∂y − ∂v/∂x), τyy = (2/3)μ
(2∂v/∂y − ∂u/∂x),μ is the viscosity, total energy E = p/ρ(γ − 1) + (u2 + v2)/2,
pressure p = ρT/γ M2, T is temperature, heat flux qx = [

μ/(γ − 1)PrM2
]

(∂T/∂x), qy = [
μ/(γ − 1)PrM2

]
(∂T/∂y), the specific heat ratio γ = 1.4, the ref-

erenceMach numberM = û0/ĉ0 where û0 is the reference velocity, ĉ0 = (γ R̂T̂0)1/2,
the specific gas constant for air R̂ = 287.058 J/(kgK), the reference Reynolds num-
ber Re = ρ̂0ĉ0 L̂0/μ̂0, and Prandtl number Pr = ĉp,0μ̂0/k̂0 = 0.71. All the dimen-
sional quantities are indicated with caret.

The conservation element and solution element (CE/SE) method [9] is adopted to
solve the DAS governing equations. It has been proven that the inherently low dissi-
pation of CE/SE method allows accurate calculation of the acoustic and flow fluctu-
ations which usually exhibit large disparity in their energy and length scales [7]. Its
numerical framework relies solely on strict conservation of physical laws and empha-
sis on the unified treatment of fluxes in both space and time. Lam [7] showed that
CE/SE method is capable of resolving the low Mach number interactions between
the unsteady flow and acoustic field accurately by calculating the benchmark aeroa-
coustic problems with increasing complexity. The formulation of the CE/SE method
is not given in this paper. The details can be referred to in the works of Lam [7].

2.2 Structural Dynamic Model

The one-dimensional dynamic response of the flexible panel can be modeled by the
simplified nonlinear Von Karman’s theory on Kelvin foundation [10, 11]. The panel
is assumed to be of uniform small thickness h p = ĥ p/L̂ p and initially flat. Using the
same set of reference parameters adopted in the aeroacoustic model, the normalized
governing equation for panel displacement w(x) = ŵ/L̂0 can be written as,
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D
∂4w

∂x4
− (Tx + Nx )

∂2w

∂x2
+ ρph p

∂2w

∂t2
+ C

∂w

∂t
+ Kpw = pex , (2)

where Nx = (Eph p/2L p)
∫ L p

0 (∂w/∂x)2 dx , D = D̂/(ρ̂0ĉ20 L̂
3
0) is the bending stiff-

ness, Tx = T̂x/(ρ̂0ĉ20 L̂0) is the external tensile stress resultant per unit length in
the tangential direction, Nx is the internal tensile stress in the tangential direction
induced by stretching, Ep = Ê pĉ20/(ρ̂0 L̂4

0) is the modulus of elasticity, L p = L̂ p/L̂0

is the length of panel, ρp = ρ̂p/ρ̂0 is the density of panel,C = Ĉ/(ρ̂0ĉ0) is the struc-
tural damping coefficient, Kp = K̂ p L̂0/(ρ̂0ĉ0) is the stiffness of foundation, and
pex = p̂ex/(ρ̂0ĉ20) is the net pressure exerted on the panel surface.

To satisfy the tangency condition, four equivalent relationships between the fluid
at the interface and the panel can be derived [12]. They are equivalents of stress,
acceleration, velocity, and displacement. When the fluid element size and the normal
velocity are small (M < 0.3) [13], the local viscous effect and compressibility of
fluid can be ignored. Therefore, the normal pressure difference can be simply given
by Newton’s second law as ∂p/∂η = −ρ(∂vη/∂t) = −ρẅ (Fig. 1). Then, the panel
acceleration is found as ẅ = −(∂p/∂η)/ρ. The panel velocity and displacement can
also be obtained by integrating ẅ and ẇ over time, i.e., ẇ = ∫

ẅdt and w = ∫
ẇdt .

2.3 Boundary Conditions

All solid surfaces obey the tangency condition and the normal pressure gradient
condition. At no-slip boundary surface, zero tangential velocity vξ = 0 is applied.

ξ

η Upper fluid element

Flexible panel segment

Lower fluid element

pupper τηη,upper

puface τηη,uface

plower τηη,lower

plface τηη,lface

lupper = δupper − w

llower = δlower + w

Fig. 1 Small fluid volumes on two sides of the flexible panel
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Isothermal condition T = T0 is applied to all solid surfaces, and zero normal velocity
vη = 0 is applied to all rigid surfaces. At the fluid–panel interface, the normal veloci-
ties are set as ẇ. Pinned conditions are prescribed at both edges for the flexible panel
where the displacement and bending moment are set zero, i.e., w = ∂2w/∂x2 = 0.

2.4 Fluid–Panel Coupling

During the time-marching of the numerical solution, aeroacoustics and structural
responses occur at the fluid–panel interface. Consider two adjacent infinitely small
control volumes of fluid on both sides of flexible panel and their total stress
on the normal direction as shown in Fig. 1 in which ξ and η are the tangen-
tial and normal directions of the undeflected panel surface, respectively. δ and
l are defined as the size of the fluid volume in normal direction without and
with panel deflection, respectively. p is the pressure acting from the surround-
ing on the surface of the fluid volume. The viscosity-induced normal force may
be expressed as τηη = (2/3)μ

(
2∂vη/∂η − ∂vξ/∂ξ

)
, where vξ and vη are the fluid

velocities in tangential and normal directions [14]. On the no-slip panel surface,
∂vξ/∂ξ = 0 and τηη = (4/3) μ

(
∂vη/∂η

)
. When the fluid is driven by the panel,

the additional forces applied within the fluid volume are the difference in stresses
over the control volume given by (pu f ace − τηη,u f ace) − (pupper − τηη,upper ) and
(pl f ace − τηη,l f ace) − (plower − τηη,lower ). Meanwhile, the net external force applied
to the panel is pex = (pl f ace − τηη,l f ace) − (pu f ace − τηη,u f ace).

Since variation of viscous stress with fluid volume is very small compared to
the pressure, it can be assumed that τηη,u f ace − τηη,upper = τηη,l f ace − τηη,lower = 0.
The additional force per unit volume can thus be written as (pu f ace − pupper )/ lupper
and (pl f ace − plower )/ llower , and the corresponding mechanical power is vη,upper

(pu f ace − pupper )/ lupper and vη,lower (pl f ace − plower )/ llower , respectively. These
forces arising from the vibrating fluid–panel interface are responsible for driving
the aeroacoustics solution in the neighborhood of the panel. Therefore, it is better
to resolve their effects by expressing them as a source term Q in the homogeneous
Eq.1 originally for fixed domain boundary. Thus, the DAS governing equation can
now be written as,

∂U
∂t

+ ∂ (F − Fv)

∂x
+ ∂ (G − Gv)

∂y
= Q, (3)

where Q = [− sin θQ′ cos θQ′ vηQ′ 0],Q′
upper = (pu f ace − pupper )/ lupper and

Q′
lower = (plower − pl f ace)/ llower . Thismodified equation is solved togetherwith the

dynamic equation (Eq.2) by means of an iterative method to resolve the nonlinear
fluid–panel coupling. This new approach appears to give a faster convergence than
before. The details of the implementation of the numerical treatment of resolving
fluid–panel coupling are referred to Fan [8].
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Û
p̂0, ρ̂0, T̂0, ĉ0

L̂p4.16L̂p 2.5L̂p

Ĥ

Ĥ

Fig. 2 Schematic configuration of the experiment setting of Liu [4] (not-to-scale)

3 Flow-Induced Structural Instability

In order to validate the capability of the numerical methodology of solving fluid–
panel interaction, the experimental study carried out by Liu [4] on the instability of
flexible panel installed on thewall of a duct carrying a low-speed uniform Û = 35m/s
is selected as the benchmark for the validation. In the experiment, a 0.025-mm-
thick steel sheet was flush-mounted in a section of rigid flow duct and backed by
a rigid cavity as shown in Fig. 2. The entire test section was installed in a closed-
loop acoustic wind tunnel. When the flow was turned on, the vibrating velocity
of the sheet was measured. The same set of physical parameters are taken for the
present calculation: the panel and cavity length L̂ p = 300 mm, the duct width and
cavity height Ĥ = 100 mm, the upstream and downstream length are 1250 mm
and 750 mm, respectively, the panel density ρ̂p = 7800 kg/m3, the panel thickness
ĥ p = 0.025 mm, Young’s modulus Ê p = 193 GPa, the panel tension T̂x = 40 N,
and the mean flow speed Û = 35 m/s. Since the background noise level within the
entire wind tunnel was highly suppressed in its design, the panel vibration was found
solely induced by the unsteady viscous effects on its surface flow. All variables
are normalized by L̂0 = panel length L̂ p, ambient acoustic velocity ĉ0 = 340m/s,
time t̂0 = L̂0/ĉ0, ambient density ρ̂0 = 1.225 kg/m3, pressure ρ̂0ĉ20, and ambient
temperature T̂0. Uniform mesh is used with grid sizes dx = 0.02 and dy = 0.0067
for both x and y directions.

Before carrying out the calculation of panel instability, it is important to realize
how accurate the aeroacoustic model can capture the background mean velocity
profile of the duct flow. It is because under the action of fluid viscosity a wrong
velocity profile on duct wall would induce a wrong wall shear stress which might in
turn drive a wrong panel instability mode. Liu [4] reported in his work a structural
instability experiment at Û = 35 m/s but only provided a mean velocity profile
measurement at Û = 30 m/s. So an additional case with Û = 30 m/s has to be
calculated for appropriate comparisonwith the experimental data in Fig. 3. The figure
shows the numerical velocity profile agrees favorably well with experimental data.
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Fig. 3 Mean velocity profile
at the inlet. —–, numerical
result; – – –, experimental
data

y
/H

u/U

The normalized velocity boundary thickness from calculation is 0.039 which agrees
verywell with that of 0.037 obtained from the experiment. In the very close proximity
to duct wall, i.e., y/H ≤ 0.02, the two profiles overlap fully. It provides further
support that the aeroacoustic model is able to generate correct mean velocity profile
for initiating the flow-induced panel structural instability observed in experiment.

Liu [4] reported the emergenceof dynamic instability, knownasflutter, of the panel
in his experiment with duct flow velocity Û = 35 m/s. In essence when the panel
deflection gets large enough, the panel will exhibit a post-flutter oscillation known
as limit cycle oscillation. Such phenomenon arises when the effective panel stiffness
is so strengthened by panel deformation up to a level that is strong enough to balance
the external force exciting the panel oscillation. The time traces of vibrating velocity
at two locations, at x = −0.17 and 0, obtained from numerical calculation are shown
in Fig. 4. After the onset of instability, the amplitudes of panel vibration grow and
become saturated after t ≈ 200. Eventually they enter into time stationary states after
t ≈ 800, and the limit cycle oscillations occur. Axial mode analysis established in
Fan et al. [2] is conducted to derive the spatial responses of panel vibration during
limit cycle oscillation (Fig. 5). Evidently, the panel response is dominated by the
second in vacuo bending mode with k = 1. Its first and second harmonics are also
resolved.

Figure6 shows a comparison of the arithmetic average of the calculated vibration
spectra distributed along the panel with the corresponding one reported in experi-
ment. The numerical result shows a favorable agreement with the experimental data.
The first numerical peak emerges at frequency f0 = 0.07 which shows a −13.5%
frequency shift compared to the experiment result. The difference may be attributed
to the limitation of one-dimensional assumption in the calculation of panel dynam-
ics (Eq.2). The lack of vibration freedom along spanwise direction tends to promote
panel resonant vibrations at low frequencies as easily seen from existing analytical
solutions [15]. The overall vibration amplitude at dominant frequency appears to be
much stronger than that observed in experiment. This might be due to the fact that in
experiment the distribution of vibration amplitude over the two-dimensional panel
was not uniform so certain canceling effects prevailed in the averaging of spectra.
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Fig. 4 Time traces of vibrating velocity. a At x = −0.17. b At x = 0
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Fig. 5 Panel spatial response. a The modal spectrum of panel velocity. b The distributions of panel
velocity amplitude

Furthermore, it is easy to observe in Fig. 6 that there are two peaks showing up in the
experimental spectrum but not in the calculation. After careful investigation, their
emergence is found that related to the excitation of wind tunnel duct acoustic modes
during the execution of experiment.

The frequency of acoustic resonance within an open-ended duct with rectan-
gular cross section can be estimated from the equation [16, 17] as fn1,n2,n3 =
(c0/2)[n12/(l1 + 2l ′′)2 + n22/l22 + n32/l32]1/2, where c0 is the speed of sound, l1,
l2, and l3 are the length, height, and width of the duct, respectively, n1, n2, and n3 are
the mode numbers along respective directions, and l ′′ is the end correction. When
resonance occurs, the fluid medium at each open end oscillates and the pressure
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ẇ

f

Fig. 6 Frequency spectrum of the vibration velocity on the whole panel. —, numerical result with
viscous flow; · · · · · · , numerical result with inviscid flow; – – –, experimental data; − · − · −, duct
mode frequencies

there is not constant. Thus, the effective length for resonant oscillation inside the
duct will be a bit longer than its physical length [16, 17] and an end correction
is required. For ka < 0.5, the end correction can be approximately determined as
l ′′ = 0.613a [17], where a = (S/π)1/2 is the characteristic dimension of the duct
cross section with area S, and k = 2π/λ. The normalized length of the wind tun-
nel duct section from the nozzle to the diffuser is 7.67 which gives the frequency
of the second mode f2,0,0 = 0.13. This value matches exactly the second peak in
the experimental spectrum in Fig. 6. Besides, Liu [4] opened two openings, each
with dimension 50 mm × 50 mm, upstream and downstream of the test section in
his experiment so as to simulate a mean pressure drop along test section similar to
those commonly observed in practical ventilating systems. However, that way might
introduce extra possibility of open-ended duct resonance between these two new
openings. According to Liu [4], the normalized separation between two openings
was approximately 5.56. It is not difficult to determine the frequency of second res-
onant duct mode as f2,0,0 = 0.18. Coincidently, this value matches exactly the third
peak observed in the experimental spectrum in Fig. 6. Therefore, it is not surprised to
see the two identified resonant ductmodes, rather than flow-induced instability,might
effectively excite the panel to give the two peaks in the spectrum. In our numerical
calculation, both the duct inlet and outlet are modeled with truly anechoic boundary
conditions so resonance along duct length is impossible. On the other hand, the mean
pressure drop in time stationary solution is similar to that in realistic systems so no
additional opening is required. These explain why no similar extra peak is observed
in the numerical spectrum.

Using inviscid flow assumption, the same problem is also calculated to highlight
the importance of fluid viscosity in the onset of flow-induced structural instability.
In essence, Fv = Gv = 0 are set in Eq.1 and impose sliding condition on all duct
walls and panel surface in the calculation. Evident in Fig. 6, the inviscid solution
gives the worst agreement with the experiment. Its first peak occurs at a frequency
f = 0.065 which is 19.8% lower than that observed in the experiment, a much
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Fig. 7 Pressure fluctuation along the duct centerline within one period of the dominant vibrating
frequency, t1 = 1/ f0

larger difference with viscous solution. Furthermore, several more peaks show up
in the inviscid spectrum but none of them agrees with experimental data. It is also
interesting to see it is the inviscid second peak, rather than the first one, which
dominates the spectrum. All these observed discrepancies may be attributed to the
fact that duct wall boundary layer does not develop due to the lack of fluid viscosity
and the pressure along the duct maintains more or less constant. This also leads to
stronger net normal force acting on the panel than in viscous calculation. All these
changes altogether contribute to a different exciting force, so a different structural
instability result prevails.

The flow-induced vibrating panel radiates acoustic waves to upstream and down-
stream. The acoustic pressure fluctuation along the duct centerline within one period
of the dominant frequency, t1 = 1/ f0 = 14.3, is shown in Fig. 7. The upstream radi-
ation is in the form of simple plane wave and is much stronger than the downstream
radiation. The acoustic powerW radiated by the panel can be determined by integrat-
ing the acoustic intensity passing through duct cross section enclosing the panel [18],
asW = ∫ H

0 (ρ̄u′ + p′ū/c2)(p′/ρ̄ + ūu′ + v̄v′)dy, where ρ̄, ū, v̄ are the mean values
of density and velocities in x- and y-directions, respectively, and p′, u′, v′ are their
fluctuations. The average acoustic powers over t1 in upstream and downstream are
−1.5 × 10−9 (through x = −2.5) and 3.6 × 10−8 (through x = 2.5), respectively.
The acoustic power radiated to upstream is 5.9db larger.

In addition to acoustic radiation, the excited panel also produces flow fluctuations
at the same frequency which convect downstream. When the fluid impinges the
lower wall, it is forced to turn its direction from negative to positive y; for example,
at x ≈ 1.3 in Fig. 8a, an high-pressure zone is created as shown in the same location
(Fig. 8b). On the contrary, a low-pressure zone is created on the wall following fluid
motion toward the wall, for example at x ≈ 1. Together with the acoustic wave, the
convecting flow fluctuations create a staggered pressure distribution downstream of
the panel.
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Fig. 8 Snapshot at t/t1 = 0.2. a Velocity fluctuation in y-direction. b Pressure fluctuation

4 Aeroacoustic–Structural Interaction in Practical Silencer
Design

An experimental study of the transmission loss of a drum-like silencer installed in
a low-speed duct [19] is selected as the benchmark case for the evaluation of the
accuracy of the numerical methodology in solving aeroacoustic–structural interac-
tion in realistic situation. According to Fan et al. [2], aeroacoustic–structural inter-
action refers to a nonlinear problem to which the unsteady flow, acoustics, and
structural dynamics contribute equally in a fully coupled manner. The acoustical
performance of the drum-like silencer in the selected experimental study fits this
context of aeroacoustic–structural interaction very well. The noise reduction of the
silencer cannot be deduced accurately by resolving the flow–structure interaction
first.

Figure9 shows a two-dimensional computational domain that replicates key fea-
tures of the silencer design in the experiment. The silencer is constructed as two
opposing side branch cavities each of which is covered by a flexible panel. An acous-
tic wave propagates along the duct from left to right along with the flow. Each panel
responds to the excitation of the convected acoustic wave and vibrates. The induced
vibration reflects the incident acoustic wave and modifies the dynamics of flow in
its vicinity. As seen from a previous study assuming inviscid duct flow [2], such
aeroacoustic–structural interaction plays a critical role in determining the effective-
ness of acoustic reflection by the panels and consequently the overall silencer trans-
mission loss performance. However, viscous flow prevails in all practical situation
and the effect of viscosity is not understood. The same set of experiment parame-
ters are taken for the calculation: the panel and cavity length L̂ p = 500 mm, the duct
width and cavity height Ĥ = 100mm, the upstream and downstream length are 1000
and 870 mm, respectively, and the panel mass per unit area ρ̂pĥ p = 0.17 kg/m2. The
range of frequency of interest goes from 20 to 1000Hz. The normalization used in the



266 H. K. H. Fan et al.

Û
p̂0, ρ̂0, T̂0, ĉ0

L̂p2L̂p 1.74L̂p

Ĥ
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Ĥ

Fig. 9 Schematic configuration of the drum-like silencer (not-to-scale)

calculation is same as that in Sect. 3. The ambient density, pressure, and temperature
are fixed at the outlet. No-slip condition is applied for all rigid duct walls and flexible
panel surfaces. A broadband incident acoustic plane wave covering frequency range
f from 0.0294 to 1.4706 with a resolution Δ f = 0.0147 is introduced into the duct
domain. Its excitation function is expressed as p′

inc = pA
∑99

n=1 sin(2π t fn + θn),
where pA = 4.5 × 10−4 (∼110 dB) is constant to all fn , and θn is uniformly dis-
tributed random phase generated by random number generation function in MAT-
LAB. A uniform flow profile is applied at the inlet to let the duct boundary layer
develop freely. A full rigid duct case is first calculated to develop the proper mean
flow profile in the whole flow field. The steady solution is then used as the initial
condition for the calculation with flexible panel. The initial pressure in the cavity is
set as same as the mean pressure in the duct over the panel to avoid large deflection of
the panel by the static pressure that affects the panel response. In the mesh, uniform
grid distribution is used for both x and y directionswith dx = 0.02 and dy = 0.0033.

The instantaneous distribution of vibrating velocities of a tensioned panel with
Tx = 0.108 (8213.38 N) excited by an acoustic wave convecting with a flow
M = 0.026 (Û = 9 m/s) was measured in the experiment [19]. Figure10 shows
a comparison between the calculated transmission loss T L with excitation frequen-
cies f = 0.294 (200 Hz) and 0.618 (420 Hz) and the experimental data. The numer-
ical results have good agreement with the experimental data at both frequencies.
The maximum difference is 5.2 and 10.8% in the results of f = 0.294 and 0.618,
respectively.

A comparison of the calculated transmission loss T L with Tx = 0.116 (8821.78N)
and M = 0.045 (û0 = 15m/s) and the experimental data is illustrated in Fig. 11. An
excellent agreement between the numerical result with viscous flow and the exper-
imental data is found except the peak at f = 0.36. It is underpredicted by approx-
imately 5 db. The difference at this frequency can be explained by an investigation
of possible wind tunnel duct modes. In the experiment, the test section outlet is con-
nected to a diffuser. The sudden change in area there may cause acoustic reflection.
On the other hand, as confirmed in our previous study (Fan et al. [2]), the panel lead-
ing edge is responsible for the reflection of incident wave to upstream due to the sharp
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Fig. 10 Comparison of instantaneous distribution of vibrating velocities with Tx = 0.108 and
M = 0.026. a f = 0.294 (200Hz). b f = 0.618 (420Hz). —, numerical result; – – –, experimental
data

Fig. 11 Comparison of the T L spectra of numerical results to experimental data. —, numerical
result with viscous flow; − · − · −, numerical result with inviscid flow; ©, experimental data;
– – –, duct mode frequency f2,0,0

area change created by the vibrating panel. Reflection of upstream going acoustic
wave to downstream is also possible. If the duct section between these two locations
is taken as an open-ended duct, it is not difficult to see that its length equal to 2.74
gives a frequency of the second mode f2,0,0 = 0.36, which matches the observed
peak in the experiment well. In the presence of his mode inside the wind tunnel,
the nodal point was just 15mm away from the microphone in the experiment. The
microphone then received a very weak acoustic signal that an over-estimated trans-
mission loss was deduced. However, the numerical calculation does not suffer such
duct mode problem. All these observations show clearly that the experimental T L
at f = 0.36 in Fig. 11 is erroneous and not reliable. However, the data at other fre-
quencies is still trustworthy because neither matches any other possible open-ended
wind tunnel duct modes. If the data at f = 0.36 is ignored, the maximum difference
between numerical and experimental T L is only 0.5 db. Such excellent agreement
firmly establishes the strong capability of the present numerical methodology in
capturing the nonlinear aeroacoustic–structural interaction in the problem correctly.
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The other difference in the T L levels might be attributed to two reasons. One is due
to the fact that the present two-dimensional calculation does not replicate fully the
three dimensionality of the experiment. Some three-dimensional panel vibration and
duct acoustic modal behaviors are not properly included. Another is the mesh is not
fine enough to capture small-scale flow instability. Any acoustic reactive response
caused by the panel vibration in response to such instability in the experiment cannot
be captured fully.

The importance of the inclusion of viscous effect is also highlighted in Fig. 11
in which a comparison of T L derived from viscous and inviscid solutions is also
shown. They show similar overall trends, but the inviscid solution shows obvious
overprediction at around f = 0.5–0.6 and at the peak at f = 0.32. The difference
between inviscid solution and experimental data at the peak is as large as 5.7 db.

5 Concluding Remarks

A numerical methodology has been introduced to study the nonlinear fluid–structure
interaction and its acoustics in internal viscous flow. It is solving the coupled govern-
ing equations that include both fluid and structural dynamics at the fluid–structure
interface. Two experimental studies are selected as the benchmark cases for valida-
tion of the methodology.

The first case is to study the flow-induced structural instability of a thin flexible
panel flush-mounted in a duct and backed by cavity. Under a subsonic flow, the vibra-
tion of the panel is induced and becomes the limit cycle oscillation. The numerical
result has a favorable agreement with the experimental data that validated the capa-
bility of the numerical methodology for capturing the fluid–structural interaction.
An interesting acoustic response is found that the upstream radiation by the panel
vibration is 5.9 db larger than the downstream in terms of acoustic power. The result
also shows the viscous effect strongly affects the structural response and inviscid
assumption can lead to incorrect result.

Another case is a study on a practical silencer design that makes use of a flexible
duct segment constructed by elastic panels. Both acoustic and structural responses
are validated with excellent agreement with the experiment. On the other hand, the
viscous solution also gives a more accurate prediction than the inviscid solution on
the aeroacoustic–structural responses.
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Exact Geometric Similitude Laws
for Flat Plate Vibrations Induced
by a Turbulent Boundary Layer

Olivier Robin, Francesco Franco, Elena Ciappi, Sergio De Rosa
and Alain Berry

Abstract Similitude laws for the vibration response of simply supported plates
under random excitations are derived and tested numerically and experimentally for
the case of a turbulent boundary layer. Analytical calculations show that under the
assumption of proportional sides, perfect similitude in terms of vibration response
scaling can be achieved between plates of variable thicknesses. It is also highlighted
that even if the similitude conditions are not all satisfied (i.e., a complete scaling of all
the involved parameters, frompanel dimensions to flow speed), an approximation can
be made in the mid-high-frequency domain that leads to satisfactorily scaled results.
Based on the analytical study, a series of tests is performed in an anechoic wind
tunnel on three-scaled simply supported panels at different flow velocities. Applying
the proposed procedure to this set of vibration measurements leads to satisfactory
scaling of results between each other.
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1 Introduction

Wall pressure fluctuations (WPFs) beneath a turbulent boundary layer (TBL) have
been studied for decades for the impact they have on the on-board comfort and on
the correct operation of sensors in naval, aerospace, and automotive engineering.
The numerical resolution of this flow-induced vibration problem is computationally
demanding even for flat panels at model scale size and ideal flow conditions. In
this case, scaling and similitude laws exist and analytical models can be used for the
representation of the single-point spectrumand the cross-spectral density ofWPF. For
complex geometries and/or complex flow conditions, direct numerical simulations
(DNSs) of the Navier–Stokes equations should be used to calculate the WPF field,
but the actual capabilities of DNS for external wall-bounded flow are generally
limited to problems in which the local Reynolds number is in the order of 6600
(based on the momentum thickness). Some attempts to reduce the computational
time using LES have been recently made obtaining satisfactory results at least in the
low-frequency domain (i.e., largewavelengths). Concerning the numerical solving of
the structural equations, the number of degrees of freedom needed to obtain accurate
results increases very quickly when the structural wavelengths are small compared
to the typical dimension of the problem (i.e., for high frequencies). In this frequency
domain, energy methods such as the statistical energy analysis can be used, but the
definition of the input power can be very complicated and time-consuming for a
model of the pressure cross-spectral density that does not rely on a spatial separation
of variables. Some issues about the development of a robust numerical solution are
discussed in [1].

Several research groups have addressed the problemof reducing the computational
time proposing efficient numerical algorithms, suitable approximations forWPF load
representation as well as the identification of scaling laws for the structural response,
so as to determine a unique representation independent of flow conditions or struc-
tural properties. In [2], a dimensional analysis was used to recover the dimensionless
parameters for the definition of the scaling laws for the excitation frequency and
the power spectral density of the structural response. An alternative approach can
consist in measuring the structural response of plates under a TBL excitation in a
wind-tunnel facility. These measurements are mandatory if the structures are com-
plex and cannot be easily modeled using available numerical tools. Unfortunately,
these experimental works need the proper wind-tunnel facility (i.e., highly controlled
aerodynamic conditions: flow speed, boundary layer thickness) and representative
specimen in terms of dimensions and structural details. Such optimal experimen-
tal conditions are only occasionally guaranteed. In the same time, the concept of
structural similitude provides a powerful tool for engineers and scientists to predict
the behavior of a structure using an appropriately scaled model. In particular, this
approach is addressed in [3] but it is based on a homothetic transformation of the
plate domain and it does not discuss the role of the flow speed and the reduced fre-
quency in this flow-induced vibration problem. The present paper follows a different
analytical and conceptual development, and it is based on the previous achievements
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detailed in [2, 4, 5]. Hence, this work is a first attempt to address numerical and
experimental structural response calculations on scaled domains, dealing with the
necessary scaling of the flow speed so as to respect the key similitude parameters.
The first sections report the analytical development of the exact similitude laws using
the case of a thin, flat, and homogeneous plate with simply supported edges and a
Corcos model for describing the TBL load. The capabilities of this analytical frame-
work are fully described through the presented results. The present analyses are only
based on analytical solutions, in order to avoid any problem or approximation related
to the formulation of the same flow-induced vibration solution in discrete coordi-
nates [1]. In the successive sections, experimental data, that aim at validating the
analytical similitude laws, are discussed and the main challenges to be undertaken
in order to apply the similitude framework in the context of a TBL excitation are
finally summarized.

2 Details of the Analytical Models

2.1 Analytical Solution Using the Corcos Model

In this section, the Corcos model [6] is used to derive an analytical expression for
the response of a thin, flat, and isotropic panel to a TBL excitation. This model, on
the basis of the experimental evidence of some properties of the fluctuating pressure
field, expresses the cross-spectral density of theWPF as a product of the single-point
spectral density Sp(ω) and of functions depending separately on the stream-wise and
cross-stream space variables. The Corcos model is given by:

X pp(ξx , ξy, ω) = Sp(ω)Γ (ξx , ξy, ω)e− iωξx
Uc , (1)

with

Γ (ξx , ξy, ω) = e−αx

∣
∣ ωξx

Uc

∣
∣
e−αy

∣
∣ ωξy

Uc

∣
∣
, (2)

where αx and αy are the stream-wise and cross-stream correlation coefficients, ξx
and ξy are the stream-wise and cross-stream separation distances, respectively,Uc is
the convective flow speed and i = √−1. The Corcos model is among the simplest
representations of the wall pressure distribution due to a turbulent boundary layer
because: (i) the spacevariables are separated (finally allowing closed-formexpression
for the response of simply supported plates), (ii) the phase variation is only accounted
for along the stream-wise direction, (iii) all functions have the same exponential
form, and (iv) it is independent of any couple of points and depends only on their
relative separation (comprehensive reviews of TBL models can be found, e.g.,in [7,
8]). As the frequency increases, this TBL model does not usually provide a good
fit with experimental data and a main limitation lies in its convective character as
a matter of fact (it provides good predictions especially in the convective domain,
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Fig. 1 Elastic plate in an infinite rigid baffle

but results obtained with this model in the sub-convective and acoustic domains are
debated) [12, 13]. The above considerations–hypotheses about the Corcos model
could be important in the comparison among analytical results and experimental
data. To develop an analytical solution, the plate is considered thin, flat, rectangular,
and isotropic with no prestress (absence of both pressurization and edge loadings).
This plate is simply supported on all four edges and is mounted in an infinite rigid
plane baffle as shown in Fig. 1, with a flow developing along the x-axis. The plate lies
in a x − y plane and the flexural out-of-plane displacements, w(x, y, t), are along
the z-axis. The length and width of the panel are a and b, respectively.

The displacement cross-spectral density between any arbitrary couple of points
belonging to the plate, A(xA, yA) and B(xB, yB), due to an assigned stochastic dis-
tributed excitation, can be found with the following modal expansion [10, 11]:

Xw(xA, yA, xB , yB ; ω) =
∞
∑

j=1

∞
∑

n=1

[Ψ j (xA, yA)Ψn(xB , yB)

Z∗
j (ω)Zn(ω)

][ Sp(ω)(ab)2

γ jγn

]

AQ j Qn (ω),

(3)
with

AQ j Qn (ω) =
a∫

0

a∫

0

b∫

0

b∫

0

[ X pp(x, y, x ′, y′; ω)

Sp(ω)(ab)2
Ψ j (x, y)Ψn(x

′, y′)
]

dy′ dy dx ′ dx, (4)

γ j =
a∫

0

b∫

0

Ψ 2
j (x, y) dy dx, (5)

Z j (ω) = ρh
[

ω2
j − ω2 + iηω2

j

]

. (6)
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where for the plate j th mode, Ψ j is the analytical mode shape, γ j is the generalized
mass coefficient, ρ is the mass density, h the panel thickness, and Z j is the plate
dynamic impedance. The integrals in Eq. (4) defined by the symbol AQ j Qn (ω) are
usually known as the acceptances: joint acceptance for j = n, or cross acceptance
for j �= n. Further, the formulation contained in Eqs. (3–6) can be applied to any
structural operator once its modal basis is known. In the above equations, a hys-
teretic model for the structural damping is assumed. The auto-spectral density of the
displacement Xw at a selected point A is given by

Xw(xA, yA;ω) =
∞

∑

j=1

∞
∑

n=1

[Ψ j (xA, yA)Ψn(xA, yA)

Z∗
j (ω)Zn(ω)

][ Sp(ω)(ab)2

γ jγn

]

AQ j Qn (ω), (7)

This last quantity is strictly real. It is possible to evaluate the plate mean displace-
ment response over the panel area using a simple space integration

Sw(ω) = 1

ab

∫

area

Sw(x, y;ω)dxdy (8)

The proper number of the total modal components (NM) has to be selected in the
above modal expansions in order to achieve the convergence of the results for the
assigned excitation frequency.

For a thin, simply supported and isotropic panel, the mode shapeΨ j and eigenfre-
quency ω j , solutions of the free vibration equation take simple closed-form expres-
sions:

Ψ j (x, y) = sin
( jmπ

a
x
)

sin
( jnπ

b
y
)

, (9)

and

ω j =
( D

ρh

)1/2[( jmπ

Lx

)2 +
( jnπ

Ly

)2]

, (10)

where D is the bending stiffness and jm, jn are nonzero strictly positive integers.
Assuming a simply supported plate and a Corcos model for theWPF, closed-form

analytical solutions for the integrals in Eqs. (4) and (5) exist. Hence, in this work, all
results named as analytical are carried out according to Eqs. (7) and (8).

2.2 Derivation of the Similitude Laws

In this section, the derivation of the similitude laws is based on Refs. [4, 5]. The
symbol (ˆ) denotes a parameter in similitude. Let us define a set of scaling parameters,
r , as the ratios of the similitude parameter to the original one; for example:
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rx = â

a
; ry = b̂

b
; rη = η̂

η
; rω = ω̂i

ω
; rU = Ûc

Uc
; rp = Ŝp

Sp
. . . (11)

In all successive developments, thematerial remains unchanged and consequently
the hysteretic damping is supposed constant; i.e., rη = η̂

η
= 1. For sake of simplicity,

other damping sources (or mechanisms) are considered “included” in the term η.
The spatial dependences of the analytical mode shapes, in Eq. (9), can be for-

mulated in terms of the dimensionless coordinates of source and response point;
thus, they do not need to be posed in similitude. Nevertheless, the derivation of the
similitude acceptances ÂQ j Qn (ω) deserves more attention. Assuming the following
relationship between the reduced frequencies

rωrx
rU

= rωry
rU

= 1, (12)

in other words, assuming that the reduced frequency remains unchanged and accord-
ing to the analytical formulation in [10], it can be demonstrated that

ÂQ j Qn (ω) = AQ j Qn (ω)

rxry
(13)

The above relationships rule the successive steps and, in particular, the design of
the experimental phase. In particular, Eq. (12) can be used to scale the flow speed
but theoretically limits the complete similitude to plates with proportionally scaled
sides (i.e., rx = ry).

Following the approach defined in [4, 5], the following relationships can be
derived

Ẑ j = rhrωZ j (
ω

rω
) (14)

γ̂ j = rxryγ j (15)

Finally, the relationship for the cross-spectral densities of the displacement
(Eq. (3)) can be expressed as

X̂ω

Ŝp

= Xω

Sp
.
1

rxry
.

1

r2hr
2
ω

. (16)

In particular, for a simply supported plate [4, 5], r2ω = r2h
(rx ry)2

, and therefore,

X̂ω

Ŝp

= Xω

Sp
.
rxry
r4h

(17)
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Xω

Sp
= ( ĥ

h

)4
.
(ab

âb̂

)

.
X̂ω

Ŝp

(18)

Analogous relationships can be derived for Eqs. (7) and (8). It is finally precised
that using a Corcos model and assuming a TBL load with frozen characteristics
(i.e., ratios ωξx

Uc
and ωξy

Uc
that are kept identical), the condition expressed in Eq. (13)

guarantees that the correlation area is scaled as rx × ry (with the same scaling factor
of the structural domain area).

2.3 Design of Experiments

The previous sections already outlined the scaling procedure, and its main steps are
listed below for sake of clarity. Once defined the original plate, or reference plate, the
conditions of similitude for the numerical solutions or experimental measurements
can be developed as follows:

1. The first condition to satisfy is rx ≡ ry . In other words, a proportional side plate
must be designed. On the contrary, the ratio has no specific constraint but this
condition introduces avatar domains [4, 5], which are out of the scope of the
present analyses.

2. Once defined the scaled plate, the knowledge of ω̂i allows the derivation of rω.
3. The necessary condition is defined in Eq. (12). A completely correct similitude

should be obtained, and since the reduced frequency must remain unchanged, the
flow speed in similitude is easily derived.

4. The numerical solutions and the experimental measurements assume that the
Corcos coefficients (αx , αy, βc) remain unchanged.

5. Finally, the relationships defining the similitude among the structural responses
are provided in Eqs. (17–18). Unfortunately, the need to define a different flow
speed (see item #3 in this list) introduces a difference in the dynamic pressure
(i.e., Eqs. (17–18) are not strictly followed because they are derived under the
hypothesis rp = 1). Therefore, the solutions must be remodulated with reference
to the different dynamic pressures.

In the following sections, all results are derived according to the above procedure.

3 Analytical Results

3.1 List of Specimen

The choice of the plates, herein analyzed, represents an attempt to develop a complete
and satisfactory analytical database and are listed in Table1. The length and width
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Table 1 Characteristics of the plates chosen for analytical analysis

Plate Length Width Thickness ‘Role’

(a, [mm]) (b, [mm]) (h, [mm])

P0 480 420 3.2 Original plate, taken as reference

P1 240 210 1.6 Replica plate

P2 600 525 3.2 Proportional sides plate, unchanged
thickness

P3 600 525 1.6 Proportional sides plate, modified
thickness

P4 320 280 2.5 Proportional sides plate, modified
thickness

Table 2 Scaling ratios between reference plate P0 and the other plates

Plate rx (= ry) rh rω rU

P1 0.5 0.5 2 1

P2 1.25 1 0.64 0.8

P3 1.25 0.5 0.32 0.4

P4 0.67 0.78 1.76 1.17

of the panels correspond to stream-wise and cross-wise flow directions, respectively
(see Fig. 1). The corresponding scaling ratios between plates P1–P4 and plate P0 are
summarized in Table2. The P1 is a replica plate: the in-plane dimensions and the
thickness are scaled by the same factor. As expected, for the plate P1, the flow speed
does not need to be scaled. The plate P2 has proportional sides, but its thickness is
equal to the reference plate one. On the contrary, the plate P3 introduces a different
thickness ratio rh compared with the plate P2. Finally, the plate P4 is scaled down
and is chosen to highlight the possibility of dealing with a smaller plate (in plane)
than the reference one. The material properties are those of a typical aluminum alloy,
with a Young’s modulus value E = 70 GPa, a mass density ρ = 2700 kgm−3, a
Poisson coefficient ν = 0.3, and a structural damping η = 0.02 (considered constant
as a function of frequency).

3.2 Analytical Results

The chosen values for the stream-wise and cross-wise coefficients of the Corcos
model are αx = 0.116 and αy = 0.7, respectively. These values are close to those
commonly used by several authors for the case of smooth surfaces (values found in
the literature for these parameters typically range from 0.10 to 0.12 and 0.7 to 1.2,
respectively [9]). As outlined in Sect. 2.3, the coefficients values remain unchanged
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in each analytical solution. Finally, the free flow U∞ and convective flow Uc speeds
are related by a convective constant βc = 0.8 (Uc = 0.8 U∞).

In each figure of this section, the results are plotted in terms of mean value of the
auto-spectral density of the plate acceleration per unitary auto-spectral density of the
wall pressure distribution due to the turbulent boundary layer (i.e., Sw/Sp) versus
frequency. The mean value is computed according to Eq. (8). The asymptotic free-
flow speed value for the reference plate is set at 100m/s, and the considered frequency
range is [0–5000] Hz. For this flow speed, the convective coincidence frequency
value is approximately 200Hz for plate P0 (i.e., when the convective wavenumber kc
and flexural bending wavenumber kb values are equal 1). Below this frequency, the
convective excitation coupleswell with the panel and structural resonances but is then
strongly filtered out above this frequency. Next section provides few considerations
about obtained results as frequency increases. All results are analytical ones, and the
solution algorithm is well verified in [1, 8]; analogously the convergence criteria, to
properly set the number of total components for the structural response (NM), are
verified too (39 × 16 modal components along x and y directions). Each analytical
solution, before introducing the rω factor to modulate the structural responses, uses a
similar frequency resolution of 1Hz. The figures report on the top the unscaled results
and on the bottom the remodulated ones. The values on the y-axis are computed
according to Eqs. (17–18). The values on the x-axis are computed using the ratio rω.
In the figure legend, the scaled asymptotic speed, according to Table2, is highlighted.

Figure2 shows the results for the plate P1. This is a replica plate and, as shown
in Table2, it does not need any scaling of the flow speed. The comparison of scaled
results obtained for panels P0 and P1 shows perfect agreement.

Figure3 shows the results for the plate P2. It is the proportional sides plate with
scaling parameter rh = 1. Nevertheless, it requires a scaled flow speed. The agree-
ment of the results is also perfect for this case.

No further evidence is introduced by Figs. 4 and 5 (plates P3 and P4, respectively).
For each domain in similitude, once applied the proper scaled flow speed, the results
are well remodulated following derived similitude laws. It can only be highlighted
that, for the plate P4, the solution, up to 5000Hz, is not able to reconstruct completely
the solution of the plate P0 above 2800Hz. In fact, this test-article has a frequency
similitude scaling parameter rω > 1 and, therefore, the solution for the plate P4
should be carried out over a larger frequency range (i.e., up to a frequency 5000 ×
rω = 8800 Hz (see Table2).

3.3 High-Frequency Approximation

The TBL load becomes a spatially uncorrelated pressure field as frequency increases
(with corresponding exponentially decreasing correlation lengths). Therefore, in
the high-frequency range the solution should be less affected by the role of the

1Defined by kc = ω/Uc and kb = (
ρ×h×ω2

D

) 1
4 , respectively.
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Fig. 2 Plate P1 versus P0—top: unscaled results—bottom: scaled results (original and scaled flow
velocity are indicated in legend)

acceptance integrals (Eq. (4)). It must be underlined that the condition expressed by
Eq. (12) guarantees a full similitude in the whole frequency range. On the contrary,
if the frequency range of interest is limited to the high frequency one, the condition
of Eq. (12) becomes a constraint that can be nevertheless disregarded. Upper part of
Fig. 6 shows the results for the plate P2 and P3 obtained without scaling the flow
speed: in the plot, the three curves are obtained setting the flow speed at 100 m/s for
all plates and using the relationships in Eqs. (18) to re-modulate the values. Above
1000Hz, the solution of P2 converges to the plate P0 one. It must be underlined
that the plates P0 and P2 have the same convective coincidence frequency because
they have the same thickness. In addition, for the plate P2, rU = 0.8. On the con-
trary, for the plate P3 the convective coincidence frequency is doubled (thickness is
divided by a factor of 2) and rU = 0.4. Figure6 shows that the solution of plate P3
converge asymptotically to the plate P0 solution as frequency increases. This result
can be useful when dealing with problems especially having low convective coinci-
dence frequencies, and most of the measured or computed frequency range could be
analyzed under the high-frequency approximation.

To give an estimation of the frequency at which the curves merge and thus gener-
alize this result, a dimensionless expression derived from an energetic formulation
for the response of flat thin panels excited by a TBL [2] can be used. This law depends
on material properties, convection velocity, and plate thickness (thus ignoring plate
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Fig. 3 Plate P2 versus P0—top: unscaled results—bottom: scaled results (original and scaled flow
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dimensions and boundary conditions) and is supposed to become more and more
accurate when frequency increases. In particular, it provides a satisfactory fit with
experimental data when the dimensionless frequency ωh

Uc
> 0.35. If this condition

is directly applied to plates P0 and P2 that have similar thicknesses (and mate-
rial properties and flow speed), it provides an overlapping frequency of 1400 Hz
(rounded to the nearest hundred) which is in good agreement with the result shown
in the upper part of Fig. 6. Defining a simple and precise dimensionless frequency
for panels having different thicknesses is not as trivial as in this previous case and is
to be studied in future developments.

4 Experimental Activities and Results

The experimental activities are based on the previous analytical results, and their
aim is to demonstrate the suitability of the proposed framework for putting this flow-
induced vibration problem in similitude in realistic conditions. Three plates denoted
A1, A2, and A3 are considered, strictly similar to plates P0, P2, and P3 in terms
of dimensions and material properties, at the only exception of the thickness of the
third considered panel (i.e., the only difference is that the thickness is 2.4 mm for



284 O. Robin et al.

0

Frequency [Hz]

10-3

10-2

10-1

10 0

10 1

10-3

10-2

10-1

10 0

10 1

Reference plate : 100 m/s
Plate P3 (prop. sides - modified thickness) : 40 m/s

0 1000 2000 3000 4000 5000

1000 2000 3000 4000 5000

Frequency [Hz]

S a/S
p [m

2 /s
4 P

a2
]

S a/S
p [m

2 /s
4 P

a2
]

Reference plate : 100 m/s
Plate P3 (prop. sides - modified thickness) : 40 m/s
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panel A3 instead of 1.6 mm for panel P3 in the analytical section). The A1, A2, and
A3 panels respective dimensions are 480 × 420 × 3.2 mm3, 600 × 525 × 3.2 mm3,
and 600 × 525 × 2.4 mm3. According to the procedure described in Sect. 2.3, the
relative flow speeds can be defined. The experimental measurements were carried
at scaled flow speeds, which for the results presented in this section are 35, 28, and
21 m/s, respectively. These flow speeds are selected in agreement with the available
wind-tunnel facility that can reach free-stream velocities of 40 m/s.

The panels were all assembled and constructed following the method described
in [15], which has proven to be efficient for reproducing simply supported boundary
conditions. All measurements were held in the anechoic flow facility at Université
de Sherbrooke (Fig. 7). Each plate was flush mounted in a 8 in.× 4 in. ×1/2 in.
wood baffle placed at the convergent nozzle exit, and mechanical decoupling was
ensured and verified (the panel was individually supported by its own stand). Three
low-weight accelerometers were glued on the panel (added mass ≈10 g) in order
to estimate the vibration autospectrum under TBL excitation. In order to obtain
the autospectrum of the forcing pressure field to apply the scaling procedure, wall
pressure statistics were estimated using a single surface microphone (B&K4949
surface microphone) but a microphone array was also used to collect data with
which the correlation lengths can be also further extracted and will be included in
coming works (large 2D rotative 60 microphone array [16]). Nevertheless, some
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measurement issues at low frequency were encountered so that the ratio rp was
finally numerically estimated using Goody’s model [14].

In Fig. 8 are presented unscaled and scaled experimental results. The presented
vibration velocity autospectrum are averaged over six measurement points (i.e., two
acquisition runs each using three accelerometers, with the center of the panel being a
common measurement point between the two runs). For the case of unscaled results
between the three considered panels, the vibrationmagnitude can differ by a factor of
104 andmodal densities distributions are dissimilar (especially between panelA1 and
panelsA2–A3—azoomed sub-figure between300and500Hz is included tohighlight
these differences). In other words, they represent completely different ‘problems’.
When the similitude laws are applied to measurement results, they are satisfactorily
scaled between each other up to a frequency of 1500Hz. Up to this frequency, the
agreement among the structural responses is clear and confirm the robustness of the
proposed approach. To modulate the response function, the frequency scale has to
be multiplied for the similitude ratio rω evaluated from the experimental data that
are in excellent agreement with the analytical estimation.
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Fig. 7 Left: view from above of the installed baffled panel in the flow facility—Right: view from
below of the installed panel with accelerometers installed
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5 Conclusion/Discussion

This paper presented numerical and experimental results concerning the scaling of
the vibration response of panels excited by a turbulent boundary layer forcing field.
The general aim is to achieve the same results through different structural domains
and flow speeds by using some similitude expressions. It was evidenced that if pro-
portional side panels are used, applying the suggested similitude laws provide perfect
scaling for the numerical section of the study, and satisfactory scaling for experimen-
tal results up to a frequency of 1500Hz. After this first simplified work, next steps
mainly involve:

1. Expanding the measurement database using other panel dimensions (including
some avatar) and panels made of different isotropic materials—cross-validating
the method under two random excitations (turbulent boundary layer and diffuse
acoustic field) and expanding the methodology to the calculations of radiated
pressure field under such excitations.

2. Verifying the observed trends and defining generalized scaling laws so that the
definition of a “reference” plate becomes meaningless. Ideally, being able to
provide practical methodologies or key-points (given the real dimensions of a
panel of interest, should an enlarged or reduced panel, in terms of dimensions, be
tested to comply with experimental means and the desired confidence?).
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3. Following an engineer-oriented approach, that focus more on the global represen-
tativeness of results (obtained by scaling compared with results directly obtained,
without scaling) than their absolute precision and estimate the relative confidence
of scaled results.
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Flow Noise Estimation
with the Vibroelastic Analogy: Effect
of Material Properties

Ian MacGillivray, Alex Skvortsov and Paul Dylejko

Abstract Quantifying flow noise reduction caused by different surface coatings is
a ubiquitous topic in aero- and hydroacoustics and is still an area of active research.
Methods for doing so commonly involve huge costs in computational power (coupled
CFD and FE simulations) and infrastructure (experimental studies). These high costs
often make assessment, prototyping or rigorous sensitivity analysis a challenging
undertaking. A self-consistent analytical framework is proposed for rapid estimation
of relative flow noise intensity for a significantly subsonic turbulent flow over an
elastic boundary (such as a turbulent boundary layer). The method utilises the well-
known analogy between motion of viscous flow and wave propagation in soft elastic
media (materialswith lowshearmoduli). Togetherwith the turbulent flow represented
by an ensemble of viscous (shear or vortex) waves, the problem is transformed
into that of elastic wave propagation within a multi-layered medium. The resulting
noise within the fluid layer is determined by quantifying the transformation of shear
waves into longitudinal waves at the flow boundary. This framework extends on
previous work that examined the half-space idealisation by including the complex
wave propagation within multi-layered coatings and by including the effect of the
stream-wise convective velocity. The technique is demonstrated by assessing the
influence of different homogenous and voided materials on flow noise from turbulent
flow. Last, it is shown how these effects could be quantified by measuring the noise
in the interior space of a body in flow.
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Nomenclature

| · | Magnitude of a complex quantity
‖ · ‖ Magnitude of a vector quantity
A Vector velocity potential
a Cylinder radius
c; cli, cle Sound speed in a fluid; internal, external
cl Longitudinal wave speed of a viscoelastic solid
cs Shear (transverse) wave speed of a viscoelastic solid
f Coupling function describing void interaction
E Energy
h Cylinder spacing, centre to centre
J Power flow
K ; Ke Plane wave longitudinal modulus; effective void layer K
k General wavenumber
ks Shear wave vector, with magnitude ks = ω/cs
le Effective void layer thickness
M Mach number U/c
p Average (root-mean-square) acoustic pressure
R Range to field point
S Surface area
U Fluid flow velocity
V Amplitude reflection coefficient
v = v‖ + v⊥ Velocity vector field
V Interior volume
Z Specific acoustic impedance ρc of a fluid
α Energy absorption coefficient for outward sound waves (Sect. 3.3)
α, αe, α′ Void volume concentration parameters (Sect. 3.1, Eqs. 18–23)
β Energy transmission coefficient for outward sound waves
γ Volume absorption coefficient (Eq.28)
ε Energy densities of shear (εse) or longitudinal (εir , εid) waves
ηs Incident shear wave vector component normal to the surface
ηl Reflected longitudinal normal wave vector component
θ Angle of incidence of a shear wave
κ Energy coefficient for shear–longitudinal reflection
Λ Aggregated body-in-flow noise parameter (Sect. 3.3, Eq. 35)
λ = λr + iλi First Lamé elastic parameter
μ = μr + iμi Second Lamé elastic parameter, equal to the shear modulus
ν Kinematic viscosity of the fluid
ξ Wave vector component parallel to the surface
ρ Mass density
τ Energy coefficient for shear–longitudinal transmission
ϕ Scalar velocity potential
χv Sound wave attenuation coefficient in nepers per metre
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χd Sound wave attenuation coefficient in decibels per metre
Ω0 Natural resonance frequency of the voided layer
ω Angular frequency

1 Introduction

Generation of acoustic waves by turbulent flow near elastic boundaries has been a
traditional topic of aero- and hydroacoustics [1, 2], environmental acoustics [3, 4]
and geophysics [5]. There is a vast amount of the literature devoted to this subject [3–
5]. Although the main models for flow noise are nowadays discussed in textbooks,
it is still a challenging task and an area of active scientific research and engineering
effort. The numerical framework for flow noise estimation involves advancedmodels
of a turbulent flow coupledwith the equations of an elastic boundary and themodel of
noise generation (the so-called acoustic analogy [2, 3]). These problems are usually
intractable analytically and require intensive computer simulations. There are many
software tools available that capture this phenomenology with different levels of
fidelity. Unfortunately, the application of these tools very often requires an expert-
level knowledge of Computational Fluid Dynamics (CFD) and Finite Element (FE)
modelling and advanced computing facilities in order to produce even very basic
estimates. This was the motivation for the development of a simplified analytical
framework which is easier to implement, in comparison with the full-scale CFD and
FE simulations, while still capturing the complex phenomenology of the underlying
process and producing relative quantitative results of acceptable accuracy.

Our analysis is restricted to that of a slightly compressible fluid, i.e. flows for
which Mach number M = U/c is much less than unity, where c is the speed of
sound and U is the velocity of unperturbed flow (far from the underlying surface).

The proposed framework is used to provide quantitative evaluation of the differ-
ence between different surface materials and cannot be used for absolute estimates of
flow noise. We also demonstrate its application for the case of flow noise generated
by a body moving in a fluid with an elastic coating.

2 Theoretical Framework

It is well known that the velocity field of arbitrary motion of any slightly compress-
ible medium can be represented through Helmholtz decomposition as a sum of two
components, v = v‖ + v⊥, where v‖ is an irrotational (curl-free) component with
v‖ = ∇ϕ (ϕ is a scalar potential, and ∇ is the gradient operator) and v⊥ is a rota-
tional (divergence-free) component with v⊥ = ∇ × A (A is a vector potential, and
∇× is the curl operator). For the case of elastic isotropic materials, v‖ and v⊥ (and
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potentials ϕ andA) satisfy the standard wave equations for the longitudinal and shear
(transverse) waves

1

c2l

∂2

∂t2
ϕ + ∇2ϕ = 0, (1)

1

c2s

∂2

∂t2
A + ∇2A = 0, (2)

where
cl = √

(λ + 2μ)/ρ (3)

and
cs = √

μ/ρ (4)

are the speeds of longitudinal and shear waves, respectively. The attenuation of
these waves can be taken into account by assuming complex Lamé elastic moduli
λ = λr + iλi and μ = μr + iμi . These equations can be applied to a fluid where
|cl | � |cs | (|λ| � |μ|) and the attenuation of shear waves is high. (The modulus
operation | · | here refers to the magnitude of the complex quantity.) Note that the
longitudinal waves are those for which the motion of the medium is parallel to the
wave direction, and shear waves are those for which the motion is transverse (at right
angles) to the wave direction.

Our aim is to model turbulent flow as a system of random shear (vortex) waves in
an elasticmaterial governed by Eq. (2). It will be shown that thematerial is equivalent
to a damped ‘soft’ (rubber-like) material. The properties of this ‘soft’ material can
be mapped to the parameters of turbulent flow in the boundary layer. Conventional
methods of the elastic wave transformation can then be used to study the process of
flow noise generation near the elastic boundary by considering the transformation of
vorticity perturbations (shear waves) into sound waves (longitudinal waves) at the
boundary (as shown in Fig. 1). In some respects, this mapping procedure is similar
to the fluid-elastic analogy well known in the mechanics of composites [6].

The first step is to find effective parameters of an elasticmedium in Eqs. (1) and (2)
that correspond to turbulent flow in a slightly compressible fluid medium. According
to the results of Chu and Kovasznay [7] (see also [8]) for mode decomposition
of compressible flows, in a slightly compressible fluid the dynamics of vorticity
perturbations and sound waves can be decoupled. The vorticity perturbations are
described by the equation

∂

∂t
Ω + (v⊥∇)Ω = ν∇2Ω, (5)

while for sound waves the wave equation (1) applies. In the above equation, Ω =
∇ × v⊥ = ∇2A is the vorticity field and ν is the kinematic viscosity of the fluid. For a
flowwith constant velocityU, the linear approximation leads to (v⊥∇)Ω ≈ (U∇)Ω .
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Fig. 1 Transformation of
vorticity perturbations (shear
waves) into sound waves
(longitudinal waves) at the
elastic boundary: k1, k2
and k3 are the wave vectors
of the incident, reflected and
transmitted shear waves,
respectively; k4 and k5 are
the wave vectors of
generated sound waves in
reflection and transmission,
respectively

Assuming the vortex perturbations move only in one direction, determined by
U = ‖U‖ (which corresponds to boundary layer flow), andby substituting a harmonic
component of vorticityΩ ∝ exp[i(ks · x − ωt)] into Eq. (5), a dispersion relation for
the vorticity perturbations is obtained. For an effective transverse velocity cs = ω/ks ,
where wavenumber ks is the magnitude of the wave vector ‖ks‖, the matching of the
dispersion relations leads to the following equivalence [9, 10]

cs = U − iνks, (6)

which is to be equated with cs from Eq. (4)

cs = √
(μr + iμi )/ρ. (7)

Matching of the real and imaginary parts of these equations leads to the effective
shear modulus for the fluid in the presence of the flow. When |cs | 	 |cl | and U 	
c (slightly compressible limit, M 	 1), the components are μr ≈ ρU 2 and μi ≈
−2ρων, providing νks 	 U and νω 	 1. The effective longitudinal wave speed of
the fluid in the presence of the flow is simply

cl ≈ c, (8)

with
kl = ω/cl . (9)

The velocity U in Eq. (6) is actually the convective velocity which is comparable in
magnitude to the velocity of the unperturbed flow. However, it will be shown later
that the numerical results are relatively insensitive to the value of U .

The ‘correspondence’ conditions given by Eqs. (6) and (8) can be employed in
the modelling framework to estimate the relative effect of different surface coatings
on the noise generated by a turbulent boundary layer [10] adjacent to those surfaces.
Transformation of elastic waves in layered structures has been well studied [11–14].
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The coefficients of reflection, transmission and absorption are derived by requiring
continuity of pressure, stress and displacement across the interfaces between the
layers. The processes are modelled numerically by implementing known theory for
plane wave reflection [11–13]. Results for arbitrary waves can be modelled as linear
combinations of plane waves, but the important conclusions do not require this to be
done. The boundary layer turbulence is modelled as an ensemble of transverse waves
of arbitrary frequency distribution and propagation direction, with vector potential
of one wave component

A = A0 exp(−iωt + iξ x − iηs z), (10)

incident on the boundary adjacent to the flow from the half-space z > 0, and a
reflected longitudinal component with scalar potential

ϕ = ϕ0 exp(−iωt + iξ x + iηl z). (11)

The direction z is normal to the layers and into the fluid, and x is parallel to the
layers, as shown in Fig. 1. The wave vector components ξ , ηs and ηl are related by

η2
s = k2s − ξ 2, (12)

η2
l = k2l − ξ 2, (13)

with equivalent expressions for the lower layers. The incidence angle θ is related to
the horizontal wave vector component through

ξ = ks sin(θ). (14)

The transformation coefficients can be estimated as angle-averaged values assuming
uniform angle distribution. In the cases to be considered here, where |cl | � |cs |, there
is a critical angle past where no conversion into reflected travelling wave components
occurs. As this angle is very small, only those components with wave nearly normal
to the surface reflect as sound.

As a demonstration, this method is used to estimate the generation of acoustic
waves for a single vortex wave (‘harmonic’) of frequency ω of Eq. (10). See also
the results of Danilov and Mironov [15] on the same subject. Assume the ratio of
the scalar potential of the reflected longitudinal wave to the magnitude of the vector
potential of the incident transverse wave is V . Then, V represents the efficiency
of conversion of transverse waves into longitudinal waves at a plane surface. For
a given input medium, the reflected energy is proportional to |V |2. For a simple
interface between a fluid and a fluid-like medium (such as a rubber), Ref. [15] gives
the approximation
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V

V∗
= −1 − ρ(1)/ρ − 2(η(1)

l /ks)(−1 + √
ρμ(1)/ρ(1)μ)

(ρ(1)/ρ + η
(1)
l /ηl)(1 + √

ρμ/ρ(1)μ(1))
, (15)

where ρ(1) and μ(1) are the density and shear modulus in the reflecting fluid-like
half-space and ρ is the density of the fluid medium. Wave vector components ηl ,
η

(1)
l and ks are connected to the incidence angle, complex moduli and wave speeds

through Eqs. (3), (4), (12), (13) and (14). V has been normalised here by V∗, which
is the transformation coefficient at a rigid boundary (obtained by setting ρ(1) = ∞
in the expression for V ).

Equation (15) provides insightful criteria for material selection for flow noise
reduction that would be very difficult to deduce by other means. When |c(1)

s | � |cs |,
as with a water–rubber boundary, Eq. (15) at angles close to normal incidence can
be simplified to

V/V∗ � ρ(1)/ρ − 1 , (16)

implying that the intensity of turbulent boundary layer noise can be significantly
decreased, provided the material underlying the turbulent boundary layer has fluid-
like properties (such as with rubber) and its density is close to the density of the
fluid. Note that Eq. (16) is a complex amplitude ratio and can be negative. This
is strikingly different from an intuitive assumption of impedance match, ρ(1)cs �
ρc. The equation is, however, only valid for an infinite half-space boundary. More
complexmulti-layer material calculations, which avoid this assumption, can bemade
using the theory of Lévesque and Piché [11]. Some numerical results are shown in
the next section.

More realistic predictions for noise intensity from turbulent flow over an elastic
interface can be derived by summation of relative contributions from all vorticity
harmonics vω from a spectrum of a wall-bounded turbulent flow, Eω ∝ |vω|2 (i.e.
by evaluation of convolution integral of Eq. (15) and Eω). For a particular flow, the
spectrum Eω can be calculated numerically or deduced from some analytical models
(see [16, 17] and references therein).

3 Case Studies

In this section, the formalism proposed above is applied to three test cases to estimate
the effect of elastic materials at the flow boundary on turbulent boundary layer noise.
The technique is demonstrated by assessing the influence of different homogeneous
and voided materials on flow noise from turbulent flow. Last, it is shown how these
effects can be quantified by measuring the noise in the interior space of a body in
flow.
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Fig. 2 Relative efficiency of
two rubber coating layers as
a function of flow noise
frequency
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Table 1 Water properties

Parameter Value Units

ρ 1000 kg/m3

cl 1500 m/s

ν 1 × 10−6 m2/s

U 3 m/s

3.1 Noise from Turbulent Flow over an Elastic Interface

The first modelling case is for flow noise generated by a turbulent boundary layer
over an elastic interface moving at 3 m/s relative to water. The relative efficiencies
of two rubber-like materials that can be used as a coating for flow noise reduction are
presented in Fig. 2. The rubbers, of centimetre-scale thickness, cover steel of 20mm
thickness which is backed by air. The water parameters are given in Table1, and the
rubber-like materials have full complex frequency dependence (not specified here).

The figure shows the field-averaged reflection of longitudinal waves V , with ran-
dom incidence, relative to the reflection from the steel alone, Vsteel. The calculation
again uses the theory of [11]. The dashed curve is for an actual rubber material,
with known frequency-dependent elastic moduli, and the solid curve is for a nominal
rubber material designed as a good absorber of longitudinal pressure waves. Note
that there is very little difference between the absorbing coating and a simple uni-
form layer of rubber. This comparison demonstrates the predictive capability of the
proposed method.
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3.2 Effect of Voided Coating

This section presents the effect on flow noise of a more complex vibroelastic coating
containing cylindrical voids, as shown in Fig. 3. Such a material has some interesting
resonance properties which could be beneficial for flow noise mitigation. The theory
used for the effective properties of the vibroelastic coating is the ‘homogenised’
model presented in Refs. [18, 19], consisting of a rubber-like polymer material
containing a periodic array of cylindrical voids of radiusa and spacing h. The polymer
has density ρ and plane wave modulus K = λ + 2μ (which is close to but not the
same as the bulkmodulus). The void layerwithin the full polymer layer ismodelled as
a homogeneous layer with effective thickness le, density ρe and plane wave modulus
Ke = λe + 2μe given by:

le = 2h

π
ln sec

(πa

h

)
, (17)

ρe = ρ(1 − α′), (18)

Ke = K (1 − α)

(α′(1 + Q) + (1 − α)
, (19)

where

Q = λ/μ + 2

1 − (ω/Ω0)2
, (20)

αe = le/h, (21)

α′ = α/αe. (22)

Parameter α is the ‘global’ filling fraction πa2/h2 of cylindrical voids, and Ω0 =
f cs/a is the natural resonance frequency of the coating voided layer in the polymer
with shear modulus cs . Here, f ≡ f (a/h) is a coupling function (describing effect
of void interaction) calculated in [18, 19]. The remaining thicknesses of the voided
material are treated as the pure polymer. In thiswork, for random incidencemodelling
the effective shear modulus of all layers must be known. The homogenised shear
modulus of the voided layer is therefore approximated as

μe = μ(1 − αe) (23)

and is assumed isotropic for the purposes of the shear wave reflection modelling.
Figure3 shows the arrangement of the cylindrical voids, of diameter 2a = 1cm,

placed centrally in a 10cm thickness layer of polymer on 2cm thickness steel, backed
by air. The cylinders are spaced with period h = 5cm. The polymer properties,
nominally polydimethylsiloxane (PDMS), are given in Table2.

Figure4 shows the relative efficiency of conversion of shear motion into flow
noise for the voided coating, compared to the plain steel–air interface, obtained in the
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Fig. 3 Cylindrically voided
coating with steel backing

Table 2 Polymer properties (PDMS) for the voided layer of Sect. 3.2

Parameter Value Units

ρ 1000 kg/m3

K = λ + 2μ 1000 × (1 − 0.01i) MPa

μ 0.6 × (1 − 0.3i) MPa

Fig. 4 Relative efficiency of
two 10cm polymer coating
layers as a function of flow
noise frequency and flow
velocity U . With cylinder
voids (thin lines) and without
voids (thick lines), with flow
velocities U = 0.5m/s
(dotted), U = 3m/s (solid)
and U = 6m/s (dashed)

samemanner as Sect. 3.1, for three flow velocities. Also shown is the coating with the
cylinders removed. There is little difference between the two coatings, even though
the void resonance at about 1600Hz causes dramatic changes in the conversion of
sound waves (not shown). The dramatic decrease in conversion of both coatings, less
than about −30dB above 2kHz, is due to the density of the PDMS matching that of
water, as discussed in Sect. 2. Improved performance at the lowest frequencies, when
compared with Fig. 2, is attributed to the increased layer thickness. Note also that
the efficiencies are relatively insensitive to the flow velocity magnitude, especially
at the lower frequencies. For example, the results obtained with a flow velocity of
6m/s agree with 3m/s to within 1–2dB.

The absolute efficiencies V above are amplitudes with power proportional to
|V |2. Although not shown, the modelling using the above method shows that |V |2
is proportional to the flow velocity U . Since U is much less than the sound speed in
water, the critical angle is small and therefore proportional toU . The total solid angle
contributing energy is then proportional to U 2. Since the intensity of shear waves
in the boundary layer is known to be proportional to U 3 [4, 8], the total scattered
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Fig. 5 Examples of buoyancy-driven models. Large-scale model, NSWC, Lake Pend Oreille [20]
(at left); light composite model, DST Group (middle); extendable modular model, DST Group
(right)

acoustic power is then proportional to U ·U 2 ·U 3 = U 6, in agreement with the
expected M6 scaling for boundary turbulent flow [4, 8].

3.3 Noise from a Body in Flow

The last modelling case considered here is the acoustic noise generated by a turbulent
flow around a body in water. This setting is typical for experimental investigation of
flow noise, when a model is propelled through the water driven by buoyancy [20–22]
(see Fig. 5). It is assumed that the body has an internal fluid-filled reverberant volume
V and surface area S, with a shell which may be externally coated with elastomeric
(rubber) materials. Our primary interest is to quantify the effect of an elastic coating
on flow noise and to infer the relationship between acoustic noise intensity measured
inside the body and in the far field.

This problem has been numerically treated with the framework of transformation
of elastic waves in layered structures described above [10]. The transformation of
waves of each type (shear and sound) at the boundary, travelling in both directions
through the body surface (inward and outward from the volume V), is modelled. In
order to properly account for conditions of low reverberation and the effect of internal
volume losses, both direct and reverberant components of the internal acoustic field
need to be considered [23]. In what follows, a relation between the outward acoustic
intensity and the acoustic intensity inside the body can be found from the balance of
energy flow of the form

dE

dt
= Jin − Jout − Lv , (24)

where Jin is the inward rate of flow of acoustic energy from turbulence boundary
layer excitation, Jout is the outward flow of acoustic energy through the shell of the
body, and Lv is the rate of energy loss from the volume (due to air absorption, for
example). In the steady state, the net energy flow is zero so dE/dt = 0.

Both the total acoustic power radiated from the body and the internal pressure
can be derived in terms of vortex wave input, with an energy density (energy per unit
volume) near the exterior of the surface εse. The internal longitudinal wave energy
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density εi is divided into its reverberant εir and direct εid components for correct
modelling of the energy flow, which allows the internal volume to be less than highly
reverberant. The inward and outward energy flows due to vortex excitation are then
given by

Jin = τεsecseS, (25)

Jout = βεircliS/4 + βεidcliS/2, (26)

where cse is the effective vortex (shear) velocity of the exterior, moving fluid, cli is
the sound velocity of the interior fluid, τ is the energy coefficient of transformation
of vortex waves (turbulence) into inward sound waves, and β is the coefficient of
transmission of outward sound waves (noise) at the internal surface. Direct reflection
into the exterior space of the vortex wave input at the exterior surface is

Jref = κεsecseS, (27)

where κ is the coefficient of reflection of vortex waves into outward sound waves
at the external surface of the body. For the surface type varying over the body,
equations (25)–(27) would be replaced by surface integrals. Note that the average
reflectance of the outward waves at the internal surface is equal to 1 − α, where α

is the coefficient of absorption of outward acoustic waves through the surface of
the body, and β ≤ α. If there is no loss mechanism in the wall surface, then α = β.
These parameters are schematically shown in Fig. 6. The energy parameters α, β, κ
and τ must be appropriately spherically averaged (the equivalent of field-incidence)
values.

The volume energy loss is given by Lv = γ E = γ εV , where γ is total rate of
energy loss within the volume and ε is the relevant direct or reverberant energy
density. Parameter γ is related to the conventional attenuation loss for propagating
plane waves χv in Np/m (nepers per metre) or χd in dB/m, through

γ = 2cliχv, (28)

χv = χd ln(10)/20. (29)

The balancing of the energy flow equation (24) for both the direct and reverberant
components of the internal pressure then leads to the following expressions for the
components [23]:

εir = (1 − α)

γV + αcliS/4
Jin, (30)

εid = 1

γV + cliS/2
Jin. (31)

As the input source is distributed over the body surface, the average internal
pressure pi will be
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Table 3 Rubber properties for Sect. 3.3

Parameter Value Units

ρ 1200 kg/m3

K = λ + 2μ 3000 × (1 − 0.01i) MPa

μ 70 × (1 − 0.8i) MPa

p2i = εiρic
2
li, (32)

where the total internal energy density of sound waves is

εi = εir + εid. (33)

The external pressure pe on average, at range R from the body, assuming omnidirec-
tional spherical spreading, is obtained from the sum of direct vortex reflection and
the outwardly transmitted internal field components as

p2e = ρecle
4πR2

(Jref + Jout). (34)

These equations fully define the average internal and external pressure relative to the
external shear energy density εse outside and close to the surface, and can be used
to derive an expression for the ratio of the external to internal pressure that does not
depend on εse.

The resulting equation for this ratio can be considerably simplified on the assump-
tion that the volume losses inside the body can be ignored and that the interior is
highly reverberant, giving

pe
pi

= 1

4

(
Λ

π

Ze

Z i

S

R2

)1/2

, Λ = β + κα

τ
. (35)

Here, Ze = ρecle and Z i = ρicli are the acoustic impedance of the external and inter-
nal fluids, respectively, and Λ is an aggregated parameter involving averaged energy
transmission and reflection parameters of the wall of the body.

This theory is applied to the case of acoustic noise generated by turbulent flow
around a body in water with properties given by Table1.We assume that the body has
an internal air-filled volume V = 1m3 and surface area S = 7m2, has a steel shell
of 6mm thickness, and may be externally coated with a 40mm layer of elastomeric
(rubber) material as defined by the properties in Table3 and Eqs. (3) and (4). It is
assumed that the body moves in the water with velocity 3m/s, with parameters as
defined in Table1.

Plots of parameters α, β, κ and τ as a function of frequency are presented in
Fig. 6 for the wall of the body with and without the rubber coating, computed using
the theory of [11]. These parameters allow estimation of the ratio given by Eq. (35)
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Fig. 7 Ratio of external
radiated pressure
(normalised to 1m) to
internal pressure for the body
with and without a rubber
coating, ignoring internal
volume absorption, using
Eq. (35) (solid curves), and
also by accounting for
volume absorption (dashed
curves)
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for any frequency with a targeted flow noise experiment design. This equation could
be used to estimate radiated pressure from internal measurements. For instance,
from Eq. (35) it is clear that in order to minimise the ratio pe/pi one needs either
to minimise ‘material’ parameter Λ (i.e. either β or ratio κα/τ ) and this can be
translated to a selection of coating material and its thickness. Note that the more
comprehensive form of Eq. (35) using the full Eqs. (24)–(34) includes the effect of
bulk losses and includes a volume V dependence. More analysis of Eq. (35) and
associated insights into targeted design of flow noise experiments will be presented
elsewhere.

Figure7 shows the ratio of external pressure to internal pressure of Eq. (35) for
the body with both a bare and a rubber-coated shell wall. More complex calculations
accounting for volume absorption in the internal air space (at 25 ◦C and 50% relative
humidity) are also shown as the dashed curves. Note that as the figure shows external
pressure relative to internal pressure it should not be assumed from this plot that the
case of steel coated with rubber radiates more than the case of pure steel.

The analysis that leads to Eq. (35) can also be used to evaluate the relative effect
of a coating on the interior sound. For example, the relative effect of sonar window
coating type on sonar self-noise can be estimated using this method.

4 Concluding Remarks

We propose an analytical framework that explores the intrinsic analogy between
sound generation by wall-bounded turbulent flows and transformation of elastic
waves in layered elastic media. Several points must be made about the assumptions
behind the analytical framework used in this paper. First, the flow must be signifi-
cantly subsonic. Second, the compliance of the surface should have little effect on
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the vorticity sources that are the starting point for this analysis (i.e. they are the same
as for rigid surface). For situations where there is strong fluid-structure coupling, this
would not be the case. Third, plane wave reflection coefficients have been used for
flow sources that are clearly not planar. However, arbitrary sources of vorticity in a
turbulent boundary flow can often be decomposed into linear combinations of plane
waves so if a consistent trend in reduced reflection is observed this is not likely to
be an issue.

We believe that the proposed approach will be useful for rapid evaluation of
numerous ‘what-if’ scenarios in flow noise mitigation including the effects of flow
speed, body size, fluid density and viscosity and elastic properties of coatingmaterial.

Acknowledgements The authors thank Dr. Chris Norwood for useful discussions and support of
this work.
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Fuselage Excitation During Cruise Flight
Conditions: From Flight Test to
Numerical Prediction

Alexander Klabes, Sören Callsen, Michaela Herr and Christina Appel

Abstract In the context of aircraft cabin interior noise, the fuselage structural excita-
tion by turbulent boundary layer (TBL) flows is an important noise source for aircraft
manufacturers to deal with. During cruise flight, it is the dominant source of cabin
noise for state-of-the-art aircraft. Aircraft at cruise conditions is flying at high Mach
numbers, typically between Ma = 0.78…0.85, dependent on the type and mission
of the aircraft. The vortices within the TBL cause pressure fluctuations on the fuse-
lage and therefore, its structure receives energy and starts to vibrate. In this paper,
methods to estimate the aerodynamic TBL sources by numerical and semi-empirical
tools are presented. Besides, also the induced vibration of real aircraft structures is
calculated with existing industrial tools. Furthermore, measured flight test data used
for validation are presented and finally measurements and predictions are compared.

Keywords Aircraft · Flight test · Measurements · CFD · CAA · SEA · TBL
Structural vibration

1 Introduction

Many sources of noise contribute to the sound pressure level (SPL) inside an aircraft
cabin (cf. Fig. 1). Passengers have high comfort expectancy and therefore expect
cabin noise as lowas possible. The turbulent boundary layer (TBL) around an aircrafts
fuselage is one of the main sources for cabin noise. It causes pressure fluctuations,
which excite structural vibrations and noise. Via complex transfer paths energy is
transmitted through the fuselage structure and is radiated into the cabin.

Aircraft manufacturers, like Airbus, are interested in an exact estimation of cabin
SPL at any position inside the cabin. Therefore, detailed knowledge of the structural
excitation by the TBL is essential, which is addressed in this paper. This knowledge
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Fig. 1 Examples of noise sources driving cabin SPL (from [1])

enables engineers to implement shape optimisations of the aircraft structure or to
improve the insulation concept of today’s existing and of future aircraft designs.
Finally, this is required to reach the lowest cabin SPL and the highest passenger
comfort in the market.

The present work addresses the development of a full tool chain to estimate air-
craft fuselage vibration at cruise flight conditions. This work includes two streams,
a numerical and a semi-empirical one, to calculate the TBL excitation. The research
strategy behind this double tracked approach is to generate the capability of a fast
and simple semi-empirical prediction tool for auto-spectra, which is fully validated
by flight test data. Besides, the full numerical approach is necessary to calculate
the spatio-temporal development of turbulence in terms of wavenumber–frequency
spectra. The development of a fast and simple wavenumber–frequency model, like it
is done for the auto-spectra, is not possible because of lacking validation data. Flight
test data were only measured in three areas on the aircraft. Therefore, a new compu-
tational fluid dynamics (CFD)-based auto-spectrummodel for aircraft in cruise flight
conditions with and without moderate local pressure gradients is developed. Besides,
in the second stream, computational aeroacoustics (CAA) tools are employed to cal-
culate the same quantities but focussingmore on thewavenumber–frequency spectra.
This new model and the purely numerical results are validated with flight test data.
Furthermore, the vibration of a real aircraft structure is calculated by using existing
statistical energy analysis (SEA) models. Finally, the SEA estimation of structural
vibration is validated with measured structural vibrations from the mentioned flight
test campaigns.

The working tasks to achieve these goals are the following:

• Postprocessing and analysis of the mentioned flight test data in terms of auto-
spectra, to prepare a reliable validation database.

• Extensive study of existing semi-empirical models for auto-spectra prediction and
comparison with the measurement database.
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• Conduct CFD calculations corresponding to the flight test configurations, to gain
detailed knowledge of the aerodynamics all-around the aircraft.

• Development of an enhanced auto-spectra prediction model, based on CFD input
data and validation with flight test data.

• Performing CAA computations of auto-spectra and wavenumber–frequency spec-
tra as an input for SEA.

• Coupling TBL excitationwith a simply supported flat plate for parameter studies to
analyse the influence of different auto-spectra andwavenumber–frequencymodels
and their robustness against parameter variation.

• Coupling TBL excitation from semi-empirical and numerical models to real air-
craft structures by making use of existing aircraft SEA models at Airbus without
doing any optimisation on these models or the formulation of the structure.

• Validate the SEA estimations of structural vibration with in-flight measured
vibrations.

Most of the mentioned tasks are recapitulatory described in the following. In its
entirety, the whole work is described in [1].

2 Experimental Validation Database

Experiments were conducted with an Airbus A320, the Advanced Technology
Research Aircraft (ATRA) of DLR. The range of flight conditions was between Ma
= 0.68…0.82 and FL = 250…410, compare [2] for further information. Flight tests
were conducted during three campaigns, each focussing on a different area of the
aircraft. Here, blue depicts the front, red the mid and green the aft area, respectively.
On the outside of the aircraft two different sensor types, to measure the TBL-induced
surface pressures were installed. Kulite pressure transducers of type XCL-093 [3]
were installed during all three test campaigns and thus in all areas of the aircraft
(front, mid, aft). For each configuration, a total of 30 transducers were installed in
three dummy windows, which replaced the standard passenger windows, coloured
windows in Fig. 2. The Kulite installation set-up was developed by the DLR team
of Spehr and is described in [3]. Besides the Kulite pressure transducers, which are
limited to be installed in the passenger window plane, flush-mounted microphones
were installed. These flush-mounted Brüel & Kjaer 4948-W-003 (special type of
4948-A) sensors were only installed during two flight test campaigns and only in
two regions (front and aft). The sensor installation and data recording were per-
formed by Airbus during the campaigns. The sensor itself was especially developed
for aircraft applications. A big advantage of these sensors is the flexibility of the
positioning because they can be glued everywhere on the surface of an aircraft. The
flush-mounted microphones were installed in groups of three or five sensors as well
as stand-alone microphones. Besides the pressure fluctuation measurements on the
outer surface, vibrational measurements on the primary structure were performed as
well. Therefore, accelerometers with an approximate weight of 2.8g were installed.
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Fig. 2 Sketch of ATRA with Kulite positions (wing profile changed; from [1])
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Fig. 3 Validation auto-spectra, similar to [2]

According to the Kulite window positions, the accelerometers are mainly installed
in the respective three frame bay areas from floor to roof.

With frequency-dependent limitations of different sensor types and different sen-
sor installation situations, highlighted in [1], validation auto-spectra can be combined
for thewhole frequency rangeof interest (f=100…10000Hz). This is possible for the
front and aft aircraft region, where all different sensor types are installed side by side.
For the front area, the validation auto-spectrum is given in Fig. 3a, with a maximum
at f= 800Hz. Kulite data from the front region are plotted from f= 100…800Hz and
data from B&K microphones from f = 400…10000 Hz. Therefore, a data overlap
of 400Hz is ensured. Figure3b shows the respective validation auto-spectrum for
the aft region, with a maximum at f = 300 Hz, for orientation, the 800Hz line from
the front spectrum is plotted as well. Kulite data from the aft region are shown from
f = 100…800 Hz and data from B&K microphones from f = 400…10000 Hz. The
presented validation auto-spectra are valid for Ma= 0.78 and FL350 and idle engine
thrust conditions.
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3 Fundamentals of Fuselage Excitation by Turbulent
Boundary Layer

For the estimation of structural vibration of an aircraft’s fuselage, excited by TBL
flow, two types of TBL models are necessary. On the one hand, the auto-spectrum,
that sorts the energy at a single point into frequencies, is required. On the other hand,
a normalised wavenumber–frequency spectrum, that sorts the energy distribution
into wavenumbers and gives information about the spatio-temporal development of
turbulence, is needed.

An overview of the multiple developments of semi-empirical models to calcu-
late the TBL wall pressure frequency spectrum is given in [2]. Models most often
found in the literature of the past 50 years are provided in a summarised form. Fur-
thermore, in [1] this overview is further extended to the wavenumber–frequency
models. Besides the excitation modelling, a description of the structural coupling
is indispensable. The idea of Graham [4] and its application in this paper is shortly
summarised in [1].

The characterisation of the wall pressure spectra that have been formed over the
years is summarised and complemented in the following. Figure4 presents the char-
acteristic shape of a TBL wall pressure spectrum (auto-spectrum), which is based on
a determination of which scaling variables work best in particular frequency regions.
The spectrum is divided into four characteristic regions, with its frequency intervals
formulated by dimensionless frequencies. For a more detailed analysis compare [1].
The wall pressure spectrum in the low- and mid-frequency regions are composed
of pressure fluctuations impressed on the wall by a physical process that occurs
largely in the outer layer, away from the wall, while the higher spectral frequencies
reflect physical behaviour occurring close to the wall. This duality contributes to the
non-homogeneous nature of the wall pressure [8]. In the following, plots with all
semi-empirical TBL models introduced in [2] are presented for FL350 and Ma =
0.78 at front and aft Kulite positions. Figure5a, b present the predictions for front and
aft region with their respective validation auto-spectra from flight test measurements.
All models are fed with the local flow parameters from CFD calculation.

Models can be divided into two major groups, and they are detailed described
in [1]. A rough description of the models is given in [2] as follows: “On the one hand,
the green and blue lines describing the Robertson [35]/Cockburn & Robertson [36],
respectively, the Efimtsov 1, 2 [31, 37]/Rackl & Weston [38] models. These models
are based on flight test and wind tunnel data at high Mach number and Reynolds
number. Distinctive for these models is a large plateau in the low-frequency range
with a roll-off at higher frequencies.

On the other hand, the Goody [5], Chase-Howe [39] and Smol’yakov [6] models
represent the second group. This group obviously provides spectra with different
shapes, especially in the low-frequency range. The absolute values of these pre-
dictions increase with increasing frequency until a maximum in the mid-frequency
range is reached, and then it is followed by a decreasing behaviour with increasing
frequency.
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Fig. 5 Comparison of predictions from all auto-spectra models with validation auto-spectra; Ma
= 0.78, FL350, front and aft area [9]

The Chase [7] model is with regard to the shape, something in between these
two mentioned groups. In the low-frequency range, a large plateau is characteris-
tic, as it is for the Robertson [35]/Cockburn & Robertson [36] and the Efimtsov
1, 2 [31, 37]/Rackl & Weston [38] models. For higher frequencies the predicted
spectrum peaks and afterwards it is characterised by a roll-off similar to the Goody,
Chase-Howe and Smol’yakov models.” It is remarkable that each model has its own
shape and slightly different characteristics. None of the models fits perfectly to the
validation auto-spectra measured by DLR and Airbus. For model development, it is
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decided to go further with the Goody model because it is based on different mea-
surement databases. Besides, the model family beginning with Chase’s model and
being further developed to the Goody model is closest to the measurement data and
to the theoretical shape of an auto-spectrum, presented in Fig. 4.

Besides, the second mentioned group of models are the wavenumber–frequency
models. A schematical sketch with all characteristic regions is given in Fig. 6 at con-
stant frequency. Here, kx is the wavenumber, corresponding to the flow direction,
and ky is the wavenumber corresponding to the cross-flow direction. This descrip-
tion can, e.g., be found in [10–12]. Bull states in [11] that the general shape of
the spectrum underneath TBL is driven by pressure-field components with phase
velocities ω/kω = Uc. This area is called the convective ridge of the wavenumber
spectrum (centred around kω = ω

Uc
), where most of the TBL turbulence energy is

located. Furthermore, acoustic radiation is associated with components with phase
velocities which are equal or greater than the speed of sound in the fluid. There-
fore, detailed knowledge of the whole wavenumber–frequency spectrum is neces-
sary. The spectrum depicted in Fig. 6 is subdivided in: (1) supersonic region (not
marked), k < ω/c (= k0); (2) sonic or acoustic region, k � ω/c; (3) subconvec-
tive region, ω/c < k < ω/Uc; (4) convective region, centred around k = ω/Uc; (5)
viscous region, k � ω/Uc [11].

Besides, Graham [13] supposed that the subconvective region, which is impor-
tant for underwater applications, is not dominant to aircraft applications. It is the
convective region, where most of the energy of the TBL is positioned and which is
the major driver of exciting structures on aircraft. Finally, the viscous region is that
region, where small-scale turbulence occurs [12].

4 CFD Calculations and Analysis

For the prediction of the introduced auto-spectra andwavenumber–frequency spectra
models, aerodynamic input is necessary. Usually, this input is calculated by theo-
retical formulae, whose validity is limited by drastic simplifications, when applied
to an aircraft. Furthermore, measurement data are not always available to feed the
models. Therefore, it is decided to establish a new approach by using data from CFD
calculations, to have a clear picture of the aerodynamics on the fuselage. CFD calcu-
lations were performed with DLR’s in-house RANS solver TAU [15, 16], applying
a Reynolds stress turbulence model (RSMg) [17]. In [2], an overview of the CFD
calculations performed and the analysis methods conducted is provided, to achieve
the required aerodynamic parameters as an input for the models. Besides, CFD data
needed as an input for CAA calculations that are performed as well and presented
in [1].
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Fig. 6 Characteristic regions of wavenumber spectrum, according to Howe [14]

5 Prediction Models

This section recaps all modelling activities on auto-spectra and wavenumber–
frequency prediction models. It is divided into two major parts. Firstly, in a part
this presents the enhancement of the semi-empirical Goody model for auto-spectra
predictions. Secondly, a part showing the full numerical approach for the prediction
of auto-spectra as well as wavenumber spectra is presented.

5.1 CFD-Based Semi-empirical Auto-spectra Prediction
Model

A new model for CFD-based auto-spectra prediction was developed, whose final
version is in detail described in [1]. A rough overview of a forerunner of this new
model can also be found in [9, 18]. After comparison of the available measurement
datawith published auto-spectramodels in Fig. 5a, b itwas decided to useGoody’s [5]
model as a starting point for further development. Besides, the Goody model is part
of the Chase and Chase-Howe model family and is the most validated model with
zero pressure gradient TBL measurement data sets. Remarkable is the history of
these models because they were developed for low-speed applications. Nevertheless,
the applicability seems to be better, when compared with the original high-speed
models, like the one of Efimtsov. This decision is also backed with the findings
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Fig. 7 Measurements compared with adapted Goody-DLR auto-spectrummodel, also compare [9]

of Gloerfelt [19] and Alaoui [20] that Mach number and compressibility effects
for flows, ranging from Ma = 0.5…0.9 have very low effect on the structure of
turbulence.

Few results of this model are presented in Fig. 7, in comparison withmeasurement
data. A full set of results for all aircraft areas is published in [1].

5.2 CFD/CAA Based Prediction

Containing the full numerical prediction approach, this section constitutes, besides
the semi-empirical modelling approach in the previous section, the second part of
the prediction model activities within this paper.

For the numerical prediction of wall pressure fluctuations, the method of Hu [21,
22] is applied. To this end, a turbulent boundary layer flow on an aircraft is simulated,
using synthetic turbulence, generated by the Fast Random Particle-Mesh Method
(FRPM) of Ewert [23, 24]. The stochastic realisation is based on time-averaged
turbulence statistics calculated from full aircraft RANS computations as described
before. According to Hu [22], for incompressible quasi-parallel flow, the fluctuating
pressure at the fuselage surface is determined by solving a Poisson equation. The
detailed process beginning with the preparation of the CFD data, the calculation
with FRPM and the analysis of the numerical results is in detail described in [1].
Results for numerically calculated auto-spectra are given in Fig. 8 for the front and aft
aircraft regions. Numerically calculated auto-spectra are plotted in pink and red for
the front and aft region, respectively. A bunch of virtual microphones located in each
calculation patch is analysed and plotted as thin lines; the mean value is shown as
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Fig. 8 Validation auto-spectra: CAA versus Measurements (from [1])

a thick line. The presented numerical predictions reproduce the measurements quite
well. Absolute levels fit over a large frequency band, and the position of themaximum
is well represented. Especially in the low- and high-frequency range, measurement
and prediction diverge. Explanations for this behaviour are manifold and in detail
discussed in [1].

6 Results and Discussion

Finally, the application of the newauto-spectrummodel aswell as semi-empirical and
numerical wavenumber–frequency spectra to real aircraft structures is presented in
this section. According to the Kulite window measurement regions (cf. Fig. 9), SEA
models are developed for the respective regions,mainly byCallsen1 and supported by
the work of Teschner [25] and Klabes [26] and the commercial software VAOne was
employed for the computations. The SEA models always stretch across four frame
bays and are sketched in Fig. 9 together with the Kulite windows and their global
position on the aircraft. Furthermore, the different naming of the SEA subsystem
regions is presented. During the collaboration with Airbus, detailed analysis was
performed for all aircraft models. In this paper, only results for the front model from
floor to floor are presented in the following.

The influence of differentwavenumber–frequencymodels is analysed on the struc-
tural vibration of the Roof subsystem. A detailed description of the used models is
given in [1] and not in this paper; only the characteristical shape of a wavenumber–
frequency spectrum was discussed beforehand in Sect. 3. This analysis is presented
in Figs. 10a–12b. In all plots, 0 dB is the median value of the measured acceleration,

1Airbus Acoustic Engineer
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while all other data are plotted in Δ dB to this value. The grey line gives the scatter
band of the flight test data. Furthermore, all wavenumber–frequency models are cal-
culated with the actual aerodynamic parameters from CFD and the auto-spectrum
input is calculated with the Klabes model [9], which has been calibrated against
ATRA flight test data. Therefore, errors due to the auto-spectrum model are neg-
ligible. The procedure for the comparison of the wavenumber–frequency models
is that the rhombic models [29–31] are tested first. Secondly, the best performing
rhombic model is retained and compared with the results from elliptical models
[32–34]. Thirdly, the best models of both families are compared with wavenumber–
frequency results from the full numerical FRPM approach and with an adapted
Efimtsov model [28], here the model is adapted to measured coherence length from
flight tests.

Figure10a shows the results for the applied Jolly, Corcos and Efimtsov orig-
inal wavenumber–frequency models. Results are plotted for the 1

3 -octave bands
from f = 100. . .5000 Hz. From f = 100. . .400 Hz, the Efimtsov model shows
the lowest deviation from flight test data, whereas the Jolly and Corcos mod-
els show huge differences to the measurements. In the mid-frequency range from
f = 500. . .1600 Hz, this effect is inverted and the Efimtsov model gives results
outside the measured scatter band. The Corcos model shows slightly higher lev-
els than the Jolly model, which is according to expectation. Finally, in the high-
frequency range f = 2000. . .5000 Hz all three models deliver similar results. A fur-
ther comparison with the Jolly, Smol’yakov, Chase 1 and Smol’yakov & Tkachenko
wavenumber–frequency models is presented in Fig. 10b for the Roof subsystem as
well. The Smol’yakov and Chase 1 models produce equal results in the mid- to
high-frequency ranges, f = 500. . .5000 Hz. While they differ in the low-frequency
range, the Smol’yakov & Tkachenko model results are plotted and give satisfy-
ing results, by generating the lowest offset from the measurements for the whole
mid- to high-frequency ranges. Only in the low-frequency range below f < 400 Hz
the Smol’yakov & Tkachenko model results are outside the measured scatter band.
Finally, the Jolly aswell as the Smol’yakov&Tkachenkomodels create best results as
representatives of the rhombic and elliptical models, respectively. Therefore, further
comparisons are only performed with these two models.

Furthermore, a wavenumber–frequency spectrum, fully numerically calculated
with FRPM is applied to the SEA model as well and presented in Fig. 11a. The
results calculated with the FRPM model give satisfying results within their valid-
ity range, which was estimated to be up to f < 3000 Hz [1]. This assumption can
be confirmed by the predicted vibration results with FRPM wavenumber–frequency
input, because the vibration levels increase above f > 2500Hz abnormally. Besides,
an adapted Efimtsov wavenumber–frequency model is also applied to the SEA
model. This model is modified according to the work of Haxter [28], who fitted
the model parameters (a1. . .a7) in a way that the model coherence length collapse
with the measured coherence length from flight test data. A comparison of the
structural vibrations shows a good reproduction of the measured vibrations from
f = 400. . .5000 Hz in Fig. 11b with some exceptions at f = 500 and 800 Hz. In the
frequency range below, estimated vibration data deviate from the measurements, like
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Fig. 9 Sketch of ATRA with SEA model and Kulite positions (from [1])
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Fig. 10 Comparison of structural vibration due to different wavenumber–frequencymodels—Roof
(from [1])

the results from all other semi-empirical wavenumber–frequency models do, except
the original Efimtsov model in Fig. 10a. Comparing both models, the FRPM and
the adapted Efimtsov, in Fig. 12a, both models give a good estimate within different
frequency ranges. The FRPMmodel is satisfactory between f = 100. . .2500 Hz and
the adapted Efimtsov between f = 400. . .5000 Hz. Also, the plotted results from
the Smol’yakov & Tkachenko model are satisfactory between f = 200. . .5000 Hz,
when predictions lie inside the measurement scatter band. Haxter showed in [28] that
the coherence length of the Smol’yakov & Tkachenko model collapse with the mea-
sured coherence length. Including as well the Jolly model in this group in Fig. 12b,
the model behaviour is comparable with the other models (except FRPM) between
f = 400. . .5000 Hz. Again, the predicted levels are too high below f < 400 Hz,
while this phenomenon cannot be observed with the FRPM model. This leads to
the assumption that especially the rhombic wavenumber–frequency models (Corcos,
Jolly, Efimtsov) have drawbacks in the low-frequency range ( f = 100. . .400 Hz).
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Fig. 11 Comparison of structural vibration due to different wavenumber–frequencymodels—Roof
(from [1])
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7 Conclusion

This work was performed in the context of aircraft cabin interior noise and in detail
focussing on the fuselage structural excitation by turbulent boundary layer (TBL)
flows at typical cruise flight conditions. For the prediction knowledge about the
strength of the TBL and the development over space and time is necessary, which is
described by the auto-spectrum and the wavenumber–frequency spectrum, respec-
tively. TBL estimations in areas on the aircraft subjected to disturbed flows by inte-
gration effects like the junction of wing and fuselage or changing fuselage diameter
were not possible with today’s semi-empirical methods.

The objective of this work was to close this gap. For this purpose, an existing
semi-empirical model was further developed to tackle these challenges after review-
ing available models in the literature. The main technological innovation of the new
auto-spectrum model consists in taking aerodynamic parameters of the flow from
computational fluid dynamics (CFD) calculations. This new model is validated with
measured auto-spectra from flight tests and therefore, it is valid in a rather large
parameter space, covering the operational range of a short- to medium-haul air-
craft. In parallel, a full numerical approach to estimate the auto-spectrum as well
as the wavenumber–frequency spectrum was executed by making use of the Fast
Random Particle-MeshMethod (FRPM) of DLR. This approach is based on the syn-
thetic reconstruction of turbulence over space and time, using CFD data input. The
FRPM approach showed being able to estimate auto-spectra as well as wavenumber–
frequency spectra in selected areas of high quality. Currently, the only drawback is
a frequency limitation to high frequencies, especially visible in the wavenumber
spectra over f > 2500 Hz.

Finally, the developed auto-spectrum model as well as the different reviewed
wavenumber spectrum models, also the FRPM wavenumber spectrum and a model
fitted to analysed flight test data were applied to the real aircraft, by using SEA. For
the SEA computations, the commercial software VAOne was employed with Airbus
A320 SEA models used for research and development at Airbus. Fuselage vibration
data estimated with these models were finally compared with measured structural
vibrations from flight tests in different areas of the aircraft. Estimated structural
vibrations gave a good collapse with the measured accelerations, but also showed
challenges for different wavenumber–frequencymodels in distinct frequency ranges.
Especially in the low-frequency range, semi-empirical models tend to deviate from
measurements. In the mid- and high-frequency ranges, reliable models could be
identified. However, SEA modelling of fuselage components also has its limits and
the confidence in the structural modelling has to be independently analysed. For a
more detailed description of the whole work, it is suggested to read [1].
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Turbulent Flow Noise Generation Under
Sea Conditions

Jan Abshagen, Dennis Küter and Volkmar Nejedl

Abstract Flow-induced noise contributes to the self-noise level of a hydroacoustic
antenna that is either attached to or towed behind a moving platform at sea. It is
induced in the interior of the antenna by hull vibrations excited by an outer turbu-
lent boundary layer. Two different hull configurations were studied in a research
cruise with an underwater towed body measurement system in Sognefjord, Norway.
While the hydrophones were embedded into the hull structure in one of the flat
plate configurations, they were separated from the hull by a water layer in the other.
Material properties and hydrophone positions with respect to the flow were very
similar in both configurations. By means of wavenumber–frequency analysis, the
(flow-induced) spectral noise level is determined for towing speeds ranging from 4
to 12 kn. The noise level at the embedded hydrophones is systematically higher for
all speeds than that at the separated hydrophones.

Keywords Flow-induced noise · Turbulent boundary layer · Underwater
experiment · Towed body

1 Introduction

Noise induced in the interior of a (moving) mechanical structure or vehicle by an
outer turbulent boundary layer [1, 2] is of importance in many applications [3], with
cabin noise of cars and aircrafts being prominent examples (see, e.g., [4, 5]). In
underwater acoustics, the significance of flow-induced interior noise arises from its
role as an interference source of a hydroacoustic antenna. In case the antenna is in
motion, either towed behind or attached to a moving platform, a turbulent boundary
layer forms at the outside of the hull and induces hydroacoustic noise in the interior
of the antenna [6–10]. This contributes to the so-called sonar self-noise and can
significantly limit the performance of a sonar system [11].
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Fig. 1 Generic setup of a hydroacoustic sensor inside a (moving) cavity: Hull structure (with
transmission coefficient T) and cavity (with reflection coefficient R) are designed to enhance sig-
nal detection, but also to shield the sensor from flow-induced noise and structure-borne sound,
respectively

A generic setup of a hydroacoustic antenna integrated into a platform for under-
water applications (moving with speed U ) is depicted in Fig. 1. Here, the hydroa-
coustic sensor is embedded in a cavity that shields, on the one hand, the sensor from
structure-borne sound in the interior of the platform. On the other hand, the elastic
wall structure of the hull, that forms the outer boundary of the cavity, is excited
by wall pressure fluctuations beneath an outer boundary layer flow (or in principle
interacts with the boundary layer). The excited hull vibrations induce hydroacoustic
(near-field) noise in the quiescent fluid on the reverse side of the hull, i.e., in the
interior of the cavity.

Since hydroacoustic antennas aim to detect signals in the sea, the role of flow-
induced noise components in sonar self-noise is in general evaluated from the per-
spective of signal processing, in particular with respect to the signal-to-noise ratio,
instead of the noise level alone. Therefore, the use of hull materials with preferable
hydroacoustical properties is a constraint to any method that aim to reduce (flow-
induced) self-noise. Ambient noise has also some influence on the signal-to-noise
ratio, but it is not considered as a part of sonar self-noise, because its level is not
related to the antenna design [12].

Though challenging due to the very high Reynolds numbers involved in realistic
underwater applications, basic mechanisms of flow noise generation are in principle
amenable to numerical simulations as well as to laboratory and channel experiments
[3, 6, 13–16]. For underwater applications, however, it is also necessary to understand
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and evaluate the relevance of the basicmechanisms of turbulent flow noise generation
under the particular acoustical and environmental conditions present at sea.

Turbulent flow noise generation has been studied previously for two different flat
plate configurations with a towed body in underwater experiments. In the first con-
figuration, the hydrophones were embedded into the mechanical hull structure [17],
while in the second they were separated by a thin layer of water from the (sandwich)
plate in another configuration [10]. In this work, a comparison of the vibroacous-
tic response of these two configurations to turbulent boundary layer excitation with
respect to flow-induced interior noise is performed.

2 Underwater Experiment

The underwater experiment reported in this work has been conducted with a towed
bodymeasurement system during a research cruise with RVElisabethMann Borgese
(IOW,Germany) in Sognefjord,Norway, in 2014 (seeRefs. [10, 17] formore details).

2.1 Towed Body Measurement System

The towed body measurement system has been developed by ATLAS Elektronik
(Bremen, Germany) in collaboration with FWG (Bundeswehr Research Institute for
Underwater Acoustics and Marine Geophysics, integrated into WTD 71 in 2009) for
the investigationof turbulent flownoise generationunder sea conditions. Twopictures
of the so-called Flow Noise Analysis andMeasurement Equipment (FLAME) towed
body with flat plate configurations laterally attached to each side are depicted in
Fig. 2. Length, width, and height of the towed body are 5.26 m, 1.353 m (0.935 m
without fins), and 1.715 m, respectively. The weight in air is about 2800 kg, the total
mass in water about 3500kg, and the net buoyancy about 3000 N.

On the starboard side of the towed body depicted in Fig. 2a, a sandwich plate
configuration is mounted laterally. The plate (brown rectangle) has a size of 2000mm
× 770mm in length and width, respectively, and is in principle replaceable by other
plates. The measurement of flow-induced noise is performed in the rear area of the
plate (inner white rectangle) in order to ensure a sufficiently long entrance length for
the boundary layer flow. On the port side of the towed body shown in Fig. 2b, a flat
plate configuration (gray rectangle) is laterally mounted where the hydrophones are
embedded into the mechanical structure of the hull.
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Fig. 2 FlowNoiseAnalysis andMeasurement Equipment (FLAME) towed bodywith two different
flat plate configurations: sandwich plate (brown rectangle) with measurement area (inner white
rectangle) on starboard side (a) and flat plate area (gray rectangle) with embedded hydrophone
array on port side (b) of the towed body

2.2 Measurement Setup

The setup for (flow-induced) noise measurements beneath the sandwich plate is
depicted in Fig. 3a. Outside of the measurement area, the plate configuration consists
of steel plate of 3mm thickness supported by a 10mm layer of damping material
attached to the inside. The steel plate is covered by a 2mm layer made of fiber-
reinforced plastic over the entire plate area. This layer covers in particular also a
rectangular recess of 575mm× 300mm in length and width, respectively, within the
steel plate, which forms the measurement area. The thin FRP layer is surfaced with
a 13mm layer of (hard) foam at the outside and of polyurethane (PU) at the inside
of the measurement area. The polyurethane layer appears as a white rectangle inside
of the brown foam layer and marks the measurement area in Fig. 2a.
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Fig. 3 Measurement setup of sandwich plate configuration (a) and principle setup of (part of)
embedded hydrophone configuration (b)

Wall pressure fluctuations are measured with a flush-mounted hydrophone of type
Reson TC4050 located 65mmdownstream of themeasurement area on the centerline
of the plate. Flow-induced noise is measured with a line array of 16 Reson TC4013
hydrophones having an equidistant spacing of ds = 11.5mm. The array is aligned
along the centerline and mounted inside of a cavity at a distance of 5mm beneath
the plate. The cavity shields the hydrophones from (interior) structure-borne sound
and ambient noise. The total distance between flow and hydrophones is 20mm.

In Fig. 3b, a part of the second measurement configuration showing six
hydrophones embedded into a flat plate made of polyurethane is depicted. The line
array consists altogether of 30 hydrophones that are equally spaced in streamwise
direction with a spacing of de = 70 mm. The array has a total acoustic length of 2100
mm. The hydrophones are located 21mm beneath the flow and therefore at a very
similar distance from the flow as beneath the sandwich plate.

2.3 Towing Experiments

During a measurement run, the towed body went on a straight track without any
machinery active and flow-induced interior noise (as well as wall pressure fluctua-
tions on starboard side) was measured simultaneously for both configurations. The
sampling frequency was fs = 31,250Hz, and the measurement time for each run
was T ≈ 300 s. Power spectral densities are calculated from an average of 300 non-
overlapping short-time spectra (with Ts = 1.0485 s) with a bandwidth ofΔ f = 1/T =
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Fig. 4 Space-time diagram showing (the amplitude of) continuous-wave pulses that are repeatedly
emitted from a freely drifting projector buoy (at x = 0 m) while the towed body is passing the buoy
on a straight track (a). Difference of sound pressure level (SPL) measured with the flush-mounted
hydrophone and the projector source level (SL) at the position of the hydrophone, i.e., corrected
by the transmission loss (TL). The departure from zero is due to reflections at internal mechanical
structures of the towed body (b)

0.9537Hz. The effective noise bandwidth amounts Δ fe = 1.36 Δ f because of Ham-
ming windowing that is applied to the each (short) time series. The towing depth
during each measurement run was in the range of 90 to 150 m depth. This towing
corridor was well below the local thermocline in Sognefjord during the period of
the research cruise. The length of the towing cable varied between 400 and 600m in
order to ensure a sufficient towing depth and a sufficiently large distance from the
towing vessel in order to minimize interfering noise. Measurements were conducted
for the towing speeds U = 4.7, 6.1, 8.1, 9.9, and 12.0 kn. These speeds correspond
to outer flow velocities U∞ = 2.6, 3.4, 4.6, 5.6, and 6.8 ms−1 of the boundary layer
flows (see Ref. [10] for calculation method).

In addition to noise measurements, a sensor calibration has been performed at
sea. During a calibration run, a freely drifting buoy system with a projector located
at 90m depth emitted repeatably every 5 s a continuous-wave pulse of 20 ms length.
The projector source level was 180 dBre1μPa,1m . The towed body passed the buoy on
a straight track at the same depth as the projector and a distance of about 150m at the
closest point of approach (CPA). The CPA denotes the point on the track line where
the horizontal distance between towed body and projector has a minimum value. In
a space-time plot shown in Fig. 4a, the distance between projector and towed body
is depicted for each GPS-triggered pulse. Here, the position x = 0 m corresponds to
the position of the projector. For reasons of clarity only the amplitude of the 3 kHz
pulses is depicted in Fig. 4a, which is calculated from Hilbert transform. A second
(weaker) pulse traveling a larger distance between projector and towed body than the
direct pulse can also be seen in the figure. These pulses originate from a reflection
at the sea surface.
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The difference between the sound pressure level (SPL) measured at the flush-
mounted hydrophone and the projector source level (SL) at the position of the
hydrophone, i.e., corrected by the transmission loss (TL), is depicted in Fig. 4b in
the frequency range from 1 to 3 kHz. The departure from zero is not only due to
the reflection behavior R of the plate where the hydrophone is mounted to, but also
due to the internal mechanical structure of the towed body. Calibration of the other
sensors can be done in a similar manner.

2.4 Low-Frequency Noise

External underwater noise that originates, e.g., from the towing vessel can interfere
with a measurement of flow-induced noise. The spatial coherence along the embed-
ded hydrophone array is represented in Fig. 5a for a measurement run at U∞ = 5.6
ms−1. The coherence is calculated with respect to the most rearmost hydrophone at
x = 0 m. Several peaks with large spatial coherence length occur up to a frequency
of 180Hz. These peaks are related to external sound sources that originate (most
likely) from the towing vessel. In this frequency regime, the spatial coherence length
of underwater noise is large compared to the size of the array. The coherence of the
turbulent boundary layer flow has, compared with this, already disappeared almost
entirely at the hydrophone after the next, i.e., at x = 140 mm. Note that a suffi-
cient distance to other ships was ensured during each measurement run by visible
inspection and AIS monitoring of the measurement area.
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Fig. 5 Spatial coherence along the (embedded) hydrophone array with respect to the rearmost
hydrophone at x=0m(a) and power spectral densities of flow-induced interior noise at the embedded
array as well as beneath the sandwich configuration. The power spectral density of wall pressure
fluctuations (on starboard side) is plotted for comparison. The vertical (dashed) lines correspond
to frequency peaks from external sound sources. The towing speed was U = 9.9 kn and the outer
flow velocity U∞ = 5.6 ms−1
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The power spectral densities of interior noise averaged over each array as well as
the (Corcos corrected) power spectral density of wall pressure fluctuations [10, 18,
19] measured on the starboard side of the towed body are plotted in Fig. 5b. It can be
seen that below 200Hz the spectra of interior noise are contaminated with frequency
peaks (marked by vertical dashed lines). These peaks have been identified as external
underwater noise, among others, by coherence analysis. Furthermore, the peak level
in the interior is, e.g., at about 30Hz equal to that of wall pressure fluctuations due to
the (almost complete) acoustic transparency of the sandwich plate to low-frequency
sound.

Wall pressure was not measured on port side, but because of the (approximate)
symmetry of the towed body, a very similar turbulent boundary layer forcing can be
assumed on both sides. The vibroacoustic response of the twoflat plate configurations
to turbulent boundary layer excitations is investigated in the following for frequencies
above 200Hz.

3 Wavenumber–Frequency Analysis

An analysis of a wavenumber–frequency spectrum allows in principle to identify
physical processes that underly the (averaged) power spectral densities and in par-
ticular to separate individual spectral contributions. Every point in a spectrum at an
angular frequency ω and wavenumber k represents the power of a plane wave that
travels with wave speed c = ω/k (or c = f/k̃ with k = 2π k̃ and ω = 2π f ) along
the array.1 Dispersion relations of wave or wave-like processes can therefore be
identified by characteristic signatures in a wavenumber–frequency spectrum. Sound
waves, e.g., are non-dispersive in sea water, and their dispersion relation is ω(k) =
cw · k with sound speed cw. In a wavenumber–frequency spectrum calculated from
the array data (with wavenumber k given in m−1 and frequency f given in Hz), the
dispersion relation manifests in two straight lines for sound waves traveling either
upstream or downstream according to the relation kw( f ) = ± f/cw.

3.1 Sandwich Configuration

In Fig. 6, a wavenumber–frequency spectrum of noise beneath the sandwich plate for
an outer flow velocity of 5.6 ms−1 together with the relation kw( f ) for sound waves
with a sound speed c = 1484 ms−1 is shown. The lines for positive and negative
wavenumbers correspond to sound wave traveling along the array in upstream and
downstream directions, respectively. Sound waves with oblique incidence appear in

1In hydroacoustics, the notation k is often used for both a wavenumber given in (2πm−1) and in
(m−1). Since the former is used in relation to the angular frequency ω while the latter in relation to
the frequency f , we will adopt the common notation and also write k instead of k̃ in the following.
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Fig. 6 Wavenumber–frequency spectrum of noise beneath the sandwich plate for an outer flow
velocity of U = 5.6 ms−1. The relation kw( f ) of underwater sound with speed cw = 1484 ms−1

and that of bending waves kb,s( f ) is depicted. The spectrum is high-pass filtered for reasons of
visibility

the spectrum with a projected wave speed, that is larger than the speed of sound.
Spectral contributions from sound waves are therefore confined at each frequency to
wavenumbers lower in magnitude than that given by the dispersion relation. Spec-
tral contributions to wavenumbers larger in magnitude can be attributed to physical
processes different from underwater sound.

The relation kb,s( f ) for bending waves of a plate is also depicted in Fig. 6 in addi-
tion to that of underwater sound. As for sound wave, this relation results from the
dispersion relation and corresponds to bending waves traveling upstream or down-
stream along the array. Bending waves traveling in oblique directions contribute to
wavenumbers lower in magnitude, and spectral contributions to wavenumbers larger
in magnitude are, as for sound waves, not related to bending waves. The dispersion
relation for bending waves of a plate reads

ω(k) = (D/ms)
1/2 · k2 (1)

with flexural rigidity D and mass (per unit area) ms = ρh. Here, ρ and h denote
plate density and thickness, respectively. The dispersion relation yieldswavenumbers
for bending waves traveling in upstream or downstream direction according to the
relation

kb,s( f ) = ±
√
2π fwater

2π(D/ms)1/4
. (2)
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Generic values of D and ρ are chosen to fit both the experimentally observed
relation kb,s( f ) as well as typical material parameters. Exact values are not available
for both configurations. In Fig. 6, this relation is plotted with generic valuesms = 20
kg/m2 andDs = 103 Nmfor the sandwichplate. Thedecrease in oscillation frequency
for each wavenumber due to fluid loading is taken into account by a generic factor of
f/ fwater = 2.5 (see, e.g., [20]), because numerical values for eachwavenumber were
not available for both configurations. The speed of the bending wave cb,s traveling
in upstream or downstream direction can be derived from this relation for each
frequency.

3.2 Embedded Hydrophone Configuration

In Fig. 7, the corresponding wavenumber–frequency spectrum of noise measured
with the embedded hydrophones is depicted. Generic values chosen to fit the exper-
imentally observed relation kb,e( f ) of bending waves for the embedded hydrophone
configuration are me = 90kg/m2 and De = 75 × 103 Nm. The speed of the bending
waves cb,e is significantly larger than that of the corresponding sandwich plate cb,s for
each frequency. It should be stressed that the two arrays have different wavenumber
resolution and Nyquist wavenumbers. Additionally, a weak signature of the convec-
tive ridge originating from turbulent wall pressure fluctuations can be seen in the
low-frequency regime of the spectrum. For reasons of visibility, both wavenumber–
frequency spectra are high-pass filtered with a slope of 35 dB/decade asymptotically
below 2 kHz.

4 Flow-Induced Noise

From thewavenumber–frequency spectra depicted in Figs. 6 and 7, it becomes appar-
ent that above 200Hz noise induced from excited plate vibrations is dominant in the
wavenumber regime |kw| < |k| ≤ |ke,s |. In the acoustic regime |k| ≤ |kw|, on the
other hand, different spectral contributions, e.g., from ambient noise or from flow-
induced noise, cannot clearly be separated from each other in the wavenumber–
frequency spectrum.

4.1 Power Spectral Density of Excited Plate Modes

In order to estimate the power spectral densities Φpl,(e,s)( f ), which represent
the noise components that originate from excited plate vibrations, the averages
〈Φpl,(e,s)( f, k)〉K f over the wavenumber regime K f = {k : |kw( f )| < |k| ≤ |ke,s
( f )|} are calculated for each frequency from the wavenumber–frequency spectra.
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Fig. 7 Wavenumber–frequency spectrum of noise at the embedded hydrophones for the same outer
flow velocity than in Fig. 6. For comparison, the relation kw( f ) of underwater sound with speed
cw = 1484 ms−1 and that of bending waves kb,s( f ) and kb,e( f ) is depicted. Note the difference in
color scale in comparison to Fig. 6

It is assumed that these averages provide reasonable estimates for the flow-induced
noise levels also inside the acoustic regime of each configuration. These are not
amenable to measurements. Under this assumption, the power spectral densities
Φpl,(e,s)( f ) are calculated from

Φpl,(e,s)( f ) = 2 · |ke,s( f )| · 〈Φpl,(e,s)( f, k)〉K f . (3)

These spectral densities of the embedded hydrophone configuration (a) as well
as of the sandwich configuration (b) are depicted in Fig. 8 for five different towing
speeds. A spectral decay according to an f −4 law is plotted for comparison. A
qualitatively similar behavior can be seen for both configurations with respect to
their spectral decay toward higher frequencies and with respect to the increases of
spectral power with towing speed for each frequency.

The level of flow-induced noise approaches the noise floor of the measurement
system that is used for the sandwich configuration (dashed line in Fig. 8b) at low
towing speeds and high frequencies. Spectral levels below a threshold of 60 dB are
not considered in the following, because the departure from an unperturbed spectral
decay (for a theoretical f−4 decay law) exceeds 0.5 dB due to the noise floor.
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4.2 Comparison of Flow-Induced Spectral Level

The difference in spectral level of flow-induced noise at the embedded hydrophones
and that at the hydrophones beneath the sandwich plate is plotted for each tow-
ing speed in Fig. 9. It can be seen that the interior noise level induced by excited
plate vibrations is substantially higher at the embedded hydrophones than beneath
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the sandwich plate. The difference amounts from about 10 dB to more than 15 dB.
Moreover this difference is (almost) independent from the towing speed in the fre-
quency regime depicted in Fig. 9.

5 Conclusion

Results from an underwater experiment on interior noise coming from plate vibra-
tions that are excited by an outer turbulent boundary layer are presented. Measure-
ments of flow-induced noise under sea conditions were performed with a towed
body measurement system in Sognefjord, Norway. Two different plate configura-
tions were considered: one with the hydrophones embedded into a plate, while in the
other configuration the hydrophones were positioned beneath the plate. By means of
wavenumber–frequency analysis, the spectral contribution from excited plate vibra-
tions has been identified and separated from interference sound sources. It is found
that the flow-induced noise level at hydrophones being embedded into the mechani-
cal hull structure of a plate can exceed the noise level at a hydrophone separated by an
additional layer of water systematically by more than 10 dB. This result is (almost)
independent from the towing speed. Since the excitation from the turbulent bound-
ary layer flow can be considered as very similar due to the symmetry of the towed
body, this difference in vibroacoustic response can be attributed to the mechanical
properties of the plate configurations.
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Measurement Techniques
of the Sensitivity Functions
to Characterize the Vibration Response
of Panels Under Turbulent Boundary
Layer Excitation

Christophe Marchetto, Laurent Maxit, Olivier Robin
and Alain Berry

Abstract This study aims at developing an experimental method for characterizing
the vibro-acoustic behavior of panels excited by random pressure fields. Although
the method would be theoretically applicable to any stationary in time and spatially
homogeneous random process, and for points belonging to the acoustic medium or
to the panel, the turbulent boundary layer excitation is considered in this study while
considering the vibration response exclusively. The interest of industrials toward
this excitation has grown over the years. The main reasons being that the associated
test means (i.e., wind tunnel or in situ measurements) are hard to control and very
expensive. They are also subjected to large variabilities between laboratories, which
makes it hard to attest the validity of the measuring technique. The proposed method
allows to experimentally characterize a panel under such an excitation by separating
the contribution of the excitation from the vibration behavior of the panel.
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1 Introduction

The experimental vibration characterization of panels under a turbulent boundary
layer (TBL) excitation is of great interest for the transport industry. The usual asso-
ciated test means (wind tunnel or in situ measurements) are hard to control, very
costly, and subjected to variabilities between laboratories and/or measuring tech-
niques. A considerable work has been conducted to experimentally characterize the
vibration behavior of panels under TBL excitations without the use of those usual
test means. Most of the recently developed methods consist in synthesizing the pres-
sure field induced by a TBL using an array of acoustic sources [1–6]. The common
issues of those methods are: the number of sources required to reproduce small cor-
relation lengths, which becomes prohibitive at high frequency, and/or the inability
to accurately reproduce the induced pressure field outside the acoustic wavenumber
domain, which is the predominant domain for subsonic TBL.

In this context, the aim of this study is to investigate an alternative and robust
approach to experimentally characterize the response of panels to a TBL excitation
by separating the contributions of the forcing excitation and those of the dynamic
behavior of the panel. Indeed, the mathematical formulation of a panel vibration
response when submitted to random excitations in the wavenumber domain allows
estimating the system response at any point on the structure fromwall-pressure cross-
spectral density (CSD) functions (characterizing the excitation) and from so-called
sensitivity functions. The latter are defined as the panel response to wall-pressure
acoustic plane waves and characterize the panel vibration behavior. The estimation
of the panel response to a TBL excitation therefore only requires the experimental
measurement of sensitivity functions in the acoustic wavenumber domain and an
estimation of the wall-pressure CSD functions of the considered excitation.

A method is proposed for estimating the sensitivity functions experimentally.
Whereas the direct interpretation of the sensitivity functions would require exciting
the panel by sets of wall plane waves, which is not easy from an experimental point
of view, an alternative method based on the reciprocity principle is proposed. The
reciprocity principle states that the sensitivity functions at any point on the structure
are equivalent to the panel velocity response expressed in the wavenumber domain
when the system is excited by a normal force at the same point. The proposed
experimental process consists in exciting the panel with a normal force at the point
where the panel response is to be determined. The spatial vibratory response of
the panel is then measured with a scanning laser vibrometer. In a subsequent post-
processing phase, a discrete 2-D wavenumber transform of the measured vibratory
field is performed to deduce the sensitivity functions. Finally, using measured wall-
pressure fluctuations and the previously estimated sensitivity functions, the response
of the panel when excited by a TBL can be deduced at the point of interest.

The paper is organized as follows: The mathematical formulation of the vibro-
acoustic problem is presented in Sect. 2.1 where the sensitivity functions involved in
the problem are defined. An alternative interpretation of these functions based on the
reciprocity principle is proposed in Sect. 2.2. This interpretation suggests a simple
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implementation for measuring the sensitivity functions. The proposed methodology
for characterizing the panel response under a turbulent boundary layer is summarized
in Sect. 3. An experimental validation of the determination of the sensitivity functions
is provided in Sect. 4. Finally, a comparison with measurements performed in an
anechoic wind tunnel is shown in Sect. 5 along with an experimental characterization
of the wall-pressure fluctuations induced by the reproduced TBL.

2 Vibration Behavior of Panels Under Turbulent Boundary
Layer

Let us consider a baffled panel of surface Σp with arbitrary boundary conditions
separating two semi-infinite acoustic domains. As shown in Fig. 1, one supposes that
a fully developed TBL is exciting the panel on one side. The TBL is characterized by
its flow velocity U∞ outside the boundary layer and is considered stationary in time
and spatially homogeneous. We also define two points on the panel surface (z = 0),
x = (x, y) the observation point and x̃ = (x̃, ỹ) the excitation point. Both points are
defined in the Cartesian coordinate system (x, y, z) with the origin at the center of
the panel shown in Fig. 1.

To experimentally characterize the vibration response of this panel, the one-sided
normal velocity frequency response v at a given point on the panel is considered.
As the excitation is random, the velocity response is derived from the auto spectral
density (ASD) function of the normal velocity Gvv(x, f ). An approach for evalu-
ating this quantity based on deterministic transfer functions and using a reciprocity
principle is presented in Sects. 2.1 and 2.2.

2.1 Mathematical Formulation of the Vibration Response

Let us consider the blocked wall-pressure field pb(x̃, t) exerted on the panel by a
TBL excitation at point x̃ as a function of time. The vibration response of the panel

Fig. 1 Panel (gray line) and coordinate system. a Source side: TBL excitation. b Receiving side:
semi-infinite domain
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at point x when the panel is excited by pb(x̃, t) is denoted v(x, t). This response can
be expressed by the convolution product [7]

v(x, t) =
∫∫

Σp

∫ ∞

−∞
hv/Fn (x, x̃, t − τ) pb (x̃, τ ) dτdx̃, (1)

where hv/Fn (x, x̃, t) is the structural velocity impulse response at point x for a normal
unit force applied at point x̃. Assuming that the random process is ergodic, the cross-
correlation function Rvv(x, t) is defined by

Rvv (x, t) =
∫ ∞

−∞
v (x, τ ) v (x, t + τ) dτ. (2)

Introducing Eq. (1) in Eq. (2) and performing a time Fourier transform of the
resulting expression of the cross-correlation function give the space-frequency spec-
trum Gvv(x, f ), which after some manipulations (see [7] for details) can be written
as

Gvv (x, f ) =
∫∫

Σp

∫∫
Σp

Hv/Fn (x, x̃, f ) H∗
v/Fn

(
x, ˜̃x, f

)
Gpb pb

(
x̃, ˜̃x, f

)
dx̃d ˜̃x,

(3)
where Hv/Fn (x, x̃, f ) is the time Fourier transform of hv/Fn (x, x̃, t) and corresponds
to the panel velocity frequency response function at point x when it is excited by
a normal force Fn applied at point x̃, and Gpb pb(x̃, ˜̃x, f ) is the time Fourier trans-
form of the cross-correlation function of the blocked wall-pressure. Defining the
wavenumber-frequency spectrum of the wall-pressure Gpb pb(k, f ) as the Fourier
transform of the space-frequency spectrum Gpb pb(x̃, ˜̃x, f ), the inverse of this trans-
form can be written

Gpb pb

(
x̃, ˜̃x, f

)
= 1

4π2

∫∫ ∞

−∞
Gpb pb (k, f ) e

jk
( ˜̃x−x̃

)
dk. (4)

where k = (kx , ky) is the wavevector defined in the plane (x, y) and dk is the two-
dimensional wavenumber element. By introducing Eq. (4) in Eq. (3) and rearranging
the terms, we get

Gvv (x, f ) = 1

4π2

∫∫ ∞

−∞
|Hv (x, k, f ) |2Gpb pb (k, f ) dk. (5)

In practice, this integral is approximated considering a set of wavevectors in an
appropriately defined wavenumber domain Ωk and using the rectangular integration
rule. Equation (5) shows that the panel has afiltering effect on the excitation [7],which
somehow limits the wavenumber domain Ωk while ensuring a correct estimation of
the integral (see Sect. 4.1). The one-sided frequency ASD function of the velocity at
point x is thereby estimated with
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Gvv (x, f ) ≈ 1

4π2

∑
k∈Ωk

|Hv(x, k, f )|2Gpb pb (k, f ) δk, (6)

where δk represents the wavenumber resolution and Gpb pb(k, f ) is the one-sided
frequency CSD function of the blocked wall-pressure.

The Hv(x, k, f ) functions are called the sensitivity functions [8] and characterize
the vibration behavior of the panel. They are defined by

Hv (x, k, f ) =
∫∫

Σp

Hv/Fn (x, x̃, f ) e− jkx̃ dx̃, (7)

where Hv/Fn (x, x̃, f ) is the time Fourier transform of hv/Fn (x, x̃, t) and, therefore,
corresponds to the transfer function between the panel velocity and the applied force
in the frequency domain. The sensitivity functions can be interpreted directly from
Eq. (7) as the velocity frequency response at point x when the panel is excited by
a wall-pressure plane wave of wavevector −k (i.e., due to the pressure field e− jkx̃).
This direct interpretation is depicted in Fig. 2a.

The sensitivity functions must, therefore, be estimated only at the point of interest
x and for the set of wavevectors in Ωk. From an experimental point of view, wall-
pressure plane waves cannot be easily reproduced, especially at high wavenumbers.
To circumvent these issues, another interpretation of these sensitivity functions based
on the reciprocity principle is given in Sect. 2.2.

2.2 Sensitivity Functions Based on the Reciprocity Principle

In order to propose another interpretation of the sensitivity functions, let us con-
sider the standard reciprocity principle which states that the response of a system is
invariant with respect to the exchange of points of excitation and observed response
[9]. For the particular case of a normal force applied at point x̃ and normal veloc-
ity observed at point x, the reciprocity relationship can be translated following the
previous notation into

Hv/Fn (x, x̃, f ) = Hv/Fn (x̃, x, f ), (8)

Introducing Eq. (8) in Eq. (7), one obtains

Hv(x, k, f ) =
∫∫

Σp

Hv/Fn (x̃, x, f )e− jkx̃ dx̃. (9)

The right hand side of Eq. (9) can be interpreted as the space-wavenumber trans-
form of Hv/Fn (x̃, x, f ) with respect to the spatial variable x̃. The points x̃ become
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Fig. 2 Sensitivity functions Hv : a direct interpretation and b reciprocal interpretation

observation points on the panel surfaceΣp, whichmeans that the space-wavenumber
transform is performed over the vibration velocity field of the panel.

To sum up, the sensitivity function Hv(x, k, f ) may be obtained by exciting
the panel with a normal effort Fn of unit amplitude at point x and by calculating the
space-wavenumber transform of the panel velocity frequency response (as illustrated
in Fig. 2b).

In practice, the vibratory field has to be measured on a regular grid of points
denoted Γx̃, using a scanning laser vibrometer, for example. The space-wavenumber
transform is therefore approximated by a discrete Fourier transform (DFT). In order
to avoid aliasing effects, the spatial resolution δx̃ overΓx̃ should be determined so that
the spatial variations of the vibratory field can be correctly represented by the grid
of points. For a homogeneous isotropic thin panel, δx̃ should be less than or equal to
a quarter of the natural flexural wavelength of the panel λ f at the highest frequency
of interest. For a more complex panel, a preliminary study should be carried out to
define this parameter (for instance, by using a numerical model of the panel or by
using a trial and error procedure).

3 Description of the Proposed Methodology

A methodology for experimentally estimating the vibration response of a panel
excited by a TBL is now presented. This methodology for evaluating the veloc-
ity ASD function Gvv at a given point x of the panel (z = 0) is based on Eq. (6) and
the second interpretation of the sensitivity functions, as described in Sect. 2.2. It can
be summarized as follows:

• Excite the panel with a normal mechanical force at point x (for instance by using
a shaker) and measure the normal velocity response of the panel at points x̃ ∈ Γx̃

to determine Hv/Fn (x̃, x, f ),
• Perform a DFT of the panel velocity response Hv/Fn (x̃, x, f ) (with respect to x̃)
to obtain the sensitivity functions Hv(x, k, f ) at point x for k ∈ Ωk,
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• Use Eq. (6) and a model or measurement of the wall-pressure CSD function of the
TBL excitation to estimate the velocity ASD functionGvv at point x (in the present
paper, measured wall-pressure CSD functions are used to estimate the vibration
response, and they are presented in Sect. 5.1).

4 Experimental Validation of the Proposed Approach

4.1 Test Case Description

For numerical and experimental validation purposes, a test case is considered, which
consists in a rectangular thin aluminum plate, simply supported on its four edges and
submitted to a TBL excitation on one side. The plate geometrical and mechanical
properties are detailed in Table1. Amean value of the structural loss factor η = 0.005
has been measured using the −3 dB bandwidth method and taken into account in
the numerical simulations. Simply supported boundary conditions have been chosen
because they lead to a simple analytical solution of the plate equation of motion. In
addition, the experimental setup proposed by Robin et al. [10] for reproducing these
boundary conditions has already been validated.

The considered excitation is a TBL-like excitation reproduced in a low-speed ane-
choic wind tunnel (Mach ≤ 0.12) at a flow velocity U∞ = 40 ms−1. The frequency
range of interest is [170, 2000 Hz] with a frequency resolution of 0.625 Hz. This
frequency range is well above the aerodynamic coincidence frequency fc, given by

fc = U 2
c

2π

√
ρh

D
, (10)

where D = Eh3

12(1−ν2)
is the flexural stiffness and Uc = 0.75 ×U∞ is the convection

speed, assumed constant with the frequency. For the considered case, fc ≈ 30 Hz. It
has been shown, through Eq. (5), that the plate filters out the TBL excitation above fc.
To explain this effect, the theoretical sensitivity functions have been plotted in Fig. 3a
at point xM , for wavenumbers along kx (ky = 0) and as a function of the frequency.

Table 1 Properties of the
simply supported aluminum
plate

Parameter (symbol), unit Value

Youngs modulus (E), GPa 68.9

Poisson’s ratio (ν) 0.3

Mass density (ρ), kg/m3 2740

Length (Lx ), mm 480

Width (Ly), mm 420

Thickness (h), mm 3.17
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Fig. 3 Illustration of the filtering effect of the plate. a Theoretical sensitivity functions
Hv(xM , kx , 0, f ) (dB). b Corcos model Gpb pb (kx , 0, f ) (dB), U∞ = 40 m.s−1. c Product
|Hv(xM , kx , 0, f )|2 × Gpb pb (kx , 0, f ) (dB) normalized by the maximum at each frequency. Con-
tinuous red line: k f . Dashed red line: kc

The strongly decreasingmagnitude of Hv(xM , kx , f ) above the flexural wavenumber
can be noticed. Similarly, the Corcos model for Gpb pb in the wavenumber domain
[11] (which seems to correctly represent the wall-pressure fluctuations measured
in the wind tunnel, see Sect. 5.1) is plotted in Fig. 3b. Strong contributions around
the convective wavenumber kc = ω/Uc can be noticed. Figure3c shows the product
of the squared sensitivity functions and the wall-pressure CSD functions (which is
involved in the calculation of the vibration response of the plate), normalized by
the maximum value at each frequency. For this particular case, the excitation is not
completely filtered out as significant contributions from the TBL (along kc) can be
noticed in Fig. 3c. It should be noted that in this paper, the excitation is a low-speed
subsonic TBL. The higher the flow velocity, the lower the slope of the curve kc( f )
and therefore the less the plate filtering effect is effective. It can be directly related
to the fact that for a given plate with fixed parameters, fc increases with the flow
velocity.

For the considered test case and reproduced TBL, a preliminary study (not shown
here) indicated that the convective peak was almost entirely filtered out on the
whole considered frequency range, which means that the vibration response to
the reproduced TBL is mainly driven by the region inside the circle of radius k f .
Although defining the limit of the wavenumber domain by the flexural wavenum-
ber (at 2000 Hz, k f ≈ 51 m−1) would probably lead to satisfying results, we have
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voluntarily retained the worst case scenario and fixed the wavenumber domain Ωk

over which the sensitivity functions should be determined as follows:

k+
x � 113 m−1 ; k−

x � −66 m−1

k+
y � 66 m−1 ; k−

y � −66 m−1. (11)

4.2 Determination of the Sensitivity Functions

In this section, we focus on the sensitivity functions Hv at point xM of coordinates
(x = 0.18 m, y = 0.09 m) on the plate. To apply the methodology described in
Sect. 3, the panel velocity field has to be measured or calculated on a grid of points
Γx̃. In the following, a uniform mesh of 37 × 27 points is considered in directions x
and y, respectively, and a gap of 10 mm along the edges is left for practical reasons.
This leads to a spatial separation of δx ≈ 12.8 mm and δy = 15.4 mm and ensures at
least four points per flexural wavelength for all frequencies of interest. The highest
wavenumbers kmax

x and kmax
y that can be resolved in directions x and y, respectively,

are given by

kmax
x = π

δx
� 246 m−1 ; kmax

y = π

δy
� 204 m−1. (12)

These wavenumbers are well above twice the maximumwavenumbers k+
x and k+

y .
As a consequence, the considered grid of points provides correct estimation of the
sensitivity functions in the considered wavenumber domain Ωk. The wavenumber
resolutions δkx and δky in directions x and y, respectively, are given by

δkx = 2π

Lx
� 13 m−1 ; δky = 2π

Ly
� 15 m−1. (13)

These wavenumber resolutions are relatively large because of the small dimensions
of the panel. In order to improve the wavenumber resolution, zero-padding is used
to obtain a uniform wavenumber resolution of 1 m−1 along kx and ky .

In order to assess the accuracy of the reciprocity approach for evaluating the panel
sensitivity functions, experimental results obtained with this approach are compared
with numerical results obtained by considering the direct interpretation of these
functions (as described at the end of Sect. 2.1). This comparison allows validating
the uniform mesh of 37 × 27 points used for the spatial DFT of the panel velocity
field. The numerical model used for this study is described in Ref. [12].

Figure4 shows the experimental setup used to measure the sensitivity functions.
The plate was glued on thin blades and fixed on a frame as described in [10] to
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Fig. 4 Experimental setup, plate excited by a shaker to determine Hv . 1—Shaker with impedance
head. 2—Plate. 3—Frame

reproduce simply supported boundary conditions. To determine the velocity sensi-
tivity functions Hv , the plate was excited by a normal force at point xM of coordi-
nates (x = 0.18 m, y = 0.09 m). This force was applied using a TMS SmartShaker
K2007E01 with integrated amplifier, which was fed with a swept sine over the
considered frequency range, and the force was measured using an impedance head
PCB288D01. An adapter was used between the impedance head and the plate reduc-
ing the area of mechanical coupling to approximately a 5mm diameter circle. The
vibratory response of the panel was measured on the grid of 37 × 27 points with a
single point laser vibrometer (PSV-300 Polytec), and a time Fourier transform was
directly performed in the post-processing software with ten linear averages.

Figure5 shows the velocity sensitivity functions Hv obtained with the direct
numerical calculation and the reciprocal approach using experimental data. They
are provided for three different frequencies, the lowest corresponding to the (2, 1)
vibration mode frequency (Fig. 5a) and the two others being off-resonance cases
(Fig. 5b and c). The circle of radius k f = (ω2ρh/D)1/4, corresponding to the natural
flexural wavenumber, is also indicated in Fig. 5. The numerical and experimental
results are generally in good agreement. One can observe that the experimental sen-
sitivity functions are slightly overestimated at the (2, 1) vibration mode frequency
compared to the numerical results. This can be explained by the fact that the modal
damping loss factor has been estimated from the response of the plate to a shaker
excitation. The added mass from the impedance head and adapter possibly had an
influence on the evaluation of the damping of the (2, 1) mode.

A good agreement is particularly noticed within the flexural wavenumber circle
(delineated by a continuous line). Again, mainly the values in the flexural wavenum-
ber circle contribute to the plate’s vibration response to a TBL. However, the exper-
imental sensitivity functions are also correctly estimated for wavenumbers higher
than the flexural wavenumber.
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Fig. 5 Velocity sensitivity functions at point xM , |Hv |2 (dB, ref. 1 m2 s−2): direct calculation (left),
experimental reciprocity approach (right). a f = 178 Hz. b f = 600 Hz. c f = 1710 Hz—circle
of radius k f

5 Comparison with Measurements in an Anechoic Wind
Tunnel

Finally, the proposed methodology is fully conducted as described in Sect. 3 to
estimate the response of the plate Gvv and compare it with direct measurements in
an anechoic wind tunnel. The proposed methodology requires data in the form of
CSD functions expressed in the wavenumber domain to describe the TBL excitation.
The considered data describing the wall-pressure fluctuations are first presented in
Sect. 5.1, and then, the response of the plate predicted with the proposed approach
is compared to wind tunnel measurements in Sect. 5.2.
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5.1 Measurement of the Wall-Pressure Fluctuations
in an Anechoic Wind Tunnel

Several analytical and semi-empirical models of a TBL excitation can be found in
the literature such as Corcos and Chase models [13, 14], but currently no model
accurately predicts the wall-pressure fluctuations induced by a TBL excitation. For
the sake of validating the proposed methodology by comparison with actual mea-
surements in an anechoic wind tunnel, the CSD functions were estimated from mea-
surements of wall-pressure fluctuations of the TBL reproduced in the wind tunnel.
The wall-pressure fluctuations have been measured using the spiral-shaped rotating
antenna introduced by Robin et al. [15] at a flow velocity of U∞ = 40 m.s−1 (see
Fig. 6b). To help the TBL develop, a sandpaper strip was glued at the end of the
convergent.

The pattern over which the 61 microphones are positioned (see Fig. 6a) has been
designed to keep the microphone density reasonable so that each microphone has
a different radial position rm (m = 1 : M , with M = 61) with a radial resolution
Δr = 2 mm. Measurements made following N consecutive rotations θn (n = 1 : N )
allowed reaching an angular resolution Δθ = 360/N ◦ and thereby reconstructing a
high-density microphone array (as illustrated in Fig. 6a) at a post-processing step.
This implies that the excitation is stationary in time and spatially homogeneous. The
wavenumber–frequency CSD functions are estimated as follows [16]:

Ḡ pb pb (k, f ) =
M∑

m=1

N∑
n=1

Ḡ pb pb (rm, θn, f ) e− j(kxrm cos θn+kyrm sin θn)rmΔrΔθ, (14)

Fig. 6 Measurement of the wall-pressure fluctuations. a Antenna pattern and illustration of the
reconstructed grid when rotating the antenna with Δθ = 6◦ increments. b Spiral-shaped array
flush-mounted in the wind tunnel
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Fig. 7 Wall-pressure CSD functions Ḡ pb pb (k, f ) (dB, ref. 1 Pa2) estimated from measurements.
a f = 250 Hz. b f = 500 Hz. c f = 750 Hz. Vertical red line, kx = kc

where Ḡ pb pb(rm, θn, f ) is the one-sided spatial CSD function of the wall-pressure.
The spatial CSD functions have been estimated from the measured wall-pressure
in the time domain p̄b(rm, θn, t) at each position (rm, θn) using “cpsd” MATLAB
command. The spiral-shaped array was flush-mounted 1.8 m away from the conver-
gent and 30 seconds acquisitions were performed for each of the N = 180 rotations.
The reconstructed grid theoretically allows reaching a maximum wavenumber of
1570 m−1, which is well above the limits of the previously defined wavenumber
domain Ωk. Applying Eq. (14) leads to an estimation of the wavenumber-frequency
CSD functions at the center of the array (x = 0, y = 0). The obtained estimation of
the wall-pressure CSD function is presented for 3 frequencies in Fig. 7.

5.2 Vibration Response

The vibration response of the plate estimated from the proposed approach is finally
compared to direct measurement in the wind tunnel. On one hand, measurements in
the wind tunnel were performed with a plate similar to the one used in the previous
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Fig. 8 Experimental setup used tomeasure the vibration response of the plate to theTBL reproduced
in the wind tunnel

section (similar dimensions, material and boundary conditions). The plate was flush-
mounted at the location of the previously mounted spiral-shaped array (as shown in
Fig. 8) and excited at a flow velocity of U∞ = 40 m.s−1 (aside from replacing the
spiral-shaped array with the plate, the setup remained unchanged).

The vibration velocity of the plate was measured at point xM using an accelerom-
eter, and time signals were extracted from the post-processing software. The velocity
ASD function Gvv was estimated using the “cpsd” MATLAB command.

On the other hand, the velocity ASD function was estimated by applying the
proposed methodology using Eq. (6) and the measured wall-pressure CSD function
Ḡ pb pb(k, f ).

The plate velocity ASD function measured in the anechoic wind tunnel room
at point xM is compared to the result obtained with the proposed method in Fig. 9.
The two curves are in very good agreement, which shows that for the considered test
case, the velocity response of the plate can be fairly well estimated experimentally by
simply applying a normal effort at the point of interest. Slight shifts of the resonance
peaks in the high-frequency range are noticed. They can be explained by the fact
that the sensitivity functions were measured on a plate which is slightly different to
the one mounted in the wind tunnel to directly measure the response. Differences
in terms of peak values of the velocity ASD functions can also be noticed. The
structural damping is implicitly taken into account through the measurement of the
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Fig. 9 Velocity ASD functions Gvv (dB, ref. 1 m2 s−2 Hz−1): experimental reciprocity approach
(bold red line) versus wind tunnel measurements (light black line)

sensitivity functions for the reciprocal approach and through the direct measurement
of the vibration response in the wind tunnel. These differences in peak values are
therefore again linked to the fact that two separate plates have been usedwith different
structural damping.

6 Conclusion

In this paper, a methodology for characterizing the response of flat panels to a tur-
bulent boundary layer excitation without using common measuring techniques (i.e.,
wind tunnel, in situmeasurements)was proposed.This approach is basedon themath-
ematical formulation of the random excitation problem in the wavenumber domain.
This formulation indicates that the panel response at point x on the panel to a ran-
dom field depends on two quantities in the wavenumber domain: the wall-pressure
cross-spectral density function of the excitation and so-called sensitivity functions
at point x which characterize the panel. Using the reciprocity principle, it has been
shown that these functions can be determined from the panel velocity field in the
wavenumber domain when it is excited by a normal force of unit amplitude at the
point of interest x. The sensitivity functions can be estimated easily by experiment
based on this reciprocal interpretation.

The proposed approach avoids using very costly facilities or measurement tech-
niques such as wind tunnels or in situ measurements and is fairly simple to apply. It
should, however, be underlined that the main limitations of the proposed approach
rely on the assumptions of the mathematical formulation of the problem: The sys-
tem should be linear (i.e., elastic material, small deformations) and time invariant.
Also, a good estimation of the considered excitation is required. Models provided
in the literature can be used but may lead to unsatisfactory results when it comes
to comparing the proposed approach with other measuring techniques involving an
actual reproduction of a turbulent boundary layer. This is the main reason why the



354 C. Marchetto et al.

wall-pressure fluctuations have been measured in this paper, but it is not mandatory
to apply the method.

From a practical point of view, an accurate experimental reproduction of the
reciprocal source is required (i.e., normal force). A vibration measuring device is
also needed to determine the vibratory response over the entire panel. A scanning
laser vibrometer was used in this study, but with the recently developed full-field
vibration measuring techniques (such as digital image correlation or deflectometry
[17]), time of experiment could be significantly reduced in the future.

Themethod has been validated numerically and experimentally for the considered
test case. Comparisons of numerical and experimental results have shown that the
sensitivity functions are well estimated both inside and outside the natural flexural
circle in thewavenumber domain. The proposed approach has finally been confronted
to direct measurements in an anechoic wind tunnel. Results have shown that a fairly
good estimate of the vibration response can be obtained by applying the proposed
methodology. This methodology has been extended to the prediction of acoustic
quantities [12] such as the radiated power. In the near future, it will be applied to
determine the acoustic response of a panel to a turbulent boundary layer.
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Inference of Random Excitations
from Contactless Vibration
Measurements on a Panel or Membrane
Using the Virtual Fields Method

Patrick O’Donoughue, Olivier Robin and Alain Berry

Abstract This paper aims at identifying random excitations acting on thin, plane
structures from theirmeasured vibration response. For randompressure fields such as
the diffuse acoustic field (DAF) and turbulent boundary layer (TBL), two quantities
of interest are to be determined, namely the wall pressure auto-spectral and cross-
spectral density functions. These quantities are reconstructed using the virtual fields
method, an identification technique based on the principle of virtual work. Numeri-
cal identification results for the auto-spectral and cross-spectral density functions are
presented for both a plate and a membrane submitted to DAF and TBL excitations.
Experimental identification results are then presented for the pressure auto-spectrum
applied to an aluminum panel under DAF excitation from vibration response mea-
surements that were obtained using deflectometry, a full-field optical measurement
technique.

Keywords Virtual fields method · Identification · Random excitations

1 Introduction

In several engineering domains (aeronautical, naval, civil, etc.), dynamic forces act-
ing on structures (fuselage, hull, partition, etc.) need to be identified. Special interest
is given to practical cases when a direct measurement of the force is hardly feasi-
ble. The effective loading must therefore be inferred from the measured dynamic
response of the studied structure. Such force identification is commonly referred to
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as an inverse problem (comprehensive reviews of these problems can be found in
[1, 2]).

Several approaches were developed to address the inverse problem. Notably, a
streamofwork by a group of authors concerned the force analysis technique (FAT) [3]
and later the corrected force analysis technique (CFAT) [4], applied to simple and
thin structures (beams, plates, and shells). This method involves injecting ameasured
displacement field into the local equilibrium equation of the structure discretized by
a finite difference scheme. The technique can be applied locally on a structure but
nevertheless requires fourth-order spatial derivatives of measured displacements,
which calls for regularization approaches to avoid instability in the reconstruction
process. The technique was successfully applied to vibration source identification
and localization [3, 4] and to the identification of the acoustic component within a
turbulent boundary layer [5, 6] (both on plates). The FAT was also once applied to
the time-resolved identification of a diffuse acoustic field loading on a plate [7].

In parallel to the development of the FAT and CFAT approaches, the principle of
virtual work was applied to identify mechanical constitutive parameters of materials
and led to the establishment of the virtual fields method (VFM) [8]. In [9], the VFM
was used to identify a mechanical point load excitation from an electrodynamic
shaker and a distributed acoustic excitation from a monopole source, both applied
to a bending panel. The VFM was also applied to the identification of spatially
correlated excitations on plates [10]. In these two last works, vibrationmeasurements
were performed using scanning laser Doppler vibrometry (LDV), which provides the
vibration response from a combination of measurements at discrete points taken at
different times. This limits the application of the VFM to stationary excitations in
both space and frequency, and a high spatial density calls for a long acquisition time.

Recently, the VFM was coupled with spatially and temporally resolved full-field
optical measurements obtained with the deflectometry technique using a high-speed
camera [11]. This technique directly provides local slope fields so that no scan oper-
ation is required. As a result, the acquisition time is independent of the number of
measurement points, allowing for dense spatial measurements to be performed in a
fraction of the time required for an LDV measurement. For example, [11] shows a
tenfold increase in the number of data points for a 1 s deflectometry measurement
compared to a 15min LDVmeasurement. Moreover, the integral nature of the virtual
work principle is well adapted to process such spatially dense data since the integrals
can be adequately approximated by discrete sums.

All the previously cited works rely on “bending plate” test cases, whereas other
structures like membranes have been seldom used even if they provided convincing
results [12]. This paper will detail the implementation of the VFM for the iden-
tification of random excitations on plates and the theory will also be extended to
membranes. In this formulation, the unknown pressure field is determined by its
associated auto-spectral density (ASD) and cross-spectral density (CSD) functions.
Numerical simulations will be presented for the identification of these two parame-
ters in the case of diffuse acoustic field (DAF) and turbulent boundary layer (TBL)
excitations on both a plate and a membrane. Next, a brief review of the deflectome-
try technique will be provided and experimental identification results from full-field
measurement data will finally be presented for a panel under DAF excitation, where
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the need of a membrane to obtain sufficient signal-to-noise ratio in experiments will
be highlighted.

2 Virtual Fields Method for Random Excitations

2.1 Principle of Virtual Work: Bending Plate

Consider a thin, flat plate S in pure bending submitted to a transverse loading q(x, t)
[Pa], where x = (x, y) are the cartesian coordinates of an arbitrary point on S. The
local equilibrium of the plate is given by the Love–Kirchhoff equation:

ρha(x, t) − h3

12
{1 1 2}

⎛
⎜⎝

∂2

∂x2 0 0
0 ∂2

∂y2 0

0 0 ∂2

∂x∂y

⎞
⎟⎠ C(x)k(x, t) = q(x, t) (1)

with ρ the mass density of the plate material, h the plate thickness, and C(x) the
3 × 3 plane stress stiffness matrix. In Eq.1, the vibration response of the plate is
defined by the acceleration field a(x, t) [m/s2] and curvature field k(x, t) [m−1].
Under the assumption of pure bending where the out-of-plane contribution is at least
one order of magnitude greater than the in-plane contribution, the acceleration is
reduced to its transverse component a(x, t) = ∂2w

∂t2 (x, t) and the curvature is related

to the transverse displacement by k(x, t) = −
{

∂2

∂x2
∂2

∂y2 2
∂2

∂x∂y

}�
w(x, t), where �

denotes the vector transpose.
In theory, the local equilibrium equation can be used directly to extract the

unknown loading q(x, t), provided bending displacements w(x, t) and curvatures
k(x, t) are measured and assuming that the mechanical properties of the plate are
perfectly known. However, due to possible amplification of measurement noise from
the fourth-order spatial differentiation of measured displacements on the left-hand
side of Eq.1, this approach generally requires strong regularization [3, 4, 6].

An alternative is to start from the principle of virtual work for the plate [9]:

− ω2h
∫

S

ρwv(x)w̃(x, ω) dx + h3

12

∫

S

kv�(x)C̃(x, ω)k̃(x, ω) dx =
∫

S

wv(x)q̃(x, ω) dx (2)

This equation is written in the frequency domain where ω is the angular frequency
and ∼ denotes a complex phasor (e.g., q(x, t) = q̃(x, ω) exp( jωt), j = √−1).
The acceleration has been written in terms of the displacement as ã(x, ω) =
−ω2w̃(x, ω) and damping is introduced by means of a complex elastic matrix
C̃(x, ω) = C(x, ω)(1 + jη), where η is the structural loss factor. It should be noted
that the virtual displacement has also been reduced to its out-of-plane component
wv(x). Since only out-of-plane external loads q̃(x, ω) contribute to the plate bending,
the virtual work along the other directions is negligible.
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The main advantage of using the VFM for identification purposes is avoiding
computing the aforementioned fourth-order derivatives. The differentiation order on
the measured displacements in Eq.2 has been reduced to 2, which amounts to a
single derivative on the slope fields provided by optical deflectometry. However,
the method introduces a virtual displacement wv(x) and associated virtual curvatures
kv(x) (again, for pure bending, curvature is directly related to the transverse displace-
ment). These quantities are called “virtual fields” and must be carefully defined, as
detailed in Sect. 2.3.

In order to describe the random pressure distribution, the principle of virtual
work is rewritten in terms of the loading power spectral density Sqq(x, x′, ω) =
E[q∗(x, ω)q(x′, ω)], where ∗ denotes the complex conjugate and E[ ] is the mathe-
matical expectation.This is achievedbymultiplyingEq.2with it’s complex conjugate
and taking the mathematical expectation of both sides [10]:

ω4h2
∫
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− ω2 h
4
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=
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wv(x)Sqq(x, x′, ω)wv(x′) dxdx′

(3)

Assuming that the spectral properties Sww, Swk, Skw, and Skk of the plate response are
available from continuous measurements, Eq. 3 can be used to identify the loading
ASD and CSD functions from the spectral properties Sqq [Pa2] of the unknown
excitation.

2.2 Principle of Virtual Work: Stretched Membrane

Consider a thin membrane stretched over a flat domain S with a uniform tensile force
per unit length T [N/m]. The local equilibrium equation is:

σa(x, t) + T

(
∂2w

∂x2
(x, t) + ∂2w

∂y2
(x, t)

)
= q(x, t) (4)

where σ is the area density of themembrane.Multiplying Eq.4 by an arbitrary virtual
displacement wv(x) and integrating over the surface lead to the principle of virtual
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work. After simplifying using integration by parts, the equation in the frequency
domain is:

− ω2
∫
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σwv(x)w̃(x, ω) dx +
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T̃αv�(x)α̃(x, ω) dx =
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The spatial derivatives of the virtual and measured displacements (slopes) are

denoted, respectively, αv(x) =
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Damping is now introduced by means of a complex tensile force T̃ = T (1 + jη).
It is also interesting to note from Eq.5 that loading identification on membranes
requires only a single spatial integration and no differentiation of the measured slope
fields from deflectometry, eliminating previous concerns about the noise amplifica-
tion associated with derivatives.

Finally, the virtual work principle expressed in terms of the power spectral density
functions for a membrane is:
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=
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∫

S

wv(x)Sqq(x, x′, ω)wv(x′) dxdx′

(6)

2.3 Virtual Fields

In this work, the virtual fields are defined as piecewise functions over a limited region
comprised within S. The virtual displacement takes on nonzero values only over a
small rectangular window Sx = [ax bx ] × [ay by]. The support Sx of such a virtual
field will be referred to hereafter as the “virtual window.” Since Eqs. 3 and 6 involve
double surface integrals, two independent virtual windows at positions Sx and Sx′ are
needed to extract the unknown loading spectral density Sqq(x, x′, ω) (see Fig. 1).

The virtual displacement wv(x) is any C1 continuous function. Although there
are an infinite number of possible virtual fields that obey this requirement, another
important practical requirement is that it must be “kinematically admissible.” In
other words, the virtual fields must not introduce unwanted shear forces and bending
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Fig. 1 Virtual windows Sx and Sx′ comprised within S

Fig. 2 TheHermite 16 virtual fields. aVirtual displacementwv(x), associated virtual slopes,b αx =
∂wv(x)/∂x , c αy = ∂wv(x)/∂y, and curvatures, d k1 = −∂2wv(x)/∂x2, e k2 = −∂2wv(x)/∂y2, f
k6 = −2∂2wv(x)/∂x∂y

moments at the edge of the virtual window. Moreover, this renders the method inde-
pendent of the boundary conditions so that it can be applied locally on any simple
plate or membrane structure. The chosen virtual displacement is based on the Her-
mite 16 interpolation functions used in the finite element method [8]. These shape
functions have displacements and slopes that vanish at the borders of Sx to provide
kinematic admissibility. The equations for the chosen virtual fields are detailed in
previous work by the authors [9]. The displacement is normalized such that the value
at the center node is 1, and the virtual slope and curvature functions are directly
obtained from the displacement by analytical differentiation. Graphs of the chosen
virtual fields are presented in Fig. 2.
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Since the virtual fields are null outside the virtual window, the terms in Eqs. 3 and
6 can be rewritten as integrals over Sx and Sx′ . However, solving for the unknown inte-
grand Sqq(x, x′, ω) requires an approximation. Supposing that Sqq(x, x′, ω) varies
slowly over the virtual windows, it can be assumed constant in the integration. There-
fore, the right-hand side of Eqs. 3 and 6 becomes:

∫

Sx′

∫

Sx

wv(x)Sqq(x, x′, ω)wv(x′) dxdx′

≈ Sqq(xc, x′
c, ω)

∫

Sx

wv(x) dx
∫

Sx′

wv(x′) dx′ = Sqq(xc, x′
c, ω)

AxAx′

16
(7)

where Ax, Ax′ are the respective areas of Sx and Sx′ , and xc, x′
c are the center points of

each virtual window. For this approximation to be feasible, the spatial resolution of
the vibration response measurements must be high enough to accommodate virtual
windows that are small compared to the spatial variations of Sqq(x, x0, ω). In this
regard, optical measurement techniques such as deflectometry are convenient for
achieving high spatial density measurements in a short acquisition time.

To calculate the loading CSD, the virtual window Sx′ is fixed at an arbitrary posi-
tion and the point x′

c is considered as the reference for the cross-spectrum. Depending
on the structure, Eq. 3 or 6 is then applied iteratively by scanning the surface S with
overlapping virtual windows Sx to obtain the loading CSD at each successive point
xc. Alternatively, the loading ASD can be calculated by setting x = x′ so that both
virtual windows coincide and scan the surface. However, it must be noted that in
both cases the loading cannot be identified at the boundary of S since it is only deter-
mined at the center of each virtual window. The next section will present numerical
simulation results for the identification of DAF and TBL excitations using the VFM.

3 Numerical Simulations

The following loading reconstruction results are based on simulations of the struc-
ture’s response spectral density functions. These functions are calculated using the
matrix equations developed in [10] and considering mode orders up to 20 in x and y.
The chosen material parameters for the plate are typical values for a 1/8" (3.19 mm)
aluminum panel, whereas the membrane was given arbitrary but realistic values
(based on preliminary investigations). The properties of the plate and membrane
used in the simulations are listed in Table1.

Bothdiffuse acousticfield and turbulent boundary layer excitations are considered.
The cross-spectral density of a DAF is given by [13]:

Sqq(x, x′, ω) = Sqq(x, x, ω)
sin(k0|x − x′|)
k0|x − x′| (8)



364 P. O’Donoughue et al.

Table 1 Material parameters of the simulated plate and membrane

Plate Membrane

Parameter Value Parameter Value

Dimensions 48 cm × 42 cm Dimensions 48 cm × 42 cm

Thickness (h) 3.19 mm Area density (σ ) 0.1 kg/m2

Mass density (ρ) 2700 kg/m3 Linear tensile force
(T )

500 N/m

Young’s modulus (E) 70 GPa Structural loss factor
(η)

10−3

Poisson’s ratio (ν) 0.3

Structural loss factor
(η)

4 × 10−3

where Sqq(x, x, ω) is the pressure auto-spectrum, k0 = ω/c0 the acoustic wave num-
ber, and c0 the speed of sound. The TBL excitation is defined using the empirical
Corcos model [14]. For a flow in the positive x direction, the wall pressure CSD is:

Sqq(x, x′, ω) =
Sqq(x, x, ω) exp

(
−ω|x − x ′|

αUc

)
exp

(
−ω|y − y′|

βUc

)
exp

(
j
ω|x − x ′|

Uc

)

(9)

where Sqq(x, x, ω) is again the auto-spectral density, α and β are the spatial correla-
tion decay constants in the x and y directions, respectively, andUc is the convection
velocity. The chosen parameters are α = 1.2, β = 0.8, andUc = 0.7U∞, whereU∞
is the freestream velocity.

The reference point x′ for the cross-spectra is taken to be at the center of S, and
the excitations are normalized assuming a unitary auto-spectrum: Sqq(x, x, ω) =
1 Pa2. The cross-spectral density reconstructions using the VFM are performed on
a regular mesh of 49 × 43 equally spaced points (1 cm spatial resolution), while the
auto-spectral density reconstructions are done on a coarser mesh of 33 × 29 points
(1.5 cm spatial resolution) to keep the execution time below one hour on a regular
laptop computer runningMATLAB®. However, there is room for future optimization
using parallel processing since the calculations of Sqq(xc, x′

c, ω) on successive virtual
windows are independent.

In order to uphold the approximation in Eq.7, small virtual windows contain-
ing 3 × 3 mesh points are used. Evidently, there is a trade-off between keeping the
window size small compared to the spatial scale of the loading and ensuring that a
sufficient number of points are used to accurately perform the surface integrations
in Eqs. 3 and 6. Nevertheless, the estimation of these integrals is improved by spa-
tial oversampling and cubic interpolation of the vibration response spectral density
functions prior to integration.
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Fig. 3 a–f Comparisons of the theoretical and reconstructed loading CSD. g–h Reconstructed
loading ASD on the plate and membrane (the theoretical auto-spectrum is unitary)

Figure3 presents some examples of reconstruction results for different combi-
nations of the structures and excitations. Comparing Fig. 3a–d, it is seen that the
peak magnitude of 1 Pa2 in the DAF cross-spectrum is better predicted in Fig. 3d
than in Fig. 3b, whose peak values are 0.99 Pa2 and 0.84 Pa2, respectively. This is
due to the lower spatial variation of the CSD at 750Hz which more closely approxi-
mates a constant square pressure over the 3 × 3 point virtual windows, upholding the
assumption in Eq.7. However, there are noticeable errors on the reconstructed shape
of the loading CSD in Fig. 3d. This is attributed to a slight spatial undersampling
of the membrane’s spectral response functions Sww, Swα , Sαw and Sαα . In fact, the
evaluation frequency of 750Hz is close to the membrane’s 63rd resonance, or the
(m, n) = (10, 2) mode, where m is the mode number in x and n is the mode number
in y. Therefore, the current spatial resolution is insufficient for the response peaks
along the x direction to be properly resolved. Conversely, the pattern in Fig. 3b is
well reproduced since the plate’s response at 2000Hz is only near its 35th resonance
or (7, 3) mode. The higher modal density of the membrane is a general result as it



366 P. O’Donoughue et al.

increases linearly with frequency, while a plate’s modal density remains constant.
The equations for the modal densities of both structures are as follows [15]:

Dplate = Ap

h

√
3ρ(1 − ν2)

E
(10)

Dmemb( f ) = 2πσ Am

T
f (11)

where Ap and Am are the respective surface areas of the plate and membrane, E the
Young’smodulus, and ν the Poisson ratio. Otherwise, Fig. 3e, f shows a decent recon-
struction of the real part of the CSD at 200Hz for a TBL withU∞ = 40 m/s applied
to the membrane, but the amplitudes are again underestimated due to the short spatial
correlation scale compared to the size of the virtual window: The peak value recon-
structed at the center is 0.63 Pa2, while the theoretical value is 1 Pa2. Finally, Fig. 3g, h
is the reconstructed auto-spectral density for DAF and TBL excitations, respectively.
The result in Fig. 3g shows a slight underestimation of the DAF auto-spectrum on
the plate with a mean value of 0.90 Pa2. This is due to the spatial averaging involved
in Eq.7, as well as the approximate numerical integrations over the virtual window.
For similar reasons, the reconstructed pressure ASD on the membrane in Fig. 3h has
a mean value of 0.67 Pa2. However, the more pronounced underestimation in this
case is again attributed to the undersampling of the membrane’s spectral response
functions. In general, using a higher spatial resolution will lead to more accurate
results since these functions will be well-resolved and more mesh points can be
included in the virtual window to improve the numerical integrations. Despite the
membrane’s higher modal density, one of its important practical advantages is that
no spatial differentiation is required for the VFM calculation, potentially leading to
more accurate identification results from experimental measurements.

4 Optical Deflectometry

Deflectometry is an optical technique that directly provides a full-field measurement
of local slopes estimated from an image that is observed by specular reflection over
the target structure, which must have a mirror-like finish. This technique is sensitive
to small out-of-plane surface deformations and is therefore well-suited for measuring
the dynamic bending of thin and plane structures. The observed image is a regular
two-dimensional grid, and the measurement configuration is illustrated in Fig. 4.

Any transverse loads applied to the structure will distort the grid image seen by
the camera. These distortions can then be directly related to the local slopes on the
surface using simple geometrical considerations. For example, suppose that the pixel
on the camera sensor observing point M in Fig. 4 sees the reflected image of point
P on the grid. If an out-of-plane deformation induces a local slope dα at point M ,
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Fig. 4 Deflectometry measurement on a plane structure with and without transverse loading

the imaged point will shift from P to Q. In the small angle approximation for θ and
dα, the length of segment PQ is given by:

δ = 2Ldα (12)

where L is the grid-target distance. A complete geometrical derivation can be found
in [16].

Next, a second expression for δ can be established in terms of the local phase vari-
ations Δφ in the grid images. These phase values are obtained by performing spatial
phase shifting on the images using a windowed discrete Fourier transform (WDFT)
algorithm [17]. Since the phase values returned by the WDFT are between [−π, π ]
radians, a two-dimensional phase unwrapping algorithm must also be implemented
to ensure a continuous phase map [18]. For practical purposes, the phase is defined
relative to the equilibrium position to account for any small initial curvature of the
surface. Therefore, a reference image is taken without external loads applied to the
structure. The phase variations under load are then given by Δφ = φd − φr , where
φd and φr are the calculated phase maps from the deformed and reference images,
respectively.

Using the observed phase variation at point M in Fig. 4, the length of segment
PQ can be written as:

δ =
( p

2π

)
Δφ (13)

where p is the grid pitch (spatial grid period). Combining Eqs. 12 and 13 yields:

2Ldα =
( p

2π

)
Δφ (14)
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This analysis is performed in both the x and y axes of the structure to obtain simple
geometrical relations between the phase maps Δφx,y and corresponding slope fields
dαx,y on the surface: ⎧⎪⎨

⎪⎩
dαx (x, y) = p

4πL
Δφx (x, y)

dαy(x, y) = p

4πL
Δφy(x, y)

(15)

An interesting property of this measurement technique is that increasing the grid-
target distance L effectively increases the slope resolution without changing the spa-
tial resolution. The physical limit of this increase is determined by the magnification
and quality of the camera lens used [19].

5 Experiment: Plate Under DAF Excitation

5.1 Experimental Methods

The experimental setup used to perform deflectometry measurements on a panel sub-
mitted to a DAF excitation is depicted in Fig. 5. Since the images are recorded using
a Photron SA-X2 RV high-speed camera on a very short exposure, an independent
light source (LED spotlight) is required to illuminate the grid.

A rectangular panel of dimensions 0.48 m × 0.42 m, thickness h = 3.19 mm,
and made of standard aluminum (mass density ρ = 2700 kg/m3, Young’s modulus
E = 70 GPa, Poisson ratio ν = 0.3) was used in this experiment. Simply supported
conditions are achieved along all the plate boundaries using a dedicated method [20].
There are several approaches for producing a mirror-like finish on a surface in order
to perform deflectometry measurements. However, since a metal panel was used, it
was simply buffed and polished using car body polishing techniques, providing a
convenient and inexpensive way to obtain a highly reflective finish.

The panel was installed in a transmission loss facility and a diffuse acoustic field
was generated in the reverberant room using a loudspeaker fed with a white noise
signal. A 9 × 9 microphone array was placed in front of the panel on the rever-
berant side (see Fig. 5b) to serve as a reference measurement for comparison with
the reconstructed pressure auto-spectral density. Images were then recorded on the
high-speed camera at 5,000 frames per second for a little over 2 seconds, produc-
ing 10,918 images with a resolution of 1024 × 1024 pixels. After performing the
phase extraction and scaling using Eqs. 15, each image yields the x and y slope
fields with 145 × 145 measurement points and a spatial resolution of 2.1 mm. The
resulting vibration response data is resolved in both space and time and contains
nearly 230 million data points. The displacements and curvatures needed to compute
the response spectral density functions Sww, Swk, Skw, and Skk in Eq.3 are obtained
by numerical integration and differentiation of the measured slope fields, respec-
tively. Moreover, the high spatial density of these full-field measurements allows for
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(c) (d)

(b)(a)

Fig. 5 a Illustration of the deflectometry measurement on the panel installed in a transmission loss
facility. b Picture of the 9 × 9microphone array. c–d Pictures showing the placement of the camera,
panel, and grid

curvatures to be calculated using a simple numerical gradient without the need for
regularization. Finally, the VFM was applied using 25 × 25 point virtual windows,
which avoids the need for spatial oversampling when performing the numerical inte-
grations as it is computationally intensive.

5.2 Results

The auto-spectral density of the wall pressure applied to the panel was identified
using the virtual fields method from full-field deflectometry measurements. In order
to compare the results with the 9 × 9 microphone array, Fig. 6a presents a graph of
the measured and reconstructed spatially averaged loading auto-spectrum. The black
line was obtained by applying the VFM in 1Hz increments between 100 and 1000Hz
and taking the mean value of the ASD at each frequency. Below 500 Hz, the curves
show a good overall agreement, except at structural resonance frequencies at which
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Fig. 6 a Reconstructed pressure ASD under DAF excitation compared with the measured ASD
using amicrophone array. b Spectrum of themeasured displacement with and without the excitation

the reconstructed wall pressure is considerably overestimated. In practice, it is diffi-
cult to accurately identify the loading magnitude at a structural resonance frequency
in the case of a lightly damped structure. The problem is ill-conditioned because the
virtual work terms of the inertial and elastic forces on the left-hand side of Eqs. (2)
and (5) become large. As a result, small errors in the material properties or numer-
ical derivatives can lead to a substantial bias in the reconstructed magnitude. The
problem of estimating applied force distributions from the response of one dominant
structural mode using the VFMwas also mentioned in [10]. On the other hand, there
is a significant discrepancy between the measured and reconstructed auto-spectra
above 500 Hz. This is due to an inadequate signal-to-noise ratio in the deflectometry
measurement. In other words, the 1/8" aluminum panel did not respond with a suf-
ficient amplitude at higher frequencies. Fig. 6b demonstrates this by comparing the
Fourier transform of the measured displacement at an arbitrary point on the panel to
the Fourier transform of the displacement noise floor. The noise floor was obtained
by performing the deflectometry analysis on a series of 1000 reference grid images
taken with the panel at rest. Above 500 Hz, the amplitude of the measured displace-
ments reaches the noise floor, leading to the observed bias in the reconstructed ASD.
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However, these results also show that the displacement sensitivity of the deflectom-
etry measurement is on the order of a nanometer, which is very reasonable for a
vibration measurement technique. Increasing the sound intensity of the DAF excita-
tion could potentially lead to measurable deformations, but it would require several
loudspeakers and a sound pressure level that is undesirably high (the overall sound
pressure level on the considered frequency range already reached a value of 113 dB).
In any case, the measurement of nanometer-scale vibrations using deflectometry is
not ideal in an industrial setting. Therefore, the use of a membrane as the receiving
structure will be considered for future experiments in order to improve the signal-
to-noise ratio and hence the viability of the proposed identification approach.

6 Conclusion

This paper reported identification results of random excitations acting on plate and
membrane structures from theirmeasured vibration response. Itwas shownbynumer-
ical simulations that the auto-spectral and cross-spectral density functions could both
be reconstructed with suitable accuracy using the virtual fields method. Since spatial
measurements are needed to apply this method and can hardly be achieved using con-
tact measurements (e.g., heavy and complex arrays of accelerometers), laser Doppler
velocimetry measurements were previously used and the optical deflectometry tech-
nique is introduced here. Experimental reconstruction results for the auto-spectrum
of a diffuse acoustic field are finally presented and were obtained using the virtual
fields method coupled with full-field optical measurements on an aluminum plate.
At the exception of structural resonances, the auto-spectrum magnitude is well iden-
tified, but the reconstruction accuracy is limited to an upper frequency determined
to be caused by a poor signal-to-noise ratio. As a consequence, a circular membrane
(for which the tensile force can be easily adjusted compared with a rectangular one)
is being developed for measurements under both diffuse acoustic field and turbulent
boundary layer excitations since a membrane is expected to produce larger displace-
ments and thus a better signal-to-noise ratiowhile avoiding the possible amplification
of measurement noise as no spatial differentiation is required.
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