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Preface

Due to the vastness, novelty, and complexity of the interface between mathematical
modeling and nanoscience and nanotechnology, many important areas in these
disciplines remain barely explored. In progressing further, multidisciplinary
research communities have come to a clear understanding that, along with exper-
imental techniques, mathematical modeling and analysis have become crucial in the
study, development, and applications of systems at the nanoscale. This volume puts
together selected contributions from the participants in the Banff International
Research Station (BIRS) workshop Coupled Mathematical Models for Physical and
Biological Nanoscale Systems and Their Applications. The contributors are experts
working on different aspects of the analysis, modeling, and applications of
nanoscale systems, with particular focus on low-dimensional nanostructures and
coupled mathematical models for their description. The development of such
models requires concerted efforts from mathematicians, physicists (both theoreti-
cians and experimentalists), and computational scientists, including those working
on biological nanostructures. The contributions may serve as up-to-date introduc-
tions to different topics in nano- and biosystems, identification of important
challenges, evaluation of current methodologies, and exploration of promising
approaches.

Topics treated in the book belong to three categories:

Part I: Charge and Spin Transport in Low-Dimensional Structures.
Part II: Modeling Biological Phenomena from Nano- to Macro-scales.
Part III: Mathematics for 2D Materials and Properties of Confined Nanostructures.

In Part I and Part II, Birnir describes different models of nonlinear transport in
semiconductor quantum wells and superlattice structures. This chapter reviews the
obtention of envelope function and Hartree approximation for quantum wells from
the Schrödinger equation, and a dynamical system and bifurcation study for the
corresponding time-dependent Liouville–von Neumann matrix density under a laser
field. Possible applications are listed. On a different vein, Birnir describes
time-dependent electron transport using the sequential tunneling model of a weakly
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coupled superlattice, i.e., a certain number of identical quantum wells separated by
thick barriers. A weakly coupled semiconductor superlattice is a nonlinear
dynamical system whose nonlinearity is due to sequential resonant tunneling
between adjacent quantum wells and to the Poisson equation between electron
density and potential at the wells. For different dc voltage and parameter values,
there are stable stationary states, time-periodic solutions, and period doubling routes
to chaos. Birnir also discusses the effects of noise and imperfections on the
attractors with applications to true random number generators and other devices.

H. T. Grahn et al. review experiments on weakly coupled semiconductor
superlattices including recent observations of spontaneous chaotic and
quasi-periodic self-oscillations in doped GaAs/AlGaAs superlattices at room tem-
perature. Based on them, an all-electronic true random number generator has been
demonstrated at room temperature with achievable bit rates of up to 80 Gbit/s. This
is about two orders of magnitude larger than typical bit rates for currently available
all-electronic true random number generators. The paper also reports synchro-
nization of chaos, which is useful for secure communications and possible appli-
cations to advanced secure multiuser communication methods using large networks
of coupled superlattices.

R. Sanchez discusses models of electron or heat transport in mesoscopic con-
ductors when detailed balance is locally broken and indicates several possible
realizations. Kaupusz and Melnik discuss non-perturbative approaches in
nanoscience with possible applications to charge transport and optical phenomena.
They focus on finite-size effects in spin systems near the critical point, based on
Monte Carlo (MC) method and some analytical arguments. They report Monte
Carlo simulations of the three-dimensional Ising model for small and large linear
lattice sizes, providing numerical evidence that the asymptotic decay of corrections
to finite-size scaling is remarkably slower than expected before. M. Willatzen
discusses a continuum model for coupled acousto-optical phonons in piezoelectric
materials.

In Part II, Bonilla et al. review stochastic models of tumor-induced growth of
blood vessels (angiogenesis). In this complex multiscale process, diffusing vessel
endothelial growth factors induce sprouting of blood vessels that carry oxygen and
nutrients to hypoxic tissue. They study a model of stochastic differential equations
for blood vessels coupled to reaction–diffusion equations for biochemical field
densities and derive coupled integro-differential equations for the mean densities.
The density of active blood vessel tips solves these equations and it approaches a
soliton-like wave before the vessel tips arrive at the tumor. The authors also include
a review of other approaches ranking from reinforced random walks to cellular
Potts models.

Carpio et al. study formation of bacterial biofilms both inside flows and on solid
surfaces. To analyze this multiscale system, they use elastic rod and plate models
that incorporate information from the biomass production and differentiation pro-
cess at the microscale, such as growth rates, growth tensors or inner stresses, as well
as constraints imposed by the interaction with the environment.
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Plata and Prados analyze the unfolding pathway of biomolecules comprising
several independent modules in pulling experiments with atomic force microscopes.
The unfolding pathway is the order in which modules of a biomolecule fixed to
platform and tip of the microscope open when pulled with a specific velocity. The
authors study a simple mechanical model of the biomolecule under pulling and
predict a critical pulling velocity: Below it, the weakest module opens first,
whereas, above it, the module at the pulled end opens first. They also discuss the
robustness of critical velocity and its dependence on the model parameters and
propose an experiment to test the theoretical predictions.

Neu et al. present a heuristic derivation of a geometric minimum action method
that can be used to determine most-probable transition paths in noise-driven
dynamical systems. The latter are ubiquitous in applications to physics and biology.
In traditional descriptions that employ Fokker–Planck equations for the probability
density, detailed balance ensures that there is a globally stable equilibrium density.
The authors pay particular attention to systems that violate detailed balance and
emphasize the role of the stochastic vorticity tensor in ascertaining fulfillment or
violation thereof. The authors explore the general method through a detailed study
of a two-dimensional quadratic shear flow which exhibits bifurcating most-probable
transition pathways.

In Part III, Yatsyhin and collaborators describe classical density functional
theory (DFT) and apply it to simple equilibrium models. Classical DFT is an
ab initio theoretical–computational framework with a firm foundation in statistical
physics. It systematically accounts for fluid spatial inhomogeneity, as well as for the
non-localities of intermolecular fluid–fluid and fluid–substrate interactions. The
theory expresses the grand canonical free energy of a system as a functional of its
one-body density, thus generating a hierarchy of N-body correlation functions.
Unconstrained minimization of a properly approximated free-energy functional
with respect to the one-body density then yields the basic DFT equation. The
authors review recent progress in the understanding of planar prewetting and
interface unbending on planar substrates and compute substrate–fluid interfaces and
wetting isotherms. Guo et al. explain how to model metastability in CdTe solar cells
due to Cu migration.

Urata and Li discuss how to couple multiscale molecular dynamics with the
finite element method.

Carr et al. present a general method for the electronic characterization of ape-
riodic 2D materials using ab-initio tight-binding models. They study the subclass of
twisted, stacked heterostructures, but their formalism can be implemented for any
2D system without long-range interactions. Their method provides a multiscale
approach for dealing with the ab-initio calculation of electronic transport properties
in stacked nanomaterials, allowing for fast and efficient simulation of multilayered
stacks in the presence of twist angles, magnetic field, and defects. Tuszynski et al.
discuss molecular dynamics and related computational methods with applications to
drug discovery. Hoiles and Krishnamurthy describe mesoscopic and macroscopic
models for the bioelectronic interface of engineered artificial membranes.
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This volume will be useful to researchers interested in coupled mathematical
models, and their analysis for physical and biological nanoscale systems impacts
applications in biotechnology and medicine, quantum information processing, and
optoelectronics. Potential audience of the book includes researchers in applied
mathematics, physicists, and biologists.

Lastly, we would like to express our gratitude to the Banff International
Research Station for making the workshop possible through their hospitality and
financial and logistic support. We thank Ruth Allewelt, from Springer, for help,
patience, and competence in completing this book.

Leganés, Spain Luis L. Bonilla
Cambridge, USA Efthimios Kaxiras
Waterloo, Canada Roderick Melnik
December 2017
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Nonlinear Quantum Mechanics

Björn Birnir

Abstract We show that the nonlinear bifurcations found by simulations in single
quantum wells in the terahertz regime [5, 6, 25] also occur in semiconductor super-
lattices (SSLs) in the gigahertz range [2, 3, 11]. The only exception is the second
Hopf bifurcation to quasi-periodic orbits on a torus. The advantage of experiments
on SSLs in the gigahertz range is that the experiments can be conducted at room
temperature and a chaotic oscillator due to the random dressing of a period two-orbit
has already been measured [31, 32]. We determine [42] that the route to chaos for
SSLs in the sequential tunneling regime is the period doubling cascade. Shorter (10-
period) superlattices are observed to exhibit faster oscillations compared with longer
(50-period) ones. Two plateaus are observed as functions of the voltage bias, and
intrinsically chaotic dynamics on the second plateau are possible only for shorter
SSLs, while the dynamics in the first plateau contain intrinsic chaos only for longer
(N > 50) SSLs [21].

Keywords Semiconductor · Superlattice · Nonlinear quantum systems · Quantum
strange attractors · Quantum bifurcations

1 Introduction

Quantumwells are fabricated (or ‘grown’) from semiconductors by depositing a thin
layer of one material, such as gallium arsenide GaAs, onto a substrate of a different
material, such as aluminum gallium arsenide AlGaAs, followed by another layer
of substrate material, so that a type of ‘sandwich’ geometry called a heterostructure
is formed. The defining property of quantum wells is that the middle layer has a

B. Birnir (B)
Department of Mathematics and CNLS, University of California,
Santa Barbara, CA 93106, USA
e-mail: birnir@math.ucsb.edu

B. Birnir
University of Iceland, 107, Reykjavík, Iceland
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4 B. Birnir

Fig. 1 Left: the conduction and valance band for a semiconductor heterostructure, showing several
‘bare’ electron and hole subbands (states). Right: the parabolic subbands of the energies Ekx kyα of
the envelope wavefunctions ξα

significantly smaller band gap than the substrate layers, and has thickness of the
same order as the de Broglie wavelength of the electron. This causes an electron
occupying the conduction band of the middle layer to be confined to move freely
in only two dimensions, while motion in the third dimension is only possible via
transitions between quantized energy levels, called ‘subbands’, see Fig. 1. These
wells can be populated by a density of electrons by a process called doping and this
makes them ideal quantum systems for the study of nonlinear effects.

The success of nonlinear dynamical systems theory in the late 20th century, see
Guckenheimer and Holmes [28], and its application in the sciences and engineering,
see for example Birnir [9], lead to the conjecture that similar phenomena could
be found in quantum systems. In semi-classical systems nonlinear dynamics and
bifurcations of coherent solutions (solitons) have been shown to exist [7, 8, 27,
35], so it is not unreasonable to expect nonlinearity in some quantum systems far
from the semi-classical limit. In the late 1990s and early 2000s, Galdrikian, Batista,
Birnir et al. [5, 6, 25] studied intersubband transitions of doped quantum wells.
They developed computational methods for determining the coherent states of the
electrongas in anoscillating external electricfield. Itwas found that the densitymatrix
equations of motion were nonlinear due to the interactions of the electron gas and
that these nonlinearities could be enhanced by fabricating quantumwells with certain
asymmetries, so that the lowest-lying subband levels were close to one another in
energy. For sufficiently nonlinear wells, it was predicted that the wells would exhibit
a bistable response as the terahertz power of the electric field (laser) was ramped
up and then down. For strong enough terahertz fields, period-doubling bifurcations
leading to a period-doubling cascade were predicted. Galdrikian, Batista, Birnir et al.
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[5, 6, 25] developed this nonlinear theory of semiconductor quantumwells, typically
made out ofGaAs and AlzGa1−z As and populated by the technique of doping, where
material providing electrons is deposited close to the well structure, see Heyman et
al. [29, 30]. The nonlinearity was introduced through the Hartree and Hartree-Fock
local density approximation where a system of n-interacting electrons is replaced by
a system of n-noninteracting electrons in a different (Hartree) potential. This latter
view leads to the quantummechanical systemof coherent electron states. These states
satisfy a Schrödinger equation where the potential depends on several parameters
and when these parameters change the coherent electron states can bifurcate.

2 The Local Density Approximation

Wenowbriefly describe the steps involved in obtaining the nonlinear quantum system
describing the coherent electron states and their bifurcations. It is possible to add
donor-type dopants at the interfaces of the middle layer with the substrate layers,
so that a two-dimensional electron gas will occupy the well. In order to describe
such a system theoretically, we take advantage of the fact that all the materials
involved exhibit a periodic crystal lattice structure, which constrains the allowed
electronic states and leads to a set of semiconductor Bloch equations. Assuming
that the electron gas is not too dense, we make an effective mass approximation and
work with a simplified model that will be discussed below. The starting point is the
Heisenberg equation for the electron operator

i�
∂ψ

∂t
= [ψ, H ].

Let the x- and z-coordinates parameterize the lateral and growth directions of the
heterostructure, respectively. Here x is a two-dimensional coordinate parameterizing
both the direction of lateral and the transverse direction. Since the wavelength of the
laser drive is much longer than the width of the quantum well, the vertical field will
be coupled to the electrons in the active region with the dipole approximation. In
the effective mass approximation, the mean field Hamiltonian including the vertical
field Fz (which falls off rapidly outside the active region) is

H(t) =
∫

ψ†(x, z, t)[ �
2

2m
∇2 + v(x, z) + w(x, z, t) − ezF(x, t)]ψ(x, z, t)d2xdz,

where v and w are the time-independent and time-dependent parts of the electric
potential, respectively, e is the electron charge and m is the effective mass. The
electric potential is coupled to the electron density n by Poisson’s equation

∇2[v(x, z) + w(x, z, t)] = −e

ε
n(x, z, t)
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where
n(x, z, t) = 〈ψ†(x, z, t)ψ(x, z, t)〉,

is the electron density. The electron operator is expressed as

ψ(x, z, t) =
∑

α

∫
eik·xξα(z)akα(t)

d2k

2π
(1)

where the envelope wavefunctions ξα(z) form a complete orthonormal basis. If the
active region is filled and the bias voltage is zero (i.e. the electron density is uni-
form), then the self-consistent envelope wavefunctionsmay be calculated in the same
manner as in Galdrikian, Batista and Birnir [5, 6, 25].

3 Homogeneous QuantumWells

The theory of homogenous quantum wells with the local density approximation
consists of the following steps. We discretize the integral in Eq. (1) and write the
electron operator as

ψ(x, y, z) = A−1/2
∑

kx ,ky ,α

akx kyα e
ik·x ξα(z),

where A is a constant. The envelope wavefunctions obey the time-independent
Schrodinger equation

{
− �

2

2m

∂2

∂z2
+ v(z)

}
ξα(z) = Eαξα(z), (2)

with the energies lying in parabolic subbands

Ekxkyα = �
2

2m
(k2x + k2y) + Eα, (3)

see Fig. 1. The envelope wave functions satisfy vanishing boundary conditions at
the sides of the well, which is a good proxy for a vanishing boundary conditions at
z = ±∞, see [5, 25]. The self-consistent potential is determined by Poisson equation

∂2

∂z2
v(z) = −e2

ε
n(z). (4)

The local density (orHartree) approximation is implementedbyuseof the partition
function that yields the relationship between the chemical potential μ, sheet density
Ns and subband energies Eα , giving the thermal weights wα
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Ns = m

π�2β

∑
α

log
{
1 + e−β(Eα−μ)

} ≡ m

π�2β

∑
α

wα,

where β = 1/T , T being temperature. Then the electron density can be expressed
as

n(z) =
∑

α

wα|ξα(z)|2. (5)

4 The Hartree Iteration

The potential v is determined by a Hartree iteration:

1. Solve Schrödinger equation (2) for {ξα(z), Eα}.
2. Determine {μ,wα} from {Ns, Eα} and update n(z) in (5).
3. Solve Poisson’s equation and update v(z) in (4).
4. Repeat until the iteration has converged.

Fig. 2 The first few energy states, the shape of the potential and the Fermi energy for different
doping levels and the energy difference E2 − E1 between the first and second state as a function of
the charge density
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Figure2, shows the first few energy states, the shape of the potential and the
Fermi energy for different doping levels and the energy difference between the first
and second state as a function of the charge density.

5 Intersubband Absorption

The nonlinear effects due to the electron density in the quantum wells have been
understood and measured since the mid 1990s. The intersubband absorption when
the quantumwell is illuminated by an auxiliary laser, can be simulated andmeasured.
The simulations were developed by Zalużny [49, 50] and the experiments were done
by Craig et al. [19]. The incoming radiation first builds up a charge in the quantum
well, this is a Stark effect and corresponds to a redshift of the absorption frequency.
However, as the incoming radiation increases the electrons in thewell shield against it,
this is called the depolarization shift and is a blue shift. Eventually, the depolarization
shift dominates, see Fig. 3. One can alsomeasure the relaxation times for the densities
in the quantum well, namely Γ1; the depopulation rate and Γ2; the depolarization
rate. This was also done by Craig et al. [19].

Fig. 3 The absorption frequency. The leftmost picture shows the intersubband spacing (Stark
shift) and infrared absorption due to the depolarization shift, as a function of the charge density.
The second and third picture show that with fixed electron (doping) density the absorption peak
shifts and changes form with the amplitude of the incoming radiation. The blue shift between the
two leftmost figures is the depolarization shift
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6 Time-Dependent Local Density Approximation

The driving of the quantum wells with time-periodic laser fields requires the devel-
opment of the time dependent version of above theory. The laser field is added to the
Hamiltonian in the electric dipole approximation, this works well since the wave-
length of the laser is large compared towidth of thewell. The intersubband absorption
now occurs by collective oscillations of electrons occupying the well and the reso-
nance is broadened and shifted away from intersubband spacing (This is the depo-
larization shift discussed above). Using the time-dependent Hartree (local density)
approximation, we calculate the self-consistent fluctuations due to the time-periodic
driving term. The time-dependent electric field zF(t) now induces self-consistent
fluctuations in potential δv(z, t) and electron density δn(z, t)

H̃(t) = H − ezF(t) + δv(z, t); ∂2

∂z2
δv(z, t) = −e2

ε
δn(z, t).

These satisfy a Poisson equation with a self-consistency condition: v(z, t) = v(z) +
δv(z, t), n(z, t) = n(z) + δn(z, t). Thenwe can find a Liouville-vonNeumann equa-
tion

∂ρ(z, z′, t)
∂t

= − i

�
[H̃(t), ρ(z, z′, t)] − R[ρ(z, z′, t)],

for the density matrix ρ, where R is the relaxation operator. In the final quantum
mechanical dynamical system, in 4 complex dimensions, R is determined by the
experimentally measured depolarization rate Γ1 and decorrelation rate Γ2, discussed
above.

The time-dependent potential is determined by a time-dependent Hartree iteration:

1. Evolve ρ(z, z′, t) until a periodic response is reached.
2. Compute the electron density by the formula n(z, t) = ρ(z, z′, t)

∣∣
z′=z .

3. Solve Poisson’s equation and update δv(z, t).
4. Repeat until converged.

7 Nonlinear Phenomena in Asymmetric Quantum Wells

Nonlinear bifurcation of the time-periodic coherent electron states were explored
by the theory above. In 1996 Galdrikian and Birnir [25] found the period-doubling
bifurcation of these states. In 2003 Batista et al. [6] found the Hopf bifurcation.
These bifurcations were found in simulations of the above model and simulations
showed the period-doubling cascade to the (Feigenbaum) strange attractor in first
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Fig. 4 Left: The asymmetric quantumwellwith twobarriers; bottom, the corresponding eigenstates,
top. Right: Time series, phase portrait, Poincaré map and power spectrum

case [25] and the quasi-periodic cascade to another strange attractor in the second
case [5]. We illustrate both of these in Fig. 4, taken from Batista et al. [6]. We sample
the normalized dipole momentum 〈μ〉/μ10, μ = zF above, onto the two pertinent
complex valued states, in Fig. 4, μ10 is a normalization. The first column in Fig. 4
is the time series of this sample. It shows if there is a simple oscillation present or
if there are more oscillations superimposed. The pattern in the third row is called
beating. The second column is the phase portrait, the basic mode is plotted against
its derivative. Both must be sampled at the same (spatial) point. The third column
is the Poincaré map, again the mode and its derivative are sampled, but now only
at each period T. This is also called the stroboscopic map. A circle on the second
column turns into a point in the Poincaré map. Finally the fourth column is the
power spectrum or the absolute value of the Fourier transform of the solution. The
fundamental frequencyω = 2π/T shows up as the biggest peak. Superharmonics are
smaller peaks at integer valuedmultiples nω of the fundamental frequency. In the first
row, we see a periodic orbit, with the fundamental frequency and one superharmonic
on the power spectrum. The second row shows a period doubling, we see a periodic
orbit with twice the period 2T , this is now a simple periodic orbit (two dots) on
the Poincaré map in the third column, and the power spectrum now has a peak at
half the frequency ω/2. On the third row, we see a Hopf bifurcation in the Poincaré
map, that means that we now have a torus in the phase space. The Poincaré map is
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a cross section (cut) of this torus. The orbits are quasi-periodic and fill the surface
of the torus. On the power spectrum we now see a new incommensurate frequency,
smaller than the fundamental frequency. Then on the fourth row we see the torus
period double. On the fifth row the doubled torus deforms.

8 Experimental Search by Morris and Sherwin (2011)

A thorough experimental search for the period doubling bifurcation was done by
Sherwin andMorris [38], the experimental configuration is illustrated in Fig. 5. They
found superharmonics that are signs of the nonlinearity but no subharmonic of the
fundamental frequency. The latter is the signature of the period doubling bifurcation.
Optical bistability that frequently precedes a period doubling bifurcation was not
observed either. It is possible that the subharmonic signalwas tooweak to be observed
but other possible issues include: 1. Excessive heating in the quantum well. It is
possible that the laser drive ionizes the electrons by excessive heating before the
subharmonic is able to form. 2. Domain formation, it is possible that domains with
difference charges form in the lateral direction perpendicular to the confinement
direction of the well. If this is the case these may add up and cancel or minimize the
effect of the nonlinearity.

Fig. 5 The experimental setup of Morris and Sherwin (2011). FEL denotes the free-energy laser
(with frequency 2.5 THz). PD denotes the period doubling. The fundamental FEL frequency is
filtered out to observe the subharmonic (1.25 THz) signal
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9 The Anticipated Results: The Quantum Oscillator

A natural way to strengthening the signal emitted by coherent electron states in a
quantumwell is to string together several quantumwells into a heterostructure called
a superlattice (SL). An example is shown in Fig. 6, taken from Alvaro et al. [1].

In the proposed research we will design and simulate SLs that can be used as
sources, period halvers and squeezers, random sequence generators and frequency
mixers, at room temperature. Periodic, quasi-periodic and chaotic oscillations have
been observed in superlattices [34, 47], at very low temperatures that require cooling
with liquid nitrogen. We propose to design and simulate SLs where all these phe-
nomena can be simulated and understood dynamically at room temperatures. The
design of such SLs requires heterostructures where the background temperature is
surppressed and below we will discuss the structure of such lattices. First we list the
devices and dynamical phenomena that we propose to find and study:

A Source: The difference between the above analysis of the oscillations in the quan-
tum well and the oscillations in the SL is that we drove the quantum well with an ac
laser field, whereas the electron states in the SL will be driven by a dc voltage. This
means that whereas we always start with a time-periodic orbit in the quantum well,
in the SL we start with a steady current (stationary state). The first bifurcation we
will look for is the generic Hopf bifurcation, from the stationary state, in such an SL.
Here generic means that it is the bifurcation we expect to find in the SL, as the voltage
bias increases, assuming it has no other symmetries. After this bifurcation we expect
to find a circle in the phase portrait of the SL system (6–11), as in the first row of the
second column on Fig. 4. This electron state is a source, namely the electron state
consists of a charge, accelerated over the periodic oscillation. It will emit radiation at
the frequency ω = 2π/T , where T is the period and at its superharmonics, because
of the nonlinearity of the coherent electron state. We expect to find up a 1–100 GHz
source, and if we succeed, we will next try to design a terahertz source that operates
at room temperatures. In fact the frequency can be tuned with the applied voltage.
This would enable terahertz sources that could be put on satellites without a heavy
cooling system; a great advantage. The signatures of the periodic orbit are the figures
in row one on Fig. 4. They are a simple periodic oscillation in the current, a circle in
the phase portrait, a fixed point (point) on the Poincaré map and a single peak at the
frequency ω on the power spectrum.

A Frequency Halver and Squeezer: The second bifurcation, now starting from the
periodic orbit, that we expect to find in the SL, is the period-doubling bifurcation on
row two in Fig. 4. Now the periodic orbit has period twice that of the original periodic
orbit, so the frequency gets cut in half: ω → ω/2. This has many applications, the
signal can be read at lower frequency where the noise may be reduced, it can be used
to make squeezed states [26] for noise reduction etc. The periodic orbit makes two
circles to close up again (figure two in row two) in Fig. 4 (on the right). The Poincaré
map has two points in each period T and there is a new peak at ω/2 in the power
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spectrum (the rightmost figure in row two) in Fig. 4. The current on the right has
new oscillations with half the original frequency and all their superharmonics. This
subharmonic signal can then be used in various ways: To produce a signal of half
the original frequency. To compress the signal into a desirable frequency range or to
squeeze out of it undesirable noise. The signatures of this bifurcation are: An addi-
tional oscillation in the current. An extra loop in the periodic orbit on phase portrait.
Two points replacing one in the Poincaré map. Half the fundamental frequency and
its superharmonics in the power spectrum.

The Chaotic Attractor and Random Sequences: The period doubling of the peri-
odic orbit continues into a period-doubling cascade to a strange attractor. We will use
this attractor to generate ultrafast random sequences at room temperatures. This is
very important to do for secure data storage and transmission [23, 40, 45], stochastic
modeling [4], and Monte Carlo simulations [10]. So far the fastest available tech-
nology for this task have been semiconductor lasers. We plan to find the parameter
regions where the chaotic attractors exist and where their detection can be optimized.
This parameter region my be enlarged by the addition of noise, as in [1], and we will
explore different types noise and its effect on the simulations. The signatures of the
strange attractors are: A wide range of oscillations in the current. A strange attractor
in phase portrait. A complex Poincaré map. Broadband noise in the power spectrum.

The Torus (Mixer) and a Distinct Chaotic Attractor: It is still not clear whether a
second Hopf bifurcation producing a torus in the phase space is possible in the super-
lattices that have been designed so far [31]. This bifurcation occurs on row three in
Fig. 4, for the quantum well. The bifurcation is generic but may be prohibited by
the symmetries of the superlattice. We will try to design a superlattice for which the
(even) symmetry is broken and the second Hopf bifurcation of the periodic orbit to
a torus takes place. The orbits on the torus are quasi-periodic and are composed of
two frequencies. This makes the torus a candidate for a frequency mixer with two
tunable frequencies. Then we will explore the cascade of quasi-periodic orbits on
this torus to a strange attractor, as the voltage bias increases. This strange attractor
has different properties than the strange attractor created by the period-doubling cas-
cade above and gives an alternative method to generate ultrafast random sequences
at room temperatures. We plan to compare the sequences generated by the two types
of attractors and see if one has some advantage over the other. We also will find the
parameter regions where these latter types of chaotic attractors exist and where their
detection can be optimized. This parameter region my be enlarged by the addition
of noise as above, and we will explore different types noise and its effect on the
simulations.

However, we also see that there are only two occupies states below the Fermi
levels (hill) on Fig. 6. This is analogous to the situation of Galdrikian and Birnir [25]
and distinct from that of Batista et al. [6]. In the latter case there are three occupied
states below the Fermi level. In fact, three states are necessary for the second Hopf
bifurcation above and the cascade of quasi-periodic orbit the strange attractor. Thus
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Fig. 6 Left: schematic diagram of a dc voltage-biased SSL, from Bonilla et al. [12]. Right: The
band diagram of a GaAs/Al0.7Ga0.3As SSL (a) and GaAs/Al0.45Ga0.55As SSL (b), from Huang et
al. [37]. The conduction band and the bound states of the wells are indicated by the solid horizontal
lines. The bottom of the X -valley is indicated by the dashed lines

we need to redesign the SL to enable the bifurcation to the torus above and the
resulting quasi-periodic orbits. We also have to make sure that the even symmetry
of the SL is broken, so the signal is stronger and easier to observe.

10 Semiconductor Superlattices

The observation of Bloch oscillations in semiconductor superlattices (SSLs) [36] has
led to many proposed applications of these heterostructures as sources and detectors
at gigahertz and terahertz frequencies. More recently, nonlinear Gunn oscillations
and chaotic dynamics have been observed in SSLs in the sequential tunneling regime.
These nonlinear phenomena present the opportunity for development of new appli-
cations of SSLs, such as true random number generators and frequency mixers.
Furthermore, recent advances in the design of SSLs have opened the possibility of
realizing these applications at room temperature. In support of the development of
applications of SSLs in the nonlinear regime, we theoretically characterize the non-
linear dynamical phenomena of the sequential resonant tunneling (SRT) model of
weakly-coupled SSLs in this paper. We show the effects on the bifurcation diagram
from variations of the number of periods making up superlattice, the sensitivity of
the SRT model to time-dependent stochastic fluctuations in the bias voltage and
local tunneling rates, and the effect of time-independent random perturbations of the
widths of the wells and barriers. This and the next three sections follow [21].

Spontaneous oscillations, quasiperiodic orbits, and chaos have already been
observed experimentally at very low temperatures [34, 36, 47] and at room tem-
perature [31–33, 37, 41] in 50-period SSLs with noisy voltage sources. Simulations
by Alvaro et al. [1] exhibited a strong chaotic signal. Experiments by Huang et al.
[31, 32] show that heating suppresses the nonlinear phenomena in SSLs, and we
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suspect this also occurs in single QWs. Huang et al. also describe a way of suppress-
ing the effect of heating, enhancing the current oscillations: It was hypothesized
that at warm temperatures, phonon-assisted transport though the X -valley of AlAs
allowed a thermal distribution of carriers to diffuse through the SSL, overwhelm-
ing the nonlinear quantum dynamics. This effect was suppressed by choosing the
Aluminum concentration of GaAs/AlGaAs wells in order to maximize the lowest
bandgap energy, i.e. make the X and Γ band gaps equal to one another (Fig. 6). As
a result, current oscillations were observed in SSLs at room temperature for the first
time, see [31, 32].

We consider the SRT theory of Bonilla et al., which describes the electronic
dynamics of SSLs in the weakly-coupled, self-consistent regime [15]. Two differ-
ent time scales are taken into account in this description of SSLs. The inter-site
tunneling and inter-subband relaxation processes occur on much shorter timescales
than the dielectric relaxation processes [12]. Therefore, the long timescale dynamics
of semiconductor lasers [44] and superlattices [1, 14] are typically modeled using
semiclassical equations, while the short timescale processes are treated separately
as noise. In the case of the SRT model, the short-timescale processes are included
through the addition of stochastic terms to the dynamical equations. Nonlinearities
enter the model via the inter-site Coulomb interaction, which bends the conduction
band of the SSL,modifying the inter-band tunneling rates by casting the energy levels
of adjacentwells into or out of resonance [12]. The dynamical equations are discussed
in detail in Sect. 11. The bias voltage, Vbias, is treated as an external parameter of
the model. Gunn-like oscillations in J (t) are found to occur in the SRT model over
several intervals of Vbias [16, 20]. These oscillations undergo a series of bifurcations,
which may cascade into chaotic behavior [1]. In [42], we characterized the route to
chaos via analysis of the Poincaré map and power spectrum, and distinguished the
effects of the noise terms from the deterministic chaos.

For sufficiently small bias voltages, the total current J (t) through theSSL responds
linearly to changes in the bias voltage. At higher bias voltages, J (t) suddenly transi-
tions to a time-dependent, oscillatory function, which passes through a further series
of transitions leading to chaotic behavior. We summarize the behavior of J (t) below:
Fixed-point: Over certain voltage intervals, J (t) is attracted toward a stationary value.
Bistability: The first signal of the nonlinear dynamics is a bistable response of J (t)
to slow variations in Vbias. This behavior is observable only at sufficiently low tem-
peratures [16, 20]. Generically, bistable behavior is found at voltages near the Hopf
bifurcation described below.
Supercritical Hopf Bifurcation: As the bias voltage is increased, we next observe a
supercritical Hopf bifurcation. The fixed point becomes unstable, and J (t) evolves
to a periodic orbit. The periodic orbit is topologically equivalent to a circle in phase
space, which corresponds to a one-cycle of the Poincaré map. In this regime, the SSL
acts as a GHz oscillator with a discrete power spectrum involving the frequencies
fn = n/T, n = 1, 2, 3, . . ., where T is the period of the lowest-frequency oscillation
present. The superharmonics n > 1 arise due to the nonlinearities present in the SRT
model. In this dynamical phase, the fundamental period T varies smoothly with the
bias voltage, therefore the oscillator is also tunable. By filtering out all but the desired
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harmonic and fine-tuning it via the bias voltage, a wide range of frequences may be
selected.
Period Doubling Bifurcation: In this regime, one-cycles of the Poincaré map tran-
sition to two-cycles. The fundamental period of the oscillator is doubled, T → 2T ,
and the fundamental frequency is cut in half: ω → ω/2. A new frequency peak
will appear in the spectrum at half the fundamental frequency, and the number of
superharmonics will double. Following a period doubling bifurcation, the reverse
(period-halving) bifurcation may occur. We refer to the regions between these bifur-
cations as period doubling bubbles. An application of period doubling, due to the
subharmonic peak, is that a signal may be read at lower frequency, where the noise
may be reduced, and it can be used to make squeezed states [26].
Period Doubling Cascade: Period doublings may occur in succession over certain
voltage intervals, and an infinite number of doublings is possible in a finite volt-
age range. The invariant phase space structures transition from compact manifolds
(periodic orbits of high periods) to chaotic attractors. The Poincaré map takes on
a fractal structure. Our simulations show that the SRT model does not support true
quasiperiodic orbits, hence the chaotic attractor is the most complex structure in the
bifurcation diagram. It is the result of a cascade of a period doubling sequence of
periodic orbits. An application of the chaotic dynamics in this regime is ultrafast
generation of random number sequences [37]. This has many applications in areas
such as secure communication and data storage, stochastic modeling, and Monte
Carlo simulations, see [4, 23, 40, 45]. Previously the generation of ultrafast random
number sequences has been accomplished by fast semiconductor lasers but these
require a mixture of optical and electronic components. SSLs on the other hand are
entirely submicron devices that can be readily integrated into complex circuits.

In previous theoretical studies of optically-driven quantum wells, it was discov-
ered that the introduction of one or more off-center “steps” in the confinement poten-
tial, see Fig. 7, had a profound impact on the character of the nonlinear phenom-
ena. In the presence of a single step, a period-doubling bifurcation in the electronic
response was predicted to occur near the intersubband resonant frequency at high
doping densities and strong driving fields. The presence of a second step unfolded
the period-doubling bifurcation into a supercritical Hopf bifurcation which gener-

Fig. 7 The stationary
self-consistent potential
resulting from the band
structure and Coulomb
potential of the asymetric
GaAs/AlGaAs quantum
well, taken from Batista et al.
[5]. The energy levels of the
bound states are indicated by
the horizontal lines
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ated quasiperiodic behavior. Both single- and double-stepped assymetric quantum
wells also exhibited period-doubling cascades to chaos. In analogywith these results,
we consider the possibility of unfolding the period doubling bifurcation of the SRT
model into a Hopf bifurcation, by breaking the periodic symmetry of the SSL, which
we term “disordered superlattice.”

11 Model

Many phenomena are captured by means of a quasi-one-dimensional resonant
sequential tunneling model of nonlinear charge transport in SSLs [13–15]. Con-
sider a weakly coupled superlattice having N identical periods of length l and total
length L = Nl subject to a dc bias voltage Vbias. The evolution of Fi , the average
electric field at the SSL period i , and the total current density, J (t), is described by
Ampere’s law

J (t) = ε
dFi
dt

+ Ji→i+1, (6)

and the voltage bias condition

N∑
i=1

Fi = Vbias

l
. (7)

Fluctuations of Fi away from its average value Favg = eVbias/L arise from the inter-
site tunneling current Ji→i+1, which appears in Eq. (6). A microscopic derivation of
Ji→i+1 produces the result [12, 13]

Ji→i+1 = eni
l

v( f )(Fi ) − J−
i→i+1(Fi , ni+1, T ), (8)

in which ni is the electron sheet density at site i , −e < 0 is the electron charge
and T is the lattice temperature. Here the forward velocity, v( f )(Fi ), modeled as a
Lorentzian distribution, is peaked at resonant values of Fi for which one or more
energy levels at site i are aligned with the levels at site i + 1. The backward tunneling
current is given by

J−
i→i+1(Fi , ni+1, T ) =
em∗kBT

π�2l
v( f )(Fi ) ln

[
1 + e− eFi l

kB T

(
e

π�
2ni+1

m∗kB T − 1

)]
, (9)

where the reference value of the effective electron mass in AlxGa1−xAs is m∗ =
(0.063 + 0.083x)me, and kB is the Boltzmann constant. The ni are determined self-
consistently from the discrete Poisson equation,
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Table 1 (Top) The design parameters of the superlattice. (Bottom) Values of the potential barrier
and energy levels for GaAs/Al0.7Ga0.3As and GaAs/Al0.45Ga0.55As superlattices, first and second
row, respectively

T (K) ND (cm−2) d (nm) w (nm) s (µm)

295 6 × 1010 4 7 60

Vbarr (meV) E1 (meV) E2 (meV) E3 (meV)

600 53 207 440

388 45 173 346

ni = ND + ε

e
(Fi − Fi−1), (10)

where ND is the doping sheet density and ε is the average permittivity. The field
variables Fi are constrained by boundary conditions at i = 0 and i = N that represent
Ohmic contacts with the electrical leads

J0→1 = σ0F0, JN→N+1 = σ0
nN

ND
FN , (11)

where σ0 is the contact conductivity. Shot and thermal noise can be added as indicated
in [1, 17].

Table1 gives the numerical values of the parameters used in the simulations.
The GaAs/Al0.45Ga0.55As configuration corresponds with the configuration used in
experiments [31, 37, 48]. The rest of the parameters are as follows: A = s2 is the
transversal area of the superlattice, d and w are the barrier and well lengths, and
l = d + w is the SSL period. The contact conductivity is a linear approximation
of the behavior of J0→1, which depends on the structure of the emitter; the value
has been taken to reproduce the experimental results produced by Huang et al. with
N = 50: σ0 = 0.783 A/Vm for Vbarr = 388 meV (x = 0.45) and σ0 = 0.06 A/Vm
for Vbarr = 600 meV (x = 0.7), where Vbarr is the height of the barrier [1, 31].

11.1 Noise

To model the unavoidable fluctuations in the bias voltage, as well as the short-
timescale processes in the electronic dynamics, stochastic terms are introduced into
evolution equations [1]. To account for the noise in the bias voltage, Eq. (7) is
modified to

N∑
i=1

Fi = Vbias + η(t)

l
, (12)

where η(t) is taken to be a Gaussian random variable with standard deviation ση. To
account for the short-timescale processes at each site of the SSL, Eq. (6) is modified
to include fluctuations in the tunneling current
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ε
dFi
dt

+ Ji→i+1(Fi ) + ξi (t) = J (t), (13)

where

〈ξi (t)ξ j (t ′)〉 = e

A

[
ev( f )(Fi )

l
ni + J−

i→i+1(Fi , ni+1, T ) + 2J−
i→i+1(Fi , ni , T )

]
δi j δ(t − t ′). (14)

We may observe that η(t) is independent of i , while ξi (t) are independent Gaussian
randomvariables associatedwith each site of the SSL. The strength of the fluctuations
in the bias voltage may be tuned via the empirical parameter ση, while the strength of
the fluctuations in the local tunneling current is completely determined by the other
parameters, see Table1.

11.2 Disorder

We also consider time-independent perturbations that break the periodic symmetry
of the superlattice. We introduce variations in the widths of the wells and barriers
via the scaling parameters βi and ζi . The perturbed well and barrier lengths are

wi = βiw (15)

di = ζi d. (16)

Both βi and ζi are taken to be uncorrelated, normally-distributed random numbers
with standard deviation σ . We constrain the total length of the SL to preserve the
validity of the bias equation, (7), by forcing the condition that

∑
i βi = ∑

i ζi = N .
To lowest order, the energy levels scale with βi according to

ε
C,m
i = εC,m

β2
i

. (17)

These modifications imply that the effective dielectric constant becomes depen-
dent on i ,

εi = li/(wi/εw + di/εd). (18)

Equation (7) becomes

Vbias =
N∑
i=1

Fili . (19)
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Following Bonilla et al. [16], Eqs. (8) and (9) are modified to account for the effects
of disorder on v( f )(Fi ) and τi :

v( f )(Fi ) = �
3

2m∗2

3∑
m=1

li
(
γC,1 + γC,m

)
τi (ε

i
C,m)(

ε
C,1
i − ε

C,m
i+1 + eFi

(
di + wi+wi+1

2

))2 + (
γC,1 + γC,m

)2 (20)

τi = 16k2i k
2
i+1α

2
i(

k2i + α2
i

)(
k2i+1 + α2

i

)(
wi + 1

αi−1
+ 1

αi

)(
wi + 1

αi+1
+ 1

αi

)
e2αi di

(21)

where

�kmi =
√
2m∗εC,m

i (22)

�kmi+1 =
√
2m∗

(
ε
C,m
i + e

[
di + 1

2

(
wi + wi+1

)]
Fi

)
(23)

and

�αm
i−1 =

√
2m∗

(
eVb + e

[
di−1 + wi

2

]
Fi − ε

C,m
i

)
(24)

�αm
i =

√
2m∗

(
eVb − e

[
1

2
wi

]
Fi − ε

C,m
i

)
(25)

�αm
i+1 =

√
2m∗

(
eVb − e

[
di + 1

2
wi + wi+1

]
Fi − ε

C,m
i

)
(26)

12 Numerical Methods

The evolution Eqs. (6)–(11) are evolved in time using the forward Euler method and
the trajectory (Fi (t), ni (t), J (t)) through the (2N + 1)-dimensional phase space is
stored. When applicable, the stochastic terms (ξi (t) and η(t)) are included using
the Euler-Maruyama method. We utilize the standard methodology of dynamical
systems theory (analysis of the Poincaré map) in order to characterize the dynamical
phenomena of the SRT model: The first step is to construct the phase portrait, i.e. to
project the evolution onto a two-dimensional surface in phase space. We choose the
surface spanned by the the coordinates (Fi , Fj ) for some values of i and j near the
anode and cathode respectively of the SSL.

The next step is to compute the Poincaré map of the phase portrait. After suf-
ficient time has elapsed, and regardless of the initial conditions, the phase space
trajectory settles onto one of the following time-invariant structures: (a) Fixed point,
(b) periodic orbit, (c) strange attractor. The Poincaré map is used in order to easily
distinguish between these structures. It is computed according to the following pro-
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cedure: First, the transient behavior associated with the initial conditions is excised
from the trajectory and only the remaining data is considered in what follows. When
Fi (t) passes through its central value, the time t∗ and the field Fj (t∗) are stored. We
also compute the quantity Ḟi (t∗) from Eq. (6). We then discard all of the values of
t∗ for which Ḟi (t∗) > 0, in order to prevent sampling the same orbit more than once
per cycle. The Poincaré map transforms the essentially continuous trajectory through
phase space into a discrete map from the one-dimensional interval onto itself [18].
We represent it visually in one of two ways: Either (a) phase portraits, plotting Fj (t∗)
against Ḟj (t∗), c.f. Fig. 9, or (b) bifurcation diagrams, plotting Fj (t∗) against some
external parameter such as the bias voltage, c.f. Fig. 8.

Both fixed points and periodic orbits appear as a single point in the visualization
of the Poincaré map. However, fixed points are easily distinguished from periodic
orbits (one-cycles) by computing the power spectrum associated with the current
J (t):

P[J ]( f ) =
∣∣∣∣∣∣

t f∫

ti

dt e−i2π f t J (t)

∣∣∣∣∣∣

2

, (27)

where f is the frequency. A period-doubling bifurcation is identified when one-
cycles transition to two-cycles, producing two points in the Poincaré map. Chaotic
regions are identified where a proliferation of period-doubling bifurcations occur,
and the number of points in the Poincaré map increases without bound, yielding a
fractal structure in the bifurcation diagram.

Dynamical structures revealed by the Poincaré map are associated with various
power spectra as follows: (a) periodic orbits correspond to a series of peaks with
widths of the same order as the frequency bin size, falling at integer multiples of the
fundamental frequency, (b) period doubling bifurcations are recognized when the
number of peaks in the spectrum changes by a factor of two, and a new peak appears
in the power spectrum at half the fundamental frequency, (c) chaotic attractors exhibit
power spectra containing both sharp peaks and broadband noise.

The boundary conditions are more subtle that indicated in Sect. 3 in the THz
regime or Sect. 11 in the GHz regime. The leads should be treated as a semiclassical
system that we are coupling with (highly) quantum system, namely the superlattice.
This coupling involves a very large number of states and is best treated numerically.
For an effective treatment using perfectly matched layers (PML), see Chaps. 2 and 3
in [22].

13 Results

We simulate superlattices and characterize the dynamical instabilities that may be
applied to create sources, period halvers and squeezers, random sequence generators
and frequency mixers, even at room temperature. The dynamical equations (6)–(11)

http://dx.doi.org/10.1007/978-3-319-76599-0_2
http://dx.doi.org/10.1007/978-3-319-76599-0_3
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POWER SPECTRA AND BIFURCATION DIAGRAM FOR N = 10

0

1

2

3

Fr
eq
ue

nc
y
(G

H
z)

1.70 1.75 1.80
30

32

34

PF
6
(a
.u
.)

0

1

2

3

1.85 1.90 1.95
35

36

37

0

1

2

3

2.05 2.10 2.15

34

36

38

Voltage (V)

Fig. 8 (Top row) The power spectrum of J (t) plotted against the bias voltage, taken from [42].
(Bottom row) The bifurcation diagram, plotting the Poincaré map against the bias voltage. The
Hopf bifurcation from the steady state is shown in the first column. A period doubling “bubble” is
shown in the second column. A period-doubling cascade is shown in the third column

are evolved using the parameter values listed in Table1 for a GaAs/Al0.7Ga0.3As
SSL, with the quantized energy levels corresponding to Vbarr = 600 meV. The
GaAs/Al0.7Ga0.3As SSL is treated here in order to illustrate bifurcations as clearly
as possible, but the same phenomena and instabilities occur in Al0.45Ga0.55As SSLs
[21]. Dynamical instabilities are found in two distinct plateaus, over which which
the local electric fields of the SSL cease to increase monotonically as a function of
Vbias. The first plateau occurs at very low voltages, with tunneling transport between
the ground states of adjacent wells that are nearly aligned with one another in energy.
The second plateau occurs in the region of Vbias where the the electric fields bend
the potential of the SSL to align the ground state of well i with first excited state of
well i + 1. We do not observe a third plateau because the third excited state becomes
unbound at bias voltages that align it with the first excited state of an adjacent well.

The leading edge, i.e. the lowest value of Vbias contained in a plateau, is identified
by a supercritical Hopf bifurcation from fixed point to periodic orbit, as shown the
leftmost columnof Fig. 8.At low temperatures, theHopf bifurcationmay be preceded
by bistability, but at higher temperatures this phenomenon is suppressed. Within a
plateau, we may observe period-doubling, period-doubling cascades, and chaotic
attractors whose locations depend upon on the values of the rest of the parameters,
in particular N , the number of wells making up the superlattice. As a general rule,
shorter superlattices exhibit a greater variety of dynamical behavior in the second
plateau. In SSLs (N ≤ 10), theHopf bifurcation in the first plateau disappears and the
first plateau is not present. As N increases, the dynamical instabilities appear tomove
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from the second plateau into the first plateau: Near N = 20, the Hopf bifurcation
appears in the first plateau. In longer SSLs (N ≥ 30), the second plateau contains only
a supercritical Hopf bifurcation to a periodic orbit without any further bifurcations,
while the first plateau has gained a period-doubling bubble. In this section, we give
a detailed description of the dynamical instabilities of N = 10 SSLs, then we point
out the effect of increasing N . We close with a discussion of the effects of stochastic
terms and disorder on the dynamical instabilities.

13.1 N=10

As mentioned above, the first plateau does not exist for N = 10, and all oscilla-
tory behavior takes place in the second plateau. Combining the bifurcation diagram,
power spectra and phase portraits shown in Figs. 8 and 9, we characterize the dynam-
ical instabilities of the SRT model for N = 10:

Supercritical Hopf Bifurcation: In the leftmost column of Fig. 8, we observe a tran-
sition from a stationary state to a periodic orbit. Subsequently, we observe a circle
in the phase portrait, similar to the top row of Fig. 9. The Poincaré map consists of
a single point, or one-cycle, when visualized. The power spectrum contains peaks
falling at integer multiples of a fundamental oscillation frequency as demonstrated
in the top row of Fig. 8. In this regime, the SSL acts as a GHz oscillator with a dis-
crete power spectrum involving the frequencies fn = n/T, n = 1, 2, 3, . . ., where
T is the period of the lowest-frequency oscillation. The superharmonics n > 1 arise
due to nonlinearities of the SRT model. We also observe that the fundamental fre-
quency and resulting superharmonics can be continuously tuned by variation of Vbias

as demonstrated in Fig. 8.

Period Doubling Bifurcation:A period-doubling bifurcation is identified by a dou-
bling of the orbits in phase space and consequent doubling of the number of points in
the Poincaré map. We illustrate this phenomena in the transition between rows one
and two of Fig. 8 and in the second row of Fig. 9. The power spectrum gains a subhar-
monic peak at half of the former fundamental frequency, and consequentlyweobserve
twice as many superharmonics in the power spectrum. A period-doubling bifurcation
may be followed by a period-halving bifurcation forming a period-doubling bubble
as shown in the second column of Fig. 8.

Period Doubling Cascade: A period doubling cascade is identified when many
period-doubling bifurcations occur in rapid succession over some interval of the bias
voltage. In principle, an infinite number of doublings may occur over a finite voltage
interval. This process terminates when the phase space orbits lose their periodicity
altogether and the Poincaré map takes on the characteristics of a chaotic attractor.
An example of a period-doubling cascade is illustrated in the last three rows of
Fig. 9. The rightmost column of Fig. 8 also shows several period-doubling cascades
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PERIOD-DOUBLING CASCADE FOR N = 10
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Fig. 9 Representative phase portraits, taken from [42]. The first column shows the average current J
plotted against time t . The second column shows the phase portrait F6(t) plotted against F4(t). The
third column shows the Poincaré map P Ḟ6(t∗) plotted against PF6(t∗). The last column shows
the power spectrum of J (t). A periodic oscillation is shown in the first row. A period-doubling
bifurcation is observed in the second row. The period-doubling cascade to a chaotic attractor is
shown in the bottom four rows
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connected by regions of orbitswith very high periods. The broadening andmerging of
peaks in the power spectrum is characteristic of a chaotic attractor. We also compute
the Feigenbaum constant of the cascade near 2.109 V, shown in Figs. 8 and 9. We
introduce the formula

δn = Vn−1 − Vn−2

Vn − Vn−1
, (28)

where Vn are the voltages corresponding to the nth doubling in the cascade. For a
period-doubling cascade, δn → 4.6692 . . . as n → ∞. By taking sufficiently small
steps (about 10−6 V) in the parameter Vbias, we have measured the first Feigenbaum
constant with less than 1% error. We conclude that the route to chaos in the SRT
model is a period-doubling cascade.

13.2 N > 10

We next describe the effects of increasing number of periods making up the SSL,
keeping all other parameters fixed. In the case of N = 20, both the first and sec-
ond plateaus are present. The supercritical Hopf bifurcation corresponding to the
beginning of the first plateau is shown in the first column of Fig. 10. No other bifur-
cations are observed in the first plateau. The onset of the second plateau is shown
in the second column of Fig. 10. In the second plateau, we again find period dou-
bling cascades to chaotic attractors; this behavior is illustrated in the third column of
Fig. 10. Comparing the third columns of Figs. 8 and 10, we observe that the period-
doubling cascade and the chaotic attractor occur over narrower voltage intervals in
the N = 20 case compared with the N = 10 case. For higher values of N , the voltage
intervals containing the period doubling bifurcations become increasingly narrow,
and eventually disappear entirely from the second plateau near N = 30.

As N is increased, we observe the appearance of more dynamical instabilities in
the first plateau. A period-doubling bubble emerges in the first plateau near N = 25
and subsequentlywidens over a larger interval of Vbias with increasing N . This bubble
is responsible for the period-two orbit illustrated in the top panel of Fig. 12 for the
case of N = 50. There are no further period-doubling bifurcations present in the first
plateau for this value of N . For N = 100, simulations byAmann et al. showed chaotic
dynamics occur in the first plateau [2]. This result fits with the trend of dynamical
instabilities moving from the second plateau to the first plateau as N increases.

13.3 Noise

Wenext consider the effects of the stochastic terms inEqs. (12) and (13),whichmodel
the effects of a noisy voltage source and intrinsically random tunneling processes.
We observe that the dynamics become increasingly sensitive to noise with increasing
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POWER SPECTRA AND BIFURCATION DIAGRAM FOR N = 20
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Fig. 10 (Top row) The power spectrum of J (t) plotted against the bias voltage. (Bottom row) The
bifurcation diagram, plotting the Poincaré map against the bias voltage. The Hopf bifurcation from
the steady state in the first plateau is shown in the first column. The Hopf bifurcation from the steady
state in the second plateau is shown in the second column. A narrow region in the second plateau
containing a chaotic attractor is shown in the third column

N . For the case of N = 10, regions of interest in the bifurcation diagram are plotted
in Fig. 11. We have chosen these voltage intervals to be the same as in Fig. 8 for clear
comparison. We observe that the addition of noise stimulates the Hopf bifurcation to
occur at lower voltages, which widens the second plateau. Noise also has the effect
of broadening the peaks in the power spectrum as shown in the first row of Fig. 11.

Upon perturbation by noise, period-doubling behavior may be enhanced and
higher period orbits may occur over a particular window of Vbias than do in the
noise-free case, see Fig. 12. demonstrates the effect of very small perturbations by
noise on the phase portrait over the window containing the period-doubling bubble,
which occurs in the first plateau for the N = 50 case. For higher-period orbits, the
broadening effect of perturbations on the power spectrum can cause the narrowly
spaced peaks in the spectrum to merge, transforming high-period orbits to chaotic
attractors as demonstrated in Fig. 11. This effect may broaden the windows in which
chaotic attractors occur, connecting chaotic attractors that are distinct in the noise-
free limit as demonstrated by comparison of the chaotic regions in Figs. 8 and 11.

Periodic orbits in the first plateau for N = 50 are more sensitive to noise than
those which occur in the second plateau for N = 10. This difference is evident upon
comparison of Fig. 11 with Fig. 12, in particular the power spectra. We see similar
results but have used much less noise to produce Fig. 12 than Fig. 11. The bottom
panel of Fig. 12 shows that the inclusion of noise terms may cause the Poincaré map
and power spectrum to resemble those of a chaotic system. However, we simulate
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POWER SPECTRA AND BIFURCATION DIAGRAM WITH NOISE FOR N = 10
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Fig. 11 (Top row) The power spectrum of J (t) plotted against the bias voltage. (Bottom row) The
bifurcation diagram, plotting the Poincaré map against the bias voltage. The Hopf bifurcation from
the steady state is shown in the first column. A period doubling bubble is shown in the second
column. A period-doubling cascade is shown in the third column. ση = 1.4 × 10−5 V

the same situation in the absence of noise in the top panel of Fig. 12. While the SRT
model is very sensitive to noise in this regime, the underlying dynamical structure is
an orbit of period two, and hence our numerical methods are able discern between
noise-sensitivity and true dynamical chaos.

13.4 Disorder

Sensitivity to disorder is independent of N . The model is more sensitive to disorder
with correlations between βi and ζi . The introduction of noise decreases the effect
of disorder.

The values of Vbias at which a particular instability (Hopf bifurcations, period-
doublings, period-doubling cascades, and chaotic attractors) occurred in our simula-
tions was shifted upon the introduction of disorder, broadening the voltage windows
where it is possible for a certain bifurcation to occur. This means that the introduc-
tion of disorder makes it possible for chaotic behavior to occur at lower and higher
values of voltage bias, even for the same value of disorder. Figure 13 shows a chaotic
attractor which is centered about the same value of Vbias but is much wider in the
disordered SSL.

For sufficient values of σ , additional instabilities—including chaotic attractors,
may occur which are not observed in the clean (free of disorder) case. Alternatively,



28 B. Birnir

PERIOD-DOUBLING BIFURCATION WITHOUT NOISE FOR N = 50
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Fig. 12 Period doubling with and without noise. ση = 2.8 × 10−6 V

period doubling bifurcations that are present in the clean case may suppressed by the
introduction of disorder, as demonstrated in Fig. 13.

Distinct chaotic attractorswhich occur in the second plateau for N = 10 are robust
against disorder to varying degrees, and some have been observed to persist for large
values of σ . Over multiple simulations, we have observed that the chaotic region
near 2.25V is the most robust to disorder as demonstrated in Fig. 13.

The enhancement or suppression of chaotic behavior and the voltage regions over
which this may occur is dictated by the random numbers βi and ζi so we believe it
will be possible to design a superlattice with specific variations in lengths of wells
and barriers to enhance the robustness of chaotic attractors.
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POWER SPECTRA AND BIFURCATION DIAGRAMS OMITTING DISORDER FOR N = 10

0

1

Fr
eq
ue

nc
y
(G

H
z)

Voltage (V)

33

35

37

39

PF
6
(a
.u
.)

POWER SPECTRA AND BIFURCATION DIAGRAMS INCLUDING DISORDER FOR N = 10

0

1

Fr
eq
ue

nc
y
(G

H
z)

2.00 2.05 2.10 2.15 2.20 2.25 2.30 2.35 2.40

2.00 2.05 2.10 2.15 2.20 2.25 2.30 2.35 2.40

Voltage (V)

31

33

35

37

39

41

43

P F
6
(a
.u
.)
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14 Discussion

The connection that we are making between plasmon states in single quantum wells
in the terahertz regime and density waves in superlattices in the gigahertz regime
may seem to be a stretch. On the surface there are many differences between these
systems. A superlattice of wells in the terahertz regime would be tightly coupled
described by the equation in Sect. 3 with periodic boundary conditions, very different
from the coupled equations in Sect. 11 describing the sequential tunneling model in
the gigahertz regime. The boundary conditions are obviously different but in both
cases we have a qualitative description for a range of parameters involved. The
striking similarity between these two system is that their qualitative behavior is in
both cases governed by coherent electron states. In the former case these are the
plasmons slushing back and forth in quantum well. In the latter case they are the
density waves executing Gunn oscillations in the superlattice. In both cases these
oscillations exhibit bifurcations with increase in parameters. In the first case with
increasing amplitude of the laser drive, in the second case the bifurcations take place
with increased voltage bias. The bifurcating oscillations of the plasmons have been
understood for a long time, but we have shown in [21, 42] that the density wave
form a coherent electron state extending through the superlattice and the oscillations
of these states show the same bifurcations at the same values of the bias throughout
the lattice. This is observed by taking different Poincaré sections for different lattice
site. They turn out to be qualitatively the same for all the lattice sites. Thus we see
coherent electron states exhibiting generic bifurcations in both cases. Both of these
systems are genuine nonlinear quantum systems of coherent electron states and this
makes them qualitatively similar in spite of the physical differences.

15 Conclusions

We have shown that the nonlinear bifurcations found by simulations in single quan-
tumwells in the terahertz regime [5, 6, 25] also occur in semiconductor superlattices
(SSLs) in the gigahertz range [2, 3, 11]. The only exception is the second Hopf bifur-
cation to quasi-periodic orbits on a torus, but this can presumably also be accom-
plished with the design of more structure in SSL. The advantage of experiments
on SSLs in the gigahertz range is that the experiments can be conducted at room
temperature and indeed a chaotic oscillator due to the random dressing of a period
two-orbit has already been measured [31, 32]. In [42] we have determined that the
route to chaos for SSLs in the sequential tunneling regime is the period doubling
cascade. Shorter (10-period) superlattices are observed to exhibit faster oscillations
compared with longer (50-period) ones. Two plateaus are observed as functions of
the voltage bias, and intrinsically chaotic dynamics on the second plateau are pos-
sible only for shorter SSLs, while the dynamics in the first plateau contain intrinsic
chaos only for longer (N > 50) SSLs, see [21]. The robustness of these results to
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stochastic perturbations in the local tunneling currents and the bias voltagewas tested
in [21]. It was observed that shorter SSLs are much less sensitive to noise compared
with longer SSLs. Therefore two modes of random number generation are possible:
Faster, intrinsic chaos in the second plateau for shorter superlattices, and slower,
noise-enhanced chaos in the first plateau for longer superlattices, see [21] for more
details.

The effects of random variations in doping density and the width of the wells and
the barriers was also examined in [21]. It was found that the period-doubling cascade
is robust to these perturbations, but the detailed shape of the bifurcation diagram can
change significantly. Then these perturbations cannot unfold the period-doubling
bifurcation into a second Hopf bifurcation as we initially conjectured. They are sim-
ply not strong enough to break the reflection symmetry of the constituent wells.
To observe the second Hopf bifurcation it is essential that this symmetry is broken
analogous to the work of Batista et al. [5, 6], then two or more states would also
exist below the Fermi level. We conjecture this greater number of active states will
be successful at exposing the second Hopf bifurcation in a properly designed SSL.
It remains an open question whether all of these bifurcations can be extended to
SSLs in the terahertz regime. This would signify a nontrivial technological progress
since terahertz devices are difficult to make and operate at room temperature. It these
bifurcations are found in teraherz range the possibility of making all the devices
discussed above opens up and such devices can be operated at significantly faster
time-scales.

Acknowledgements This material is based upon work supported by, or in part by, the U.S. Army
Research Laboratory and the U. S. Army Research Office under contract/grant number 444045-
22682.
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Chaotic Current Self-oscillations
in Doped, Weakly Coupled
Semiconductor Superlattices for True
Random Number Generation

Yaohui Zhang, Yaara Aviad and Holger T. Grahn

Abstract A weakly coupled semiconductor superlattice (SL) represents an almost
ideal one-dimensional nonlinear dynamical system, the nonlinearity of which is due
to sequential resonant tunneling between adjacent quantum wells. A great richness
of nonlinear transport behavior has been observed in weakly coupled SLs, including
periodic as well as quasi-period current self-oscillations and even driven as well as
undriven chaos. Recently, spontaneous chaotic and quasi-periodic self-oscillations
have been observed in doped GaAs/(Al,Ga)As SLs with 45% Al at room tempera-
ture. Based on this type of SLs, an all-electronic true random number generator has
been demonstrated at room temperature with achievable bit rates of up to 80 Gbit/s,
about two orders of magnitude larger than typical bit rates for currently available
all-electronic true random number generators. The synchronization of chaos using
these SLs has been demonstrated as a useful building block for various tasks in
secure communications. The realization of chaotic SLs without external feedback
and the synchronization among differently structured SLs open up the possibility
for advanced secure multi-user communication methods based on large networks of
coupled SLs.
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1 Introduction

Undriven chaotic current self-oscillations in semiconductor superlattices (SLs) were
discovered in the mid 1990s in doped, weakly coupled GaAs/AlAs SLs at low tem-
peratures [1]. Because of the indirect nature of the band gap in AlAs together with
the rather low energy of the X valley, �-X transfer from the GaAs wells through
the AlAs barriers can easily occur by thermal excitation at elevated temperatures.
However, in 2012, Huang et al. [2] demonstrated that, by using the highest direct
barrier of Al0.45Ga0.55As in GaAs/(Al,Ga)As SLs, spontaneous chaotic current self-
oscillations are observable at room temperature. The frequency spectrum of the
chaotic current self-oscillations ranges from 0 to 4 GHz. The corresponding devices
are of sub-millimeter size so that they can be easily integrated in existing devices.

This type of SL was subsequently used to demonstrate all-electronic true random
number generators with bit rates up to 80 Gbit/s [3]. In comparison, the highest bit
rates of currently available all-electronic true randomnumber generators are typically
below1Gbit/s [4] so that this type of true randomnumber generatorwould result in an
increase of the current bit rate by about two orders ofmagnitude. These devices do not
require external feedback or conversion to an electronic signal prior to digitization.
The method is robust and insensitive to external perturbations. At the same time, its
fully electronic implementation suggests scalability and minimal postprocessing in
comparison to existing optical implementations of true random number generators.

More recently, chaos synchronization has been demonstrated as a useful building
block for various tasks in secure communications, including a source of all-electronic
ultrafast true random number generators based on room temperature spontaneous
chaotic oscillations in this type of SL [5]. The emergence of several types of chaos
synchronization has been experimentally demonstrated, e.g. leader-laggard, face-to-
face, and zero-lag synchronization in network patterns of coupled SLs consisting
of unidirectional and mutual coupling as well as self-feedback coupling. Chaotic
SL oscillators without external feedback and the synchronization among differently
structured SLs open up the possibility for advanced securemulti-user communication
methods based on large networks of coupled SLs.

2 Electric-Field Domain Formation and Chaos
in Semiconductor Superlattices

In this section, we will briefly review the formation of static electric-field domains
in doped, weakly coupled SLs and present spontaneous current self-oscillations due
to the formation of dynamic domains. Spontaneous current self-oscillations can be
driven with an incommensurate sinusoidal voltage for a fixed bias into a chaotic
regime, i.e. transitions between synchronization and chaos are observed via pattern-
forming bifurcations. However, it is also possible for doped, weakly coupled SLs
to exhibit undriven chaos, i.e. spontaneous chaotic current self-oscillations. For a
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detailed review of the work performed at temperatures well below room temperature,
see Ref. [6].

2.1 Electric-Field Domains

Applying an electric field to a weakly coupled SL results in nonlinear transport along
the SL axis due to resonant tunneling between different subbands of adjacent quan-
tumwells. The resulting drift velocity-electric field characteristic becomes nonlinear
with resonances at field strengths corresponding to the energetic separation of the
involved subbands divided by the SL period d and the electron charge e. Between
these resonances, the current density will exhibit regions of negative differential
conductivity (NDC) and positive differential conductivity (PDC) as a function of the
applied electric field. If carriers are added by for example doping the SL, the regions
of negative differential conductivity become unstable, when the SL is biased in this
region. For large carrier densities, static electric-field domains will form, where a
region of a lower electric field FLFD is separated by a charge accumulation layer
(CAL), i.e. the domain boundary, from a region with a larger electric field FHFD as
shown in Fig. 1. LFD and HFD refer to the low-field and high-field domain, respec-
tively. The values of FLFD and FHFD are in the PDC regions of the first and second
resonance, respectively. The carrier density of the accumulation layer is determined
by the difference of the electric field strengths of the two domains FHFD − FLFD mul-
tiplied by the product of the relative permittivity ε of the material and the permittivity
of the vacuum ε0 divided by e.

2.2 Spontaneous Current Self-oscillations and Chaos

When the carrier density is reduced, the field distribution becomes unstable, result-
ing in spontaneous current self-oscillations, the frequency of which depends on the

Fig. 1 Schematic diagram
of the distribution of the low-
(FLFD) and high-field
domain (FHFD) separated by
a charge accumulation layer
(CAL) in a doped, weakly
coupled SL
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Fig. 2 Current oscillations
in a the periodic regime at
Vdc = 7.6 V and b the
chaotic regime at
Vdc = 7.941 V for the
GaAs/AlAs SL recorded at
30 K [7]
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resonant coupling between adjacent wells. There are three types of current self-
oscillations:

• spontaneous periodic,
• spontaneous quasi-periodic, and
• driven as well as spontaneous chaotic.

For spontaneous periodic current self-oscillations, either a charge monopole or a
dipole, which represents the domain boundary, performs a recycling motion through
the whole or part of the SL. For spontaneous quasi-periodic current self-oscillations,
there is a competition between the dipole and monopole oscillation modes. Finally,
chaotic current self-oscillations can be induced by driving the SLwith an appropriate
external voltage or can occur spontaneously.

Periodic current self-oscillations are shown in Fig. 2a for a GaAs/AlAs SL
recorded for Vdc = 7.6 V at 30 K. The SL consists of 40 periods with 9.0-nm-thick
GaAs wells and 4.0-nm-thick AlAs barriers. The central 5 nm of each GaAs well
are doped with Si at 3×1017 cm−3. The corresponding frequency spectrum contains
only two sharp peaks at 22 and 44MHz. The time trace in Fig. 2a corresponds to a
fully periodic regime with at least one higher harmonic. These oscillations occur in
the second plateau of the time-averaged I -V characteristic in this sample. The time
trace of the current becomes much more complex and irregular, when the applied
voltage is changed to Vdc = 7.941 V as shown in Fig. 2b. The corresponding fre-
quency spectrum consists of a broad-band noise spectrum. This time trace has the
signature of undriven chaos.
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Fig. 3 a Frequency spectra
of the spontaneous current
oscillations and b
time-averaged current versus
applied voltage for the
GaAs/AlAs SL recorded at
30 K. In the power spectra,
dark areas correspond to
large amplitudes [7]
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The existence of chaotic windows in the frequency spectra as a function of
applied voltage becomesmore evident when the power spectra for theGaAs/AlAs SL
recorded at 30K are plotted versus the applied voltage on a grey scale as in Fig. 3a.
Dark areas correspond to a large amplitude of the oscillations. The corresponding
time-averaged I -V characteristic is shown in Fig. 3b on the same voltage scale at the
same temperature [1, 7]. With increasing bias, several chaotic windows exist, which
are separated by periodic windows containing only the fundamental frequency and
several higher harmonics. The transition from the chaotic to the periodic window
occurs over a very narrow voltage range, e.g. at Vdc = 7.6 V. However, the transition
from a periodic to a chaotic window usually consists of a random-enhancing process
covering a broader voltage range. Comparing the voltage ranges of the chaotic win-
dows with the time-averaged I -V characteristic in Fig. 3b, there is a clear correlation
between the existence of a chaotic window and a large NDC in the time-averaged
current. In contrast, the periodic windows appear for PDC.

The sharp transitions from the chaotic to the periodic window correspond to the
minimum value of the average current, i.e. the onset of PDC. The regions with a PDC
are characterized by attractive coupling between the different quantumwells. The SL
behaves as a self-synchronized unit with spontaneous periodic current oscillations.
However, in the regions with a large NDC, the coupling becomes strongly repulsive.
With increasing repulsion, the synchronized oscillations become more and more
destabilized, until the SL enters a chaotic state. With increasing temperature, the
chaoticwindows become smaller and smaller, until they completely disappear at 60K
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[7]. As the temperature increases, the thermal energies increase so that thermionic
emission into the X valley of the AlAs barriers becomes more easily possible, since
the energy separation between the � valley in GaAs and the X valley in AlAs is
about 160 meV, while the difference between the � valleys of both materials is about
980 meV. In addition, other scattering mechanisms such as optical phonon scattering
become more and more likely, thereby reducing the effective non-linearity of the
system. The structures in the time-averaged I -V characteristic disappear completely
for temperatures above 60 K inGaAs/AlAs SLs so that a structureless current plateau
is a signature of a large periodic window. The undriven chaos itself is probably
generated by the presence of the finite time scale of the sequential resonant tunnelling
process between adjacent wells.

2.3 Spontaneous Current Self-oscillations at Room
Temperature

In order to achieve spontaneous current self-oscillations in a weakly coupled SL at
room temperature, the choice of the barrier material is crucial. To achieve the highest
direct barrier in a GaAs/AlxGa1−xAs SL, the Al content x should be chosen with a
value of about 0.45. In this case, the � and X valleys of the Al0.45Ga0.55As barrier
are separated by about 390 meV from the � valley of GaAs so that the thermal
excitation of electrons in the GaAs quantum wells over the (Al, Ga)As barrier can be
effectively reduced. This suppressionmay provide the existence of the nonlinearity in
SLs up to higher temperature so that spontaneous current self-oscillations can occur
in GaAs/Al0.45Ga0.55As SLs even at room temperature. Indeed, spontaneous chaotic
current self-oscillations have beenobserved experimentally in aGaAs/Al0.45Ga0.55As
SL at 300 K in 2012 [2]. The SL consists of 50 periods with 7.0-nm-thick GaAswells
and 4.0-nm-thick Al0.45Ga0.55As barriers. The central 3.0 nm of each GaAs well are
doped with Si at 3×1017 cm−3.

When thisGaAs/Al0.45Ga0.55AsSL is biased in the voltage range between6.21 and
6.80V, spontaneous chaotic current self-oscillations are observed. The corresponding
frequency spectrum is verywide and very noisywith a frequency distribution ranging
up to 4 GHz, providing a clear signature of spontaneous chaos [2].

Figure4a shows the I -V characteristic of a GaAs/Al0.45Ga0.55As SL with similar
parameters as in Ref. [2], but a different doping density of 2×1017 cm−3 in the
GaAs well, recorded at 300 K. When the dc bias voltage ranges between 4 and
4.3 V as well as 6.2 and 6.8 V marked by the gray-shaded regions in Fig. 4a, the
SL exhibits spontaneous chaotic current self-oscillations. The oscillation amplitude
exceeds 0.4 V into a 50 � load resistor, corresponding to 8 mA, and the bandwidth
amounts to several hundreds of MHz as shown in Fig. 4b. The frequency spectrum
of these spontaneous chaotic current self-oscillations is so wide that it can be used as
wideband noise source. The inset of Fig. 4b displays a 100-ns-long time trace, which
was digitized at 40 GHz.
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Fig. 4 a Plateau region of
the I -V characteristic of the
GaAs/Al0.45Ga0.55As SL
consisting of two voltage
segments (gray regions)
characterized by chaotic
current oscillations. Most of
the measurements discussed
in Sect. 3 were carried out at
4.159 V (dashed vertical
line). The inset shows the
I -V characteristic over the
entire voltage range. b
Spectrum of the chaotic
oscillations [2]. Inset: a
100-ns-long time trace of the
SL current oscillations [3]
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Bonilla et al. [8] have discussed a mathematical model to describe spontaneous
chaos in idealized SLs with identical wells and barriers. Their numerical simulations
show that spontaneous chaos may possibly appear directly from a two-frequency
quasi-periodic attractor. In addition, they demonstrated that the unavoidable shot and
thermal noise, which exist in the SL, both enhance existing deterministic chaos and
induce chaos in nearby voltage intervals. They also discussed that the differences
between numerical and experimental results may be due to imperfections in the
doping density, the Ga content in the barriers, and the size thereof. A better model
has to be developed in order to discuss the imperfections and their effect on the
chaotic oscillations.

Spontaneous quasi-periodic current self-oscillations have also been observed at
room temperature in this GaAs/Al0.45Ga0.55As SL [9]. The underlying physical
mechanism may be related to the interaction of two oscillation modes, namely,
the collective dipole motion mode through the whole SL and the well-to-well
hopping mode within a few SL periods. Furthermore, noise-enhanced chaos in a
GaAs/Al0.45Ga0.55As SL has been observed at room temperature in experiments [10]
as well as in the results of the simulation of nonlinear transport based on a discrete
tunneling model [10, 11]. The investigated sample has nominally the same parame-
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ters as in Ref. [3], but it was grown in a different place and a different time. When
external noise is added, both the measured and simulated current-versus-time traces
contain irregularly spaced spikes for particular applied voltages, which separate a
regime of periodic current oscillations from a region of no current oscillations at all.
Increased noise can consequently enhance chaotic current oscillations in SLs.

Finally, the presence of a coherence resonance has been experimentally identified
in a doped, weakly coupled GaAs/AlAs SL at 77 K, which exhibits current self-
oscillations when driven by noise [12]. The SL consists of 28 periods with 9.0-
nm-thick GaAs wells and 4.0-nm-thick AlAs barriers. The central 5.0 nm of each
GaAs well are doped with Si at 3×1017 cm−3. The physical mechanism is related
to the interaction between the noise source and two oscillation modes of the SL
oscillator: the well-to-well hopping mode and the dipole-motion mode. For a range
of intermediate noise levels, the intrinsic oscillation mode of the SL oscillator, i.e.
the well-to-well hopping mode, is activated, and the dipole motion is forced into a
collective periodic oscillating state, resulting in a coherence resonance.

3 True Random Number Generator Based
on GaAs/A0.45Ga0.55As Superlattices

In a true random number generator (TRNG), random numbers are produced from a
stochastic physical process rather than a deterministic computer program. Currently,
the bit rate of all-electronic TRNGs is typically below 1 Gbit/s [4]. These devices are
often based on microscopic phenomena that generate low-level, statistically random
noise signals such as thermal noise, the photoelectric effect, or quantum phenomena.
In contrast, nonlinear electrical transport in SLs generates spontaneous chaotic cur-
rent self-oscillations with GHz frequencies at room temperature, which may be used
for TRNGdevices. It is very important to increase the current bit rate of all-electronic
TRNGs by several orders of magnitude for applications such as encryption, secure
communication, stochastic computational codes, and electronic commerce.

Two methods have been used to generate a random bit sequence from the spon-
taneous chaotic current self-oscillations in GaAs/A0.45Ga0.55As SLs schematically
shown in Fig. 5. The firstmethod is similar to the already demonstrated optical TRNG
scheme, where the generation of the random bit sequence consists of the following
two steps [13]. In the first step, a dynamical buffer of the last n + 1 successively digi-
tized electrical current values of the SL is used to calculate the nth discrete derivative
as exemplified for n = 3 in Fig. 5b. In the second step, the m least significant bits
(LSBs) of the resulting nth derivative are appended to the random bit sequence as
shown in Fig. 5a. The second method consists of a linear combination of the analog
chaotic current oscillations of several uncorrelated SLs as shown in Fig. 5c.

The time trace of the spontaneous chaotic current self-oscillations shown in Fig. 6a
was digitized at 40 and 1.25 GHz as indicated by the blue line and red dots, respec-
tively. Figure6b shows the 1st and the 4th derivatives of the signal presented in
Fig. 6a sampled at 1.25 GHz. Whereas for the first derivative [red line in Fig. 6b]
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Fig. 5 a Schematic diagram
of the TRNG method based
on discrete time derivatives
of the digitized current signal
and retention of only a
number of least significant
bits (LSBs). b An example
of the 3rd discrete derivative
implementation of the
method described in (a),
where At stands for the
digitized signal. c Schematic
diagram of the parallel
combination TRNG method
where a minus sign stands
for the subtraction, i.e.,
signal of SL1 minus the
signal of SL2 [3]
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there are many time points with near zero value, the fourth derivative values [blue
line in Fig. 6b] fluctuate on all time scales. Retaining only the LSBs is still required
to guarantee the generation of random sequences with verified randomness using
the National Institute of Standards and Technology (NIST) statistical test suite [14].
Higher sampling rates than the 1.25 GHz used here, with the retention of 5 LSBs,
require a much higher-order derivative; for example, a sampling rate of 5 GHz
requires the 10th discrete derivative so as to pass the NIST statistical test. The imple-
mentation of higher derivatives requires a longer buffer and does not result in much
improved bit rate generation. Using the first method, a bit rate of 6.25 Gbit/s was
achieved using a sampling rate of 1.25 GHz, the 4th derivative, and a retention of
5 LSBs out of 8 bits.

The second method for implementing an SL-based TRNG overcomes these diffi-
culties. Since the spike timings of independent SL devices are uncorrelated, one can
linearly combine several such signals and “fill” the interspike intervals as shown in
Fig. 6c for a linear combination of four recorded SL time traces digitized at 40 GHz.
Because of the unavailability of several such SL devices in our experiment, this
TRNG method was tested by combining segments with a large separation in time
of the recorded current oscillations of a single device. The chaotic nature of the
device ensures absence of any correlation between these segments. This method, as
illustrated in Fig. 5c, requires only a single analog-to-digital converter regardless of
the number of combined SL devices. To minimize the possible emergence of bias in
the combined analog signals, each pair of signals is combined by subtraction. For
example in Fig. 5c, the combined signal consists of SL1 + SL4 − SL2 − SL3. A
40 Gbit/s TRNG with verified randomness was obtained using a linear combination
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Fig. 6 a A 100ns time trace of SL oscillations digitized at 40 (blue line) and 1.25 GHz (red dots).
b 1st and 4th order discrete derivatives of the SL oscillations sampled at 1.25 GHz presented in
panel (a). c Linear combination of four recorded SL time traces digitized at 40 GHz [3]

of four signals, a sampling rate of 10 GHz, and 4 LSBs. At a sampling rate of 20 GHz,
the statistical NIST tests for randomness of this combination failed. However, a com-
bination of six signals passed the statistical tests, resulting in a TRNG with a bit rate
of 80 Gbit/s with verified randomness. This value is about two orders of magnitude
larger than the bit rates for currently available all-electronic TRNGs. Because of the
submillimeter dimensions and all-electronic nature of the SL devices, they can be
easily integrated into existing devices.

Table1 summarizes several key points of the tested parameter space according
to the order of the derivative and the number of combined independent SL signals
for the retention of 5 or 4 LSBs. For a single SL sampled at 1.25 GHz and 5 LSBs
retained, at least the 4th order derivative is required to generate a verified random
sequence resulting in a bit rate of 6.25 Gbit/s for the TRNG. When the sampling
rate is increased to 5 GHz, higher derivatives become necessary even for fewer than
5LSBs.Alternatively, a combination of bothmethodsmay be used at 5GHz sampling
rate with two SLs, a 3rd order derivative, and retention of 4 LSBs for a bit rate of
20 Gbit/s. The previously mentioned parallel combination of 4 and 6 SL devices with
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Table 1 For a given number of combined independent signals, the TRNG bit rate is fixed by the
sampling rate and the number of retained LSBs. The minimum order of derivative necessary for
verified randomness is minimized to zero for four or more combined signals.

Number of combined SL devices 1 2 4 6

Derivative 4 3 . . . . . .

Maximum sampling rate (GHz) 1.25 5 10 20

Retained LSBs 5 4 4 4

TRNG bit rate (Gbit/s) 6.25 20 40 80

a retention of 4 LSBs allows for a further increase of the sampling rate, resulting in bit
rates of 40 and 80 Gbit/s, respectively, for the TRNG without the use of derivatives.
The results demonstrate the interplay between the sampling rate, order of derivative,
and number of combined SL signals. For a given number of retained LSBs, the rate of
the TRNG can be enhanced either by increasing the number of combined SL signals
or by increasing the order of the derivative.

4 Chaos Synchronization in Networks
of GaAs/A0.45Ga0.55As Superlattices

The emergent synchronization of chaotic systems is a fundamental phenomenon
in nonlinear dynamics with interesting applications for private- and public-channel
secure-communication protocols, since messages can be concealed and transmitted
by the synchronized chaotic signal. A variety of types of synchronization have been
already observed between coupled chaotic oscillators including leader-laggard syn-
chronization using unidirectional coupling and face-to-face synchronization using
mutual coupling. In addition, zero-lag synchronization (ZLS) has been observed
based on mutual coupling with an additional delayed self-feedback to each one of
the chaotic lasers or by using multiple mutual couplings. In ZLS, chaotic oscillations
are simultaneously synchronized in spite of an arbitrarily large physical distance
between the chaotic oscillators. ZLS between two or more chaotic semiconductor
lasers is of great current interest because of promising applications to public-channel
cryptography without relying on the number theory, as in other existing methods.

The investigated SL devices have been obtained from the same wafer as the ones
in Ref. [10]. We will first discuss the leader-laggard configuration. A chaotic SL A
drives unidirectionally a nonchaotic SL B having a similar structure, applying no or
a moderate bias voltage. The distance between the two SLs was set to 16 m as indi-
cated in Fig. 7a. The unidirectionality is attained by inserting a broadband amplifier
into the connecting link that enhances the signal traveling from SL A to SL B, but
not vice versa. Although the two SLs might differ somewhat in their I -V charac-
teristics as well as in their chaotic voltage regions, their waveforms become highly
synchronized with a delay of about 65 ns as shown in Fig. 7b. This delay originates
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Attenuation of the coupling strength

Fig. 7 aSchematic diagramof a leader-laggard setupwith unidirectional coupling,which is realized
by a broadband amplifier enhancing signals from SLA and transmitting them to SL B. bA snapshot
of a 150-ns-long time trace of spontaneous chaotic current self-oscillations digitized at 5 GHz
for SL A (blue) and SL B (red) shifted by 65 ns. c The cross-correlation between the current
waveforms of the two SLs in (a), indicating a nearly-unity correlation peak at about 65 ns, where
any additional delay due to the amplifier is negligible. dCorrelation coefficient of the leader-laggard
synchronization as a function of attenuation of the coupling strength. e Schematic representation
of a face-to-face setup similar to (a), but without an amplifier. f Similar to (b) with the same shift
to SL B. g The cross-correlation between the current waveforms of the two SLs indicating fairly
good symmetry around zero delay and peaks at±65 ns. hMagnification of the cross-correlation in
(g) indicating additional fading revival peaks at ±(2n + 1)×65 ns (vertical dashed lines) with n
being an integer [5]
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from the 16-m-long unidirectional coupling corresponding to the velocity of the
signal-propagating electric device. Quantitatively, the almost perfect leader-laggard
synchronization, both in spike timings and in relative amplitudes of the spikes, is
marked by a cross-correlation peak approaching one, which rapidly vanishes on a
shifted time scale of several inter-spike-intervals as shown in Fig. 7c. Interestingly,
the quality of the leader-laggard synchronization is found to be nearly insensitive to
the coupling strength, which was measured by the height of the peaks in their cor-
relation as a function of the coupling strength. The results indicate a high degree of
synchronization even for relatively weak coupling as indicated in Fig. 7d. Moreover,
unlike synchronization among coupled lasers which requires temperature control, the
synchronization of coupled SLs is insensitive to the variation at room temperature.

Changing the unidirectional coupling to bidirectional by removing the amplifier
results in a face-to-face configuration as shown inFig. 7e.A snapshot of a 150-ns-long
time trace of spontaneous chaotic current self-oscillations digitized at 5GHz is shown
in Fig. 7f for the face-to-face configuration. The symmetry between the two similarly
structured SLs is now partially restored, where both SLs are now simultaneously
leaders and laggards as well. To completely restore the symmetry, the voltage of the
second SL B is enhanced in such a way that each isolated SL without the mutual
connection is chaotic. This complete symmetry is now reflected in the symmetric
cross-correlation function around the origin shown in Fig. 7g. Specifically, there are
two similar dominant peaks around±65 ns related to the delay of the electric signal
propagation between the two SLs. Since the output current of a SL typically increases
with the applied voltage across the device (cf. Fig. 4a), one expects a quasi-periodic
structure for the output current waveform due to the mutual coupling, which is also
reflected by the cross-correlation function (cf. Fig. 7g). Indeed, the cross-correlation
function exhibits fading revivals at about (2n + 1)×65 ns, where n is an integer
as can be seen in Fig. 7g, h. Such revivals are absent in the leader-laggard setup
(cf. Fig. 7c). Note that ZLS is another possible solution maintaining the symmetry
between the two SLs. However, our experimental results indicate that ZLS becomes
unstable in a face-to-face configuration.

The ability to achieve ZLS between two SLs, but without a relay mechanism,
requires additional self-couplings as indicated in Fig. 8a. Here, the two SL devices,
which both consist of 60-µm-square mesas, are mutually connected with a 16-m-
long cable between the top contact of SL A and the bottom contact of SL B. In
addition, an 8-m-long cable was connected to the bottom contact of SL A, while its
other terminal was open-circuited, and similarly an 8-m-long cable was connected
to the bottom contact of SL B. Each of these two cables reflects from its open end
a fraction of the chaotic signal back into its SL, hence functioning as a 16-m-long
self-feedback connection. Consequently, the face-to-face solution shown in Fig. 7e is
now an inconsistent solution, and the stable solution becomes ZLS with a dominant
cross-correlation peak of about 0.84 at zero time shift as shown in Fig. 8b. The quasi-
periodicity of thewaveform is represented by fading revivals at aboutn×65ns,where
n is an integer, as opposed to about 2×65 ns time lags between revival peaks in the
case of the face-to-face configuration (cf. Fig. 7h).
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Fig. 8 a Schematic diagram
of two mutually coupled SLs
with a 16 m cable with an
additional self-feedback
(FB) coupling of 8 m for
each SL. b A snapshot of a
150-ns-long time trace of
spontaneous chaotic current
self-oscillations of the SLs A
(red) and B (blue). c
Cross-correlation between
the two SLs with a dominant
ZLS peak of about 0.84 and
fading revival peaks at about
n×65 ns, where n is an
integer [5]
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Leader-laggard, face-to-face, and zero-lag types of synchronization were exper-
imentally demonstrated among mutually coupled chaotic SLs at room temperature.
In addition, the synchronization of different mesa shapes and sizes has been demon-
strated in a star configuration using five SL devices [5]. Each type of synchronization
clearly reflects the symmetry of the topology of its network pattern. The emergence
of a chaotic SLwithout external feedback as well as the effective interaction between
coupled, but differently structured SLs are distinguishing features of SLs as opposed
to typical chaotic lasers. These features are expected to lead to the ability of syn-
chronization of much larger scale patterns and hint on reliable as well as advanced
secure communication protocols based on chaos synchronization.

5 Summary and Conclusions

Spontaneous chaotic current self-oscillations with a bandwidth of several GHz have
been experimentally demonstrated in doped, weakly coupled GaAs/Al0.45Ga0.55As
SLs at room temperature. The use of an (Al,Ga)As barrier with 45% Al content
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instead of an AlAs barrier strongly reduces leakage currents induced by thermally
excited �-X intervalley transfer. At the same time, the nonlinearity of these SLs is
sufficiently strong to stimulate spontaneous chaos up to room temperature.

A high-speed, all-electronic true random number generator based on spontaneous
chaotic current self-oscillations of GaAs/Al0.45Ga0.55As SL devices has been demon-
strated experimentally operating at room temperature. The randomness of the gen-
erated sequences has been verified using a statistical test suite. The all-electronic
method uses the parallel combination of multiple, independent SL signals, a single
SL with high-order derivatives, or a combination of both methods, demonstrating
a large degree of scalability and customization options, depending on TRNG rate
requirements and complexity restrictions of the setup. The achieved bit rates are
80 Gbit/s, which are about two orders of magnitude larger than for currently com-
mercially available all-electronic TRNGs. Further developments of the proposed
TRNG methods may lead to a miniaturized, on-chip, high-speed TRNG with veri-
fied randomness.

The synchronization of spontaneous chaotic current self-oscillations of weakly
coupled GaAs/Al0.45Ga0.55As SL devices has been demonstrated as a useful building
block for various tasks in secure communications. The emergence of several types
of chaos synchronization, e.g. leader-laggard, face-to-face, and zero-lag synchro-
nization in network patterns of coupled SLs consisting of unidirectional and mutual
coupling as well as self-feedback coupling has been experimentally demonstrated.
Each type of synchronization clearly reflects the symmetry of the topology of its
network pattern. The emergence of a chaotic SL oscillator without external feed-
back and synchronization among differently structured SLs open up the possibility
for advanced secure multi-user communication methods based on large networks of
coupled SLs.
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Transport Out of Locally Broken
Detailed Balance

Rafael Sánchez

Abstract Electrons move along potential or thermal gradients. In the presence of a
global gradient, applied e.g. to the two terminals of a conductor, this induces electric
charge and heat currents. They can also flow between two equilibrated terminals (at
the same voltage and temperature) if detailed balance is broken in some part of the
system.Aminimalmodel involving twometallic islands in series is introducedwhose
internal potential and temperatures can be externally modulated. The conditions for
a finite electric flow are discussed.

Keywords Mesoscopic thermoelectrics · Interactions · Fluctuations

1 Introduction

An electronic conductor responds to a nonequilibrium situation in the form of charge
and heat currents. It can be due to the presence of electric or thermal gradients applied
to the two terminals of the system, VL − VR and TL − TR. Transport is however not
restricted to this situation. The role of fluctuations in the intermediate region (the
system) cannot be overlooked. If the two terminals are in thermal equilibrium (for
being at the same temperature and potential) a current can nevertheless flow due to
rectified noise.

The relevance of noisy states was pointed out by Landauer for modifying the rela-
tive occupation of bistable potentials [1]. This is the case for instance if temperature
is locally increased (with an ideal blowtorch) on one side of the barrier only [1].
These ideas were later applied to transport configurations in a series of papers by
Büttiker [2], van Kampen [3] and Landauer [4]. They predict classical particles to
flow along symmetric potentials which are subject to state-dependent noise. As an
example, particles overcome a potential barrier from the side where the diffusion
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V (x)

T (x)

Fig. 1 Transport in the presence of state-dependent noise. Symmetric potential and temperature
distributions give nevertheless a finite particle current if their respective maxima are displaced [2–4]

coefficient is higher (due e.g. to a locally increased temperature, cf. Fig. 1), leading
to a broken detailed balance situation. The resulting currents depend on the separa-
tion of the potential and temperature fields: symmetric state-dependent potential and
temperature distributions give no transport [2]. Of course Onsager relations are still
fulfilled [5] if one takes into account the heat injected (by the blowtorch) in order to
keep the temperature stationary.

Similar ideas have motivated proposals of thermal ratchets [6, 7] and thermoelec-
tric metamaterials [9], and the measurement of radiation induced currents [8, 10] or
transverse rectification in semiconductor 2DEGs [11, 12]. They are closely related
to the recent field of mesoscopic three-terminal thermoelectrics [13, 14] which dis-
cusses the conversion of a heat current injected from a thermal reservoir into a charge
current in an equilibrium conductor [15–28]. Also noise generated either in a coupled
conductor [29–31] or externally [32, 33] is used for this purpose. Most of these cases
use discrete levels in quantum dot systems where a temperature cannot be properly
defined [34]. Another possibility is a mesoscopic thermocouple configuration [35–
39] where the current is due to the separation of electron-hole excitations at the two
contacts of a hot cavity. Common to all of them is the need of a conductor with broken
left-right inversion and electron-hole symmetries (usually due to energy-dependent
transport coefficients).

Here a minimal model of a mesoscopic conductor is proposed where all the nec-
essary ingredients can be engineered and controlled experimentally. It is based on
the discretization of a metallic conductor by means of at least three tunnel junctions,
cf. Fig. 2. This way an array of two small metallic islands are formed whose level
spacing is much smaller than the thermal energy, ΔE � kBT . The electron-electron
relaxation rate is fast such that they equilibrate to a Fermi distribution function.
Hence, each island has a well defined temperature, Ti . A physical mesoscopic blow-
torch can be defined that modulates the temperature of the system locally. This can
be done either by introducing time dependent drivings [40–42], or by using either
on-chip refrigerators [43–47] or the noise generated in a coupled conductor [29, 49].
In the first case, the frequency of the driving must be much larger than the energy
relaxation rate such that electrons have an increased effective temperature in the
island. In the second case, it is important that the refrigerator exchanges heat but no
charge with the conductor [15]. Additionally, the internal potential of each island
can be externally modulated by means of gate voltages. This way, both temperature
and potential profiles can be spacially resolved and tuned in a simple configuration.
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T1 T2

gate 1 gate 2
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ΓL1 Γ12
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Γ2R
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VL, T VR, T

Vg1 Vg2

1 2L R

U1L
U21
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Fig. 2 Sketch of our system. Two metallic islands are tunnel-coupled in series in a two-terminal
configuration. Electrons are assumed to thermalise at a different temperature Ti in each piece of the
conductor. The island internal potentials can be tuned by gate voltages Vg,i . The two terminals are
considered at the same voltage, VL = VR = 0, and temperature, T . The piecewise Coulomb gap
Uji experienced by tunneling electrons can be modulated with the gate voltages Vgk

2 Two Coulomb Islands in Series

Our model is based on the well known physics of single-electron tunneling at small-
capacitance tunnel junctions [50]. Metallic islands can be separated by insulating
barriers such that the energy cost for adding an extra electron (the charging energy,
Ei ) is larger than the thermal energy Ei � kBT . For islands of a micrometer size,
the charging energy is of the order of 0.1 meV. This introduces electron-electron
correlations that suppress the low voltage transport, what is called Coulomb block-
ade. The extra energy can be supplied by a gate voltage Vgi such that electrons
can flow one by one through the island giving rise to conductance [51–53] and ther-
mopower [54–58] oscillations. Electronic cooling based on these properties has been
recently proposed [59] and realized experimentally [60] in single-electron transistors.

Consider an array of three tunnel junctions forming two islands [61–64], as
sketched in Fig. 2. Each barrier is described by a capacitance Ci and a resistance
Ri in parallel. The former determine the electrostatic potential of each island, φi ,
which is obtained self-consistently from the equations for the charge accumulated in
each island:

Q1 = CL(φ1 − VL) + CC(φ1 − φ2) + Cg1Vg1 (1)

Q2 = CR(φ2 − VR) + CC(φ2 − φ1) + Cg2Vg2. (2)

The electrostatic potential in the coupled system is U (Q1, Q2) = ∑
i

∫
dQiφi . It

defines the charging energies Ei = e2/2C̃i , with C̃i = (
CΣ1CΣ2 − C2

C

)
/CΣ ī (where
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ī denotes the island next to i), in terms of the total geometric capacitance CΣ i =
Cαi + CC + Cgi of each island i (with α1 = L and α2 = R), the centre capacitance
CC, and the one coupling to the gate, Cgi . There is a crossed charging energy related
to the occupation of the next island, parametrized as J = 2e2CC/

(
CΣ1CΣ2 − C2

C

)
.

It corresponds to the repulsion of electrons in different islands. The internal potential
of the islands is furthermore tuned by the control parameters

ngi = 1

e

4E1E2

J 2 − 4E1E2

(

Qext
i − J

4Ei
Qext

ī

)

, (3)

with the externally induced charges [52]Qext
1 = CLVL + Cg1Vg1 andQext

2 = CRVR +
Cg2Vg2. Here we are interested in the current generated in an unbiased configuration,
such that VL = VR = 0. Hence, ngi depends only on the gate voltages. Note that
each gate affects the two islands. A time-dependent modulation of the gates has been
used for single-electron pumping with metrological precision [62, 63] and provides
a feed-back control mechanism for Maxwell’s demon proposals [65].

All these can be cast into the electrostatic term of the Hamiltonian of the system:

H =
∑

i

Ei (ni − ngi )
2 + J (n1 − ng1)(n2 − ng2), (4)

where ni = Qi/e is the number of electrons in each island. Let us restrict here to the
simplest configuration with up to one extra electron in the system. This is the case at
low temperatures, kBT � Ei , J , which for typical experimental situations is around
100 mK. The charge configuration of the system is then described by the three states
(n1, n2): (0, 0), (1, 0) and (0, 1).

Tunneling events are characterized by the energy cost Uji (the Coulomb gap) for
electrons tunneling from region i to j , which read:

U1L = 2E1

(
1

2
− ng1

)

− Jng2 (5)

U2R = 2E2

(
1

2
− ng2

)

− Jng1 (6)

U21 = U2R −U1L (7)

in the absence of a bias voltage. Obviously, Ui j = −Uji . We emphasize that the
energetics of themesoscopic junction is fully tunablewith the gate voltages. The rates
for the corresponding tunneling transitions are given by the well-known expression:

Γ j i = 1

e2R ji

∫

dE f (E, Ti )[1 − f (E −Uji , Tj )], (8)

where R ji = RL, RC or RR, is the tunneling resistance of the involved junction.
They are quite generally energy-independent (typically around 10–100 k�). Here
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f (E, T ) = 1/
(
1 + eE/kBT

)
is the Fermi-Dirac distribution for a region at tempera-

ture T .
With these, one can write the rate equations:

Ṗ(0,0) = ΓL1P(1,0) + ΓR2P(0,1) − (Γ1L + Γ2R) P(0,0)

Ṗ(1,0) = Γ1LP(0,0) + Γ12P(0,1) − (ΓL1 + Γ21) P(1,0) (9)

Ṗ(0,1) = Γ21P(1,0) + Γ2RP(0,0) − (Γ12 + ΓR2) P(0,1),

for the dynamics of the occupation probability of each state, Pm(t). The stationary
occupation of the different states are obtained by solving Ṗ = 0, giving:

P(0,0) = Γ −2
T (Γ21ΓR2 + ΓL1Γ12 + ΓL1ΓR2)

P(1,0) = Γ −2
T (Γ1LΓR2 + Γ12Γ1L + Γ12Γ2R) (10)

P(0,1) = Γ −2
T (ΓL1Γ2R + Γ21Γ1L + Γ21Γ2R) ,

with Γ 2
T given by the normalization condition,

∑
m Pm = 1. The stationary state

obeys detailed balance if tunneling transitions satisfy: Γ1LP(0,0) = ΓL1P(1,0), for the
leftΓ12P(1,0) = Γ21P(0,1), for the center, andΓ1RP(0,0) = ΓR1P(0,1), for the right junc-
tion. Hence, the current in the right terminal:

IR = e
(
ΓR2P(0,1) − Γ2RP(0,0)

)
, (11)

gives a measure of the deviation from detailed balance for processes at the right
barrier. Injected currents from either terminal are defined as positive. Using Eqs. (10)
results in the expression:

IR = eΓ −2
T (Γ1LΓ21ΓR2 − ΓL1Γ12Γ2R) . (12)

From charge conservation, we obtain the current through the left junction: IL = −IR.
Note that the first term in the right hand side of Eq. (12) is proportional to the rate
for an electron to be transported from the left to the right terminal (via a sequence
L→1→2→R). The second term is proportional to the rate of the reversed process.
It is then clear that the case of having transitions satisfying local detailed balance at
every junction results in no net current: In the unbiased and isothermal configuration,
this translates to having tunneling rates related by Γi j = Γ j i eUi j /kBT . This is not the
case if one of the leads or islands is at a different temperature, as discussed in the
next section.

2.1 Broken Detailed Balance. Linear Response

Let us first emphasize the importance of theCoulombgap introduced by the electronic
confinement in the island. If Uji = 0, tunneling is electron-hole symmetric and a
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Fig. 3 Function J (x)
defined in Eq. (17)
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temperature drop across the junction is not sufficient to break detailed balance. It can
be easily shown from symmetries of the Fermi function that the integral

∞∫

−∞
dE f (E, T )

[
1 − f (E, T ′)

]
(13)

is invariant under the exchange of temperatures T ↔ T ′. HenceΓ j i = Γi j , forUji =
0, independently of the temperatures Ti and Tj .

In the following, the case with finiteUji is assumed, unless explicitly mentioned.
Some of the rates Eq. (8) can be analytically calculated by using the relation:

f (E, T )[1 − f (E ′, T ′)] = nB

(
E

kBT
− E ′

kBT ′

)

[ f (E ′, T ′) − f (E, T )], (14)

where nB(x) = (ex − 1)−1 is the Bose-Einstein distribution function. For transitions
between regions at the same temperature one gets:

Γ
(0)
j i = − Uji

e2R ji
nB

(
Uji

kBT

)

eUji /kBT (15)

and, on the other hand, using nB(−x) = −exnB(x):

Γ
(0)
i j = − Uji

e2R ji
nB

(
Uji

kBT

)

, (16)

for the reversed process. It is straightforward to check that local detailed balance is
satisfied at such a junction. If furthermore the gates are tuned such that there is no
energy cost, Uji = 0, tunneling is governed by thermal fluctuations: Γ (0)

j i = Γ
(0)
i j =

kBT/(e2R ji ).
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This is not the case when the junction separates two pieces of the metal which are
at different temperatures. This effect shows up in the linear regime. Considering a
small temperature difference δT = Tj − Ti , one can linearize the involved tunneling
rates, Γ j i ≈ Γ

(0)
j i + Γ

(1)
j i δT/T , with Γ

(1)
j i = kBT (e2R ji )

−1 J (Uji/kBT ) and:

J (x) = ex [nB (x)]2
[
π2

6
+ x2 + Li2

(−ex
) + Li2

(−e−x
)
]

, (17)

with the dilogarithm function Li2(z) = ∑∞
k=1 z

k/k2. The function J (x) is a peak
centered at the origin, as shown in Fig. 3. That is, the response will be larger close
to the Fermi energy. From the above expression, we can verify that J (x) = J (−x)
and therefore Γ

(1)
i j = Γ

(1)
j i . Hence the rates do not satisfy detailed balance:

Γ j i

Γi j
≈ eUji /kBT + δT

T
F(Uji/kBT ), (18)

where F(x) = x−1 J (x)[nB(x)]−2. Note that the effect appears in the simultaneous
occurence of a temperature drop and a Coulomb gap.

Using the above relations in the expression for the charge current, Eq. (12), one
finds that breaking detailed balance in a single barrier is enough to have a finite
current, even if the two terminals are at the same voltage and temperature.

To be more specific, let us consider the case where only the first island is at a
different temperature, T1 = T + δT , with T2 = T . Then a current is generated:

IR ∝ δT

T

[
e−U21/kBT F(U21/kBT ) − eU1L/kBT F(−U1L/kBT )

]
, (19)

in terms of the energy cost for tunneling to the hot island from the left lead and from
the other island, U1L and −U21, respectively. The avoided prefactor depends on the
equilibrium rates, Γ (0)

j i . It is clear from the above expression that no current will flow
if detailed balance is broken symmetrically at the two barriers of the hot island, i.e.
if the energy cost is equal: U1L = −U21. This way, tuning the gate voltages allows
one to control the current.

3 Transport from a Hotspot

As discussed in the previous section, broken detailed balance occurs in tunneling
through a junction separating regions at different temperatures. This is however not
a sufficient condition to generate transport in a conductor in global equilibrium. For
example, no current will occur in a system consisting on a single hot island, as broken
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Fig. 4 Transport from a hot spot. a Current as a function of the island control parameters, ngi for
an unbiased configuration VL = VR = 0 and T = T2 = 200 mK. The temperature of island 1 is
increased at T1 = 150 mK, with RL = RC = RR = R0, E1 = E2 = 0.15 meV, and J = 0.05 meV.
The configurations in points A, B and C are sketched on the right bottom side. bCut along the white
dashed line in (a) as a function of ng2. Island 1 is tuned such that U1L = 0.015 meV is constant.
Reversing the temperature gradient or the sign of U2R changes the sign of the current

detailed balance is symmetric in the two junctions.1 In order to have a current, an
asymmetry needs to be introduced, e.g. by making the energy cost for tunneling
through the two barriers different. In our case, this is the role of the second island.
Its charging energy lifts the asymmetry makingU1L andU12 different. Furthermore,
this asymmetry can be tuned with gate voltages Vg1 and Vg2, as discussed above. If
the second island is at the same temperature than the two terminals, T2 = T , detailed
balance is satisfied at the third junction, with Γ2R = ΓR2eU2R/kBT .

The current generated in such a configuration with T1 
= T is plotted in Fig. 4a as
a function of the control parameters ng1 and ng2. Fixing the gate voltage in island 1,
the current changes sign when the gate voltage of island 2 is tuned. As depicted in the
inset, the sign of the current depends on the sign of U1L +U21: electrons tunneling

1Remember that tunneling resistances are energy independent in metallic islands. This is not nec-
essarily the case in other related systems with energy-dependent tunneling junctions, e.g. in semi-
conductor quantum dots.
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out from the hot island into the region i giving the largestU1i have a larger rate. The
response is restricted to a region of gate voltages such that Uli � kBT . Far from this
region, the difference of the two rates is exponentially small and therefore current is
suppressed.

Reversing the sign of the local temperature gradient, T1 − T , changes the sign of
the current, cf. Fig. 4b. Being an obvious statement, it has practical consequences:
rather than by heating one of the islands, the effect can be experimentally detected
by cooling it. This can be done locally and non-invasively by a coupled refrigerator
system within nowadays technology [45, 47, 48].

A particularly interesting configuration is when ng2 is tuned such that U2R = 0.
This is configuration B in Fig. 4. Then, the rates ΓR2 = Γ2R = kBT/(e2RR) only
contribute to the prefactor of the current and the second island plays no role. In
this case, U1L = U12, i.e. the temperature gradient and the energy cost are the same
for tunneling through the two tunneling junctions of island 1. Hence electrons in
the hot island have no preferred direction to tunnel out. Thus detailed balance is
symmetrically broken in the two junctions, with the overall rate through the island
being the same in both directions: Γ1LΓ21 = Γ12ΓL1, and the current is zero, see
Eq. (12).

4 Multijunction Arrays

One can envision to extend the above results to longer arrays, cf. Fig. 5. This relaxes
the requirement to increase the temperature in a micrometer-size single island. The
size of the islands can be controlled in the sample growth, which introduces a natural
way to spacially modulate the Coulomb gap along the conductor. This way the need
to gate the system can also be avoided. The current is then induced by the interplay
of local non-equilibrium (only due to a piecewise-constant temperature distribution)
and electron-electron interactions, emphasizing the mesoscopic nature of the device.

Fig. 5 An array of islands of different size in the presence of a local temperature increase. The
charging energy of each island depends on its size, hence introducing an spacial modulation of the
Coulomb gap (black solid lines). The piecewise-constant temperature distribution (red dotted lines)
allows for a wider extension due to heat leaking to neighbour islands
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5 Summary

A simple model of locally broken detailed balance giving rise to transport in an
electronic conductor is presented. A system of two metallic islands, one of which
experiences a different temperature, can be interpreted as a mesoscopic analogue of
transport in state-dependent diffusion at a single scatterer. Dividing the conductor
in an array of metallic islands allows for the local control of voltages and tempera-
tures. The cooperative occurrence of a local temperature difference and a Coulomb
gap introduces a preferred direction for tunneling electrons. This asymmetry, which
determines the sign of the current, can furthermore be tuned by means of gate volt-
ages applied to each island. Broken detailed balance is of relevance e.g. for the
investigation of the Jarzynski equality and fluctuation theorems [29, 41, 66–69],
and can be detected in higher-order cummulants of the full counting statistics of
Coulomb-blockade systems [70].

The electron-hole asymmetry required for having a thermoelectric response is
introduced by inhomogeneous energy costs in the tunneling processes. This is the
case of islands with different charging energies or which are modulated by gate volt-
ages. Thus energy-dependence of the barriers is not necessary. The involved technol-
ogy is within nowadays reach [41, 45, 47, 62–64] and could readily be tested in an
experiment. This proposal contributes to the field of interaction-induced thermoelec-
tric properties [59, 60] and the control of thermal flows [71, 72] in low-dimensional
metallic conductors.
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Non-perturbative Approaches
in Nanoscience and Corrections
to Finite-Size Scaling

J. Kaupužs and R. V. N. Melnik

Abstract Non-perturbative approaches in nanoscience are discussed. Traditional
applications of these approaches cover description of charge transport and optical
phenomena in nano-scale systems. We focus on finite-size effects in spin systems
near the critical point, based on Monte Carlo (MC) method and some analytical
arguments. We have performed MC simulations of the 3D Ising model for small, as
well as large linear lattice sizes up to L = 2560, providing a numerical evidence for a
recent challenging prediction, according towhich the asymptotic decay of corrections
to finite-size scaling is remarkably slower than it was expected before. Our approach
along with several other non-perturbative approaches, like, e.g., the non-perturbative
nonequilibrium Greens functions (NEGF) method, reveals a potential application of
non-perturbative methods to nanoscience and nanotechnology through condensed
matter physics, including semiconductor physics and physics of disordered systems
like spin glasses.
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1 Introduction

Non-perturbative approaches like Monte Carlo (MC) simulation [1, 2] and non-
perturbative nonequilibriumGreens functions (NEGF)method [3, 4] become increas-
ingly important in nanoscience. Particular applications cover the description of
charge transport and optical phenomena in nano-scale systems such as microelec-
tronic devices, graphene layers, etc.

Perturbative approaches not always provide a satisfactory description of physical
phenomena in such systems. For example, the recent results of [5] show that themany-
body localization (MBL) in translation-invariant systems with two or more very
different energy scales is less robust than perturbative arguments suggest. It possibly
points to the importance of non-perturbative effects, which induce delocalization in
the thermodynamic limit [5]. The importance of non-perturbative effects in laser-
illuminated graphene nanoribbons has been demonstrated in [6].

Here we consider another application—behavior of small and large spin systems
near the phase transition point, based on non-perturbative analytical evaluation of
k-space integrals, as well as MC method. Lattice spin models are considered, where
certain value of the spin variable is related to each lattice site. In the Ising model, the
spin variable σ can take only one of two possible values ±1. In the scalar ϕ4 model,
the spin variable ϕ can take any value within −∞ < ϕ < ∞. Such models exhibit
second-order phase transition in the thermodynamic limit, where the linear lattice
size L tends to infinity. The behavior of these models on finite lattices is described
by the finite-size scaling. Moreover, the scaling behavior near the critical point can
be remarkably varied depending on whether small or large lattices are considered.
This effect is described by corrections to the leading scaling behavior.

Our analytical andMC results serve as a basis for a challenging prediction that the
correction-to-scaling exponent ω has a remarkably smaller value ω ≤ ωmax ≈ 0.38
than the usually accepted ones of about 0.83 [7] in the 3D ϕ4 and Ising models. It
implies a much slower decay of corrections to scaling than it was usually expected.
We have performed MC simulations of the 3D Ising model for small, as well as
large linear lattice sizes up to L = 2560, providing a numerical evidence for this
challenging prediction.

The vicinity of critical point is not the natural domain of validity of any perturba-
tion theory, therefore one should prefer non–perturbative approaches. Among them
are:

• Exact and rigorous analytical solution methods (transfer matrix methods, combi-
natorial methods, Bethe-ansatz)

• Conformal field theory (CFT) analysis
• Non–perturbative renormalization group (RG) analysis
• Numerical transfer–matrix calculations
• Molecular dynamics simulations
• Monte Carlo (MC) simulations.

Recent study of hierarchical Edwards-Anderson model of spin glasses [8] has
shown that non-perturbative effects can be really important in critical phenomena.
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Namely, it has been found that the perturbative approach (ε-expansion) correctly
predicts the existence of the critical point only in certain mean-field region of param-
eters. At the same time, non-perturbative calculations show that the critical point
exists also in the non-mean-field region, where no phase transition is predicted by
the ε-expansion. From the point of view of the renormalization group (RG) theory,
the critical behavior in this region is described by certain non-perturbative fixed
point [8].

The results of [8] refer to the phase transitions in spin glasses, whereas our analyti-
cal andMCarguments, discussed in this paper, allowus to question the validity and/or
accuracy of the perturbative treatments even in the apparently very well studied case
of the 3D Ising model.

Our approach along with several other non-perturbative approaches reveals a
potential application of non-perturbative methods to nanoscience and nanotechnol-
ogy through condensed matter physics as an example.

2 Finite-Size Effects

Finite-size effects are very important in nano-scaled systems. For example, the charge
density in metal nanoparticles after absorption of oxygen shows a very interesting
patterns, which essentially depend on the size of these nanoparticles [9]. As another
example, the importance of finite-size effects in the many-body localization has been
shown in [5].

In our study, it is demonstrated the finite-size effects are pronounced via the finite-
size scaling. We consider behavior of spin systems near the phase transition point
depending on the lattice size, using the standard arguments of the finite-size scaling
theory. For example, magnetic susceptibility χ at the critical temperature scales as
χ ∝ L2−η

(
1 + O

(
L−ω

))
at L → ∞, where η is the critical exponent, describing the

leading asymptotic behavior,whereas the exponentω describes the leading correction
to scaling.

Finite-size scaling and corrections to scaling are important to understand the
difference in the behavior of very small nano-scale systems and large systems in the
thermodynamic limit.

3 Non-perturbative Analytical Arguments

First, we consider the continuous ϕ4 model as one of the simplest basic models in a
hierarchy of spin models. The Hamiltonian H of this model is given by

H

kBT
=

∫ (
r0ϕ

2(x) + c(∇ϕ(x))2 + uϕ4(x)
)
dx, (1)
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where kB is the Boltzmann constant, T is the temperature, ϕ(x) is the local order
parameter—an n-component vector, which depends on the coordinate x, and r0, c, u
are Hamiltonian parameters. Configurations of ϕ(x) obey a constraint, represented
by certain upper cut-off Λ for its Fourier components. Namely, the Hamiltonian in
the Fourier representation reads

H

kBT
=

∑

i,k

(
r0 + c k2

) | ϕi,k |2 + uV−1
∑

i, j,k1,k2,k3

ϕi,k1ϕi,k2ϕ j,k3ϕ j,−k1−k2−k3 , (2)

where ϕ j,k = V−1/2
∫

ϕ j (x)e−ikx dx and ϕ j (x) = V−1/2 ∑

k<Λ

ϕ j,keikx. Here V is the

volume.
The Fourier-transformed two-point correlation function G(k) = 〈| ϕ j,k |〉2 is

important in our following consideration. The case where r0 is a linear function
of T has been studied in [10], showing that, in this case, the leading singularity of
specific heat CV is given by an integral of G(k) over wave vectors, i.e.,

Csing
V = Bξ 1/ν

⎛

⎝
∫

k<Λ

[G(k) − G∗(k)]dk
⎞

⎠

sing

, (3)

where B is a constant, G∗(k) is the critical correlation function, and the superscript
“sing” implies the leading singular part, represented in terms of the correlation length
ξ . It diverges as ξ ∝| T − Tc |−ν , approaching the critical temperature Tc.

Non-perturbative analytical calculation of this integral has been performed in [10],
based on the well known scaling hypothesis (see, e.g., [11]),

G(k) =
∑

i≥0

ξ (γ−θi )/νgi (kξ) , (4)

where γ and ν are the critical exponents of susceptibility and correlation length, the
term with i = 0 (at θ0 = 0) is the leading term, the terms with i > 0 are corrections
to scaling with positive correction-to-scaling exponents θi = ωiν, and gi (kξ) are
scaling functions. The singularity of specific heat in the general form of Csing

V ∝
(ln ξ)λξα/ν has also been accounted for.

In addition, it has been assumed that the contribution of small-k region k < Λ′
is relevant in the limit lim

Λ′→0
lim

ξ→∞. It has been verified by MC simulation tests in

the lattice ϕ4 model [10]. From a physics point of view, this assumption represents
the usual statement about the importance of long-wavelength fluctuations in critical
phenomena.

Based on these scaling assumptions, a theorem has been formulated and proven
in [10], according to which the two–point correlation function contains a correc-
tion exponent θ� = γ + 1 − α − dν = γ − 1, provided that γ > 1 holds. Accord-
ing to the current knowledge, the latter condition is strictly satisfied in two and three
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dimensions. The exponent θ� corresponds to the correction exponentω� = (γ − 1)/ν
in the finite-size scaling. Sinceω� is not necessarily the leading correction-to-scaling
exponent, ω ≤ (γ − 1)/ν is expected for the leading correction exponent. In partic-
ular, we have ω� = 3/4 and ω ≤ 3/4 for the scalar 2D ϕ4 model.

The scalar ϕ4 model belongs to the same universality class as the Ising model.
Although corrections withω = 3/4 tend to cancel in the 2D Isingmodel [10], there is
no reason for such a cancellation in general. Hence, corrections with ω ≤ (γ − 1)/ν
are expected both in ϕ4 and Ising models in three dimensions. Using the widely
accepted estimates γ ≈ 1.24 and ν ≈ 0.63 [12] for the 3D Ising model, we obtain
the upper bound ωmax = (γ − 1)/ν ≈ 0.38 for ω. The prediction of the grouping of
Feynman diagrams (GFD) theory [13] is γ = 5/4, ν = 2/3 and, therefore, ωmax =
0.375. Thus, we can state that in any case ωmax is about 0.38. The value of ω is
expected to be 1/8 according to the GFD theory considered in [13, 14].

The above arguments represent a very challenging prediction, since the cur-
rently widely known estimations of ω give essentially larger than 0.38 values, e.g.,
0.782(5) [15] and 0.832(6) [7].

4 MC Tests for the 3D Ising Model

We consider the 3D Ising model on a simple cubic lattice with periodic boundary
conditions. The Hamiltonian H is given by

H/T = −β

⎛

⎝
∑

〈i j〉
σiσ j + h

∑

i

σi

⎞

⎠ , (5)

where T is the temperature in energy units, β is the coupling constant, h is the
dimensionless (normalized) external field, and 〈i j〉 denotes the pairs of neighboring
spins σi = ±1.

We have performed a detailed MC analysis based on the available simulation data
for linear lattice sizes L , ranging from a small value L = 8 to a relatively very large
value L = 2560, with the aim to test the challenging prediction ω ≤ ωmax ≈ 0.38,
discussed in Sect. 3. These data have been summarized in our papers [16, 17],
where the simulations at h = 0 have been performed with the Wolff single cluster
algorithm [18], using its parallel implementation [19].

The quantities of interest are the magnetization per spin m = N−1 ∑
i σi and the

magnetic susceptibility at zero external field, i.e., χ = lim
h→0

∂〈m〉
∂(βh)

= N 〈m2〉, where
N = L3 is the total number of lattice sites.Weconsiderχ andmagnetizationmoments
at certain pseudocritical coupling, i.e., at β = β̃c(L). This coupling corresponds to
a constant value of 〈m4〉/〈m2〉2 = U .
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Fig. 1 The effective exponent ηeff (L) depending on L−0.16 (left) and L−0.8303 (right). The dashed
straight lines represent the linear fit (left) and a guide to eye (right). The known estimates η =
0.03631(3) [20] andη = 0.318(3) [15] are shownbydashed and dotted horizontal lines, respectively

The pseudocritical coupling converges to the true critical coupling βc as β̃c(L) =
βc + O

(
L−1/ν

)
at L → ∞ for 1 < U < 3 [19]. The constant U = 1.6 has been

chosen, which is close to the critical value of 〈m4〉/〈m2〉2 at β = βc and L → ∞.
According to the finite-size scaling theory, the susceptibility scales as

χ ∝ L2−η
(
1 + O

(
L−ω

))
(6)

at β = βc or β = β̃c(L). It allows to estimate the critical exponent η by fitting theMC
data. However, we do not know precisely the correction term, and a fit without this
term gives us an effective value of the exponent rather than the true critical exponent.

We define the effective exponent ηeff(L) as the average slope of − ln
(
χ/L ′2)

versus ln L ′ plot, evaluated by fitting the data within L ′ ∈ [L/2, 2L] at β = β̃c(L ′).
According to (6), it scales as

ηeff(L) = η + O
(
L−ω

)
(7)

at L → ∞. Hence, the ηeff(L) versus L−ω plot is asymptotically linear at L → ∞.
The best linearity of this plot within L ∈ [96, 1280] (extracted from the susceptibility
data within L ∈ [48, 2560]) is observed at ω = 0.16(36). This plot looks, indeed,
much more linear at ω = 0.16 than at ω = 0.8303, as it can be seen from Fig. 1. The
latter value comes from the estimate of ω = 0.8303(18), obtained by the conformal
bootstrap method in [20], which agrees with the MC value of 0.832(6) obtained
in [7], but is claimed to be more accurate. Other MC values, usually reported in
literature, are between 0.82 and 0.87 (see [7, 21]). The perturbative RG estimates
are somewhat smaller, e.g., ω = 0.799 ± 0.011 [12] and ω = 0.782(5) [15].

The critical exponent η = 0.03631(3), estimated in [20], and η = 0.318(3), esti-
mated in [15], are also indicated in Fig. 1 for comparison. The MC value of [7],
η = 0.03627(10), is very similar to that of [20].
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Fig. 2 The ratio Φ2(L) =
2−4χ(2L)/χ(L/2),
evaluated from MC data at
β = β̃c(L), depending on
L−1/8. The asymptotic
values of Φ2 for
η = 0.03631(3) [20] and
η = 0.318(3) [15] are shown
by dashed and dotted
horizontal lines, respectively
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Next, in the following, we consider a more direct method, which gives sim-
ilar, but slightly more accurate results for ω. We consider the ratio Φb(L) =
b−4χ(bL)/χ(L/b) at β = β̃c(L), where b is a constant. According to (6), Φb(L)

behaves as
Φb(L) = A + BL−ω (8)

at L → ∞, where A = b−2η and B = ab−2η
(
b−ω − bω

)
. The choice b = 2 is found

to be optimal for the analysis of our data. The Φ2(L) versus L−1/8 plot can be well
approximated by a straight line for large enough lattice sizes L ∈ [80, 1280], as
shown in Fig. 2. It confirms that ω could be as small as 1/8, in agreement with [13,
14]. Considering ω as a fit parameter in (8), the fit over this region of sizes gives
ω = 0.21(29). Taking into account that the asymptotic value of ω is positive, we
can judge from this estimation that ω, most probably, lies between 0 and 0.5. The
asymptotic value of Φ2 is 2−2η. The estimates, corresponding to the same η values
as in Fig. 1, are indicated in Fig. 2 for comparison.

Summarizing the results of this section, our MC estimation suggests that 0 <

ω < 0.5 most probably holds for the correction-to-scaling exponent ω, in agreement
with the analytical arguments in Sect. 2. Our values of 0.16(36) and 0.21(29) are
remarkably smaller than the earlier estimates, e.g., 0.832(6) [7]. Although the latter
MC estimate of [7] is claimed to be very accurate, it has been obtained from relatively
small lattice sizes, i.e., L ≤ 360, as compared to L ≤ 2560 in our current study.
Various estimations from lattice sizes L ≤ 384 have been discussed in [17], clearly
demonstrating that these sizes are still too small for a reliable estimation of ω.

Concerning the exponent η, the plots in Fig. 1 show that η could be similar or
larger than the already mentioned estimates of 0.03631(3) [20] and 0.03627(10) [7].
The effective exponent increases well above the perturbative RG value of 0.318(3)
obtained in [15] (dotted line).
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5 Remarks and Discussion

It should be emphasized that our MC analysis is based on the simulation results for
substantially large lattice sizes as compared to those typically considered in literature,
e.g., L ≤ 360 in [7] and even smaller sizes in other studies. It reveals a possibility
to explain the inconsistency of our actual findings with earlier numerical results
by relating the previous numerical results to a “perturbative” region, whereas our
findings—to a “nonperturbative” region, as explained further on.

The “perturbative” region is a region of not–too–small reduced temperatures in
the thermodynamic limit and not–too–large lattice sizes in the finite–size scaling
regime. It is, very likely, true that the perturbative RGmethods describe just only this
region, due to the fundamental problems recovered in [22] (see Sect. 5.4.6 there). The
“perturbative” region is easily accessible by various numerical methods. It explains
the fact why these methods easily produce the results, which are approximately
consistent with the estimates of the perturbative RGmethod and, therefore, also with
each other. To the contrary, our findings refer to the “non-perturbative” asymptotic
region,which corresponds to substantially larger lattice sizes in the finite–size scaling
regime and extremely small reduced temperatures in the thermodynamic limit. This
region cannot be easily accessed and is not yet properly investigated by numerical
methods.

From the perspective of the non-perturbativeRG approach, the “non-perturbative”
asymptotic region is described by certain non-perturbative fixed point. We assume
that the non-perturbative fixed point is not described by the usual perturbative treat-
ments, just like in the case of spin glasses [8], discussed in Sect. 1. Hence, the critical
exponents can be inconsistent with the perturbative RG estimates.

The results of the ε–expansion coincide with a particular treatment of the confor-
mal field theory (CFT) in [20, 23]. This, however, only implies that the perturbative
fixed point is, indeed, conformally symmetric and consistent with CFT at specific
constraints, assumed in [20, 23].

6 Conclusions

In summary, we conclude the following:

• Non-perturbative approaches become increasingly important in study of critical
phenomena, including their applications in nanoscience and nanotechnology.

• Non-perturbative analytical arguments have been provided for the existence of
certain correction to scaling with exponent ω� = (γ − 1)/ν in the ϕ4 model, and
the leading finite-size correction-to-scaling exponent being ω ≤ (γ − 1)/ν.

• The above statement has been supported by MC simulation results for small and
very large lattices in 2D ϕ4 and 3D Ising models.

• Our results emphasize the importance of corrections to scaling in nano-scale
systems, pointing to a slow crossover in finite-size scaling behavior when the
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system size is varied from small (nano-scale) to large (thermodynamic limit). This
crossover is related to small ω value—remarkably smaller than it was expected
before.
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Continuum Model for Coupled
Acousto-Optical Phonons in Piezoelectric
Materials

Morten Willatzen and Zhong Lin Wang

Abstract A 3D continuum model is used to find optical and acoustic phonon fields
in zincblende GaAs. We start out using continuum elastic differential equations and
the Maxwell-Poisson equation to describe dynamic lattice strain and internal strain
effects accounting for the full crystal symmetry of zincblende GaAs. The analytical
model is derived in detail in a first-principles analysis. Our results reveal that for a
slab of crystal GaAs grown along the [001] direction the mechanical displacements
along the x and z directions ux , uz couple while the mechanical displacement uy

couple solely to the electric field E by virtue of piezoelectricity. As a consequence
optical and acoustic phonon fields are inherently coupled due to piezoelectricity and
acoustic and optical phonon modes must be found by solving simultaneously the full
elastic solid and electric governing equations and the relevant (elastic and electric)
boundary conditions. We then derive phonon dispersion curves for a GaAs slab
and compare cases with and without anisotropy and piezoelectricity and show that
neglecting the latter in the description of both acoustic and optical modes of GaAs,
as is done in many classical descriptions, is a too crude approximation. We finally
discuss two novel results: (i) confined coupled acousto-optical uy − uφ modes cannot
exist in piezoelectric media except at certain discrete qx wavenumber values, and (ii)
piezoelectricity prohibits the existence of optical phonon fields at the LO phonon
frequency. The model presented is general and can be applied to other materials and
other crystal structures.
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Keywords Piezoelectricity · Continuum elastic and electric model · Optical and
acoustic phonons · Coupling · Anisotropy · Symmetry

1 Introduction

Whether discussing thermal, transport, or optical properties of solids it is of major
importance to include dissipation mechanisms and account accurately for the lat-
tice vibrational coupling to electronic states. Usually dissipation mechanisms have
degrading effects on device performancewhere the active components consist of bulk
and lower-dimensional solids and it is therefore essential to be able to control their
strength and tune phonon properties and device characteristics through geometry,
composition of materials, and/or external excitation conditions. Some recent exam-
ples of phonon tuning applications include the realization of population inversion
in InGaAs quantum dot systems [1–3] and phonon-assisted gain in semiconductor
quantum dot masers [4–6]. Coupling to phonon reservoirs significantly influences
dephasing mechanisms [7–10] in quantum dot-cavity systems which is a central
question and obstacle to address for applications in quantum information technology
(QIT) [11]. Dephasing is a limiting factor for QIT since it destroys the entanglement
between light and matter [7].

Optical and acoustic phonon interactions are also central to the fundamental
understanding of dissipation mechanisms in the novel class of 2D materials, such as
graphene, silicene, phospherene, molybdenum disulfide, and boron nitride, and to
optimize devices where 2D materials function as active components [12–14].

A unified continuum approach to compute acoustic and optical phonon modes is
described applicable to all crystals solids. Themain purpose of this work is to demon-
strate that acoustic and optical phonons mix in cases where inversion symmetry of
the host crystal is broken such that piezoelectric effects play a role. Hence phonon
modes must be described using a combination of elastic and electric equations and
appropriate mechanical and electric boundary conditions. The combined theory of
acoustic and optical phonon modes presented is shown to simplify, in the absence
of piezoelectricity, to the classical phonon picture of separate acoustic and optical
phonon models. However, even in the case of weak piezoelectricity of a solid lack-
ing inversion symmetry, we demonstrate qualitative and significant differences due
to piezoelectricity in the phonon density of states that eventually lead to important
changes in phonon interaction strengths.

2 Elastic Equations

For zincblende GaAs, using Voigt notation, the constitutive equations between stress
and strain are [15]
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T1 = c11S1 + c12S2 + c12S3, (1)

T2 = c12S1 + c11S2 + c12S3, (2)

T3 = c12S1 + c12S2 + c11S3, (3)

T4 = c44S4 − e14E1, (4)

T5 = c44S5 − e14E2, (5)

T6 = c44S6 − e14E3, (6)

D1 = ε11E1 + e14S4, (7)

D2 = ε11E2 + e14S5, (8)

D3 = ε11E3 + e14S6, (9)

where

S1 = ∂ux

∂x
, (10)

S2 = ∂uy

∂y
, (11)

S3 = ∂uz

∂z
, (12)

S4 = ∂uy

∂z
+ ∂uz

∂y
, (13)

S5 = ∂ux

∂z
+ ∂uz

∂x
, (14)

S6 = ∂ux

∂y
+ ∂uy

∂x
. (15)

Here, ux , uy, uz are the displacements along the x, y, z directions and T, S, D, E are
the stress, strain, electric displacement, and the electric field, respectively. Further we
introduced the stiffness tensor cI J , the permittivity tensor εi j , and the piezoelectric
e tensor ei J .

Let us compute coupled phonon modes in a slab defined by its two boundaries at
z = − a

2 and z = a
2 assuming the in-plane coordinates x, y range from −∞ to +∞.

We write for the lattice displacement

u(r, t) =
∑

n

∫
dq‖eiq‖·r‖un(q‖, z) exp(iωt). (16)
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The elastic equations now read

∂T1
∂x

+ ∂T6
∂y

+ ∂T5
∂z

= −ρω2ux , (17)

∂T6
∂x

+ ∂T2
∂y

+ ∂T4
∂z

= −ρω2uy, (18)

∂T5
∂x

+ ∂T4
∂y

+ ∂T3
∂z

= −ρω2uz, (19)

where ρ is the mass density, and the Maxwell-Poisson equation becomes

∂D1

∂x
+ ∂D2

∂y
+ ∂D3

∂z
= 0, (20)

if free electric charges are neglected.
Further we shall consider low frequencies such that the quasi-static approximation

applies and contributions from magnetic fields can be neglected. In this approxima-
tion, a scalar potential suffices to determine the electric field:

E = −∇φ. (21)

We shall need a similar relation for the scalar potential asEq. (16) for the displacement

φ(r, t) =
∑

n

∫
dq‖eiq‖·r‖φn(q‖, z) exp(iωt). (22)

In the following we will suppress the trivial time factor exp(iωt) for notational
simplicity.

Let the phonon in-planewavevector be directed along the x axis, i.e.,q‖ = (qx , 0).
Insertion of Eqs. (1)–(9) in Eqs. (17)–(20) then yields [16]

(
−q2

x c11 + c44
∂2

∂z2
+ ρω2

)
ux + iqx (c12 + c44)

∂uz

∂z
= 0, (23)

(
−q2

x c44 + c44
∂2

∂z2
+ ρω2

)
uy + 2iqxe14

∂φ

∂z
= 0, (24)

iqx (c12 + c44)
∂ux

∂z
+

(
−q2

x c44 + c11
∂2

∂z2
+ ρω2

)
uz = 0, (25)

2iqxe14
∂uy

∂z
+ ε11

(
q2
x − ∂2

∂z2

)
φ = 0. (26)
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Evidently, couplings exist between ux and uz only and between uy and φ only.
Next, assuming solutions in the form ∂

∂z = iγ , the detrimental equation stemming
from the two equations in ux and uz reads

(−q2
x c11 − c44γ

2 + ρω2) (−q2
x c44 − c11γ

2 + ρω2) − q2
x (c12 + c44)

2 γ 2 = 0.
(27)

Similarly, assuming solutions in the form ∂
∂z = iδ, the determinental equation stem-

ming from the two equations in uy and φ reads

(−q2
x c44 − c44δ

2 + ρω2
)
ε11

(
q2
x + δ2

) − 4q2
x e

2
14δ

2 = 0. (28)

Both determinental equations are second-order polynomial equations, in γ 2 and δ2,
respectively. We find

γ 4 + q2x
(
c211 + c244

) − (c11 + c44) ρω2 − q2x (c12 + c44)2

c11c44
γ 2 +

(
ω2

c11/ρ
− q2x

) (
ω2

c44/ρ
− q2x

)
= 0,

(29)

with solutions γ = ±γ1,±γ2, and

δ4 +
[
2q2

x − ω2

c44/ρ
+ 4q2

x

e214
c44ε11

]
δ2 +

(
q2
x − ω2

c44/ρ

)
q2
x = 0, (30)

with solutions δ = ±δ1,±iδ2. Note the appearance of the imaginary unit multiplied
on δ2. This choice reflects that in the absence of piezoelectricity, Eq. (26) gives
∂
∂z = iδ = qx combined with the fact that piezoelectricity is a rather weak coupling
in typical zincblende materials.

It also follows from the structure of the differential equations that two solution
types (I and II) for ux and uz are possible. For the type-I modes, we have

ux =
2∑

j=1

Ax, j cos γ j z, (31)

uz =
2∑

j=1

Az, j sin γ j z, (32)
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and for type-II modes

ux =
2∑

j=1

Ax, j sin γ j z, (33)

uz =
2∑

j=1

Az, j cos γ j z. (34)

Similarly, two solution forms exist for uy and φ. For type-I modes

uy = Ay,1 cos (δ1z) + Ay,2 cosh (δ2z) , (35)

φ = Aφ,1 sin (δ1z) + Aφ,2 sinh (δ2z) , (36)

and for type-II modes

uy = Ay,1 sin (δ1z) + Ay,2 sinh (δ2z) , (37)

φ = Aφ,1 cos (δ1z) + Aφ,2 cosh (δ2z) . (38)

From Eqs. (23) and (31)–(32), we obtain (type-I modes)

Az, j = c44γ 2
j + q2

x c11 − ρω2

iγ j qx (c12 + c44)
Ax, j ( j = 1, 2), (39)

and from Eqs. (23) and (33)–(34) (type-II modes)

Az, j = −c44γ 2
j + q2

x c11 − ρω2

iγ j qx (c12 + c44)
Ax, j ( j = 1, 2). (40)

Similarly, from Eqs. (26) and (35)–(36), we obtain (type-I modes)

2iqxe14
(−δ1Ay,1 sin (δ1z) + δ2Ay,2 sinh (δ2z)

)

+ε11
(
q2
x + δ21

)
Aφ,1 sin (δ1z) + ε11

(
q2
x − δ22

)
Aφ,2 sinh (δ2z) = 0 ( j = 1, 2), (41)

and from Eqs. (26) and (37)–(38) (type-II modes)

2iqxe14
(
δ1Ay,1 cos (δ1z) + δ2Ay,2 cosh (δ2z)

)

+ε11
(
q2
x + δ21

)
Aφ,1 cos (δ1z) + ε11

(
q2
x − δ22

)
Aφ,2 cosh (δ2z) = 0 ( j = 1, 2).

(42)
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2.1 Complete Set of Equations for the Coupled (ux, uz)

Acoustic Modes

A complete set of equations in the coefficients Ai, j (i = x, y, z, φ) is obtained by
imposing boundary conditions. For the coupled system ux , uz they are

T5(z = ±a/2) = 0, (43)

T3(z = ±a/2) = 0, (44)

subject to vacuum environment giving, in the case of Eqs. (31)–(32) (type-I modes),

2∑

j=1

−γ j Ax, j sin
(
γ j

a

2

)
+ iqx Az, j sin

(
γ j

a

2

)
= 0, (45)

2∑

j=1

iqxc12Ax, j cos
(
γ j

a

2

)
+ γ j c11Az, j cos

(
γ j

a

2

)
= 0. (46)

For type-II modes, using Eqs. (33)–(34), we find

2∑

j=1

γ j Ax, j cos
(
γ j

a

2

)
+ iqx Az, j cos

(
γ j

a

2

)
= 0, (47)

2∑

j=1

iqxc12Ax, j sin
(
γ j

a

2

)
− γ j c11Az, j sin

(
γ j

a

2

)
= 0. (48)

Solving the 4 × 4 determinental equation in the four unknowns Ax,1, Ax,2, Az,1,

Az,2 obtained from Eqs. (39) and (45)–(46) leads to the dispersion relations (qx , ωn)

for type-I acoustic phonons as well as the coupled (ux , uz) phonon modes.
Similarly, solving the 4 × 4 determinental equation in the four unknowns Ax,1,

Ax,2, Az,1, Az,2 obtained from Eqs. (40) and (47)–(48) leads to the dispersion rela-
tions (qx , ωn) for type-II acoustic phonons as well as the coupled (ux , uz) phonon
modes.

Note that the subscript n added to ω indicates the discrete set of ω solutions that
results from solving the determinental equations.

2.2 Complete Set of Equations for the Coupled (uy, uφ)

Acousto-Optical Phonon Modes

In the case of (uy, uφ) modes, coupling between electric and elastic fields makes the
calculation more involved. We start out by invoking the elastic boundary conditions
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T4(z = ±a/2) = 0, (49)

giving (type-I modes)

−c44δ1Ay,1 sin
(
δ1

a

2

)
+ c44δ2Ay,2 sinh

(
δ2

a

2

)
+ e14iqx Aφ,1 sin

(
δ1

a

2

)
+ e14iqx Aφ,2 sinh

(
δ2

a

2

)
= 0,

(50)

and (type-II modes)

c44δ1Ay,1 cos
(
δ1

a

2

)
+ c44δ2Ay,2 cosh

(
δ2

a

2

)
+ e14iqx Aφ,1 cos

(
δ1

a

2

)
+ e14iqx Aφ,2 cosh

(
δ2

a

2

)
= 0,

(51)

Next, consider the electric boundary conditions. Here, the electric field outside the
slab must be taken into account as well. Since we assume vacuum environment, the
Maxwell-Poisson equation simply reads, if |z| > a/2,

−ε0∇2φ = ε0

(
q2
x − ∂2

∂z2

)
φ = 0, (52)

with the solution

φ(z) = φ+e−|q‖|zeiq‖·r if z > a/2, (53)

φ(z) = φ−e|q‖|zeiq‖·r if z < −a/2. (54)

Continuity of the transverse electric field at z = ±a/2 yields (type-I modes)

−∂φ

∂x
|z=a/2 = −iqx

(
Aφ,1 sin

(
δ1
a

2

)
+ Aφ,2 sinh

(
δ2
a

2

))
= −iqxφ+e−|q‖|a/2,

(55)

−∂φ

∂x
|z=−a/2 = −iqx

(
Aφ,1 sin

(
−δ1

a

2

)
+ Aφ,2 sinh

(
−δ2

a

2

))
= −iqxφ−e−|q‖|a/2.

(56)

Hence

φ+ = Aφ,1 sin
(
δ1

a
2

) + Aφ,2 sinh
(
δ2

a
2

)

e−|q‖|a/2
, (57)

φ− = −φ+. (58)

Finally, we impose continuity of the normal electric displacement at the slab
boundaries (type-I modes)
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[
−ε11

∂φ

∂z
+ e14

∂uy

∂x

]
|z=a/2 = −ε0

∂φ

∂z
|z=a/2, (59)

[
−ε11

∂φ

∂z
+ e14

∂uy

∂x

]
|z=−a/2 = −ε0

∂φ

∂z
|z=−a/2, (60)

i.e.,

−ε11δ1Aφ,1 cos
(
δ1
a

2

)
− ε11δ2Aφ,2 cosh

(
δ2
a

2

)

+e14iqx Ay,1 cos
(
δ1
a

2

)
+ e14iqx Ay,2 cosh

(
δ2
a

2

)

= ε0φ+|q‖|e−|q‖|a/2, (61)

−ε11δ1Aφ,1 cos
(
−δ1

a

2

)
− ε11δ2Aφ,2 cosh

(
−δ2

a

2

)

+e14iqx Ay,1 cos
(
−δ1

a

2

)
+ e14iqx Ay,2 cosh

(
−δ2

a

2

)

= −ε0φ−|q‖|e−|q‖|a/2. (62)

Evidently, combining Eqs. (41), (50), (57), and (61) leads to a 4 × 4 matrix equa-
tion in the coefficients Ay,1, Ay,2, Aφ,1, Aφ,2 whose determinental equation specifies
the dispersion relation (qx , ωn) of acousto-optical type-I phonons and the associated
coupled (ux , uz) phonon modes.

For type-II modes, Eqs. (53)–(54) still apply. Continuity of the transverse electric
field at z = ±a/2 yields

φ+ = Aφ,1 cos
(
δ1

a
2

) + Aφ,2 cosh
(
δ2

a
2

)

e−|q‖|a/2
, (63)

φ− = φ+. (64)

Imposing continuity in the normal electric displacement at z = ±a/2 gives one
constraint (type-II modes)

ε11δ1Aφ,1 sin
(
δ1
a

2

)
− ε11δ2Aφ,2 sinh

(
δ2
a

2

)

+e14iqx Ay,1 sin
(
δ1
a

2

)
+ e14iqx Ay,2 sinh

(
δ2
a

2

)

= ε0φ+|q‖|e−|q‖|a/2, (65)

Now, combining Eqs. (42), (51), (63), and (65) leads to a 4 × 4 matrix equation
in the coefficients Ay,1, Ay,2, Aφ,1, Aφ,2 whose determinental equation specifies the
dispersion relation (qx , ωn) of acousto-optical type-II phonons and the associated
coupled (ux , uz) phonon modes.

Note that the permittivity ε11 is a function of frequency (refer to Eq. (99) in the
next section) and this is central in the discussion of optical phonon modes. We also
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point to that for zincblende only one permittivity constant ε11 exists. Hence we shall
in the following sections replace ε11 by ε.

Formally, the fact that we know (and assume) solutions have a specific symmetry
in z, there is, in principle, no point in enforcing boundary conditions at both z = a/2
and z = −a/2.

2.3 Dispersion Relations for the Coupled (uy, uφ)

Acousto-Optical Phonon Modes

It follows from Eq. (50) and the expressions (type I modes)

−2iqxe14δ1Ay,1 + ε11
(
q2
x + δ21

)
Aφ,1 = 0,

2iqxe14δ2Ay,2 + ε11
(
q2
x − δ22

)
Aφ,2 = 0,

that

[−c44δ1ε11
(
q2
x + δ21

) − 2e214q
2
x δ1

]
sin

(
δ1
a

2

)
Aφ,1

+ [
c44δ2ε11

(
δ22 − q2

x

) − 2e214q
2
x δ2

]
sinh

(
δ2
a

2

)
Aφ,2 = 0. (66)

It now further follows from Eq. (61)

[
−ε11δ1 cos

(
δ1
a

2

)
+ ε11

(
q2
x + δ21

)

2δ1
cos

(
δ1
a

2

)
− ε0qx sin

(
δ1
a

2

)]
Aφ,1

+
[
−ε11δ2 cosh

(
δ2
a

2

)
+ ε11

(
δ22 − q2

x

)

2δ2
cosh

(
δ2
a

2

)
− ε0qx sinh

(
δ2
a

2

)]
Aφ,2 = 0.

(67)

This set of two equations in two unknowns Aφ,1, Aφ,2 has solutions only if the
determinant vanishes.

2.4 Proof that Piezoelectric Coupling Does Not Allow
for Acousto-Optical Phonon Mode Excitation at the LO
Frequency

Weshall nowprove an important result that distinguishes piezoelectricmaterials from
non-piezoelectric materials. At the LO phonon frequency where the permittivity is
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zero coupled acousto-optical phonon modes cannot be excited. In contrast, in non-
piezoelectricmedia confined optical phononmodes exist at theLOphonon frequency.

First, if ε11 = 0, Eq. (26) shows that

2iqxe14
∂uy

∂z
= 0, (68)

and

uy = Aye
iqx x . (69)

Then Eq. (24) yields

φ = (φ0 + φ1z) e
iqx x , (70)

(
ρω2 − q2

x c44
)
Ay + 2iqxe14

∂φ

∂x
= 0. (71)

From Eq. (50):

c44
∂uy

∂z
+ e14

∂φ

∂x
|z=±a/2 = 0, (72)

it follows that
(
φ0 + φ1

a

2

)
iqxe14 = 0, (73)

(
φ0 − φ1

a

2

)
iqxe14 = 0, (74)

so

φ0 = φ1 = 0. (75)

Continuity of the transverse electric field component guarantees further

φ+ = φ− = 0, (76)

and finally from Eq. (59)

e14
∂uy

∂x
|z=±a/2 = iqxe14Ay = 0, (77)

i.e.,

Ay = 0. (78)
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Hence, both the electric potential φ and the phonon uy component must be zero
simultaneously. In other words, it is not possible to excite coupled uy − uφ modes
at the LO phonon frequency!

2.5 Proof that Confined Coupled Acousto-Optical uy − uφ

Modes Cannot Exist in Piezoelectric Media Except
at Certain Discrete qx Wavenumber Values

It is well-known that confined LO phonon modes exist at the LO phonon frequency.
Wewill now prove that confined coupled acousto-optical uy − uφ modes cannot exist
in piezoelectric media except at certain discrete qx wavenumber values.

A confined phonon mode must be characterized by an electric field that vanishes
at the slab interfaces. If this is the case, coupled uy − uφ solutions can be sought
quite generally either in the form (type I modes)

uy = Ay cos
(mπ

a
z
)
eiqx x , (79)

φ = Aφ sin
(mπ

a
z
)
eiqx x , (80)

where m = 2, 4, 6, ..., or (type II modes)

uy = Ay sin
(mπ

a
z
)
eiqx x , (81)

φ = Aφ cos
(mπ

a
z
)
eiqx x , (82)

where m = 1, 3, 5, .... Let us restrict our analysis to the first case as the other case
is a trivial extension. From Eq. (24) we have

(
−q2

x c44 −
(mπ

a

)2
c44 + ρω2

)
Ay + 2iqxe14

(mπ

a

)
Aφ = 0, (83)

and from Eq. (26)

−2iqxe14
(mπ

a

)
Ay + ε11

(
q2
x +

(mπ

a

)2
)
Aφ = 0. (84)

The latter expression gives

Aφ = 2iqxe14
(
mπ
a

)

ε11

(
q2
x + (

mπ
a

)2) Ay . (85)
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and inserting Eq. (85) in Eq. (83) determines the possible mode frequencies

ωm =
√
c44
ρ

⎡

⎣q2
x +

(mπ

a

)2 + 4q2
x e

2
14

(
mπ
a

)2

ε11c44
(
q2
x + (

mπ
a

)2)

⎤

⎦
1/2

. (86)

It follows immediately from Eqs. (79)–(80) that Eq. (50) is fulfilled:

T4|z=a/2 = c44
∂uy

∂z
+ e14

∂φ

∂x
|z=a/2 = 0, (87)

and also that

φ|z=a/2 = 0, (88)

so from continuity of transverse electric field:

φ+ = 0. (89)

We then need to check if the normal displacement vanishes at the slab interface, i.e.,

D3|z=a/2 = −ε11
∂φ

∂z
+ e14

∂uy

∂x
|z=a/2 = 0. (90)

Again by use of Eqs. (79)–(80), this condition is fulfilled if

Aφ = iqxe14
ε11

(
mπ
a

) Ay . (91)

Combining Eqs. (85) and (91) requires

q2
x ≡ q2

x,m =
(mπ

a

)2
. (92)

Hence we have proven the conjecture that confined coupled uy − uφ phonon modes
cannot exist in piezoelectric media except for certain discrete wavenumber values
{qx,m} in contrast to the case for non-piezoelectric media!

3 Born-Huang Equations

The phenomenological Born-Huang equations, describing coupling between the
electric-field induced polarization P = χε0E (D = ε0E + P) and the ionic displace-
ment uion = u+ − u−, are
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∂2w
∂t2

= b11w + b12E, (93)

∂2P
∂t2

= b21w + b22E, (94)

where

w =
√
mr

�
uion, (95)

mr = m+m−
m+ + m−

, (96)

andm+,m− are the ion masses, � = V
N is the unit cell volume, i.e., N is the number

of unit cells in the volume V . Combining the latter equations gives

ε(ω) = ε0 +
(
b22 − b21b12

b11 − ω2

)
. (97)

Further, conservation of energy gives

b12 = b21. (98)

An alternative expression for the permittivity is

ε(ω) = ε(∞) + ε(0) − ε(∞)

1 − ω2

ω2
T O

. (99)

and it follows that

ε(∞) ≡ lim
ω→∞ ε(ω) = ε(0) + b22, (100)

ε(0) ≡ lim
ω→0

ε(ω) = ε0 +
(
b22 − b21b12

b11

)
, (101)

and

b11 = −ω2
T O , (102)

b22 = ε(∞) − ε0, (103)

b12 = b21 = √
ε(0) − ε(∞)ωT O . (104)

It also follows that once the electric field is determined through the coupled scheme
above, the ionic displacement can be found from Eq. (93):
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w = − b12
b11 + ω2

E. (105)

Hence, the present formalism determines the lattice displacement u and the ionic
displacement uion simultaneously.

4 Normalization of Phonon Modes

Since the phonon modes generally consist of coupled ion and lattice displacements
we need to formulate appropriate normalization conditions. These are

∫
dr

[√
mr

�
u∗
ion(r, t)

] [√
mr

�
uion(r, t)

]
+

∫
dr

[√
ρu∗(r, t)

] [√
ρu(r, t)

] = �

2ωn
. (106)

Upon carrying out normalization of the coupled phononfield, acousto-optical phonon
modes are determined.

5 Deformation Potential Coupling and Deformation
Hamiltonian

The deformation potential coupling between carriers and acoustic phonons stems
from the change in energies of the electron and hole band edges due to lattice defor-
mations. The associated Hamiltonian is

Hdef = Dc,v∇ · u, (107)

where Dc,v are the deformation potentials of the conduction, valence bands. Note
that shear deformations in principle also contribute and are important for the valence
bands but we shall neglect them here for the sake of simplicity. Rewriting the defor-
mation potential Hamiltonian in terms of the normalized phonon modes gives

Hdef = Dc,v

∑

q‖n

√
2a�

Vρωn(q‖)

(
an,q + a†n,−q

)
∇ · [

wn(q‖, z)eiq‖·r‖
]
, (108)

where V = 2aA is the slab volume with A the slab cross-sectional area, and

wn(q‖, z) = √
ρun(q‖, z). (109)
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6 Discussions

Consider first the influence of anisotropy on the phonon dispersion for the coupled
ux − uz lattice displacement components in a cubic piezoelectric GaAs slab. We
use the following physical properties of GaAs: c11 = 11.88 × 1010 Pa, c12 = 5.38 ×
1010 Pa, c44 = 5.94 × 1010 Pa, ρ = 5.318 × 103 kg/m3, e14 = 0.154 C/m2, ε(0) =
12.9ε0, �ωLO = 33.2 meV, �ωT O = 36.1 meV, ε∞ = ε(0)ω2

T O

ω2
LO
.

Since all cubic materials are anisotropic, the isotropic relation

c44 = c11 − c12
2

(110)

is an approximation. In fact, the degree of anisotropy defined as

α =
∣∣∣∣∣

c11−c12
2 − c44
c44

∣∣∣∣∣ , (111)

is large inGaAs and equal to 45%.Hence, substantial deviations in the phononmodes
and dispersion relations due to anisotropy must be expected for GaAs. We point to
that unit-cell inversion asymmetry and piezoelectricity do not influence the ux − uz

phonon modes and dispersion.
In Fig. 1 the coupled type-I ux − uz dispersion curves are shown for a 3 nm GaAs

slab. It is clear that accounting for the full anisotropy changes substantially both
energies and shape of the dispersion curves.

Next, let us consider the dispersion curves for coupled uy − φ acousto-optical
phonon modes.

In Fig. 2 the uy − φ type-I dispersion curves are shown for a 2 nm GaAs slab. It
is evident that the coupled acousto-optical phonon modes are strongly influenced by
anisotropy, as in the case with the coupled acoustic ux − uz phonons. Moreover, a
close inspection of the dispersion curves around the LO phonon energy of 36.1 meV
reveals that when piezoelectricity is included, and for any strictly positive qxa value,
crossing of the forbidden LO phonon energy does not take place in agreement with
the proof given above.

We stress that that interface phonons are not captured in the plots as they corre-
spond to imaginary qx values but the procedure for finding them is the same as for
non-pizoelectric and isotropic media [17].

A combined treatment of coupled acoustic and optical phonons in zincblende
media, by virtue of piezoelectricity, was presented that allows determination of the
lattice displacement vector and the internal ionic displacement vector simultaneously.
It was demonstrated that phonons generally exist in pairs due to couplings between
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Fig. 1 Type-I dispersion
relations for the coupled
ux − uz acoustic phonon
modes of a 3 nm GaAs slab.
(Upper plot) GaAs and
(lower plot) GaAs but using
the isotropic assumption:
c44 = c11−c12

2 =
3.25 × 1010 Pa. The first axis
is qxa and the second axis
the phonon band energy in
meV
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either the lattice displacement component perpendicular to the phonon wavevector
(uy coordinate) and the electric potential φ or the two other lattice displacement
components (ux and uz). Three new conjectures were derived for piezoelectric cubic
slabs: (1) isolated optical phonon modes cannot exist unless the in-plane phonon
wavenumber vanishes (qx = 0); (2) we have shown that confined acousto-optical
phonon modes only exist in piezoelectric cubic slabs for a discrete set of in-plane
wavenumbers; (3) at the LO phonon frequency coupled acousto-optical phonons
cannot exist. We point to that the present method can be applied directly to other
piezoelectric zincblendematerials and is easily generalized to piezoelectric materials
of a different crystal symmetry.
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Fig. 2 Type-I dispersion
relations for the coupled
uy − φ acousto-optical
phonon modes of a 3 nm
GaAs slab. (Upper plot)
GaAs including
piezoelectricity and
anisotropy and (lower plot)
GaAs but using the isotropic
non-piezoelectric
assumption: c44 = c11−c12

2 =
3.25 × 1010 Pa and e14 = 0
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Part II
Modeling Biological Phenomena

from Nano- to Macro-scales



Stochastic Models of Tumor Induced
Angiogenesis

Luis L. Bonilla, M. Carretero and F. Terragni

Abstract Angiogenesis is a complex multiscale process by which diffusing vessel
endothelial growth factors induce sprouting of blood vessels that carry oxygen and
nutrients to hypoxic tissue. There is strong coupling between the kinetic parameters
of the relevant branching—growth—anastomosis stochastic processes of the capil-
lary network, at the microscale, and the family of interacting underlying biochemi-
cal fields, at the macroscale. A hybrid mesoscale tip cell model involves stochastic
branching, fusion (anastomosis) and extension of active vessel tip cells with reaction-
diffusion growth factor fields. Anastomosis prevents indefinite proliferation of active
vessel tips, precludes a self-averaging stochastic process and ensures that a determin-
istic description of the density of active tips holds only for ensemble averages over
replicas of the stochastic process. Evolution of active tips from a primary vessel to a
tumor adopts the form of an advancing soliton that can be characterized by ordinary
differential equations for its position, velocity and a size parameter. A short review
of other angiogenesis models and possible implications of our work is also given.

1 Introduction

The growth of blood vessels out of a primary vessel or angiogenesis is a complexmul-
tiscale process responsible for organ growth and regeneration, tissue repair, wound
healing and many other natural operations in living beings [1–5]. Angiogenesis is
triggered by lack of oxygen (hypoxia) experienced by cells in some tissue. Such
cells segregate growth factors that diffuse and reach a nearby primary blood vessel.
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In response, the vessel wall opens and issues endothelial cells that move towards the
hypoxic region, build capillaries and bring blood, oxygen and nutrients to it. Once
blood and oxygen have reached the hypoxic region, segregation of growth factors
stops, anti-angiogenic substances may be segregated and a regular vessel network
may have been put in place, after pruning capillaries with insufficient blood flow.
In normal functioning, angiogenic and anti-angiogenic activities balance. Imbalance
may result in many diseases including cancer [6]. In fact, after a tumor installed in
tissue reaches some 2mm size, it needs additional nutrients and oxygen to continue
growing. Its hypoxic cells segregate growth factors and induce angiogenesis. Unlike
normal cells, cancerous ones continue issuing growth factors and attracting blood
vessels, which also supply them with a handy transportation system to reach other
organs in the body.

Tumor-induced angiogenesis research started with J. Folkman’s pioneering work
in 1971 [6]. In addition to vast experimental research [7], models and theory [8]
substantially contribute to understanding angiogenesis and developing therapies. In
angiogenesis, events happening in cellular and subcellular scales unchain endothelial
cell motion and proliferation and build millimeter scale blood sprouts and networks
thereof [2–5]. Models range from very simple to extraordinarily complex and often
try to illuminate someparticularmechanism; see the review [8].Realisticmicroscopic
models involve postulatingmechanisms and a large number of parameters that cannot
be directly estimated from experiments, but they often yield qualitative predictions
that can be tested. An important challenge is to extract mesoscopic and macroscopic
descriptions of angiogenesis from the diverse microscopic models.

During angiogenesis, the relevant branching, growth and anastomosis (vessel
fusion) stochastic processes of the capillary network at the microscale are strongly
coupled to the interacting underlying biochemical and mechanical fields at the
macroscale. In Sect. 2, we consider a hybrid mesoscale tip cell model that involves
stochastic branching, anastomosis and extension of active vessel tip cells with
reaction-diffusion growth factor fields [9]. Numerical simulations of the model show
that anastomosis prevents indefinite proliferation of active vessel tips [10]. Then fluc-
tuations about the mean of the density of active tips are not small and the stochastic
process is not self-averaging. However, as shown in Sect. 3, it is possible to obtain
a deterministic description of the density of active tips for ensemble averages over
replicas of the stochastic process. The deterministic description consists of an integro-
partial differential equation for the density of active vessel tips coupled to a reaction-
diffusion equation for the growth factor [9, 10]. As shown in Sect. 4, the evolution
of active tips from a primary vessel to a tumor adopts the form of an advancing
soliton-like wave that can be characterized by ordinary differential equations for its
position, velocity and a size parameter [11, 12]. These results may pave the way to
assess optimal control of angiogenesis and therapies based on it.

What are the implications of our work? As described in Sect. 5, there are other
models related to ours in which the vessel extension is described by random walks
[13, 14], and our methodology may be used to extract deterministic descriptions
for the density of active tips amenable to analysis. We could also seek to extend
microscopic cellular Potts models (described in Sect. 6) to mesoscales and study
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them using our methods. The role of blood flow in remodeling vascular networks
is briefly considered in Sect. 7. Further remarks are included in our conclusions in
Sect. 8.

2 Langevin Tip Cell Models

Tip cell models assume that the tip cells are motile and non-proliferating whereas
stalk cells build the blood vessel following the trajectories of the former. Assuming
that the tip cells form point particles, their trajectories constitute the blood vessels
advancing toward the tumor. In 1991, Stokes and Lauffenburger considered the capil-
lary sprouts as particles of unit mass subject to chemotactic, friction and white noise
forces [15, 16]. The distribution of tumor angiogenic factors (TAF) issuing from a
small circular tumor is a known stationary non-uniform function. Associated to each
sprout, its cell density satisfies a rate equation that takes into account proliferation,
elongation, redistribution of cells from the parent vessel, branching and anastomosis.
They did not consider the depletion effect that advancing sprouts would have on the
TAF concentration. Later tip cell models combined a continuum description of fields
influencing cell motion (chemotaxis, haptotaxis, …) with random walk motion of
individual sprouts that experience branching and anastomosis. Capasso and Morale
[17] used ideas from these approaches to propose a hybrid model of Langevin-Ito
stochastic equations for the sprouts undergoing chemotaxis, haptotaxis, branching
and anastomosis coupled to reaction-diffusion equations for the continuum fields.
In this model, the evolution of the continuum fields is influenced by the growing
capillary network through smoothed (or mollified) versions thereof [18]. Capasso
and Morale also attempted to derive a continuum equation for the density of mov-
ing tip cells from the stochastic equations but could not account for branching and
anastomosis [17]. In what follows, we present a simplified hybrid model that ignores
haptotaxis and derive a deterministic description for the density of active tips [9, 10,
19]. As in the Capasso-Morale model, the influence of haptotaxis can be included by
adding reaction-diffusion equations for fibronectin and matrix-degrading enzymes
[20]. The influence of blood circulation through the newly created blood vessels and
secondary branching therefrom can be modeled as in [21].

We shall consider a slab geometry as indicated in Fig. 1, which is the result of a
numerical simulation of the stochasticmodel. The extension of the i th capillary sprout
with position Xi (t) and velocity vi (t) is given by the nondimensional Langevin-Ito
stochastic equation

dXi (t) = vi (t) dt

dvi (t) = β
[−vi (t) + F

(
C(t,Xi (t))

)]
dt + √

β dWi (t) (1)

for t > T i (T i is the random birth time of the i th tip). Here C(t, x) is the TAF
concentration. At time T i , the velocity of the newly created tip is selected out of a
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Fig. 1 Network of blood vessels simulated by the stochastic model of tumor induced angiogenesis.
The level curves of the density of the tumor angiogenic factor (vessel endothelial growth factor) are
also depicted [11]

normal distribution with mean v0 and variance σ 2
v , while the probability that a tip

branches fromone of the existing ones during an infinitesimal time interval (t, t + dt]
is proportional to

N (t,ω)∑

i=1

α(C(t,Xi (t)))dt. (2)

Here N (t, ω) is the number of tips at time t for a realization ω of the stochastic
process and

α(C) = AC

C + 1
, (3)

where A is a positive constant.We ignore secondary angiogenesis fromnewly formed
capillaries [21]. The tip i disappears at a later random timeΘ i , either by reaching the
tumor or by anastomosis, i.e., by meeting another capillary. At time t , anastomosis
for the i th tip occurs at a point x such that Xi (t) = x and X j (s) = x for another tip
that was at x previously, at time s < t . In (1),Wi (t) are i.i.d. Brownian motions, and
β (friction coefficient) is a positive parameter [9, 10, 12]. The chemotactic force F
controlling tip cell migration in response to the TAF released by tumor cells is

F(C) = δ1

1 + Γ1C
∇xC , (4)
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where δ1, and Γ1 are positive parameters. The TAF diffuses and is consumed by
advancing vessel tips according to [10]

∂C

∂t
(t, x) = κcΔxC(t, x) − χcC(t, x)

∣∣
∣∣∣

N (t,ω)∑

i=1

vi (t) δσx (x − Xi (t))

∣∣
∣∣∣
. (5)

Here κc and χc are positive parameters, while δσx is a regularized delta function (e.g.,
a Gaussian with standard deviation σx ). We are assuming that extending the vessel
consumes TAF. As the vessel extends a length |vi (t)| dt during the time interval
between t and t + dt , the consumption should be proportional to |vi (t)|. The dif-
ference between the sum of the vector lengths and that indicated in (5) is negligible
for the parameters and geometry considered in this paper (it amounts to having a
coefficient 1.28 times larger than χc in the previous equation). Having the length of
the flux vector as in (5) is convenient. Initial and boundary conditions for the TAF
field C have been proposed in [9, 10].

The concentration of all vessels per unit volume in the physical space, at time t
(i.e., the vessel network X(t, ω)) is [10]

δ(x − X(t, ω)) =
t∫

0

N (s,ω)∑

i=1

δσx (x − Xi (s, ω)) ds. (6)

3 Deterministic Description

We shall see that we can understand the results of numerical simulations of the
stochastic process described in the previous section by first finding a deterministic
description of the density of active tips. The latter evolves in the form of a slowly
varying soliton-like wave that we can analyze. Without performing numerical simu-
lations of the stochastic process, we could guess that such a deterministic description
could hold whenever the number of active tips arising from branching becomes very
large. In such a case, we could use the law of large numbers to achieve such a descrip-
tion. This was the point of view adopted in the papers [9, 17]. However, anastomosis
kills off so many active vessel tips that their number hardly grows to a hundred. Then
we need a different point of view in order to derive a deterministic description. The
alternative is the Gibbsian idea of considering an ensemble of replicas of the original
stochastic process and carrying out arithmetic averages over the number of replicas.

We can find a deterministic description of the stochastic model for the densities
of active vessel tips and the vessel tip flux, defined as ensemble averages over a
sufficient number N of replicas (realizations) ω of the stochastic process:
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Fig. 2 Marginal density of active vessel tips resulting from an average over 400 replicas of the
stochastic process according to Eq. (8) at four different times: a 12 h, b 24 h, c 32 h, and d 36 h. At
these times, the numbers of active tips are (a) 56, (b) 69, (c) 72, and (d) 66, [10]

pN (t, x, v) = 1

N

N∑

ω=1

N (t,ω)∑

i=1

δσx (x − Xi (t, ω)) δσv (v − vi (t, ω)), (7)

p̃N (t, x) = 1

N

N∑

ω=1

N (t,ω)∑

i=1

δσx (x − Xi (t, ω)), (8)

jN (t, x) = 1

N

N∑

ω=1

N (t,ω)∑

i=1

vi (t, ω)δσx (x − Xi (t, ω)). (9)

AsN → ∞, these ensemble averages tend to the tip density p(t, x, v), the marginal
tip density p̃(t, x), and the tip flux j(t, x), respectively.

Figures2 and 3 show the outcomes of typical simulations of ensemble averaged
marginal densities: The two-dimensional lump shown in Fig. 2 is created at the pri-
mary vessel at x = 0 and marches to the tumor at x = 1. Its profile along the x axis
is the soliton-like wave shown in Fig. 3.

Reference [10] shows that the angiogenesis model has a deterministic description
based on the following equation for the density of vessel tips, p(t, x, v),
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Fig. 3 Marginal density of active vessel tips at the x axis resulting from an average over 400 replicas
of the stochastic process as in Fig. 2. The primary vessel at x = 0 issues a pulse that marches toward
the tumor at x = 1, [10]

∂p

∂t
(t, x, v) = α(C(t, x)) p(t, x, v)δσv (v − v0) − Γ p(t, x, v)

t∫

0

p̃(s, x) ds

−v · ∇x p(t, x, v) − β∇v · [(F(C(t, x)) − v)p(t, x, v)] + β

2
Δv p(t, x, v), (10)

p̃(t, x) =
∫

p(t, x, v′) dv′. (11)

The two first terms on the right hand side of (10) correspond to vessel tip branching—
from Eqs. (2) and (3)—and anastomosis, respectively. While the branching term fol-
lows from (2) and (3) in a straightforward manner, deducing the anastomosis integral
term is the real breakthrough from past work achieved in [9]. The anastomosis coeffi-
cient, Γ , has to be fitted by comparison of the numerical solution of the deterministic
equations and ensemble averages of the stochastic description, [10]. The other terms
on the right hand side of (10) are in the Fokker-Planck equation that corresponds
to the Langevin equation (1) in the usual manner [22]. While the branching term
follows directly from the stochastic branching process, anastomosis occurs when a
moving vessel tip at time t > 0 encounters a preexisting vessel whose tip was at the
same place at an earlier time s < t . At time t , a moving vessel tip can reach an area
dx about x that is either unoccupied or occupied by another vessel. In the latter case,
it anastomoses. The occupation time density of the area dx about x is proportional
to

∫ t
0 p̃(s, x) ds—the ensemble average of the vessel network density (6). Then the

rate of anastomosis should be proportional to p(t, x, v) times this occupation time
density [10]. Equation (5) becomes
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Fig. 4 Marginal density of active vessel tips resulting from a numerical simulation of the determin-
istic equations with appropriate boundary conditions for the same times as in Fig. 2 [9, 10]. Better
agreement between both descriptions requires fine tuning of the boundary conditions

∂C

∂t
(t, x) = κcΔxC(t, x) − χcC(t, x) |j(t, x)|, (12)

where j(t, x) is the current density (flux) vector at any point x and any time t ≥ 0,

j(t, x) =
∫

v′ p(t, x, v′) dv′. (13)

Carpio and collaborators have shown that the deterministic system of Eqs. (10)–(12)
together with appropriate boundary and initial conditions has a unique solution that
depends smoothly on parameters [23, 24].

Figure4 shows that the outcome of a numerical simulation of the deterministic
description is similar to that of the stochastic process.
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4 Soliton and Collective Coordinates

In the overdamped limit of negligible inertia in (1), we obtain the simpler Langevin-
Ito equation: dXi (t) ≈ F(C(t,Xi (t))) dt + β−1/2dWi (t) [11]. By using the
Chapman-Enskog perturbation method whose details are explained in [12], it is then
possible to derive the following reduced equation for the marginal tip density,

∂ p̃

∂t
+ ∇x · (F p̃) − 1

2β
Δx p̃ = μ p̃ − Γ p̃

∫ t

0
p̃(s, x) ds, (14)

μ = α

π

[
1 + α

2πβ(1 + σ 2
v )

ln

(
1 + 1

σ 2
v

)]
. (15)

The drift terms in Eq. (14) are those corresponding to the simpler Langevin-Ito equa-
tion for Xi (t) that results in the overdamped limit. The birth and death terms are
obtained by integration of the corresponding ones on right hand side of (10) over
velocity. However, the perturbation procedure changes the coefficient α(C) to the
related functionμ(C) in (15) [12]. Equation (14) has the following soliton-like solu-
tion for constant F = (Fx , Fy), μ, and zero diffusion, 1/β = 0:

p̃s = (2KΓ + μ2)c

2Γ (c − Fx)
sech2

[√
2KΓ + μ2

2(c − Fx )
(x − X (t))

]

, Ẋ ≡ dX

dt
= c, (16)

where K is a constant. In fact [11], consider p̃s = ∂P(x − ct)/∂t = −c P ′(ξ), ξ =
x − ct , which, inserted in (14) with 1/β = 0, yields

(Fx − c)P ′′ = μP ′ − Γ PP ′ =⇒ (c − Fx )P
′ = Γ

2
P2 − K − μP.

Setting P = ν tanh(λξ) + μ/Γ , we find ν2 = (μ2 + 2KΓ )/Γ 2 and 2νλ(c − Fx )/

Γ = −ν2, thereby obtaining

P = μ

Γ
−

√
2KΓ + μ2

Γ
tanh

[√
2KΓ + μ2

2(c − Fx )
(ξ − ξ0)

]

.

Here ξ0 is a constant of integration. Thus p̃s = ∂P/∂t = −cP ′ is given by (16).
Numerical simulations on a slab geometry show that the marginal tip density

evolves toward (16) after an initial stage [11, 12]. It is an open problem to prove this
stability result even for a one-dimensional version of Equation (14) on the whole
real line and having constant values of F and μ.

A small diffusion and slowly varying continuum fieldC produce a moving soliton
whose shape and speed are slowly changing.We can find them by deducing evolution
equations for the collective coordinates K , c, and X [11, 12]. Then the marginal
density profile at y = 0 can be reconstructed from (16) with spatially averaged Fx
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and μ [12]. Note that p̃s is a function of ξ = x − X and also of x and t through
C(t, x),

p̃s = p̃s

(
ξ ; K , c, μ(C), Fx

(
C,

∂C

∂x

))
. (17)

We assume that the time and space variations of C , which appear when p̃s is differ-
entiated with respect to t or x , produce terms that are small compared to ∂ p̃s/∂ξ .
As explained in [12], we shall consider that μ(C) is approximately constant, ignore
∂C/∂t because the TAF concentration varies slowly (the dimensionless coefficients
κc and χc appearing in the TAF equation (12) are very small according to Table2
of [12]) and ignore ∂2 p̃s/∂i∂ j , where i, j = K , Fx . We now insert (16) into (14),
thereby obtaining

(
Fx − Ẋ

) ∂ p̃s
∂ξ

+ ∂ p̃s
∂K

K̇ + ∂ p̃s
∂c

ċ − 1

2β

(
∂2 p̃s
∂ξ 2

+ 2
∂2 p̃s

∂ξ∂Fx

∂Fx

∂x
+ ∂ p̃s

∂Fx
Δx Fx

)

+ p̃s∇x · F + ∂ p̃s
∂Fx

(
∂Fx

∂t
+ F · ∇x Fx

)
= μ p̃s − Γ p̃s

∫ t

0
p̃sdt. (18)

Equation. (14) with 1/β = 0 and constant F and μ has the soliton solution (16).
Using this fact, we can eliminate the first term on the left hand side of (18) and also
the right hand side thereof. Equation (18) then becomes

∂ p̃s
∂K

K̇ + ∂ p̃s
∂c

ċ = A , (19)

A = 1

2β

∂2 p̃s
∂ξ2

− p̃s∇x · F − ∂ p̃s
∂Fx

(
F · ∇x Fx − 1

2β
Δx Fx

)
+ 1

β

∂2 p̃s
∂ξ∂Fx

∂Fx
∂x

. (20)

We now find collective coordinate equations (CCEs) for K and c. As the lump-like
angiton moves on the x axis, we set y = 0 to capture the location of its maximum.
On the x axis, the profile of the angiton is the soliton (16). We first multiply (19) by
∂ p̃s/∂K and integrate over x . We consider a fully formed soliton far from primary
vessel and tumor. As it decays exponentially for |ξ | 
 1, the soliton is considered
to be localized on some finite interval (−L /2,L /2). The coefficients in the soliton
formula (16) and the coefficients in (20) depend on the TAF concentration at y = 0,
therefore they are functions of x and time and get integrated over x . The TAF concen-
tration varies slowly on the support of the soliton, and therefore we can approximate
the integrals over x by [12]

∫

I

F( p̃s(ξ ; x, t), x)dx ≈ 1

L

∫

I

⎛

⎜
⎝

L /2∫

−L /2

F( p̃s(ξ ; x, t), x)dξ

⎞

⎟
⎠ dx . (21)

The intervalI over whichwe integrate should be large enough to containmost of the
soliton, of extensionL . Thus the CCEs hold only after the initial soliton formation
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stage. Near the primary vessel and near the tumor, the boundary conditions affect
the soliton and we should exclude intervals near them from I . We shall specify
the integration interval I below. Acting similarly, we multiply (19) by ∂ p̃s/∂c and
integrate over x . From the two resulting formulas, we then find K̇ and ċ as fractions.
The factors 1/L cancel out from their numerators and denominators. As the soliton
tails decay exponentially to zero, we can setL → ∞ and obtain the following CCEs
[12]

K̇ =
∫ ∞
−∞

∂ p̃s
∂K A dξ

∫ ∞
−∞

(
∂ p̃s
∂c

)2
dξ − ∫ ∞

−∞
∂ p̃s
∂c A dξ

∫ ∞
−∞

∂ p̃s
∂K

∂ p̃s
∂c dξ

∫ ∞
−∞

(
∂ p̃s
∂K

)2
dξ

∫ ∞
−∞

(
∂ p̃s
∂c

)2
dξ −

(∫ ∞
−∞

∂ p̃s
∂c

∂ p̃s
∂K dξ

)2 , (22)

ċ =
∫ ∞
−∞

∂ p̃s
∂c A dξ

∫ ∞
−∞

(
∂ p̃s
∂K

)2
dξ − ∫ ∞

−∞
∂ p̃s
∂K A dξ

∫ ∞
−∞

∂ p̃s
∂K

∂ p̃s
∂c dξ

∫ ∞
−∞

(
∂ p̃s
∂K

)2
dξ

∫ ∞
−∞

(
∂ p̃s
∂c

)2
dξ −

(∫ ∞
−∞

∂ p̃s
∂c

∂ p̃s
∂K dξ

)2 . (23)

In these equations, all terms varying slowly in space have been averaged over the
interval I . The last term in (20) is odd in ξ and does not contribute to the integrals
in (22) and (23) whereas all other terms in (20) are even in ξ and do contribute. The
integrals appearing in (22) and (23) are calculated in [12]. The resulting CCEs are

K̇ = (2KΓ + μ2)2

4Γβ(c − Fx )2

4π2

75 + 1
5 +

(
2Fx
5c − 2π2

75 − 9
10

)
Fx
c

(
1 − 4π2

15

) (
1 − Fx

2c

)2

− 2KΓ + μ2

Γ c
(
2 − Fx

c

)

(

c∇x · F + F · ∇x Fx − Δx Fx
2β

)

, (24)

ċ = − 7(2KΓ + μ2)

20β(c − Fx )

1 − 4π2

105(
1 − 4π2

15

) (
1 − Fx

2c

) +
F · ∇x Fx − (c − Fx )∇x · F − Δx Fx

2β

2 − Fx
c

, (25)

g(x, y) = 1

I

∫

I
g(x, 0) dx, (26)

in which the functions of C(t, x, y) have been averaged over the interval I after
setting y = 0. We expect the CCEs (24) and (25) to describe the mean behavior of
the soliton whenever it is far from primary vessel and tumor.

Both deterministic or stochastic simulations show that the soliton is formed after
some time t0 = 0.2 (10 h) following angiogenesis initiation. To find the soliton evolu-
tion afterwards,we need to solve theCCEs (24) and (25), inwhich the spatial averages
depend on an interval x ∈ I , which should exclude regions affected by boundaries.
We calculate the spatially averaged coefficients in (24) and (25) by: (i) approximating
all differentials by second order finite differences, (ii) setting y = 0, and (iii) averag-
ing the coefficients from x = 0–0.6 by taking the arithmeticmean of their values at all
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Fig. 5 Comparison of the
marginal tip density profile
p̃(t, x, 0) (obtained from the
stochastic description
averaged over 400 replicas)
to that of the moving soliton,
[11]
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grid points in the intervalI = (0, 0.6]. For x > 0.6, the boundary condition at x = 1
influences the outcome and thereforewe leave values for x > 0.6 out of the averaging
[12]. The initial conditions for the CCEs are set as follows. X (t0) = X0 is the loca-
tion of the marginal tip density maximum, p̃(t0, x = X0, 0). We find X0 = 0.2 from
the stochastic description. We set c(t0) = c0 = X0/t0. K (t0) = K0 is determined so
that the maximummarginal tip density at t = t0 coincides with the soliton peak. This
yields K0 = 39. Solving the CCEs (24) and (25) with these initial conditions and
using (16), we obtain the curves depicted in Fig. 5.

5 RandomWalk Tip Cell Models

These models describe the extension of blood vessels by random walks biased by
chemotaxis or haptotaxis instead of using Langevin equations. The first such model,
due to Anderson and Chaplain [13], is based on a reaction-diffusion description of
angiogenesis. They consider a continuity equation for the density of endothelial cells
(ECs) n (with zero-flux boundary conditions) coupled to equations for the TAF and
fibronectin densities,C and f , respectively. In nondimensional form, these equations
are [13]:



Stochastic Models of Tumor Induced Angiogenesis 109

∂n

∂t
= DΔn − ∇ ·

(
χ

1 + αC
n∇C

)
− ∇ · (ρn∇ f ), (27)

∂ f

∂t
= βn − γ n f, (28)

∂C

∂t
= −ηnC. (29)

Here all parameters are positive. The three terms on the right hand side of (27)
correspond to diffusion of ECs, chemotaxis and haptotaxis, respectively. Note that
chemotaxis has the same form in this equation as in (10) with p replaced by n.
Haptotaxis follows the gradient of fibronectin in the extracellular matrix. Note that
proliferation and death of ECs are not contemplated by (27). In the next step, these
equations are solved by an explicit Euler method in time and finite differences. The
resulting equation for n(t, x, y) ≈ nql,m ,

nq+1
l,m = nql,mW0 + nql+1,mW1 + nql−1,mW2 + nql,m+1W3 + nql,m−1W4, (30)

has the same form as a master equation for a random walk [22], except that the
“transition probabilities” W0 (staying), W1 (moving to the left), W2 (moving to the
right), W3 (moving downwards), and W4 (moving upwards) are not normalized.
However, this is easily fixed by defining

Wi = Wi
∑4

j=0 Wj

, i = 0, 1, . . . , 4, (31)

as new transition probabilities. The random walk associated to these transition prob-
abilities represents extension of vessel tips and replaces the Langevin equation (1).
Branching and anastomosis are introduced as in the Langevin tip cell model, except
that the tips have to wait some maturity time after branching before they are allowed
to branch again. It should be straightforward to find equations for the density of
active vessel tips by using the theory described in previous sections.

The Anderson-Chaplain idea is easy to implement starting from continuum mod-
els of angiogenesis (and therefore it can be immediately generalized by including
more taxis mechanisms, influence of antiangiogenic factors [25], etc), but it has the
drawback of having to rely on the finite difference grid or lattice. A few years later,
Plank and Sleeman proposed non-lattice models independent of the grid [14] using
biased circular random walk models previously introduced by Hill and Häder for
swimming microorganisms [26]. If θ(t) is a continuous random walk on the unit
circle biased by chemo and haptotaxis [14], the trajectory of the corresponding tip
cell is

dx
dt

= v0 (cos θ(t), sin θ(t)). (32)

Thus the tip cells have the same speed v0, directions givenby θ(t) and their trajectories
do not have to follow points on a lattice. While branching and anastomosis are
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modeled as in Sect. 2, the extensions of vessel tips are described by (32) and the
biased circular random walk instead of Langevin equations. The master equation for
the circular random walk is [14]

dPn
dt

= τ̂+
n−1Pn−1 + τ̂−

n+1Pn+1 − (τ̂+
n + τ̂−

n )Pn, (33)

τ̂±
n = 2λ

τ
(
nδ ± δ

2

)

τ
(
nδ + δ

2

) + τ
(
nδ − δ

2

) . (34)

As δ → 0 and n → ∞ so that nδ = θ , the master equation (33) becomes the Fokker-
Planck equation [14]

∂P

∂t
(t, θ) = D

∂

∂θ

[
P(t, θ)

∂

∂θ

(
ln

P(t, θ)

τ (θ)

)]
, (35)

with D = λδ2 for P(t, θ) = P(t, nδ) = Pn(t). Chemo and haptotaxis are included
in the model through the transition probability

τ(θ) = exp[dC cos(θ − θC) + d f cos(θ − θ f )]∫ π

−π
exp[dC cos(s − θC) + d f cos(s − θ f )] ds , (36)

tan θC = ∇C

|∇C | , tan θ f = ∇ f

|∇ f | . (37)

Here τ(θ) is the stationary probability density of the Fokker-Planck equation (35).
Comparisons between numerical simulations of the Anderson-Chaplain and Plank-
Sleeman models are carried out in [14].

The randomwalkmodels of this Section get their input from continuum equations
for EC, TAF and fibronectin densities, but the moving vessel tips characterized by
the random walks do not affect the continuum fields. Their outcomes are numerical
simulations of the stochastic processes, without further elaboration. In contrast to this
somewhat artificial setting, the Langevin tip cell model of Sect. 2 is a hybrid model
in which active vessel tips and continuum fields are fully coupled. Furthermore, we
can derive an equivalent deterministic description from the Langevin tip cell model
and analyze it in terms of a soliton-like attractor. This latter elaboration has also been
carried out for a Langevin tip cellmodel that includes chemotaxis and haptotaxis [20].
It may also beworked out for the randomwalkmodels in an appropriate limit, as their
governing master equation then becomes a Fokker-Planck equation (corresponding
to a Langevin-Ito equation) [22].
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6 Cellular Potts Models

In all the previous models, the cells are treated as point particles. For a more precise
view of haptotaxis, i.e., the motion of ECs over the extracellular matrix (ECM),
we need to consider adhesion and deformation of the cells. This requires a more
microscopic view than that offered by tip cell models or bymore complicatedmodels
that distinguish between tip and stalk ECs and add extra dynamics for them [8].

Often times, ECs and ECM are modeled by a cellular Potts model (CPM) with
Monte Carlo dynamics coupled to continuum fields (elastic fields, TAF, …) [27].
Space in these models consists of a lattice whose cells (lattice sites) may be in
finitely many different states, denoted by type τ and representing ECs, matrix fibers,
tissue cells and interstitial fluid. To account for individual entities (ECs, fibers, etc),
each entity is further associated with a unique identifying number, denoted by σ ,
that is assigned to every lattice site occupied by it. At every Monte Carlo time step,
the cell surface (represented by connected lattice vertices) is updated according to
a set of cell behavior rules (e.g., target cell shape and size) that are translated in an
energy change. Typically, we select randomly a cell x, assign its type, τ(x), to a
randomly chosen neighbor x′, and update accordingly the total energy of the system,
H . Using the Metropolis algorithm, a given update is accepted with probability one
if the change in the total energy of the system, ΔH , is reduced and it is accepted
with probability e−βΔH otherwise (1/β is the Monte Carlo temperature). The energy
in [27] is

H =
∑

sites

Jτ,τ ′(1 − δσσ ′) +
∑

cells

γτ (aσ − Aσ )2 −
∑

cells

∑

sites

μσC(t, x). (38)

The first term in Eq. (38) is the contribution to total energy resulting from cell-cell
and cell-medium adhesion. The second term allows deformation of cells with volume
aσ about a target volume (area in 2D space) Aσ , depending on the Potts parameters
γτ . The target volume is twice that of the initial volume and it corresponds to the
volume at which a cell undergoes mitosis, thereby creating a new cell. Thus cell
proliferation is contemplated in this CPM. A variation of the last term in (38) is

ΔHchem = −μσ [C(t, x) − C(t, x′)], (39)

where x and x′ are two randomly picked neighboring lattice cells, μσ > 0 is the
chemical potential, and Eq. (39) represents chemotaxis favoring motion directed
along theTAFgradient. TheTAFconcentration satisfies a reaction-diffusion equation
[27]. The parameters appearing in the model are chosen in such a way that the
progression of blood vessels occurs in the time scale observed in experiments [27].

Under this framework, each entity (ECs, ECM, …) has a finite volume, a
deformable shape and competes for space. ECs proliferate. Intercellular interactions
occur only at the cells surface and have a cell-type-dependent surface (or adhe-
sion) energy Jτ,τ ′ , which is a measure of the coupling strength between the entities
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τ and τ ′. Other CPMs include an ECM strain-dependent term that favors cell exten-
sion in the direction of principal strain (durotaxis). The force exerted by the ECs on
the ECM is calculated by finite elements [28]. In more complicated models, each cell
contains agents that signal to other cells and adhesion is modeled by a CPM [29].

As in the case of random walk tip cell models, there is a connection between
CPM and a deterministic formulation for a density. In [30], Alber et al. have written
a discrete time master equation for the probability density P(t, r,L) that a cell with
its center of mass at r occupy a rectangle with sides L = (lx , ly) at time t . It is based
on a CPMwith energy given by (38), but with a target perimeter instead of the target
area. The corresponding term in the energy is

Hperim =
∑

cells

[γx (lx − Lx )
2 + γy(ly − Ly)

2]. (40)

Here cells are always rectangles and do not proliferate nor die. Assuming that cells
contain many lattice sites, they change little at each Monte Carlo step. Assuming
further that cell-cell interactions are always binary, the authors derive a Fokker-
Planck equation for P(t, r,L). These formulations would have to be extended to
CPMs that include cell proliferation and be connected to mesoscopic angiogenesis
models: from cell densities to densities of active vessel tip cells.

7 Blood Flow and Vascular Network

Once a vascular network is being created, blood flows through the capillaries, anas-
tomosis enhances flow in some of them and secondary angiogenesis may start in new
vessels. Pries and coworkers have modeled blood flow in a vascular network and the
response thereof to changing conditions such as pressure differences andwall stresses
[31, 32]. This response may remodel the vascular network by changing the radii of
certain capillaries, and altering the distribution of blood flow [31, 32]. McDougall,
Anderson and Chaplain [33] have used this formulation to add secondary branching
from new capillaries induced by wall shear stress to the original randomwalk tip cell
model [13]. Blood flows according to Poiseuille’s law, mass is conserved, there are
empirical expressions for blood viscosity and for the wall shear stresses, and radii of
capillaries adapt to local conditions. Secondary vessel branching may occur after the
new vessel has reached a certain level of maturation and before a basal lamina has
formed about it [21, 33]. During such a time interval, the probability of secondary
branching increases with both the local TAF concentration and the magnitude of the
shear stress affecting the vessel wall. McDougall et al’s. model can be used to figure
out how drugs could be transported through the blood vessels and eventually reach
a tumor [21, 33]. In dense vessel networks, secondary branching may have little
effect on the number of active tips at a given time, as anastomosis could eliminate
secondary branches quickly. Thus we may ignore secondary branching when con-
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sidering the density of active tips in such networks. Of course we cannot ignore it
when describing blood flow and network remodeling.

One missing feature of angiogenesis models that take blood flow into account
seems to be pruning. It is known that capillaries with insufficient blood circulation
may atrophy and disappear. Pruning such blood vessels is an important mechanism
to achieve a hierarchical vascular network such as that observed in retinal vascular-
ization during development [3, 4]. Global optimization and adaptation in developing
networks has been recently shown to lead to highly optimized transport vascular
systems [34, 35]. It would be interesting to adapt these studies to angiogenesis.

8 Conclusions

Angiogenesis is a complex multiscale process by which diffusing vessel endothelial
growth factors induce sprouting of blood vessels that carry oxygen and nutrients
to hypoxic tissue. Cancerous tumor cells profit from this process to prosper, grow
and eventually migrate to other organs. Mathematical models contemplate different
aspects of angiogenesis. Here we have reviewed recent work on a simple tip cell
model that encompasses vessel extension driven by chemotaxis and described by
Langevin equations, stochastic tip branching and vessel fusion (anastomosis). From
the stochastic description, we have derived a deterministic integropartial differential
equation for the density of active tip cells coupled with a reaction-diffusion equation
for the growth factor. The associated initial-boundary value problem is well posed.
It is important to note that anastomosis prevents proliferation of active tips and
therefore the deterministic description is based on ensemble averages over replicas of
the stochastic process. Numerical simulations of both (deterministic and stochastic)
descriptions show that the density of active tips adopts the shape of a two-dimensional
soliton-like wave (angiton) after a formation stage. We have found an analytical
formula for the one-dimensional projection of the soliton and ordinary differential
equations for variables that provide its velocity, position and size. These equations
also characterize the advance of the vessel network for single replicas. Much more
work needs to be carried out to solve mathematical issues arising from our results,
both fromanalysis of the deterministic description and fromestablishingmore precise
conditions for its validity. The description of the soliton should be extended to the
true two-dimensional soliton (angiton) that appears in the numerical simulations and
to the case of a more general geometry than that of the slab. Fluctuations cannot be
ignored in the case of ensemble averages, and future work predicting the evolution
of a real vessel network should include confidence bands about averages. Anti-
angiogenic treatments need to be improved [1, 2], and, in this respect, having better
models and theories about their solutions should help. Therapies are related to optimal
control of angiogenesis and they require accurate mathematical models, validated
by comparison with real data (inverse problems—statistics of random geometric
structures).
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We have also related the specific model we study to other tip cells models in
the literature that describe vessel extension by reinforced random walks instead of
stochastic differential equations. Our methodology may be adapted to these other
models as Langevin equations arise from reinforced random walks in appropriate
limits. All these models describe mesoscales in which cells are just point particles,
thereby ignoring their shapes and a microscopic description thereof. Other models
consider the evolution of individual endothelial cells of variable shape and exten-
sion through cellular Potts models, but the continuation of these models toward the
mesoscale has barely begun. Extending the analysis carried out for our mesoscopic
stochastic tip cell model to microscopic models is a challenge for the future. Blood
circulation through the angiogenic network favors certain vessels, others that do not
have enough perfusion shrink and disappear and secondary branching may occur.
Future work could delve deeper in the topics of vessel remodeling, pruning, forma-
tion of optimal vascular networks and transport of medicals through them.

Apart from the specific application to angiogenesis, we have presented in this
paper methodological contributions for a soundmathematical modeling of stochastic
vessel networks: (a) the use of stochastic distributions, and their mean densities,
describing the vessels, which are random objects of Hausdorff dimension one, cf (6);
(b) reduction of vessel distributions to integrals over time of active tip distributions,
which are random objects of zero Hausdorff dimension, cf (8); (c) characterization
of the attractor of the density of active tips as a soliton whose position, velocity and
size are given as solutions of ordinary differential equations, cf (16), (22) and (23).
In our system, which is strongly out of equilibrium, this attractor plays a similar role
to the stable stationary equilibrium distribution of many physical systems.
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Biofilm Mechanics and Patterns

A. Carpio, E. Cebrián, D. R. Espeso and P. Vidal

Abstract From multicellular tissues to bacterial colonies, three dimensional cellular

structures arise through the interaction of cellular activities and mechanical forces.

Simple bacterial communities provide model systems for analyzing such interac-

tion. Biofilms are bacterial aggregates attached to wet surfaces and encased in a

self-produced polymeric matrix. Biofilms in flows form filamentary structures that

contrast with the wrinkled layers observed on air/solid interfaces. We are able to

reproduce both types of shapes through elastic rod and plate models that incorpo-

rate information from the biomass production and differentiation processes, such as

growth rates, growth tensors or inner stresses, as well as constraints imposed by the

interaction with environment.

Keywords Biofilms ⋅ Discrete rods ⋅ Helices ⋅ Von Karman plates ⋅ Wrinkles

1 Biofilm Shapes

Understanding how cellular systems evolve to adopt different shapes is an intriguing

question which has motivated many theories. Here, we try to unravel this process in

simple living beings: bacterial communities called biofilms. Environmental condi-

tions seem to play a key role inducing changes. Biofilms growing in flows often form
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filaments constrained by the surrounding geometry. They may cross the current in

corner flows [9] or wrap around tube walls forming helices [11]. Instead, biofilms

spreading on semisolid agar surfaces exhibit different types of wrinkles [5, 20].

To understand the development of a biofilm one must take into account its nature.

In a biofilm, bacteria are glued together and to a surface by a self-produced polymeric

substance: the EPS matrix. Once the biofilm is formed, it can be seen as a biomaterial

whose properties are controlled by the cellular activity [5, 20]. We discuss here how

the material properties of a biofilm influence its shape in different environments.

2 Filamentary Structures in Flows

When spreading in flows, biofilms elongate along the current forming threads. The

shape of the thread adapts to geometrical constraints, seeking to minimize adequate

energies. Its time evolution until an equilibrium shape is reached can be described by

discrete rod models. We tackle here two different experimental frameworks: biofilms

in networks of cylindrical tubes and biofilms in corner flows.

2.1 Helical Biofilms

Consider the typical flow circuits used in medical systems, see Fig. 1. Injecting

inside bacteria of thePseudomonas genus, tubes fill with helical biofilms which wrap

around the walls, see Fig. 2. Even if the Reynolds number is fairly small (Re ∼ 1),

the presence of connectors and junctions produces diameter variations, locally nar-

rowing the passage. Vortices form past the stenoses. Vortical motion drives bacteria

to the walls creating biofilm nucleation sites [11]. The biofilm then elongates follow-

ing the streamlines until it undergoes a helical instability. Figure 3 shows the initial

stages of the helical instability.

Elastic energies for filaments admit both straight and helical minimizers [7]. The

presence of constraints that forbid the straight equilibrium prompt the appearance

of helical structures [11]. A coiling effect is usually active at some end due to the

presence of constrictions. When the biofilm hits a surface, deceleration results in

Fig. 1 Flow circuit. The

fluid mixture flows from an

initial reservoir to a pump

(or a drip mechanism) that

drives the liquid through a

network of tubes, which may

merge or split
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Fig. 2 Experimental image showing a biofilm helix wrapped around the tube wall past the junction.

No biofilm is formed in the unperturbed branch. Bacteria were injected upstream the junction

Fig. 3 Experimental image showing the onset of a helical instability along a biofilm thread in a

2 mm diameter tube

Fig. 4 Snapshots illustrating the in silico development and coarsening of a helical instability

coiling. Also, the presence of vortices at the stenosis may induce a helical beating of

the thread. Additionally, biomass production causes a continuous length increase of

the thread between constrictions. Helical shapes allow to allocate the excess length.

Uninterrupted biomass production fosters the coarsening of the helical instability

until it reaches the tube walls. More biomass is then allocated by narrowing the helix

pitch. Notice that a filament of length Lf wraps around a tube of radius rt and length

Lt forming k steps of pitch Lt∕k when L2f ∼ L2t + 4𝜋2r2t k
2
.
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Figure 4 illustrates this dynamic process. A filament subject to twist develops

a helical instability that coarsens until the helix reaches the tube wall thanks to a

continuous length increase. These simulations are performed using the discrete rod

model described in Sect. 2.2 [11].

2.2 Discrete Rod Framework

A filament is a geometric shape whose length is much larger than the rest of its

dimensions. Any deformation of its cross section is expected to be small compared

with variations of the total length. This fact motivates the description of a biofilm

thread as a unidimensional curve 𝛾 (the centerline, which characterizes its position),

plus a reference system at each point {𝐭,𝐦1,𝐦2} (the material frame, which mea-

sures the twist). With this description, the movement of the thread can be fully cap-

tured: stretching and bending are computed by deforming the centerline, whereas

twisting is captured by the orientation of the material frame. For dynamic simula-

tions we use a discrete rod model [3, 15]. The filament is discretized using a sequence

of nodes 𝐱i, i = 0,… , n + 1, along the curve 𝛾 , and a reference system at each one,

see Fig. 5. This frame is obtained at each location twisting the Bishop frame (a fixed

untwisted frame) a certain angle 𝜽
i
. The dynamics of the discrete filament is then

governed by equations for the angles 𝜽
i
, and for the node positions 𝐱i. We detail the

procedure next.

2.2.1 Reference Frames

We assign to each point a local orthonormal frame (the material frame) {𝐭 i,𝐦i
1,𝐦

i
2},

i = 0,… , n, describing the centerline orientation as follows. Let us denote by 𝐞i =
𝐱i+1 − 𝐱i, i = 0,… , n, the straight segments joining the points {𝐱0, 𝐱1, ..., 𝐱n+1}. The

unit tangent vector associated to each edge is then 𝐭 i = 𝐞i
‖𝐞i‖ , where ‖‖ denotes the

euclidean norm. Assuming the Bishop frame {𝐭 i,𝐮i, 𝐯i} known, the vectors 𝐦i
1,𝐦

i
2

are obtained rotating 𝐮i, 𝐯i an angle 𝜽
i
in the plane orthogonal to 𝐭 i:

𝐦𝐢
𝟏 = cos(𝜽i)𝐮i + sin(𝜽i)𝐯i, 𝐦𝐢

𝟐 = −sin(𝜽i)𝐮i + cos(𝜽i)𝐯i. (1)

To define a Bishop frame we choose 𝐮0 ⟂ 𝐭0 and set 𝐯0 = 𝐭0 × 𝐮0. The frames at

the remaining edges are constructed by parallel transport [3]. We set

𝐮i = Pi(𝐮i−1), 𝐯i = 𝐭 i × 𝐮i, (2)
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Fig. 5 a Continuous description of a filament [15]. The Bishop frame {𝐭,𝐮, 𝐯} defines the rest ori-

entation at any point of the filament centerline 𝛾(s), parametrized by the arc length in IR3
. Rotating

{𝐮(s), 𝐯(s)} an angle 𝜽(s) around 𝐭(s) we obtain the material frame characterizing the local orien-

tation {𝐭(s),𝐦1(s),𝐦2(s)}. b Discrete description of a filament [3]. The centerline is discretized

as a set of points {𝐱0, 𝐱1,… , 𝐱n+1} and segments 𝐞i = 𝐱i+1 − 𝐱i. Setting 𝐭 i = 𝐞i
‖𝐞i‖ , the unit tangent

vector per edge, a local orthonormal material frame {𝐭 i,𝐦i
1,𝐦

i
2} is assigned to each point

where Pi are rotation matrices about the curvature binormal defined by:

Pi(𝐭 i−1) = 𝐭 i, Pi(𝐭 i−1 × 𝐭 i) = 𝐭 i−1 × 𝐭 i.

If 𝐭 i−1 = 𝐭 i, Pi is the identity. The condition 𝐮0 ⟂ 𝐭0 must be maintained during the

simulation. This is guaranteed when 𝐭0 is clamped. Otherwise, it can be reestablished

by parallel transport in time (instead of space).

2.2.2 Equations for the Angles

The equations for the angles follow from energy arguments. When the undeformed

configuration of the filament is straight and its elastic response is isotropic, the elastic

energy due to torsion and bending takes the form [3]:

E =
n∑

i=1
𝛽

(𝜽i − 𝜃
i−1)2

𝓁
i +

n∑

i=1

𝛼

2𝓁
i

i∑

j=i−1
‖𝐰j

i − 𝐰j
i‖

2
, (3)
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where 𝛼 and 𝛽 are the bending and torsion moduli, respectively. We may set 𝛼 = EYI
and 𝛽 = JG, being EY the Young modulus of the thread, I the second moment of

area, G the shear modulus of the thread and J the torsional rigidity constant. If we

consider a thread composed of an isotropic elastic material, the Young modulus and

shear modulus are related by the Poisson coefficient 𝜈 as G = EY
2(1+𝜈)

. For a filled

cylinder we have J = I, hence 𝛽 = EY
2(1+𝜈)

I.

In formula (3), 𝓁
i
is the length of the segments 𝐞i = xi+1 − xi in a reference unde-

formed configuration {𝐱0, 𝐱1, ..., 𝐱n+1}. The vectors 𝐰j
i, 𝐰

j
i, j = i − 1, i, are material

curvatures in the deformed and undeformed configurations, respectively:

𝐰j
i =

(

(𝜅𝐛)i ⋅𝐦
j
2,−(𝜅𝐛)i ⋅𝐦

j
1

)t
, (𝜅𝐛)i =

2𝐞i−1 × 𝐞i

‖𝐞i−1‖‖𝐞i‖ + 𝐞i−1 ⋅ 𝐞i
, (4)

where 𝜅𝐛 is the curvature binormal. For an undeformed straight shape 𝐰j
i = 0. The

general form of the elastic energy for anisotropic rods that adopt a nonstraight unde-

formed shape is given in [3].

The material frame is updated in a quasistatic way. Imposing

𝜕E
𝜕𝜽

i = 0, (5)

for all segments i not fixed by a boundary condition, this system of equations deter-

mines the angle configuration that minimizes the energy of the thread. Clamped ends

are accounted for assigning the material frame for i = 0, i = n. No boundary condi-

tion corresponds to a stress free end.

2.2.3 Equations for the Positions

We keep track of the filament position displacing the nodes according to Newton’s

second law:

M
d2𝐱
dt2

= −dE
d𝐱

+ 𝐅 = 𝐅T , (6)

where 𝐅 represents the external forces and − dE
d𝐱 the elastic forces. Explicit formulas

for the elastic forces are given in [3].M denotes the 3(n + 2) × 3(n + 2)mass matrix,

we set M = mI , where I is the identity matrix. 𝐱 = (𝐱0,… , 𝐱n+1) denotes the

ordered sequence of 3D node coordinates. Notice that 𝐱i = (xi1, x
i
2, x

i
3).
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To approximate the solution of system (6), we apply a Verlet integrator to estimate

the displacements and velocities, and then enforce an inextensibility constraint for

each segment by using a manifold projection method [12]. This constraint facilitates

a stable evolution from a numerical point of view.

For each new time tk+1 = tk + h, the Verlet scheme provides the prediction:

𝐯̃k+1 = 𝐯k + hM −1𝐅T (𝐱k), 𝐱̃k+1 = 𝐱k + h𝐯̃k+1, (7)

starting from previous values 𝐱k, 𝐯k, where 𝐯k = 𝐱̇k and h is the time step. The pro-

jection method works as follows. We set 𝐲0 = 𝐱̃k+1. At each step j, we compute the

next value 𝐲j+1 = 𝐲j + 𝛿𝐲j+1, where

𝛿𝐲j+1 = −h2M −1∇𝐂(𝐲j)t 𝛿𝓁j+1, (8)

and 𝐂(𝐲) defines the system of constraints. The vector 𝛿𝓁j+1 solves the linear system

h2∇𝐂(𝐲j)M −1∇𝐂(𝐲j)t 𝛿𝓁j+1 = 𝐂(𝐲j). (9)

The iteration stops if ‖𝐂(𝐲j+1)‖ ≤ 𝜀 for the desired tolerance 𝜀 > 0. The constraint

enforcing velocity and position are then

𝐯k+1 =
1
h
(𝐲j+1 − 𝐱̃k+1), 𝐱k+1 = 𝐱k + h𝐯k+1. (10)

If inextensibility is the only constraint, 𝐂 is defined by the system of equations

‖𝐞i‖2∕‖𝐞i‖ − ‖𝐞i‖ = 0, for each edge i.

2.2.4 Coupling to the Flow

The force exerted by a fluid undergoing a given undisturbed flow on a long slender

body is analyzed in [6]. The following asymptotic formula in terms of the ratio of

the of the cross-sectional radius to the body length is given:

𝐟 t
2𝜋

= 𝜇f𝜆
∫

1

0

([ (U−U∗)t

ln 𝜅

+ (U−U∗)t ln(2)
(ln 𝜅)2

]

⋅ [𝐭 𝐭 t − 2I ]+

1
2
(U−U∗)t

(ln 𝜅)2
⋅ [3𝐭 𝐭 t−2I ]

)

ds, (11)

where f is the force acting on a filamentous body of length 𝜆, U and U∗
are the

velocities of the unperturbed fluid and the thread, respectively, at the position 𝛾(s)
andI is the 3 × 3 identity matrix. We denote by 𝜇f the viscosity of the fluid, 𝛾(s) the

position of the thread centerline, s the arclength of the thread (0 < s < 1), 𝐭(s) = d𝛾(s)
ds



124 A. Carpio et al.

the tangent vector at the position 𝛾(s) and 𝜅 = r
L

the ratio between cross-sectional

radius r to characteristic thread length L.

This relation allows us to directly calculate the fluid force 𝐟 i acting on each node

of the thread by using the difference of velocities between the fluid and the thread,

the tangent vector at each node and the aspect ratio of the thread, an idea already

exploited for filaments in 2D corner flows in [1]. Notice that, at each node 𝐱i, the

thread velocity 𝐔∗(𝐱i, t) = 𝐯i(t). In absence of other forces, 𝐅 = (𝐟0,… , 𝐟n+1) in

Eq. (6).

Biofilm filaments live inside tubes of a certain shape. A simple way to incorporate

this restriction is a penalty method. The idea is to include in the force term 𝐅 in Eq.

(6) additional forces 𝐟w supported on the tube walls that point inside the tube and act

on any node hitting the wall, sending it back inside. Alternatively, we might set the

position equal to the effective maximum radius and reset the velocity equal to zero.

2.2.5 Increasing the Length

Increase in length of a filament can be due to the combined effect of different mech-

anisms: biomass production, biomass adhesion, elastic elongation, swelling... To

reproduce an increase in length at a certain rate we enlarge the segments joining

nodes in a controlled way, redefining the reference lengths at the same time. Direc-

tional mass addition may be represented adding nodes at an edge and redefining the

reference configuration each time a node is added.

In practice, we alternate steps in which we solve the equations for the evolution

of the discrete rod with steps in which we increase the length of the edges or the

number of nodes, and reset the reference configuration before computing again the

evolution of the enlarged filament.

2.2.6 Overall Procedure

Summarizing, to compute the evolution of a rod we proceed in the following steps:

∙ Initialization:

– Define the Bishop frame at edge 0: (𝐭𝟎,𝐮𝟎, 𝐯𝟎).
– Set the position of the undeformed centerline: 𝐱0, 𝐱1, ..., 𝐱n+1.

– Select the initial position and velocity of the centerline: (𝐱0, 𝐱̇0), (𝐱1, 𝐱̇1), ...,
(𝐱n+1, 𝐱̇n+1).

– Enforce the boundary conditions for the filament at the initial and final nodes.

– Set the material curvatures using Eq. (4).

– Set the material frame by means of Eqs. (1), (2) and (5).

∙ Iteration for each new time step:

– Compute the elastic forces − dE
d𝐱 acting on the centerline, and possible additional

forces 𝐅 (see Sect. 2.2.4).
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– Integrate Newton equations for the centerline (6) enforcing inextensibility and

possible additional constraints (see Sect. 2.2.3).

– Update the Bishop frame using Eq. (2).

– Update the quasistatic material frame by means of Eqs. (1) and (5).

– Eventually, increase the length of the edges or the number of nodes, and reset

the reference configuration (see Sect. 2.2.5).

The simulations shown in Fig. 4 start from a straight filament placed at the center

of the tube. The initial node positions are randomly perturbed to ensure a slight initial

excess length with respect to the tube length. A twist angle is imposed at the filament

edges. The length of the filament is slowly increased as the helix develops to foster

the coarsening process [11]. The unperturbed fluid velocity profile obeys a radial

Hagen-Poiseuille distribution. However, the fluid force does not seem to play a role

in helix formation, which is driven by elastic forces. It only causes slow downstream

motion of the whole structure. Therefore, we may set it equal to zero to simplify the

study of helix development. The force term 𝐅 would only account for the presence

of the walls in this case, constraining the helix radius. On the contrary, fluid forces

are essential to produce the filaments crossing corner flows described in Sect. 2.3.

2.2.7 Nondimensional Equations

It is convenient to nondimesionalize Eqs. (3), (6) and (11) for numerical purposes.

The change of variables x = 𝜆x′ , t = Tt′, 𝐔 = U0𝐔′
, E = 𝛼

𝜆

E′
, 𝐅 = 𝜇f𝜆U0𝐅′

yields:

d2𝐱′
dt′2

= − T2

m𝜆2
dE
d𝐱′

+ T2

m𝜆
𝐅 = −𝛼T2

m𝜆3
dE′

d𝐱′
+

𝜇f U0T2

m
𝐅′
, (12)

where the force term includes the force exerted by the fluid 𝐟 plus possible penalty

forces 𝐟w at the walls, that is, 𝐅 = 𝐟 + 𝐟w. In view of the definition (3) of the energy

E, this change introduces the controlling parameters 𝛼
′ = 𝛼T2

m𝜆3
, 𝛽

′ = 𝛽T2

m𝜆3
and 𝛿

′ =
𝜇f U0T2

m
, U0 being a characteristic velocity. Determining ranges of values of 𝛼

′
, 𝛽

′

that lead to different types of filamentary structures we would obtain ranges for 𝛼, 𝛽

whenever the density 𝜌 and radius r of the filaments are experimentally quantified.

Working with one dimensional filaments, we neglect the cross-sections. A three-

dimensional cylindrical thread of density 𝜌, radius r, and length L ≫ r is approxi-

mated in this setting by a discrete rod with n + 2 nodes and n + 1 edges, with mass

m = 𝜌𝜋r2L∕(n + 1). From identities (3) and (12), the characteristic time associated

to the elastic deformation of the thread can be estimated as Telast =
√

m𝜆3
EY I

. If this

value is chosen as characteristic time in our system and we use formula (11) we

arrive at:

d2𝐱′
dt′2

= −dE′

d𝐱′
+ 𝜂𝐅′

, (13)
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where 𝜂 = 𝜇f U0𝜆
EY I
𝜆
2

is the ratio of viscous forces to elastic forces, see [1].

2.3 Biofilm Threads in Corner Microflows

The situation described in Sect. 2.1 for helical biofilms is partly reminiscent of the

observations made withPseudomonas Aeruginosa in a laminar corner microflow [9].

Bacteria are driven to the wall by small secondary vortices past the corner, creating

nucleation sites. Once a biofilm seed forms, threads made of bacteria joined by EPS

matrix are issued. Initially, they align with the streamlines, like streamers. Unlike the

case of helical biofilms, which are triggered by elastic forces and constrained by the

tube walls, biofilm threads cross the streamlines of corner flows driven by the fluid

force acting on them, as a result of the interaction fluid-structure. A two-dimensional

model of an elastic filament in a corner flow shows that under certain conditions

filaments cross the main stream and reach the opposite corner [1]. When the filament

is long enough, it reaches the opposite corner adopting the equilibrium shape of an

elastic rod in a corner flow. As in the case of helices, the final configuration seems

to be a minimum of an elastic energy.

The 3D model summarized in Sect. 2.2 reproduces this behavior provided we

include in the equations of motion (6) the force due to the fluid [6], given by (11). The

pressure driven fluid velocity field 𝐔 may be computed using finite element software

such as COMSOL multiphysics in the unperturbed channel geometry, see Fig. 6a. We

use this reference flow field during the whole simulation, ignoring perturbations due

to the presence of the thin biofilm thread, as in [1, 6]. Figure 6b represents the initial

biofilm configuration used in the simulations. Keeping the same parameters as in

the experiments [1], we can study the influence of variables like the initial angle or
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Fig. 7 Effect of the initial thread geometry on its dynamics during the simulation: a Length L
and b angle 𝜽. Parameter values are 𝛼

′ = 1, 𝛽
′ = 0.358, n = 100, 𝜂 = 3000, 𝜅 = 0.05, 𝛥t′ = 10−3

time units. A final state joining opposite corners is reached depending on the initial orientation and

length, although these constraints may change with the initial velocity of the thread

length on the filament evolution. Figure 7 shows some possible configurations. To

obtain it, we integrated the evolution Eq. (13) setting the characteristic spatial length

𝜆 = 1µm and the characteristic time of the system equal to the elastic deformation

time Telas, which yields 𝛼
′ = 1, 𝛽

′ = 𝛽∕𝛼, 𝛿
′ = 𝜂.

As observed in [1], the parameter 𝜂 regulates the effect on the fluid on the thread

dynamics. For values of 𝜂 ≤ 4000, the contact of the thread with the opposite corner

is only dependant of the filament initial position and length. A minimum length and

angle are needed for the thread to reach the opposite corner. Within the range 4000 <

𝜂 < 8000 the fluid can substantially modify the trajectory of the thread. For 𝜂 > 8000
the fluid strongly drags the thread in the direction of the stream, avoiding contact with

the opposite corner. A steady position for the thread parallel to the streamlines was

found for 𝜂 ∼ 30, 000. These results are obtained setting the initial velocity of the

thread equal to the fluid velocity at the node positions. The initial thread velocity

affects the results. Setting it equal to zero, very low values of 𝜂 would be required to

cross the streamlines.

If we start from a short thread and implement directional mass increase adding

nodes at an edge and redefining the reference configuration each time a node is added,

then we can see the filament grow as it moves towards the opposite corner.
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3 Wrinkled Biofilms on Agar

Whereas biofilms in flows tend to form filamentary structures, biofilms spreading on

agar/air interfaces adopt wrinkled shapes [2, 5, 20]. Descriptions of their behavior

may be made more precise than in the previous case due to an increasing amount

of experimental evidence. Cell death has been shown to play a role on the onset of

wrinkles in Bacilus Subtilis biofilms. The biofilm is formed by bacteria immersed

in a polymer matrix, which gives the mixture a certain elastic cohesion. Dividing

cells produce compression stresses. In addition, cells may die due to biochemical

stress associated with high cell density, high waste and toxin concentration, and lack

of resources. Dead areas allow to relieve that stress forming wrinkles. This explains

the onset of wrinkles [2] but not the branching arrangements observed [10]. These

arrangements can be understood incorporating information on cellular activity in

mechanical models of biofilm expansion on a substrate, as we explain next.

3.1 Föppl-Von Karman Models

Let us consider a biofilm layer spreading on an agar substratum. We can reproduce

wrinkle branching in the expanding biofilm resorting to Föppl-Von Karman descrip-

tions of the interface biofilm/agar [8, 14, 17]:

𝜕𝜉

𝜕t
=

1 − 2𝜈v
2(1 − 𝜈v)

hv
𝜂v

[

D(−𝛥2
𝜉 + 𝛥CM) + h 𝜕

𝜕x
𝛽

(

𝜎
𝛼,𝛽

(𝐮) 𝜕𝜉
𝜕x

𝛼

)]

−
𝜇v

𝜂v
𝜉, (14)

𝜕𝐮
𝜕t

=
hvh
𝜂v

∇ ⋅ 𝝈(𝐮) −
𝜇v

𝜂v
𝐮, (15)

where hv is the thickness of the viscoelastic substratum and𝜇v, 𝜈v, 𝜂v its rubbery mod-

ulus, Poisson ratio, and viscosity, respectively. The bending stiffness is D = Eh3

12(1−𝜈2)
,

where E and 𝜈 represent the Young are Poisson moduli of the biofilm, whereas h is

the film thickness. In these equations, 𝜉 stands for the out of plane displacement and

𝐮 for the in-plane displacement. 𝛼 and 𝛽 stand for x, y and summation over repeated

indices is intended. Stresses 𝝈 and strains 𝜺 are defined in terms of in-plane displace-

ments 𝐮 = (ux, uy) [8, 16]:

𝜀
𝛼,𝛽

= 1
2

(
𝜕u

𝛼

𝜕x
𝛽

+
𝜕u

𝛽

𝜕x
𝛼

+ 𝜕𝜉

𝜕x
𝛼

𝜕𝜉

𝜕x
𝛽

)

+ 𝜀
0
𝛼,𝛽

, (16)

𝜎xx =
E

1 − 𝜈
2 (𝜀xx + 𝜈𝜀yy), 𝜎xy =

E
1 + 𝜈

𝜀xy, 𝜎yy =
E

1 − 𝜈
2 (𝜀yy + 𝜈𝜀xx). (17)
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The residual strains 𝜀
0
𝛼,𝛽

are expressed in terms of the growth tensor [8] as:

𝜀
0
𝛼,𝛽

= −1
2
(
G
𝛼𝛽

+ G
𝛽𝛼

+ Gz𝛼Gz𝛽
)
, (18)

and should be computed from the cellular activity in the spreading biofilm configu-

ration.

3.2 Bacterial Activity

Bacterial activity can be represented exploiting different agent based models. Cel-

lular automata descriptions, for instance, provide a simple framework allowing for

an easy transfer of information into macroscopic models. The biofilm is divided in

cubic tiles, each of them containing a few cells. To simplify further, we may identify

each tile with one cell. This approach has two advantages. First, we can use the same

grid of tiles to discretize the equations for the relevant chemical concentrations and

the displacements, and then solve them numerically. Second, we can calculate the

growth tensors due to cell division, death, and other processes, and use them to esti-

mate the residual stresses that enter the Föppl-Von Karman equations for the defor-

mations. We have to decide for each cell which is its status. It may secrete chemicals,

deactivate, divide creating a newborn cell that displaces the rest or die, being even-

tually reabsorbed by the rest. This may be done resorting to dynamic energy budget

descriptions [4] or according to probabilities that depend on the relevant concentra-

tions [10].

When there is an excess of oxygen, the concentration of nutrients cn becomes the

limiting concentration that restricts biofilm growth. The evolution of the concentra-

tion cn in the biofilm/agar system is governed by

cn,t − div(Dn∇cn) = rn(cn), (19)

where rn(cn) = −k̃n
cn

cn+Kn
, and k̃n is the uptake rate, equal to kn at each alive cell loca-

tion and zero otherwise. Dn and Kn denote the diffusion and half-saturation coeffi-

cients. No-flux boundary conditions are imposed at the interface with air. The evo-

lution of the concentration of waste cW in the biofilm/agar system is governed by

cw,t − div(Dw∇cw) = rw(cw), (20)

where rw(cw) = ̃kw, and ̃kw is the waste production rate, equal to kw at each alive cell

location and zero otherwise. No-flux boundary conditions are imposed at the inter-

face with air. The diffusion coefficients Dw and Dn may vary across the biofilm/agar

system.

In the simplest cellular automata approach, tiles C occupied by alive cells are

assumed to divide with probability [13]:
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Pd(C ) =
cn(C )

cn(C ) + an
, (21)

cn being the limiting concentration and an > 0. Newborn cells inside the biofilm

are reallocated by pushing existing cells in the direction of minimum mechanical

resistance, that is, the shortest distance to the biofilm-air interface or to dead cells.

Taking the concentration of waste cw at a location as an indicator of death, a cell C
is scheduled to die with probability:

Pw(C ) =
cw(C )

cw(C ) + aw
, (22)

cw being the waste concentration and aw > 0. Dead cells surrounded by enough

alive neighbors may be reabsorbed by the rest, and its place occupied by a newborn

cell. Otherwise, necrotic regions are created. This process may be further refined

to account for cell differentiation into producers of different types of autoinducers

[4, 10].

For a fixed distribution of cell types, the concentrations cn and cw relax fast to

stationary values, which may be approximated by explicit finite difference schemes.

Once the concentration values are calculated, we go through all the cells forming

the film, creating new cells or killing existing ones with the selected probabilities.

Then, a growth tensor may be defined at each tile by keeping track of all the new

tiles created and the direction in which their predecessors where shifted. First we

introduce a vector 𝐰 = (w1,w2,w3)a, where a is the tile size. w1 is evaluated at each

location by adding ±1 cumulatively for each tile shifted in the x direction in the

positive or negative sense, respectively. w2 and w3 are calculated in a similar way,

along the y and z directions, respectively. The resulting vector𝐰 is normalized to have

norm a. Next, we compute∇𝐰 approximating the derivatives by finite differences. To

estimate the growth tensor G (x, y) we average all the contributions from ∇𝐰(x, y, z)
varying z.

3.3 Residual Strains

The residual strains defined in (18) can be computed using the growth tensor G intro-

duced in Sect. 3.2. However, stochastic variations make it unsuitable to be inserted

directly in the Föppl-Von Karman equations (14)–(15) because they cause numerical

instability.

To smooth out the residual strains and visualize the underlying spatial variations,

we average them over a number of runs of the step in which new cells are created or

killed according to the selected probabilities, keeping the same initial configuration

in all of them:
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Fig. 8 a Biofilm containing regions where the cell density is higher. dx represents the spatial

step. b 𝜀
0,av
xx component of the residual strain tensor due to growth with N = 1. c Averaged 𝜀

0,av
xx

component with N = 100. d Filtered 𝜀
0,fil
xx component with N = 1. e Filtered 𝜀

0,fil
xx component with

N = 10. The depressions correspond to the initial mounds and appear due to cell death caused by

lack of resources. Strains are higher in the outer ring due to higher availability of resources, which

results in higher division rates. The same scale of colors is used in all of them ranging from 3 (light

yellow) to −3 (dark green)

𝜀
0,av = 1

N

N∑

j=1
𝜀
0,j
, (23)

where 𝜀
0,j

stands for the residual strain at trial j. Performing such ensemble averages

for N large enough the averaged strains reproduce spatial variations reflecting cel-

lular activity, see Fig. 8b, c. The resulting average becomes smoother as the number

of runs N increases. However, the computational cost of this process is high.

Instead, we filter the residual fields using image processing techniques. This strat-

egy yields smooth approximations with a clear spatial structure averaging just a few

runs, see Fig. 8. The idea is to formulate a denoising problem: given an observed

field f obs = f + n, we seek the underlying smooth structure f obtained removing the

noise n. To solve this problem we apply a split Bregman method to a ROF (Rudin,

Osher, Fatemi) model of the denoising problem [19]. The ROF model consists in

solving the variational problem: Find f minimizing
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∫
|∇f | + 𝜇

2 ∫
|f − f obs|2 = TV(f ) + 𝜇

2
‖f − f obs‖2L2 ,

for 𝜇 > 0 large. The split Bregman reformulation adds the constraint d = ∇f , sets

s(b, f , d) = ∫ |b + ∇f − d|2 and introduces the iteration:

(f (k+1), d(k+1)) = Argmin(f ,d){|d| +
𝜇

2
‖f obs − f‖2L2 +

𝜆

2
s(b(k), f , d)},

b(k+1) = b(k) + ∇f (k+1) − d(k+1).

We split the minimization procedure to solve for each variable separately:

f (k+1) = Argminf {
𝜇

2
‖f obs − f‖2L2 +

𝜆

2
s(b(k), f , d(k))},

d(k+1) = Argmind{|d| +
𝜆

2
s(b(k), f (k+1), d)},

b(k+1) = b(k) + ∇f (k+1) − d(k+1).

The first functional is differentiable, therefore, we can write the Euler-Lagrange

equation and evaluate f (k+1) with a Gauss-Seidel method. The second optimization

problem can be solved using shrinkage operators:

d(k+1) = shrink(b(k) + ∇f (k+1), 1
𝜆

),

shrink(x, 𝛾) = x
|x|

max(|x| − 𝛾, 0).

The filtered fields reproduced in Fig. 8 have been produced setting f obs = 𝜀
0,av
xx

over the 2D grid in the plane XY, relabeling to transform it into a 1D vector, and

using the algorithm:

∙ Initial guess f (0) = f obs, d(0) = 0, b(0) = 0.
∙ While ‖f (k) − f (k−1)‖L2 > Tol

– f (k+1) = G(k)
, where, for j = 1,… ,M,

G(k)
j = 𝜆

𝜇+2𝜆

(

f (k)j+1 + f (k)j−1−(d
(k)
j −d(k)j−1)+(b

(k)
j −b(k)j−1)

)

+ 𝜇

𝜇+2𝜆
f obsj ,

with ∇f (k+1)j = f (k+1)j+1 − f (k+1)j ,

– d(k+1) = shrink(b(k) + ∇f (k+1), 1
𝜆

),
– b(k+1) = b(k) + ∇f (k+1) − d(k+1).

∙ If ‖f (k) − f (k−1)‖L2 ≤ Tol, we set f fil = f (k).
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Fig. 9 In silico wrinkle coarsening and successive branching in a biofilm spreading on agar. The

height of the wrinkles ranges from −5 to 5 dx and the final radius is about 250 dx, dx being the size

of the tiles in the spatial discretization employed to evaluate the cellular activity

The resulting fields are smooth enough to be plugged in Eqs. (14)–(15) through

(16)–(17) without causing numerical instability, allowing us to reproduce behaviors

that resemble observed patterns.

Our simulations of biofilm behavior alternate steps in which we update the con-

figuration of biofilm tiles, creating and killing cells, and then evaluate the result-

ing stresses, with steps in which the biofilm shape is deformed as determined by

the Föppl-Von Karman equations, see [10] for details. Figure 9 shows wrinkles

coarsening and opening up in radial branches. This phenomenon is associated to

compression fronts expanding at certain speeds. Other observed arrangements, such

as wrinkled coronas, that is, a corona of radial wrinkles surrounding a central core

[5], can be reproduced varying the Young modulus as usual in corona instabilities:

a swollen corona with diminished Young modulus around a harder core [10]. Two

phase models have been proposed to describe swelling processes in [18]. However,

an adequate way to handle water migration processes is still missing in our descrip-

tion.

4 Conclusions

Summarizing, we have shown that inserting in plate and rod models information

from the cellular activity and the interaction with the environment we gain insight

on biofilm shapes.

Coupling discrete rod models to the forces exerted by surrounding fluids and

incorporating external constraints such as the presence of walls and constrictions, we

are able to reproduce experimentally observed filamentary patterns. Helical biofilms

in flows arise as elastic instabilities that coarsen as the length of the biofilm thread

increases due to biomass production and finally wrap around tube walls reducing

their pitch to accommodate more biomass. The main role of the flow in this case is

to promote biofilm filament nucleation past constrictions and to provide mechanisms
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for twist at the filament edges. Instead, biofilm threads are seen to cross 3D corner

microflows to join opposite corners as a result of the interaction fluid/structure, in

agreement with experiments and previous 2D studies.

Whereas biofilms in flows tend to form filaments, biofilms on agar surfaces often

spread forming wrinkled patterns. Successive radial wrinkle branching is associ-

ated to expanding compression fronts and can be reproduced by inserting residual

stresses caused by cell division and death in Föppl-Von Karman descriptions of the

out of plane displacements of the interface biofilm/agar. These residual stresses are

obtained from growth tensors, computed here using the information on the cellular

activity provided by a simple cellular automata model. To avoid instability caused

by stochasticity and be able to visualize the spatial variations caused by the cellular

activity, such residual stresses are smoothed out combining ensemble averages and

denoising algorithms. More realistic models of cellular activity could be considered

at the expense of increasing the computational cost. Additional processes affecting

biofilm shapes such as water migration through the agar/biofilm system are missing

in our description and should be the object of further consideration.
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Modelling the Unfolding Pathway
of Biomolecules: Theoretical Approach
and Experimental Prospect

Carlos A. Plata and Antonio Prados

Abstract We analyse the unfolding pathway of biomolecules comprising several

independent modules in pulling experiments. In a recently proposed model, a criti-

cal velocity vc has been predicted, such that for pulling speeds v > vc it is the module

at the pulled end that opens first, whereas for v < vc it is the weakest. Here, we intro-

duce a variant of the model that is closer to the experimental setup, and discuss

the robustness of the emergence of the critical velocity and its dependence on the

model parameters. We also propose a possible experiment to test the theoretical pre-

dictions of the model, which seems feasible with state-of-art molecular engineering

techniques.

Keywords Single-molecule experiments ⋅ Free energy ⋅ Unfolding pathway

Critical velocity ⋅ Force-extension curve ⋅ Modular proteins

1 Introduction

The development of the so-called single-molecule experiments in the last decades

has made it possible to carry out research at the molecular level. Biophysics is,

undoubtedly, one of the fields where these techniques have had a bigger impact, trig-

gering a whole new area of investigation on the elastic properties of biomolecules.

Recent accounts of the current development of this enticing field can be found in

Refs. [1–4].

Atomic force microscopy (AFM) stands out because of its extensive use. In par-

ticular, the role played by AFM in the study of modular proteins is crucial [5–7].

Figure 1 shows a sketch of the experimental setup in a pulling experiment of a
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Fig. 1 a Sketch of the

experimental setup in an

AFM experiment with a

modular protein. The

position of the platform is

shifted 𝛥Zp from 1 to 2,

producing an elongation of X
over the molecule and

bending the cantilever a

magnitude 𝛥Zc. From 2 to 3

the force is almost relaxed

because of the unravelling of

one of the modules.

b Force-extension curve in a

typical lenght-control AFM

experiment with a

polyprotein. Each rip in the

force accounts for the

unfolding of a module.

Taken from [3]

molecule comprising several modules. The biomolecule is stretched between the

platform and the tip of the cantilever. The spring constant of the cantilever is kc,
which is usually in the range of 100 pN/nm. Here, we consider the simplest situation,

in which the total length of the system 𝛥Zp = 𝛥Zc + X is controlled. The stretching

of the molecule makes the cantilever bend by 𝛥Zc, and then the force can be recorded

as F = kc𝛥Zc.
The outcome of the above described experiment is a force-extension curve, simi-

lar to panel (b) in Fig. 1. This force-extension curve provides a fingerprint of the elas-

tomechanical properties of the molecule under study. When molecules composed of

several structural units, such as modular polyproteins, are pulled, a sawtooth pattern

comes about in the force-extension curve [5–7]. At certain values of the length, there

are almost vertical “force rips”: each force rip marks the unfolding of one module.

Interestingly, these force rips already appear when the molecule is quasi-statically

pulled, a limit that can be explained by means of an equilibrium statistical mechan-

ics description [8]. When the molecule is pulled at a finite rate, the appearance of

these force rips can still be explained by the system partially sweeping the metastable

region of the equilibrium branches [9].

The unfolding pathway is, roughly, the order and the way in which the structural

units of the system unravel. It has been recently found out that the unfolding pathway

depends on the pulling velocity and the pulling direction [7, 10–12]. Particularly, in

[11], different unfolding pathways are observed in SMD simulations on the Maltose

Binding Protein. The authors reported that for low pulling speeds the first unit to
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unfold is the least stable, whereas for high pulling speed it is the closest to the pulled

end, regardless of their relative stability.

Very recently, a toy-like model has been proposed to qualitatively understand the

above experimental framework [13]. Specifically, each module is represented by a

nonlinear spring, characterised by a bistable free energy that depends on the mod-

ule extension. Therein, the two basins represent its folded and unfolded states. The

spatial structure of the system is retained in its simplest way: each module extends

from the end point of the previous one to its own endpoint (which coincides with

the start point of the next). Moreover, each module endpoint obeys an overdamped

Langevin equation with forces stemming from the bistable free energies and white

noise forces with amplitudes verifying the fluctuation-dissipation theorem.

In the above model, the unfolding pathway was found to depend on the pulling

velocity. In the simplest non-trivial case, there is only one module that is different

from the rest, which is also the furthest from the pulled end. In this situation, only one

critical velocity vc shows up: for pulling velocities vp < vc, it is the weakest module

that opens first but for vp > vc it is the module at the pulled end. In addition, analytical

results were derived for this critical velocity by introducing some approximations:

mainly two, (i) perfect length control and (ii) the deterministic approximation, that

is, our neglecting of the stochastic forces. This was done by means of a perturbative

solution of the deterministic equations in both the pulling velocity and an asymmetry

parameter, which measures how different the potentials of the modules are.

The main aim of this work is twofold. First, we would like to refine the above

theoretical framework, making it closer to the experimental setup in AFM. In par-

ticular, we would like to look into the effect of a more realistic modelling of the

length-control device. Instead of considering perfect length-control, we consider a

device with a finite value of the stiffness, both at the end of the one-dimensional

chain (as originally depicted in Ref. [13]) and at the start point thereof, which is

where it is usually situated in the AFM experiments, see Fig. 1. Second, we would

like to discuss how our theory could be checked in a real experiment with modular

proteins.

This chapter is structured as follows. First, we introduce the original model and

discuss its most relevant results in Sect. 2. In Sect. 3, we study the role played by the

location of the restoring spring and the finite value of its spring constant. We provide

some details about the free energy modelling employed for each of the modules in

Sect. 4. Section 5 is devoted to discuss a possible AFM experiment in order to test

our theory. Finally, we wrap up the main conclusions which emerge from our work.

2 Revision of the Model and Previous Results

Here, we briefly review the model that was originally put forward in Ref. [13]. We

consider a polyprotein comprising N modules. When the molecule is stretched, the

simplest description is to portray it as a one-dimensional chain. We define the coor-

dinates qi, (i = 0,… ,N) in such a way that the i-th unit extends from qi−1 to qi, the
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Fig. 2 Sketch of the model for a molecule comprising four units. Therein, the units are denoted

by rectangles and have potentials Ui(xi), with xi being the extension of the i-th unit’s. The unit

endpoints qi are represented by the beads, and the extensions are thus xi = qi − qi−1 (by definition,

q0 = 0). The spring stands for the length-controlling device attached to the pulled end q4, whose

contribution to the system free energy is assumed to be harmonic with stiffness kc

extension of the i-th unit is xi = qi − qi−1. Moreover, as shown in Fig. 2, the pulling

device is assumed to be connected to the right (pulled) end of the chain.

We assume Langevin dynamics for the qi coordinates (q0 = 0),

𝛾 q̇i = − 𝜕

𝜕qi
A(q0,… , qN) + 𝜁i i > 0, (1)

in which the 𝜁i are Gaussian white noise forces, such that

⟨𝜁i(t)⟩ = 0, ⟨𝜁i(t)𝜁j(t′)⟩ = 2𝛾kBT𝛿ij𝛿(t − t′), (2)

with kB being the Boltzmann constant, and 𝛾 and T being the friction coefficient

(assumed to be common for all the units) and the temperature of the fluid in which

the protein is immersed, respectively. The global free energy function of the system

is
1

A(q0,… , qN) =
N∑

i=1
Ui(qi − qi−1) +

1
2
kc(L − qN)2. (3)

In the previous equation, we have considered an elastic term due to the finite stiffness

kc of the controlling device, which is located at the pulling end as shown in Fig. 2.

Finally, L stands for the desired length program and Ui(xi) is the single unit contri-

bution, which only depends on the extension, to A. Consequently, the force exerted

over the biomolecule is kc(L − qN). We consider length-controlled experiments at

constant pulling velocity, that is, L̇ = vp.

When kc → ∞, the control over the length is perfect and qN → L in such a way that

kc(L − qN) → F, being F a Lagrange multiplier. That is, the perfect length-controlled

situation is the same that a force-controlled one but with F the force needed to main-

1
In Ref. [13], this free energy was denoted by G. Here, we have preferred to employ A because

the relevant potential in length-controlled situations is the Hemlholtz-like free energy, and G is

usually the notation reserved for the Gibbs-like potential G = A − FL, which is the relevant one in

force-controlled experiments [8, 9].
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tain a total length equal to L. Note that there is no contribution to the free energy

coming from the pulling device in this limit, since kc(L − qN)2∕2 = F2∕(2kc) → 0.

The approach in Ref. [13] tries to keep things as simple as possible. Then, the evo-

lution equations for the extensions are written by assuming (i) perfect length control

and (ii) the deterministic approximation, obtained by neglecting the noise terms.

Note that the evolution equations in the latter approximation are sometimes called

the macroscopic equations [14], which are

𝛾 ẋ1 = −U′
1(x1) + U′

2(x2), (4a)

𝛾 ẋi = −2U′
i (xi) + U′

i+1(xi+1) + U′
i−1(xi−1), 1 < i < N, (4b)

𝛾 ẋN = −2U′
N(xN) + U′

N−1(xN−1) + F, (4c)

F = 𝛾vp + U′
N(xN). (4d)

So far, nothing has been said about the shape of the single-unit contributionsUi to the

free energy. In order to maintain a general approach, we only request the functions

Ui(x) − Fx to become a double well for some interval of forces. Each well stands for

the folded and the unfolded basins of each module. Now, we separate these functions

in a main part common to all units and a separation from this main part weighted by

an asymmetry parameter 𝜉,

Ui(x) = U(x) + 𝜉𝛿Ui(x), U′
i (x) = U′(x) + 𝜉𝛿fi(x). (5)

We have done the same separation in the derivative, by defining 𝛿fi(x) = 𝛿U′
i (x).

It is possible to solve the system (4) by means of a perturbative expansion in the

pulling velocity vp and the asymmetry 𝜉. Indeed, if we retain only linear order terms

in vp and 𝜉, the corrections due to finite pulling rate and asymmetry are not coupled.

This perturbative solution, when the system starts from an initial condition in which

all the units are folded, is shown to be [13]

xi = 𝓁 +
𝜉𝛿f (𝓁) − vp𝛾

N2 − 1
6N

U′′(𝓁)
+

vp𝛾
i(i − 1)
2N

− 𝜉𝛿fi(𝓁)

U′′(𝓁)
, (6)

where 𝓁 = L∕N stands for the specific length per module and the over-bar means

average over the units. Note that, if all the free energies are equal (𝜉 = 0) and we are

not pulling (vp = 0), the total length will be reasonably equally distributed among

all the units. Moreover, it is worth emphasising that this solution is approximate, it

diverges when U′′(𝓁) → 0. This shows that this perturbative solution breaks down

when the average length per module 𝓁 reaches the stability threshold 𝓁b, such that

U′′(𝓁b) = 0.

We are interested in a criterion that allows us to discern which unit is the first

to unfold and we hope that our perturbative solution is good enough in this regard.

Since the folded state ceases to exist when x reaches 𝓁b, it is reasonable to assume

that the first module to unfold is precisely the one for which xi = 𝓁b is attained for the
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shortest time. In Eq. (6), we can see that the finite pulling term favours the unfolding

of modules that are nearer to the pulled end, whereas the asymmetry term favours

the unfolding of the weaker units (those with the lowest values of 𝛿fi).
We can compute the pulling velocities vi(j) for which each couple of modules

(i, j), j > i, reach simultaneously the stability threshold. They are determined by the

condition

xi(𝓁c) = xj(𝓁c) = 𝓁b, (7)

which gives both the value of 𝓁c (or time tc) at which the stability threshold is reached

and the relationship between vp and 𝜉. Then, in a specific system with known 𝛿fi’s
we can predict what are the critical velocities that separate regions inside which

the first unit to unfold is different. In Ref. [13], some examples of the use of this

theory are provided, which show a good agreement with simulations of the Langevin

dynamics (1).

The simplest configuration in which a critical velocity arises is the following. Let

us consider a chain of N units, all of them with the same contribution to the free

energy, except the first one (the furthest from the pulled end). Therefore, 𝛿fi(x) = 0,

i ≠ 1, 𝛿f1(x) ≠ 0. Moreover we will assume that 𝛿f1(𝓁b) < 0, that is, the first module

is weaker than the rest. For such a configuration, there appears only one critical

velocity, which is given by [13]

𝛾vc
𝜉

= −
𝛿f1(𝓁b)
N − 1

. (8)

For vp < vc, the first module to unfold is the weakest one, whereas for vp > vc the

unfolding starts from the pulled end. In Ref. [13], a more general situation is inves-

tigated but, here, we restrict ourselves to this configuration.

3 Relevance of the Stiffness

In a real AFM experiment, the stiffness is finite and, as a result, the control over

the length is not perfect. Furthermore, the position that is externally controlled is,

usually, that of the platform and the main elastic force stems from the bending of the

tip of the cantilever, as depicted in Fig. 1. Thus, it seems more reasonable to model

the pulling of the biomolecule in the way sketched in Fig. 3.

Some authors [15] have used other elastic reactions that reflect the attachment by

means of flexible linkers among the platform and the pulled end qN , and between

consecutive modules. Here, we will consider a perfect absorption, in order to keep

the model as simple as possible. In the next two subsections, we study the effect of

the finite value of the stiffness kc and the location of the spring, respectively, on the

unfolding pathway.
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Fig. 3 Sketch of the model for a protein with four units. It is identical to Fig. 2, except for the

position of the length-controlling device, which is now located at the fixed end

3.1 Finite Stiffness

Here, we still consider the model depicted in Fig. 2, that is, the spring is situated at

the end of the chain, but with a finite value of the stiffness kc. Also, we consider the

macroscopic equations (zero noise), which are

𝛾 ẋ1 = −U′
1(x1) + U′

2(x2), (9a)

𝛾 ẋi = −2U′
i (xi) + U′

i+1(xi+1) + U′
i−1(xi−1), 1 < i < N, (9b)

𝛾 ẋN = −2U′
N(xN) + U′

N−1(xN−1) + kc

(

L −
N∑

k=1
xk

)

. (9c)

This system differs from that in Eq. (4) because in the last equation the Lagrange

multiplier F is substituted by the harmonic force kc(L −
∑N

k=1 xk). As in the previous

case, this system is analytically solvable by means of a perturbative expansion in vp
and 𝜉. The approximate solution for the extension xi is

xi = 𝓁 +
𝜉Nkc𝛿f (𝓁) − vp𝛾kc

[3U′′(𝓁) + kc(N − 1)]N(N + 1)
6[Nkc + U′′(𝓁)]

U′′(𝓁)[Nkc + U′′(𝓁)]

+
vp𝛾kci(i − 1) − 2𝜉[Nkc + U′′(𝓁)]𝛿fi(𝓁)

2U′′(𝓁)[Nkc + U′′(𝓁)]
. (10)

Here 𝓁 ≠ L∕N, it stems from the relation

U′(𝓁) = kc(L − N𝓁). (11)

We can see easily how we reobtain (6) taking the limit kc → ∞ in (10), as it should be.

Although the solution is slightly different, it still breaks down when U′′(𝓁) vanishes,

that is, when 𝓁 → 𝓁b. Therefore, to the lowest order, again we have to seek a solution

of (7), with the extensions given by (10), and substitute 𝓁c ≃ 𝓁b therein. This leads

to the same critical velocities found for the infinite stiffness limit.
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3.2 Location of the Elastic Reaction

As depicted in Fig. 1, in an AFM experiment the distance between the moving plat-

form and the fixed cantilever is the controlled quantity. Then, the model sketched in

Fig. 3 is closer to the experimental setup: the left end corresponds to the fixed can-

tilever, with q0 standing for 𝛥Zc, and the right end represents the moving platform.

Thus, the free energy of this setup is given by

A(q0,… , qN) =
N∑

i=1
Ui(qi − qi−1) +

1
2
kcq20 . (12)

From the free energy (12), we derive the Langevin equations by making use of

Eq. (1). The macroscopic equations (zero noise) read

𝛾 ẋ1 = −2U′
1(x1) + U′

2(x2) + kc

(

L −
N∑

k=1
xk

)

, (13a)

𝛾 ẋi = −2U′
i (xi) + U′

i+1(xi+1) + U′
i−1(xi−1), 1 < i < N, (13b)

𝛾 ẋN = −U′
N(xN) + U′

N−1(xN−1) + vp. (13c)

In the infinite stiffness limit, kc → ∞, the harmonic contribution tends to a new

Lagrange multiplier F such that
∑

xi = L. Therefrom, it is obtained that F = U′
1(x1)

and the resulting system is exactly equal to that in Eq. (4). This is logical: if the

spring is totally stiff and then the control over the length is perfect, the two models

are identical.
2

The system (13) can be solved in an analogous way, by means of a perturbative

expansion in the asymmetry 𝜉 and the pulling velocity vp. The result is

xi = 𝓁 +
𝜉Nkc𝛿f (𝓁) − vp𝛾kc

[3U′′(𝓁) + kc(N − 1)]N(N + 1)
6[Nkc + U′′(𝓁)]

U′′(𝓁)[Nkc + U′′(𝓁)]

+
vp𝛾kci

(

i − 1 + 2U′′(𝓁)
kc

)

− 2𝜉[Nkc + U′′(𝓁)]𝛿fi(𝓁)

2U′′(𝓁)[Nkc + U′′(𝓁)]
. (14)

Again, we can reobtain (6) taking the infinite stiffness limit in (14). Although the

final solution for the extension is different from the previous one, when we look for

2
It is worth emphasising that the two variants of the model, with the spring at either the fixed

or moving end, have the same number of degrees of freedom. In Fig. 2, q0 = 0 and our degrees

of freedom are qi, i = 1,… ,N, whereas in Fig. 3 we have the dynamical constraint qN = L and the

degrees of freedom are qi, i = 0,… ,N − 1. In the limit as kc → ∞, we have both constraints, q0 = 0
and qN = L, in both models, making it obvious that they are identical.
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the critical velocities and make the approximation 𝓁c ≃ 𝓁b we get the same analytical

results for them.

Our main conclusion is that the existence of a set of critical velocities, setting

apart regions where the first unit to unfold is different, is not an artificial effect of

the limit kc → ∞. Indeed, at the lowest order, all the versions of the studied model,

independently of the value of the stiffness and the location of the spring, give the

same critical velocities. This robustness is an appealing feature of the theory, and

makes it reasonable to seek this phenomenology in real experiments.

4 Shape of the Bistable Potentials

Different shapes for the double-well potentials have been considered in the literature,

mainly simple Landau-like quartic potentials to understand the basic mechanisms

underlying the observed behaviours [8, 9, 11] and more complex potentials when

trying to obtain a more detailed, closer to quantitative, description of the experi-

ments [9, 16–18]. For the sake of concreteness, we restrict ourselves to the proposal

made by Berkovich et al. [16, 17]. Therein, the free energy of a module is represented

by the sum of a Morse potential, which mimics the enthalpic minimum of the folded

state, and a worm-like-chain (WLC) term [19], which accounts for the entropic con-

tribution to the elasticity of the unfolded state. Specifically, the free energy is written

as

U(x) = U0

[(

1 − e−2b
x−Rc
Rc

)2

− 1

]

+
kBT
4P

Lc

(
1

1 − x
Lc

− 1 − x
Lc

+ 2x2
L2c

)

. (15)

This shape has shown to be useful for some pulling experiments with actual pro-

teins as titin I27 or ubiquitin [16, 17]. Therein, each parameter has a physical inter-

pretation. First, in the WLC part, we have: (i) the contour length Lc, which is the

maximum length for a totally extended protein, and (ii) the persistence length P,

which measures the characteristic length over which the chain is flexible. Both of

them, Lc and P, can be measured in terms of the number of amino acids in the chain.

Second, for the Morse contribution, we have: (iii) Rc, which gives the location of the

enthalpic minimum and (iv) U0 and b, which measure the depth and the width (in a

non-trivial form) of the folded basin. The stability threshold 𝓁b cannot be provided

as an explicit function of the parameters in Berkovich et al.’s potential. However, we

can always estimate it numerically, solving U′′(𝓁b) = 0 for a specific set of parame-

ters.

As we anticipated in Sect. 2, here we will focus in a very specific configuration

where only the first module is different from the rest. Consistently, we use U(x) to

represent the free energy of each of the identical modules, and U1(x) for that of the

first one. In particular, we consider that the first unit has a slightly different con-

tour length, Lc + 𝛥. Therefore, we can linearise U1(x) around U(x), using the natural
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asymmetry parameter 𝜉 = 𝛥∕Lc ≪ 1. Therefore,

U′
1(x;Lc + 𝛥) ≃ U′(x;Lc) + 𝜉𝛿f1(x;Lc), (16)

where

𝛿f1(x;Lc) ≡ Lc
𝜕U′(x;Lc)

𝜕Lc
= −

kBT
2P

⎡
⎢
⎢
⎢
⎣

x
Lc

(
1 − x

Lc

)3 + 2x
Lc

⎤
⎥
⎥
⎥
⎦

. (17)

This linearisation is useful for the direct application of our theory to some engineered

systems, see the next section.

5 Experimental Prospect

In the experiments, the observation of the unfolding pathway is not trivial at all. The

typical outcome of AFM experiments is a force-extension curve (FEC) in which the

identification of the unfolding events is, in principle, not possible when the modules

are identical. Thus, in order to test our theory, molecular engineering techniques

that manipulate proteins adding some extra structures, such as coiled-coil [20] or

Glycine [21] probes, come in handy. For instance, a polyprotein in which all the

modules except one have the same contour length may be constructed in this way. A

reasonable model for this situation is a chain with modules described by Berkovich et

al. potentials with the same parameters for all the modules, with the exception of the

contour length of one of them. According to our theory, a critical velocity emerges

(8) and it may be observed because the unfolding of the unit that is different can be

easily identified in the FEC, see below.

Let us consider an example of a possible real experiment for a polyprotein with

N = 10 modules. We characterise the modules by Berkovich et al. potentials with

parameters,

P = 0.4 nm, Lc = 30 nm, Rc = 4 nm, (18a)

b = 2, U0 = 100 pN nm, kBT = 4.2 pN nm, (18b)

and the friction coefficient 𝛾 = 0.0028 pN nm
−1

s [16]. We call this system M10: since

all the modules are equal in M10, it is not a very interesting system from the point

of view of our theory. Nevertheless, we can consider a mutant species M
′
10 that is

identical to M10 except for the module located in the first position (the fixed end),

which has an insertion adding 𝛥 to its contour length. Our theory gives an estimate

for the critical velocity vc by using (8).

In Fig. 4, we compare the theoretical estimate for the critical velocity with the

actual critical velocity obtained by integration of the dynamical system (13). Specifi-

cally, we have considered a system with spring constant kc = 100 pN/nm. The numer-
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Fig. 4 Critical velocities for M
′
10 systems. The parameter 𝛥 stands for the additional contour length

of the first module. Numerical values (circles) are compared with two theoretical estimates: “com-

plete” (dashed line) and linear (solid line)

ical strategy to determine vc has been the following: starting from a completely folded

state we let the system evolve obeying (13), with a “high” value of vp (well above the

critical velocity), up to the first unfolding. We tune vp down until it is observed that

the first module that unfolds is the weakest one: this marks the actual critical veloc-

ity. There are two theoretical lines: the solid line stems from the rigorous application

of (8), with 𝛿f1 given by (17), and vc is a linear function of 𝜉, whereas the dashed line

corresponds to the substitution in (8) of 𝜉𝛿f1(x) by U′
1(x;Lc + 𝛥) − U′(x;Lc), with-

out linearising in the asymmetry 𝜉. Note the good agreement between theory and

numerics, specially in the “complete” theory where, for the range of plotted values,

the relative error never exceeds 5%. Interestingly, the computed values of the critical

velocity lie in the range of typical AFM pulling speeds, from 10 to 104 nm/s [22].

Below vc, it is always the weakest unit that unfolds first. Above vc, the unit that

unfolds first is the pulled one. For the sake of concreteness, from now we consider

an specific molecule M
′
10 fixing 𝛥 = 2 nm. Using the linear estimation (17) in (8),

we get a critical velocity vc ≃ 16 nm/s that, as stated above, is in the range of the

typical pulling speeds in AFM experiments.

In Fig. 5, we plot the extension of each unit vs the total extension qN − q0 in our

notation (X in Fig. 1), which is a good reaction coordinate [23]. We have numerically

integrated Eq. (13) for two values of vp: one below and one above vc, namely vp = 10
nm/s and vp = 22 nm/s. The red trace stands for the weakest unit extension whereas

the blue one corresponds to the pulled module. We can see that, for vp = 10 nm/s <

vc, the first unit that unfolds is the weakest one, whereas for vp = 22 nm/s > vc that
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Fig. 5 Evolution of the extensions of the different units as a function of the length of the system

qN − q0 in a pulling experiment. The potential parameters are given in Eq. (18), and the pulling

speeds are vp = 10 nm/s < vc (top) and vp = 22 nm/s > vc (bottom). The stiffness is kc = 100
pN/nm, which lies in the range of typical AFM values. The red line corresponds to the weakest

unit and the blue line to the pulled one

is no longer the case. Specifically, the first unit that unfolds is the pulled one, and the

weakest unfolds in the 4-th place.

The plots in Fig. 5 are the most useful in order to detect the unfolding pathway

of the polyprotein. Unfortunately, they are not accessible in the real experiments, for

which the typical output is the FEC. Thus, we have also plotted the FEC in order to

bring to light the expected outcome of a real experiment. In Fig. 6, we show the FEC
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Fig. 6 Top: FEC for the pulling experiment in Fig. 5. Two pulling speeds are considered, specif-

ically vp = 10 nm/s (subcritical, solid) and vp = 22 nm/s (supercritical, dashed). Bottom: zoom of

the region of interest, showing the shift between the peaks stemming from the increased contour

length of the mutant module

for the two considered velocities in the same graph (solid line for the lower speed

and dashed line for the higher one).

The FECS in Fig. 6 are superimposed until the first force rip, which corresponds

to the first unfolding event (that of the mutant module for the slower velocity and that

of the pulled unit for the faster one). As the mutant unit has a longer contour length

than the rest, a shift between the curves in the next three pikes is found, because
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the effective contour length of the polyprotein has an extra contribution of 2 nm.

Reasonably, for the higher velocity, this shift disappears when the mutant module

unfolds, and the curves are once again superimposed. This plot clearly shows how

the existence of a critical velocity in a real experiment could be sought.

6 Conclusions

We have provided a useful theoretical framework in the context of modular proteins

or, in general, of biomolecules comprising several units that unfold (almost) inde-

pendently. Therein, according to our theory, it should be possible to find the emer-

gence of a set of critical velocities which separate regions where the first module that

unfolds is different. Although we focus on the biophysical application of the theory,

it is worth highlighting that similar models are used in other fields. Many physical

systems are also “modular”, since they comprise several units [24], and thus a similar

phenomenology may emerge. Some examples can be found in studies of plasticity

[25, 26], lithium-ion batteries [27, 28] or ferromagnetic alloys [29].

The development of our theory has shown that the position and value of the elastic

constant kc of the length-controlled device is roughly irrelevant for the existence and

value of the critical velocities. The derived expressions for the critical velocities are,

to the lowest order, independent of the spring position and stiffness. Notwithstand-

ing, our theory completely neglects the noise contributions and thus the units unfold

when they reach their limit of stability, that is, at the force for which the folded basin

disappears. This is expected to be relevant for biomolecules that follow the maximum
hysteresis path, using the same terminology as in [9, 24], completely sweeping the

metastable part of the intermediate branches of the FEC.

The numerical integration of the evolution equations for a realistic potential point

out that our proposal for an experiment is, in principle, completely feasible. There-

fore, our work encourages and motivates new experiments, in which the predicted

features about the unfolding pathway of modular biomolecules could be observed.

Finally, the discussion in the previous paragraph on the relevance of thermal noise

makes it clear that an adequate choice of the biomolecule is a key point when trying

to test our theory.
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The Geometry of Most Probable
Trajectories in Noise-Driven Dynamical
Systems

John C. Neu, Akhil Ghanta and Stephen W. Teitsworth

Abstract This paper presents a heuristic derivation of a geometric minimum action
method that can be used to determine most-probable transition paths in noise-driven
dynamical systems. Particular attention is focused on systems that violate detailed
balance, and the role of the stochastic vorticity tensor is emphasized. The general
method is explored through a detailed study of a two-dimensional quadratic shear
flow which exhibits bifurcating most-probable transition pathways.

Keywords Bifurcating transition paths · Geometric action · Detailed balance
violation

1 Introduction

In the final chapter of Feynman and Hibbs’ classic text on path integrals [1], the
scattering of a fast particle from nucleii in a slab of material is examined in order
to answer the question: what is the most probable path of the particle from emitter
to detector? The relative probabilities of noise sequences which produce paths with
the required endpoints can be represented as a functional of the paths themselves.
The variational characterization of the most probable path is closely analogous to
least action paths in mechanics, or geodesic paths in geometry (a special case of
the former). Independently, a rigorous theory of most probable paths in stochas-
tic dynamical systems was developed by Wentzell and Freidlin [2, 3], and subse-
quently elaborated and explored by many others, see e.g. [4]. Additionally, a similar
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formalism for treating large noise-induced deviations has been applied more recently
to spatially-extended hydrodynamic models [5, 6].

In applications to concrete problems, physicists [7, 8] often employ the Legendre
transformation to convert the Lagrangian formulation of most probable paths into
an equivalent Hamiltonian formulation. Here we retain the Lagrangian formulation,
to see very directly some geometric aspects of most probable paths (see Sect. 2).
A geometrical characterization of most probable paths was recently introduced by
Heymann and Vanden-Eijnden [9–11], and we recapitulate aspects of their treatment
in the language of classicalmechanics at the level of a typical physics graduate course.
A chief advantage is that there are very clear expressions of some common insights:
in the small noise limit, almost all paths with fixed endpoints closely follow the most
probable path in an almost deterministic manner. Furthermore, the speed along the
most probable path is the deterministic speed. As the noise decreases, the transit time
between endpoints remains fixed, but the expected time between successful transits
becomes exponentially large.

In Sect. 3, we discuss the geometric meaning of detailed balance, a fundamental
notion from statistical physics. The traditional meaning of detailed balance, or its
breaking, is framed in terms of the probability current in the Fokker-Planck equation:
“fenceoff” a bounded regionof state spacewith the impermeable boundary condition,
and allow the probability density to relax to a steady state within that region. For a
detailed balance system, the probability current vanishes identically, and there is a
potential energy function so that the equilibrium probability density is proportional
to a Boltzmann factor with this potential. If detailed balance is broken, the steady
probability current is divergence-free, as it must be, but does not vanish identically
[12, 13]. We review how this traditional characterization of detailed balance restricts
the velocity field and noise tensor of the stochastic dynamics, so that the stochastic
vorticity tensor vanishes. Furthermore, there is a connection to the geometry of most
probable paths: in detailed balance systems, the “backward” path associated with an
interchange of the starting and destination endpoints is the reversal of the original
“forward” path. If detailed balance is broken, this reversibility is broken. In this case,
the path from starting to destination point and then back again to the starting point
forms a loop, and the sense of rotation around the loop is determined by the vorticity
[14, 15].

2 The Geometric Action

We begin by reviewing the statistics of noise driven trajectories, in the spirit that
was formulated many years ago by Feynman and Hibbs [1]. The state space is RN ,
and trajectories are curves x = x(t) in state space parametrized by time t . The x(t)
satisfy a Langevin equation

ẋ − u(x) = √
εσw(t). (1)
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Here, u(x) is a given flow vector field on state space, the components of w(t) are
independent unit white noises, and σ is a noise tensor, assumed uniform and constant.
ε > 0 is a gauge parameter, so we can formalize the small noise limit ε > 0. The
Langevin equation (1) with uniform and constant noise tensor σ is physically appro-
priate when the noise represents external forcing as a function of time, by degrees
of freedom not included in x.

The trajectories we consider are solutions of (1) which pass through two given
points a and b of state space in succession. There is no restriction on the time of flight
T from a to b. Due to autonomy, we can set the origin of time so x(0) = a. Then
x(T ) = b. The essential idea is that the relative probability of such a trajectory from
a to b is the same as the relative probability of the white noise w(t) in 0 < t < T
which produces it. The relative probability of a noise sequence w(t) in 0 < t < T is
expressed formally as

e− 1
4

∫ T
0 |w(t)|2dt . (2)

For the intuition behind (2), model the sample space of white noises in 0 < t < T by
piecewise constant functions. Any one component of w(t) is represented by w(t) ≡
w j in ( j − 1)Δt < t < jΔt . Here, the time increment is Δt = T

N for some positive
integer N . There are N time intervals of piecewise constant w(t) in 0 < t < T . The
constant values of w(t) in different time intervals are statistically independent, and
the probability density of each w j is proportional to the Gaussian

e
− w j

2

2( 2
Δt ) = e− 1

4 w j
2Δt , (3)

with mean square 2
Δt . Due to the independence of the w j for different j , the prob-

ability density in the RN of N -tuples (w1, . . .wN ) which characterize whole noise
sequences in 0 < t < T is the product of the Gaussians (3),

e− 1
4 (

∑N
1 w j

2)Δt . (4)

We now see that the formal integral (2) is a shorthand reminder of this construction.
The choice of mean square 2

Δt for eachw j gives the correct behavior of the Brownian
motion,

B(t) :=
∫ t

0
w(t ′)dt ′. (5)

At t = nΔt , we have

〈B2(t)〉 = n(
2

Δt
)(Δt)2 = 2nΔt = 2t. (6)

In this little review, we have presented (2) as the relative probability of noise
sequences subject to no constraints. The noise sequences w(t) which actually pro-
duce a trajectory with starting point a and endpoint b are in a restricted class—i.e.,
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theymust obey the boundary conditions, andwe assume that the relative probabilities
within this restricted class are still characterized by (2).

The relative probability (2) is converted into a functional of the trajectory x = x(t)
in 0 < t < T simply by “solving” the stochastic differential equation (1) for w(t),

w(t) = 1√
ε
σ−1(ẋ − u), (7)

and substituting this w(t) into (2). The relative probability is thereby expressed as

e− 1
ε

S[x(t)], (8)

where S[x(t)] is the stochastic action functional, given by

S[x(t)] := 1

4

∫ T

0
(ẋ − u) · D−1(ẋ − u)dt. (9)

Here,
D := σσ T (10)

is the diffusion tensor associated with the noise tensor σ . In this whole train of
thought, we are assuming that σ is invertible [11].

The global minimizer x(t) of the action (9) is called the most probable trajectory.
The minimization of the action determines the geometric curve C that x(t) traces out
the path from a to b, and also the time sequence of positions along C . In particular,
the flight time T is precisely determined by (21) below. The traditional analysis
[8] begins with the Euler-Lagange equation of the action (9), with T fixed. The
Lagangian is

L(x, v := ẋ) := 1

4
(v − u) · D−1(v − u). (11)

Due to autonomy, there is a conserved “energy”

h(x, v) = v · ∇vL − L = 1

4
(v · D−1v − u · D−1u). (12)

Some presentations carry out a Legendre transformation from Lagrangian to Hamil-
tonian dynamics [8, 16]. Here, we stay within the Lagrangian framework. Think
of D−1 as the metric tensor of the RN in which ẋ and u live. The associated inner
product is

f • g := D−1f · g, (13)

and the squared “length” of f is

|f |2 := f • f . (14)
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In geometric notation, the action (9) is

S = 1

4

∫ T

0
|ẋ − u|2dt

= 1

4

∫ T

0
(ẋ • ẋ − 2u • ẋ + u • u)dt

= 1

4

∫ T

0
(|ẋ|2 − 2|ẋ||u| + |u|2)dt + 1

2

∫ T

0
(|u||ẋ| − u • ẋ)dt,

or, finally,

S = 1

4

∫ T

0
(|ẋ| − |u|)2dt + 1

2

∫ T

0
(|u||ẋ| − u • ẋ)dt. (15)

The first integral on the right hand side achieves its minimum value of zero if the
speed |ẋ(t)| of the trajectory matches the speed |u(x(t))| of the deterministic flow,

|ẋ(t)| = |u(x(t))|. (16)

Given (16), the action (15) reduces to

S = 1

2

∫ T

0
(|u||ẋ| − u • ẋ)dt. (17)

In (17), we recognize
dx = ẋdt, (18)

and
ds = |dx| = |ẋ|dt. (19)

as increments of displacement and arclength in elapsed time dt , respectively. Hence,
the action (9) reduces to a geometric line integral along the curve C connecting a
to b,

S = 1

2

∫

C
(|u|ds − u • dx). (20)

In summary, themost probable trajectory x(t) from a tob proceedswith deterministic
speed as in (16), and the geometric curve C traced out by x(t) minimizes the line
integral (20).

We acknowledge some collateral insights: since the speed along C is the deter-
ministic speed, the time of flight from a to b is

T =
∫

C

ds

|u| . (21)
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A further consequence of (16) is that the most probable trajectory lives on the null
surface of the energy (12) in x, ẋ space. In geometric notation, (12) reads

h = 1

4
(|ẋ|2 − |u|2) (22)

and (16) implies h = 0. In the important special case where the most probable paths
connect critical points, we candeduce directly that h ≡ 0 andhence |ẋ| = |u|because
ẋ and u both vanish at critical points. But the null Hamiltonian character of most
probable paths is more general. In the preceeding argument, we have seen that the
speed along the least action flucatuational path between any two endpoints equals the
deterministic speed. Hence the null Hamiltonian character of most probable paths
applies to any pair of endpoints, be they critical or not.

The propagation along C at deterministic speed seems deeply peculiar when we
reflect that it is an asymptotic result of the small noise limit ε → 0. Notice that
we can halve the noise amplitude, and half the noise still drives the same speed
of propogation along C . Here is another collateral insight: A change in ε can be
absorbed by scaling the diffusion tensor D. Look at the contribution to the time of
flight T from a small segment dx of C . The increment of arclength is

ds =
√

D−1ẋ · ẋdt, (23)

the speed is
|u| =

√
D−1u · u, (24)

and it is clear that the scaling of D does not change the time increment dt = ds
|u| .

A qualitative explanation might go like this: The noise induced sequence of kicks
that drives the speed |u| must have some “winning” combination of strength and
unidirectionality, and it must last throughout the flight time T . As the noise ampli-
tude goes to zero, the time duration of a “winning streak” (x(t) goes from a to b)

remains near T , cf. (21), but the expected time between winning streaks becomes
exponentially large.

3 Broken Detailed Balance and the Geometry of Least
Action Paths

We begin with some details behind the overview of detailed balance in the intro-
duction. Let ρ(x, t) be the ensemble probability density. The probability current
generated by the stochastic dynamics (1) is

J := ρu − D∇ρ. (25)
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Here, u(x) is the velocity field of the stochastic differential equation (1), and D is
the diffusion tensor (10). Take a bounded region R of state space, and impose the
impermeable boundary condition, J · n = 0 on ∂R. Then the probability density in
R asymptotes to a time independent steady state ρ = ρ(x). In a detailed balance
system, the probability current is not only divergence-free, but vanishes identically,
so

ρu = D∇ρ (26)

throughout R. It follows from (24) that

∇(log ρ) = D−1u (27)

or, equivalently, the stochastic vorticity tensor Ω , with components

Ωi j := ∂ j (D−1u)i − ∂i (D−1u) j , (28)

vanishes.
To see the role of vorticity in the geometry of most probable paths, we write down

the variational differential equation of the geometric action (20). Let x = x(s) be the
parametric representation of a most probable path with respect to the arclength s.
Then, the variational equation is

d

ds
(|u|D−1 dx

ds
) − ∇|u| = Ω

dx
ds

. (29)

Evoking the close analogy to geometric optics [17], any curve traced out by a solution
of (27) is called a ray. The LHS of (27) is invariant under orientation reversal (s →
−s), but the RHS changes sign if the vorticity is nonzero. Hence, the forward and
backward paths between two endpoints in a region of nonzero vorticity are generally
not reversals of each other. The addition of forward and backward paths makes a
closed loop, whose orientation is determined by the vorticity tensor.

A simple local analysis of rays informs the structure of forward plus back-
ward loops whose endpoints are close to each other. Let C : x = x(s) be a curve
parametrized by arclength s. Set the origin of arclength so as to mark a given point
X on C . In the Taylor series of x(s) as s → 0, we have

x(s) = X + x′(0)s + 1

2
x′′(0)s2 + O(s3), (30)

where the tangent x′(0) at X is a unit vector, |x′(0)| = 1 (since the expansion is
with respect to arc length), and the second derivative is orthogonal to the tangent,
x′(0) • x′′(0) = 0. If x′′(0) 	= 0, we see that C near X is asymptotic to a parabola in
the plane spanned by x′(0) and x′′(0). Now look at two particular rays C+ : x+(s)
and C− : x−(s) which meet at X at s = 0, with opposite and equal tangents, t̂ :=
x′+(0) = −x′−(0). From the ray equation (27), it follows that the vorticity induces a
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difference of second derivatives,

[x′′(0)] := x′′
+(0) − x′′

−(0) = 2

|u| DΩ t̂. (31)

To see this, we evaluate (27) at s = 0 to obtain |u|D−1x′′(0) + (x′(0) · ∇)|u|
D−1x′(0) − ∇|u| = Ωx′(0). Note that the second and third terms on the LHS of
this equation are invariant under reversal, (s → −s). Thus, taking differences evalu-
ated along C+ and C−, we can write |u|D−1[x′′(0)] = Ω[x′(0)] = 2Ω t̂, from which
(29) follows directly.

The antisymmetry of Ω implies that [x′′(0)] is orthogonal to t̂, as it must be,
since x′′+(0) and x′′−(0) are. For Ω t̂ 	= 0, we can visualize C+ and C− near X as
two parabolas tangent to each other at X, but bending in different planes, C+ in
the plane of t̂ and x′′+(0), and C− in the plane of t̂ and x′′−(0) as shown in Fig. 1.
Now take two endpoints a and b close to X, and take t̂ to be parallel to b − a. By
small translations of the parabolas in Fig. 1 in the −x′′+(0) and −x′′−(0) directions,
we can asymptotically construct the forward plus backward loop with these end-
points. Pictorially, the difference x′′+(0) − x′′−(0) corresponds to the “openness” of
the constructed fluctuation loop as shown in Fig. 2. The dashed vector marks the
displacement between the turning points of the a to b and b to a parabolas; it is
proportional to [x′′(0)] = 2

|u| DΩ t̂.
In two dimensions, we can develop further intuition. In that case, the vorticity

tensor takes the form

Fig. 1 Illustration of
trajectories C+ and C−
which just touch at position
X with oppositely directed
tangent vectors

x +"(0)

t 

x "(0)

C

C+

Fig. 2 Illustration of
“forward” and “backward”
loops for endpoints a and b
in the neighborhood of X,
obtained by translating C+ in
the −x′′+(0) direction and C−
in the −x′′−(0) direction

x "(0)

x +"(0)

t 
a b
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Fig. 3 Depiction of forward
and backward loops in the
two-dimensional case

x "(0)

x +"(0)

t a b

2
y
D t

Ω =
[
0 −ω

ω 0

]

, (32)

where ω := ∂1(D−1u)2 − ∂2(D−1u)1, is the scalar vorticity. For ω > 0, (27) is the
generator of a counterclockwise rotation. Figure3 is the two dimensional version of
Fig. 2, drawn assuming scalar diffusion (D proportional to the identity) and ω > 0.
The counterclockwise circulation around the loop agrees with the counterclockwise
rotation associated with the vorticity. This is the choice you would make to reduce
“headwinds” and thereby reduce the stochastic action.

4 Vorticity-Induced Bifurcations

The global effects of vorticity-induced bending of rays are most simply displayed in
a class of two-dimensional examples we call pure shear: we have isotropic diffusion
D = I , and the flows u on R2 are

u = u(y)ŷ, (33)

where the velocity profile u(y) is a given positive function. The x-component of the
ray ODE (27) is

d

ds
(u

dx

ds
) = u′(y)

dy

ds
, (34)

which has the first integral

u(y)(1 − dx

ds
) = σ = constant. (35)

(33) is analogous to Snell’s law in optics: that is, dx
ds = cos θ , where θ is the local

angle of the ray with respect to x̂. Hence, (33) implies that θ changes with elevation
y due to gradients of the velocity profile u(y). In this sense, we have “refraction by
shear.” Due to the first integral (33), the geometric action of a ray C has the simple
expression
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S =
∫

C
uds − udx =

∫

C
u(1 − dx

ds
)ds = σ L , (36)

where L is the arclength of C . Deterministic paths are immediately recognized from
the effective Snell’s law (33) and (34): The geometric action vanishes if the constant
σ is zero, and then dx

ds ≡ 1, which corresponds to horizontal straight lines oriented
to the right. These lines are the obvious integral curves of the shear flow.

Next, we examine rays that undergo a net displacement in the negative x-direction,
which is “against the wind.” By the mean value theorem, such a ray must have a
turning point x∗, where dx

ds = −1. Evaluating (33) at the turning point, we have
σ = 2u∗ := 2u(y∗), where y∗ is the elevation of the turning point. Hence, (33) can
be written as

u
dx

ds
= u − 2u∗, (37)

and the geometric action becomes

S = 2u∗L . (38)

We can determine a governing equation for the vertical component y(s) of x(s), by
evoking the geometric identity ( dx

ds )2 + (
dy
ds )

2 = 1, and using the effective Snell’s
law (35):

u2(
dy

ds
)2 = 4u∗(u(y) − u∗). (39)

Since u(y) is the deterministic speed along the ray, we recognize u d
ds as the time

derivative d
dt , and we write (35) and (37) respectively as

ẋ = u(y) − 2u∗, (40)

ẏ2 = 4u∗(u(y) − u∗). (41)

The second equation is the first integral of the second order differential equation

ÿ = 4u∗u′(y). (42)

Here, −u′(y) is the scalar vorticity of the shear flow, so (40) directly expresses
“bending by vorticity.”

We can construct rays explicitly for the instructive case of quadratic shear flow,
with

u(y) = 1

2
(y2 + ε2), (43)

where ε is a positive parameter. The minimum positive x-velocity happens along
the x-axis. We expect that rays with a start to finish displacement in the negative
x-direction bend toward the x-axis, to take advantage of the reduced headwind there.
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Such a ray must have a turning point. By the x and t translation invariance of (38)
and (39), we can use the turning point to mark the origins of x and t , so we have
initial conditions x(0) = 0, y(0) = y∗, ẏ(0) = 0. The solutions of (38, 39)with these
initial conditions are

y = y(t, y∗) = y∗ cosh τ, (44)

x = x(t, y∗) = y∗2

4
√

y∗2 + ε2
(cosh τ sinh τ − τ) −

√
y∗2 + ε2

2
τ. (45)

Here, τ is the scaled time
τ :=

√
y∗2 + ε2t. (46)

For each value of y∗ we obtain a corresponding ray represented by a parametric curve

x(t) = x(t, y∗)x̂ + y(t, y∗)ŷ. (47)

We present a pictorial narrative of these rays for the case ε = 0.3, and this shows
how segments of rays produce net displacements in the negative x-direction. Figure4
shows the ray with turning point elevation y∗ = 1. The most striking feature is the
teardrop-shaped loop with counterclockwise orientation. The “teardrop” persists for
all y∗ > 0. From (38), we see that the vertical tangents happen at the elevation y for
which the shear velocity u(y) is twice as high as at the elevation of the turning point.
As y∗ → 0, the bottom of the teardrop between the vertical tangents flattens out into
a long, left-oriented segment close to the x-axis. We see this in Fig. 5, which depicts
the ray with y∗ = 0.01.

A ray which interpolates between given starting and ending points a and b is
called a connector. We examine the connectors with

Fig. 4 Transition path ray
for the case y∗ = 1 and
ε = 0.3

-1 -0.5 0 0.5 1
0

1

2

3
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Fig. 5 Transition path ray
for the case y∗ = 0.01 and
ε = 0.3

-1 -0.5 0 0.5 1
0

1

2

3

a = l

2
x̂ + ŷ,b = − l

2
x̂ + ŷ, (48)

which makes a net displacement of length l in the negative x-direction. These con-
nectors are segments of the “teardrop,” symmetric about the x-axis. Given l, there
are discrete choices for the turning point elevations y∗ of possible connectors. Let
τ = τb > 0 be the value of scaled time marking the ending point b. By symmetry,
τ = −τb marks the starting point a, and the connector passes through the turning
point y∗ŷ at τ = 0. At τ = τb, the elevation y is unity, so (42) implies

y∗ cosh τb = 1. (49)

Given 0 < y∗ < 1, we solve for τb,

τb = log
1 + √

1 − y2∗
y∗

. (50)

The actual time of flight from a to b is

T = 2τb√
y2∗ + ε2

+ 2
√

y2∗ + ε2
log

1 + √
1 − y2∗

y∗
(51)

At τ = −τb, x = l
2 , and then (43) implies

l

2
= y2∗

4
√

y2∗ + ε2
(τb − cosh τb sinh τb) +

√
y2∗ + ε2

2
τb. (52)
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Fig. 6 Plot of Eq. (53)
showing the allowed values
of y∗ as a function of l and
ε = 0.3. The turning point at
lc corresponds to a
saddle-node bifurcation in
which two transition paths
with endpoints a and b
collide and annihilate

-2 -1 0 1 2
0

0.4

0.8

1.2

Substituting for τb from (48), this reduces to

l = (

√
y2∗ + ε2 + y2∗

2
√

y2∗ + ε2
) log

[1 + √
1 − y2∗

y∗

]
−

√
1 − y2∗

2
√

y2∗ + ε2
. (53)

The graph of y∗ versus l in Fig. 6 based on (51) is plotted with ε = 0.3, but is
qualitatively correct for 0 < ε << 1. For connectors with a net displacement in the
negative x-direction, the relevant portion of this graph has l > 0, marked by the solid
curves. There are three branches of roots for y∗ as functions of l, which we’ve labeled
i, ii, and iii. Branches i and ii coelesce in a saddle-node bifurcation as l → lc � 0.51.
Furthermore, the branches i and ii have definite limits as ε → 0, and the saddle-node
bifurcation survives with lc → 0.4852. Figure7 depicts the connecting pathways
corresponding to branches i, ii and iii for ε = 0.3.

Which connector has the smallest geometric action?We can compute the arclength
L of connectors, and then their geometric actions from S = 2u∗L as in (36). Since
u = u(y) is the speed along a ray, the arclength of a connector C is

L =
∫

C
udt =

∫

C
(ẋ + 2u∗)dt = −l + 2u∗T . (54)

Substituting into (42) the time of flight T from (49), and l from (51), we obtain for
the action

S =
√

y2∗ + ε2

2
((y2∗ + 2ε2) log

1 + √
1 − y2∗

y∗
+

√
1 − y2∗). (55)
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Fig. 7 Plot of the three
connector solutions
corresponding to the three
branches of Fig. 6 for l = 0.3
and ε = 0.3
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From (53), we find that the shorter branch i connector has the smallest geometric
action. Apparently, the branch ii connector is a stationary point of geometric action,
but not a minimum.

Branch iii in Fig. 7 and its corresponding connector persist for all l > 0. In the
limit ε → 0, branch iii of the y∗ versus l relation is asymptotic to

y∗ ∼ 2 exp
[

− 1

2ε2
− l

ε

]
. (56)

Figure7 depicts the branch iii connector for ε = 0.3. The branch iii connector has a
singular structure as ε → 0. In particular, its arclength diverges like

L ∼ 1

ε
+ l. (57)

Its geometric action is asymptotic to

S ∼ ε. (58)

In the limit ε → 0 with l fixed, we see that the branch iii connector is the most
probable path, beating out connector i, for 0 < l < lc. The “strategy” of of connector
iii is clear: Descend from y = 1 to the x-axis, stay close to the x-axis for a long
time, and finally ascend back up to y = 1. In this way, the resistance against the
deterministic flow is minimized. The descent and ascent branches have little cost,
because they are almost parallel to the deterministic flow. Most of the leftwards
motion happens along the segment close to the x-axis, where the headwind is small.

We expect that as we close the gap between a and b by decreasing l, we’ll even-
tually find l = l∗ so that the branch i connector becomes the most probable path for
0 < l < l∗. By an elementary calculation, we find l∗ ∼ ε as ε → 0.
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5 Conclusions and Future Directions

The breaking of detailed balance is “made visible” by the splitting of forward and
backward most probable paths between two fixed endpoints. This is a first hint that
detailed balance and its breaking can be inferred directly from recorded histories of
a stochastic dynamical system, in a suitable space of observables. A first “obvious”
proposal, while achievable in principle, may often be difficult to implement in prac-
tice: this involves collecting records of trajectories that connect two small regions
around given endpoints, and observing directly the aforementioned splitting between
forward and backward paths. At small noise levels, there are long waits to collect
these trajectories, and then you might want to have many of them for averaging. It
would be much better if detailed balance or its breaking can be detected by some
simple processing of data from a few, or even one trajectory. Such a procedure in
fact exists. It has been fully developed by the authors for linear stochastic dynamical
systems, and numerically tested for a simple circuit example [15]. More recently,
we’ve found that its nonlinear generalization is straightforward and that story will
get its own paper [18].

Acknowledgements We gratefully acknowledge the assistance of Varun Gudapati with the prepa-
ration of Figs. 1, 2, and 3.
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Abstract This contribution is based on our talk at the BIRS Workshop on
“Coupled Mathematical Models for Physical and Biological Nanoscale Systems
and Their Applications”. Our aim here is to summarize and bring together recent
advances in wetting of nanostructured surfaces, using classical density-functional
theory (DFT). Classical DFT is an ab initio theoretical-computational framework
with a firm foundation in statistical physics allowing us to systematically account
for the fluid spatial inhomogeneity, as well as for the non-localities of intermolec-
ular fluid-fluid and fluid-substrate interactions. The cornerstone of classical DFT,
is to express the grand free energy of the system as a functional of its one-body
density, thus generating a hierarchy of N -body correlation functions. Unconstrained
minimization of a properly approximated free-energy functional with respect to the
one-body density then yields the basic DFT equation. And since most macroscopic
quantities of interest can often be cast as averages over a one-body distribution, this
equation provides a very useful and accessible computational tool. Indeed, there has
been a rapid growth of classical DFT applications across a broad variety of fields,
including phase transitions in solutions of macromolecules, interfacial phenomena,
and even nucleation. Here we attempt to give a taste of what simple equilibrium
DFT models look like, and what they can and cannot capture, as far as wetting on
chemically heterogeneous substrates is concerned. We review recent progress in the
understanding of planar prewetting and interface unbending on such substrates and
compute substrate-fluid interfaces and wetting isotherms.
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1 Introduction

In the past few decades, high demand for nanoscale technological processes, as well
as understanding of the intricate physics associated with the behaviour of matter at
the nanoscale, has led to rapid growth of the field of soft condensedmatter. Originally
regarded as part of chemical and statistical physics, today soft condensed matter is a
truly cross disciplinary area which involves physicists and applied mathematicians,
as well as engineers, chemists and biologists on the academic front, and industrial
scientists and engineers on the applied front. Soft matter problems range from liquid
adsorption and wetting in fluids [1–3] and self-assembly and structural transitions
in colloids, polymers, liquid crystals and charged fluids [4–7] to equilibrium and
kinetics of phase separation and formation of interfaces and thin films [8, 9]. In
chemical and bioengineering, statistical mechanical models incorporating fluid inho-
mogeneities at small scales are used to understand and improve various technological
processes, e.g., design and operation of miniature lab-on-a-chip chemical reactors
and nanofluidic devices [10–12], DNA separation [13], vapor-liquid-solid growth of
semiconductor nanowires [14, 15], capillary filling of microchannels and adsorp-
tion in nanoporous materials [16, 17], design of nano-patterned superhydrophobic
surfaces and surfaces with controllable wetting properties [18–20].

Soft matter systems typically involve multiple length and time scales. Therefore
their description naturally calls for the development of statistical mechanical mod-
els which offer a middle ground between purely atomistic and continuum models, in
terms of both computational efficiency but also fundamental scrutity. In general, equi-
librium statistical mechanical systems of N constituent interacting particles are fully
described by providing the configurational N -body distribution function. However,
many observables of interest, such as the number density, magnetisation, charge dis-
tribution, pressure, compressibility and so on, can be quite adequately approximated
as averages involving only one- and two-body distributions, defined as integrals of
the N -body distribution over N -1 and N -2 sets of particle coordinates, respectively.
Since in many cases, the two-body distribution can also be reliably approximated as
a one-body distribution of a system subject to a specially defined external potential,
a general framework for approximating the one-body distribution would be highly
valuable for describing soft-matter systems. This framework is provided by classical
density-functional theory (DFT).

The purpose of the present contribution—based on the presentation we gave at the
BIRSworkshop at Banff on “CoupledModels for Physical and Biological Nanoscale
Systems and their Applications”—is to provide an example of constructing a compu-
tationally tractable, yet fullymicroscopicDFT approximation, and to illustrate its use
for one of the most ubiquitous problems in soft matter—interfacial phase transitions
in inhomogeneous fluids. We showcase the typical ingredients of a DFT approxima-
tion by constructing a simple, yet qualitatively reliable free-energy functional capable
of capturing the properties of a liquid-gas interface of a classical fluid in contact with
a solid, above the fluid bulk triple point. We show how the model constructed may be
used to systematically investigate wetting and adsorption at the interface of a chem-
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ically heterogeneous wall in contact with undersaturated gas. Although the scope of
this Chapter only allows us to discuss a particular regime, namely near the bound-
ary of planar pre-wetting [21], it suffices to illustrate the potential and versatility of
classical DFT methodology in soft matter and nano-science.

2 Classical DFT Philosophy

Historically, the original developments of the classical DFT formalism and its first
applications dealt with interfacial problems in the physics of fluids [22]. The vari-
ational principle underlying classical and quantum DFTs was derived by Kohn and
Hohenberg [23] for an inhomogeneous electron gas at zero temperatures, and gen-
eralised by Mermin [24] to include the effects of a finite temperature. According to
a theorem due to Mermin [24], given the values of the bulk thermodynamic fields,
temperature T and chemical potential μ, there exists a grand canonical free-energy
functional Ω [ρ (r) , T, μ], which is minimised by the equilibrium one-body distri-
bution ρ (r) [25]. Moreover, the minimum of Ω [ρ (r) , T, μ] over all the one-body
distributions is the actual thermodynamic grand potential of the system. The many-
body distributions are generated within DFT by taking the functional derivatives of
Ω [ρ (r) , T, μ]with respect toρ (r) [26]. Therefore, the central problemof statistical
mechanics—approximating the N -body distribution function—can be reformulated
in terms of approximating Ω [ρ (r) , T, μ].

Significant progress has been made in the past three decades in constructing reli-
able and computationally tractable approximations for Ω [ρ (r) , T, μ] for different
classes of soft-matter systems: from fluids and fluid mixtures with coarse-grained
interactions and solutions of macromolecules, to porous media, biological systems
and even active matter [26–29]. The accuracy with which DFT allows one to approx-
imate various observables is often on par with fully atomistic molecular dynamics
simulations. At the same time, the computational cost required for solving the DFT
governing equations may be significantly less than that of simulations. In what fol-
lows, we consider a pedagogical example of a classical single component fluid.

Given μ, T and the potential V (r) of an external body force acting on the fluid
molecules, the grand canonical free-energy functional is given by the Legendre trans-
form of the “intrinsic” free energy functional [22, 26, 30]:

Ω [ρ (r)] = Fin [ρ (r)] +
∫

drρ (r) (V (r) − μ) , (1)

where the integration is carried out over the volume occupied by the fluid. The
intrinsic free energy functional Fin [ρ] does not dependon the external potentialV (r).
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For many realistic fluids, the coarse-grained interparticle interactions are pairwise,
and given by the Lennard-Jones (LJ) potential:

ϕLJ
ε,σ (r) = 4ε

[
−

(σ

r

)6 +
(σ

r

)12
]

, (2)

where ε and σ control the well depth and the range of the potential, respectively. The
Lennard-Jones (LJ) potential describes competing attractive-repulsive interparticle
interactions, where the repulsions are sharp and short-ranged, and the long-ranged
attractions decay algebraically with distance, as do the ubiquitous dispersive dipole–
dipole interactions. The LJ potential (2) and its modifications can be used to describe,
among other systems, noble gases, solutions of globular proteins and charged colloids
[26, 28, 31, 32].

For attractive–repulsive interparticle potentials, Fin [ρ] is often approximated fol-
lowing a perturbative approach, where the free energy of a purely repulsive fluid
of hard spheres (HS) of diameter σ is used as a reference, and the mean-field free
energy of the pairwise attractions with the potential ϕattr(r) is added as a perturbation
[22]. Thus, to first order in ϕattr(r), we can write

Fin [ρ (r)] =
∫

dr fid (ρ (r)) + Fhs [ρ (r)]

+1

2

∫
dr

∫
dr′ρ (r) ρ

(
r′)ϕattr

(∣∣r − r′∣∣) , (3)

where fid (ρ) = kBTρ
(
ln

(
λ3ρ

) − 1
)
is the configurainal free-energy density of the

ideal gas, kB and λ are the Boltzmann constant and the thermal wavelength, respec-
tively, and Fhs [ρ(r)] is the HS free energy functional. The expression for ϕattr(r) can
be obtained from the full LJ potential (2) following the perturbative treatment. We
will use a simplification of the Barker–Henderson expansion [33]:

ϕattr (r) =
{
0, r ≤ σ

ϕLJ
ε,σ , r > σ

, (4)

where σ is kept constant and equal to the HS diameter in Fhs [ρ (r)].
The exact HS free-energy functional Fhs [ρ (r)] is not known, but numerous

approximations have been developed over the years, which allow one to balance
computational complexity with accuracy [26]. Some of the most accurate approxi-
mations for Fhs [ρ (r)] are built upon the semi-phenomenological Carnahan-Starling
equation of state for uniform HS fluids [34], which is equivalent to the following
expression for the configurational part of the free energy density:

ψ (ρ) = kBT
η (4 − 3η)

(1 − η)2
, η = πσ 3ρ/6. (5)
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Approximations for Fhs [ρ(r)] based on Eq. (5) can be written in the following
general form [26, 35]:

Fhs [ρ] =
∫

drρ (r) ψ (ρ̄ (r)) , ρ̄ (r) =
∫

dr′W
(
r − r′) ρ (r) , (6)

where the integration is carried out over the volume occupied by the fluid. Theweight
W (r) can be chosen to reproduce the essential features of the HS pair correlation
function in the uniform limit. The latter can formally be obtained from Eq. (6) by
functional differentiation, and is also known from integral equation theories, such
as, e.g., the hypernetted chain theory, which gives rise to the famous Percus-Yevick
approximation for the HS pair-correlation function [36].

Since Fhs [ρ(r)] is only a part of the full free-energy functional in Eq. (3), we can
choose to ignore the HS correlations altogether by setting

W (r) = δ (r) , (7)

where δ (r) is the delta-function. This is commonly known as the local-density
approximation (LDA) [26, 30].AlthoughusingLDAin the full functional (3) neglects
the excluded volume intermolecular correlations, its computational simplicity makes
it an attractive approximation for problems where the physics is determined by the
long-range asymptote of the intermolecular potential. In particular, a whole plethora
of physical phenomena involving wetting by liquid and capillarity are governed by
the attractive tails of the LJ potential (2) [21, 37], and using LDA in the HS part of
Fin [ρ (r)], allows one to investigate these phenomena with qualitative accuracy, and
at a low computation cost [38, 39].

On the other hand, the simplest DFT, which captures the essential feature of the
pair correlation function—the jump at the distance σ—involves a simple weight
function W (r) = 3

4πσ 3 Θ (σ − r) [40]. Including the excluded volume correlations
into the full functional (3) is necessary for describing layering and freezing in fluids.
The general method of systematically refining the weight W (r) to achieve a better
approximation for the uniform HS pair correlation function is known as the family
of weighted density approximations (WDAs) [26, 30, 36]. The weight functions of
highly accurate WDAs decay very slowly, and the procedure for obtaining them is
not straightforward [36]. The most accurate and theoretically tractable description of
HS fluids is achieved by the fundamental measure theory [41, 42], which uses three
weighting functions and can be applied to single- and multi-component HS fluids.
Moreover, the method can be used to construct accurate free-energy functionals for
fluids with rigid non-spherical particles.

For simplicity, the computations discussed in the following section are performed
with LDA in the HS part of the full functional (3). The DFT approximation based
on Eqs. (1), (3)–(7) belongs to the family of random-phase approximations. Such
approximations become exact in the limit of soft interparticle potentials and high
fluid densities [26]. In the context of problems involving transitions at liquid-gas
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interfaces, this approximation is known to capture qualitatively the physics ofwetting
at temperatures above the bulk triple temperature.

It is noteworthy that in recent years there have been several studies applying
DFT to the modelling of non-equilibrium statistical mechanical systems [25, 26, 43,
44]. Involving the “local equilibrium” assumption that the two-body time-dependent
correlation function in a non-equilibrium system is related to the free energy func-
tional in the same way as its equilibrium counterpart, Marconi and Tarazona have
shown that the diffusion-driven evolution of a statistical-mechanical system follows
a generalised “model-B-like” [45] conservation law [46–48]. In a later work, Lutsko
and Durán-Olivencia have demonstrated that the equations of dynamic DFT can be
derived from the equations of fluctuating hydrodynamics of an overdamped colloidal
particles in a thermal bath [31, 32, 49]. Currently, there is significant interest in gen-
eralising the dynamicDFT to include the effects of hydrodynamic interactions within
the context of overdamped colloidal particle dynamics. In particular, the works of
Goddard et al. have provided the unification of dynamic DFTs for colloidal fluids, to
include inertia and hydrodynamic interactions [50–52]. A further recent extension
has focused on dynamic DFTs for anisotropic colloidal fluids [53].

3 Wetting on Nano-patterned Planar Surfaces

Here we apply the DFT approximation discussed above to the problem of fluid
adsorption on a plane decorated with a chemical stripe of a nanoscopic width. Given
the fluid–fluid and fluid–substrate interparticle potentials, the only relevant thermo-
dynamic fields in the problem are T and μ, which will be our control parameters. In
general, when a solid substrate with a planar surface is brought in contact with a gas,
the LJ fluid-solid interactions give rise to an attractive body force acting on the fluid
molecules. The potential of this force can be obtained by integrating the LJ potential
(2) over the volume of the substrate. For a homogeneous planar wall occupying a
half-space y ≤ 0, it is given by the following expression [35]:

V0 (y) = 4πρwεwσ 3
w

[
−1

6

(
σw

H0 + y

)3

+ 1

45

(
σw

H0 + y

)9
]

, (8)

where ρw is the average density of the substrate material, and εw and σw are its LJ
parameters. Since the physics of wetting is controlled by the long-range asymptotes
of the interparticle potentials, we can introduce the cut-off H0 as a mathematical
device to eliminate the singularity of V0 (y) at zero. Physically, this corresponds to
also “cutting-off” the unimportant wall–fluid short-range repulsion. More details on
the role of H0 can be found in, e.g., Appendix 1 of Ref. [54].

The potential (8) may be sufficient to condense the gas near the wall to a liquid
film of small width, covering the wall. The properties of such liquid films are closely
related to theYoung contact angle θ of a sessile drop sitting on the substrate surface at
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bulk coexistence [55, 56]. According to Young’s equation, the macroscopic contact
angle at coexistence is related to the interfacial tensions of solid-gas, σsg, solid-liquid,
σsl, and liquid-gas interfaces, σlg, via a force balance:

σsg = σsl + σlg cos θ. (9)

In particular, at temperatures above the substrate wetting temperature Tw (defined
via the condition θ (Tw) = 0), the transition to wetting is continuous with μ. It is
manifested by the growing height h of the adsorbed film as μ approaches the bulk
saturation value μsat, as h = O

(
(μsat − μ)−1/3

)
. The non-universal exponent −1/3

describing completewetting in systemswith dispersive interactions is directly related
to the long-range behaviour V (1)

0 (y) = O(y−3) of thewall potential (8) [57]. Another
remarkable property of adsorption on homogeneous planar substrates is the so-called
pre-wetting transition, which refers to the jump from a thin film of liquid adsorbed
at the wall to a thick layer of liquid, as the chemical potential is increased towards
saturation. This is a first-order phase transition associated with the (first-order) wet-
ting transition at Tw [21, 37, 58]. More technically, pre-wetting refers to a line of
such thin-thick transitions which occur near μsat and above Tw, see, e.g., Fig. 1 [60].

In DFT studies of wetting, the one-body density distribution at given μ and T
is obtained by minimising the DFT functional Ω [ρ (r)] ≡ Ω [ρ (y)] given in Eqs.
(3)–(7) over the one-body distributions ρ(y). In order to compute phase transition
curves, such as the pre-wetting line of a planar wall, we must find such distributions
ρ1(y) and ρ2(y), which, along with minimising the grand free energy functional,
satisfy the phase coexistence equation

Ω [ρ1 (y)] = Ω [ρ2 (y)] , (10)

which is an expression of the fact that the coexisting fluid configurations must have
the same energies.

Fig. 1 Pre-wetting lines μ
(i)
pw (T ) of homogeneous planar walls of stronger (1, dashed black)

andweaker (2, solid blue)materials (color online) [60]. TheLJparameters are, respectively, ε(1)
w = 1,

ε
(2)
w = 0.6, σ (1)

w = σ
(2)
w = 2, and H0 = 5 in (8). Note that the pre-wetting lines approach saturation

(�μ = 0) tangentially at the respective wetting temperatures T (1)
w ≈ 0.60 and T (2)

w ≈ 0.81
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We work in a system of units, where the hard core diameter σ and the well depth
ε of the fluid–fluid LJ interactions are set as units of length and energy, respectively.
The units of temperature are then given by ε/kB, and the bulk critical temperature
is Tc = 1.006. We further suppose that ρw = 1 in (8). Consider the prewetting lines
μpw(T ) of two materials differing in the depth of the LJ well, represented in Fig. 1,
where�μ = μ − μsat is the deviation from saturation. These curves were computed
by solving Eq. (10), together with the extremum condition for Ω [ρ (r)] for the
coexisting density profiles and chemical potentials. Note that the wetting tempera-
ture of the stronger substrate (with larger εw) is lower than that of the weaker one.
The pre-wetting lines approach coexistence tangentially at the respective wetting
temperatures T (i)

w and follow the asymptote [21, 38, 59]:

μsat − μ(i)
pw (T ) ∝ (

T − T (i)
w

)3/2
. (11)

Consider decorating a homogeneous wall made up of material i with a stripe of a
different material j , so that the external potential acting on the fluid in contact with
the wall is given by the following equation:

VL (x, y) = V (i)
0 (y) − ρ(i)

w

∫

νL

dr′ϕLJ
σ

(i)
w ,ε

(i)
w

(∣∣r − r′∣∣) + ρ( j)
w

∫

νL

dr′ϕLJ
σ

( j)
w ,ε

( j)
w

(∣∣r − r′∣∣) ,

(12)
where V (i)

0 (y) is Eq. (8) with the LJ parameters of material i . The integration
in (12) is carried out over the volume νL of the stripe, excluding the coating:
νL = {(x, y, z) : −L/2 ≤ x ≤ L/2,−∞ < y ≤ −H0,−∞ < z < ∞}. One effect
that can be anticipated is that the stripe would serve to nucleate macroscopic config-
urations, such as sessile droplets or liquid films, below and above T (2)

w , respectively.
Numerical experiments with DFT can yield valuable insight into the microscopic
workings of these larger-scale phenomena. As an example, consider the computed
fluid density profiles on a wall, made up of the stronger adsorbing material 1, with a
stripe of the weaker material 2 (exact LJ parameters are given in the caption of Fig. 1)
of width L = 32, at T1 = 0.7 and T2 = 0.9, where T1 < T (2)

w < T2, shown in Fig. 2.
Below the wall wetting temperature T (2)

w , with the Young contact angle defined in
Eq. (9)Θ(2) > 0, the stripe nucleates a sessile nanodroplet, which ismetastable above
saturation. On the other hand, above T (2)

w , where Θ(2) = 0, we observe a nucleating
film, which is formed on the stripe at μ < μ(2)

pw (T2). Increasing μ towards the wall
pre-wetting line leads to the growths of the film footprint along the wall, so that at
μ = μ(2)

pw, the wall is fully covered by the thick pre-wetting film. Detailed numerical
parametric studies of DFT equations can be used to reveal the physical mechanisms
accompanying the formation of such nanodroplets and thin films.

In order to investigatewetting of a stripedwall, we introduce the excess adsorption
relatively to a homogeneous planar wall (without the stripe):
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(a)

(b)

Fig. 2 Fluid density profiles near bulk coexistence on a wall of material 2 (T (2)
w ≈ 0.81) with a

stripe of the stronger material 1 (T (1)
w ≈ 0.60), of width L = 32, located at −16 ≤ x ≤ 16, and

designated by a black rectangle. The data in the contour plots is scaled according to the color
bar provided, i.e., between light blue (gas-like densities) and dark red (liquid-like densities) (color
online). aMetastable sessile nanodroplet at T1 = 0.7 (the contact angle in Eq. (9)Θ(2) = 0.63) and
�μ1 = 0.015. b Nucleating flat pre-wetting film at T2 = 0.9 (Θ(2) = 0) and �μ1 = −0.017 <

�μ
(2)
pw (T2) = −0.016

Γ =
∞∫

−∞
dx

∞∫

0

dy
[
ρL (x, y) − ρ

(w)
0 (y)

]
, (13)

where ρL (x, y) and ρ
(w)
0 (x) are, respectively, the fluid density profiles on a wall

with a stripe of width L , and on a homogeneous wall (L = 0), computed at the same
values of T and μ. As it follows from Eq. (13), the adsorption Γ is a measure of
matter adsorbed on the stripe, discounting the matter adsorbed on the rest of the wall.
At a fixed temperature, the thermodynamic quantity conjugate to adsorption is the
excess grand potential Ωex, which can be computed from the density profiles using
(1) [38, 61]:

Ωex = Ω [ρL (x, y)] − Ω
[
ρ

(w)
0 (x)

]
. (14)

The relation between adsorption and excess grand potential is expressed by the
Gibbs surface phase rule [30, 35, 38]:

Γ (μ) = − 1

H

(
∂Ωex

∂μ

)
T

, (15)

where H is the transverse dimension of the system (orthogonal to, e.g., Fig. 2). From
(14) to (15) it follows, that if for the given T an adsorption isothermΓ (μ) is computed
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(a)

(b) (c) (d) (e)

Fig. 3 Adsorption isotherms on a weaker wall of material 2 with a stripe of width L = 32
from the stronger material 1, at three different temperatures (a). At the two lower tempera-
tures, unbending transitions occur at chemical potentials μu (T ): �μu (0.80) ≈ −0.0236 and
�μu (0.87) ≈ −0.0645, as determined by the equal area constructions (demarcated by the horizon-
tal dashed lines). The isotherm at T = 0.90 is above the unbending critical temperature. Density
profiles for the coexisting phases at T = 0.8 [(b) and (c)] and T = 0.87 [(d) and (e)] [60]

by finding the extrema ofΩ [ρ (x, y)], the coexisting fluid configurations (those with
equal grand free energies) can be found graphically, by an equal area construction
performed on Γ (μ) [35, 38].

Figure3 depicts adsorption isotherms for the case of the weak outer wall made up
of material 2, and a strong stripe of material 1 (see caption to Fig. 1), at three different
temperatures. At the two lower temperatures, an equal areas construction determines
the coexisting adsorptions, which correspond to the so-called unbending transition
[60, 62]. Note that in Fig. 3, for the highest temperature T = 0.9, such construction is
impossible signalling that this isotherm is above the unbending critical temperature.
Density profiles of the two coexisting phases at the lowest temperature T = 0.8
(where the loop is most pronounced) are also shown.

Unbending transition is a local condensation of liquid driven by the competition
between the attractive substrate–fluid forces and the effect of the liquid–gas surface
tension [62–65]. This phenomenon, closely related to the change from Wenzel to
Cassie–Baxter states on rough surfaces, was first described for a corrugated wall,
in which the troughs discontinuously fill with liquid below the wetting temperature,
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(a)

(b) (c) (d) (e)

Fig. 4 Adsorption isotherms on a stronger wall (εw = 0.8, σw = 2, H0 = 5) with a stripe of width
L = 16 from the weaker material 2 (see Fig. 1), at three different temperatures (a). At the two lower
temperatures, unbending transitions occur at chemical potentials μu (T ): �μu (0.85) ≈ −0.0281
and �μu (0.88) ≈ −0.0340, as determined by the equal area constructions (dashed lines). The
isotherm at T = 0.93 is above the unbending critical temperature. Density profiles for the coexisting
phases at T = 0.85 [(b) and (c)] and T = 0.88 [(d) and (e)]

thereby flattening the liquid–gas interface (hence, the term unbending) [66]. Similar
phenomena were studied on chemically patterned substrates, including stripes and
arrays of stripes [62, 67–70]. What was not appreciated in these earlier studies was
how the pre-wetting transition is modified on patterned surfaces. Very interestingly,
forwalls that exhibit first-orderwetting, unbendingmay act as a nucleation site for the
thick pre-wetting film, and thus triggers the so-called complete pre-wetting, whereby
the formation of the pre-wetting films occurs continuously along the substrate [60,
61]. In Fig. 3, the continuous formation of the pre-wetting film corresponds to the
divergence of adsorption, which follows the scaling [60]

Γ ∝
(
μ(1)
pw − μ

)−1/4
. (16)

In Fig. 4 we present the unbending transition on a wall with a weaker stripe of width
L = 16. As can be seen from the figure, the wetting scenario discussed above is
essentially inverted, with the stripe nucleating the thin pre-wetting film, which also
continuously unbinds as the boundary of pre-wetting is approached. Note that using
the same computational mesh for all the three isotherms presented, we were able to
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follow the isotherm at the highest T = 0.93 only up to about Γ ≈ 160. This is due to
the fact that at high temperatures, the proportionality coefficient, implicit in Eq. (16)
is large.

4 Conclusion

We have outlined the basic ingredients of classical DFT, with emphasis on a non-
local DFT approximation, which captures the physics of wetting and adsorption,
and demonstrated the computational potential of this DFT approximation by apply-
ing it to a simple case of wetting on homogeneous and striped walls. In DFT, the
grand free-energy of a classical soft-matter system is expressed as a functional of
the system’s one-body density field. In this way, DFT, which can be viewed as a
means to include the fluid structure into the thermodynamic equation of state, beau-
tifully captures the small-scalle inhomogeneity of the fluid structure in a theoretically
self-consistent and computationally accessible manner. However, it is important to
remember that DFT is a mean-field framework, which neglects local thermal density
fluctuations, as well as interfacial capillary-waves. The former fluctuations can lead
to the rounding of the interfacial transitions, while the latter broaden the mean-field
interfaces. Nevertheless, DFT investigations of wetting are valuable and instructive
due to the high rigidity of liquid–gas interfaces, which essentially makes mean-field
predictions valid for most practical purposes.

Clearly classical fluids on structured substrates can exhibit non-trivial wetting
phenomenology and a multitude of new and exciting effects caused by the fluid
inhomogeneity at the nanoscale and the non-locality of the intermolecular fluid–
fluid and fluid–substrate interactions. In the examples we looked at, the surface
exhibits two different types of wetting transitions: the first-order transition to wetting
occurring at the wetting temperature of the outer wall (and the associated line of the
pre-wetting transitions), and the unbending transition associated with the local jump
of the interface height near the substrate inhomogeneity. Moreover, the interplay
of unbending and pre-wetting leads to a change in the order of the pre-wetting
transition making it a continuous phenomenon. As well as being of fundamental
interest to the modern statistical mechanical theory of inhomogeneous fluids, the
transitions discussed here should be also relevant to a wide spectrum of technological
applications such as nanofluidics, chemical- and bioengineering, and the design of
lab-on-a-chip devices.

Acknowledgements PY is grateful toDr.MiguelA.Durán-Olivencia from theChemical Engineer-
ing Department of Imperial College (IC) for numerous stimulating discussions. We acknowledge
financial support from the Engineering and Physical Sciences Research Council (EPSRC) of the UK
through Grants No. EP/L027186 and EP/L020564 as well as an EPSRC-IC Pathways to Impact-
Impact Acceleration Award, Grant No. EP/K503733, European Research Council via Advanced
Grant No. 247031 and the European Framework 7 via Grant No. 214919 (Multiflow).



Classical Density-Functional Theory Studies of Fluid … 183

References

1. X. Xu, G. Vereecke, C. Chen, G. Pourtois, S. Armini, N. Verellen, W.-K. Tsai, D.-W. Kim, E.
Lee, C.-Y. Lin, P.V. Dorpe, H. Struyf, F. Holsteyns, V. Moshchalkov, J. Indekeu, S.D. Gendt,
Capturing wetting states in nanopatterned silicon. ACS Nano 8, 885 (2014)

2. S. Herminghaus, M. Brinkman, R. Seeman, Wetting and dewetting of complex surface geome-
tries. Annu. Rev. Mater. Res. 38, 101 (2008)

3. D. Lohse, X. Zhang, Surface nanobubbles and nanodroplets. Rev. Mod. Phys. 87, 981 (2015)
4. A. Calvo, B. Yameen, F.J. Williams, G.J.A.A. Soler-Illia, O. Azzaroni, Mesoporous films and

polymer brushes helping each other to modulate ionic transport in nanoconfined environments.
An interesting example of synergism in functional hybrid assemblies. J. Am. Chem. Soc. 131,
10866 (2009)

5. M.G. Knepley, D.A. Karpeev, S. Davidovits, R.S. Eisenberg, D. Gillespie, An efficient algo-
rithm for classical density functional theory in three dimensions: ionic solutions. J. Chem.
Phys. 132, 124101 (2010)

6. J. Bleibel, A. Dominguez, M. Oettel, S. Dietrich, Capillary attraction induced collapse of
colloidal monolayers at fluid interfaces. Soft Matter 10, 4091 (2014)

7. P.E. Theodorakis, A. Chremos, Morphologies of bottle-brush block copolymers. ACS Nano
Lett. 3, 1096 (2014)

8. A. Checco, B.M. Ocko, M. Tasinkevych, S. Dietrich, Stability of thin wetting films on chemi-
cally nanostructured surfaces. Phys. Rev. Lett. 109, 166101 (2012)

9. Z. Gou, W. Liu, Biomimic from the superhydrophobic plant leaves in nature: binary structure
and unitary structure. Plant Sci. 172, 1103 (2007)

10. T.M. Squires, S. Quake, Microfluidics: fluid physics at the nanoliter scale. Rev. Mod. Phys. 77,
977 (2005)

11. M. Rauscher, S. Dietrich, Wetting phenomena in nanofluidics. Annu. Rev. Mater. Res. 38, 143
(2008)

12. K. Binder,Modelling ofwetting in restricted geometries. Annu. Rev.Mater. Res. 38, 123 (2008)
13. H. Craighead, Future lab-on-a-chip technologies for interrogating individual molecules. Nature

442, 387 (2006)
14. K.W. Schwarz, J. Tersoff, From droplets to nanowires: dynamics of vapor-liquid-solid growth.

Phys. Rev. Lett. 102 (2009)
15. R.E. Algra, M.A. Verheijen, L.-F. Feiner, G.G.W. Immink, W.J.P. van Enckevort, E. Vlieg,

E.P.A.M. Bakkers, The role of surface energies and chemical potential during nanowire growth.
Nano Lett. 11, 1259 (2011)

16. C. Rascón, A.O. Parry, Geometry-dominated fluid adsorption on sculpted solid substrates.
Nature 407, 986 (2000)

17. O.Gang,K.J.Alvine,M. Fukuto, P.S. Pershan,C.T.Black,B.M.Ocko, Liquids on topologically
nanopatterned surfaces. Phys. Rev. Lett. 95, 217801 (2005)

18. R. Seeman, M. Brinkman, E.J. Kramer, F.F. Lange, R. Lipowsky, Wetting morphologies at
microstructured surfaces. Proc. Natl. Acad. Sci. USA 102, 1848 (2005)

19. M. Nosonvsky, B. Bhushan, Superhydrophobic surfaces and emerging applications: non-
adhesion, energy, green engineering. Curr. Opin. Colloid Interface Sci. 14, 270 (2009)

20. Z.Wang, J.Wei, P.Morse, J.G. Dash, O.E. Vilches, D.H. Cobden, Phase transitions of adsrobed
atoms on the surface of a carbon nanotube. Science 327, 552 (2010)

21. W.F. Saam, Wetting, capillary condensation and more. J. Low Temp. Phys. 157, 77 (2009)
22. R. Evans, The nature of the liquid-vapour interface and other topics in the statistical mechanics

of non-uniform, classical fluids. Adv. Phys. 28, 143 (1979)
23. P. Hohenberg, W. Kohn, Inhomogeneous electron gas. Phys. Rev. 136, B864–B871 (1964)
24. N.D. Mermin, Thermal properties of the inhomogeneous electron gas. Phys. Rev. 137, A1441–

A1443 (1965)
25. H. Lowen, Density functional theory: from statics to dynamics. J. Phys. Condens. Matter 15,

V1 (2003)



184 P. Yatsyshin and S. Kalliadasis

26. J.F. Lutsko, Recent developments in classical density functional theory. Adv. Chem. Phys.
Wiley (2010), p. 1

27. J. Landers, J.Y. Gor, A.V. Neimark, Density functional theory methods for characterization of
porous materials. Colloid Surf. A 437, 3 (2013)

28. J. Wu, Density functional theory for chemical engineering: from capillarity to soft materials.
AIChE J. 52, 1169 (2006)

29. L.J.D. Frink, A.G. Salinger, M.P. Sears, J.D. Weinhold, A.L. Frischknecht, Numerical chal-
lenges in the application of density functional theory to biology and nanotechnology. J. Phys.
Condens. Matter 14, 12167 (2002)

30. R.Evans, Fundamentals of inhomogeneousfluids, inChapterDensityFunctionals in theTheory
of Nonuniform Fluids (Dekker, New York, 1992), p. 85

31. J.F. Lutsko, M.A. Durán-Olivencia, A two-parameter extension of classical nucleation theory.
J. Phys. Condens. Matter 27, 235101 (2015)

32. J.F. Lutsko, M.A. Durán-Olivencia, Classical nucleation theory from a dynamical approach to
nucleation. J. Chem. Phys. 138, 244908 (2013)

33. J.A. Barker, D. Henderson, Perturbation theory and equation of state for fluids. II. A successful
theory of liquids. J. Chem. Phys. 47, 4714 (1967)

34. N.F. Carnahan, K.E. Starling, Equation of state for nonattracting rigid spheres. J. Chem. Phys.
51, 635 (1969)

35. P. Yatsyshin, N. Savva, S. Kalliadasis, Density functional study of condensation in capped
capillaries. J. Phys. Condens. Matter 27, 275104 (2015)

36. A. Mulero, Theory and Simulation of Hard-Sphere Fluids and Related Systems. Lecture Notes
in Physics, vol. 753 (Springer, Berlin, Heidelberg, 2008)

37. D.E. Sullivan, M.M. Telo da Gama, Wetting transitions and multilayer adsorption at fluid
interfaces, in Fluid Interfacial Phenomena, ed. by C.A. Croxton (Wiley, New York, 1986),
p. 45

38. P. Yatsyshin, N. Savva, S. Kalliadasis, Wetting of prototypical one- and two-dimensional sys-
tems: thermodynamics and density functional theory. J. Chem. Phys. 142, 034708 (2015)

39. P. Yatsyshin, N. Savva, S. Kalliadasis, Geometry-induced phase transition in fluids: capillary
prewetting. Phys. Rev. E 87, 020402(R) (2013)

40. P. Tarazona, R. Evans, A simple density functional theory for inhomogeneous liquids. Wetting
by gas at a solid-liquid interface. Mol. Phys. 52, 847 (1984)

41. P. Tarazona, J.A. Cuesta, Y. Martinez-Raton, Density functional theories of hard particle sys-
tems, in Theory and Simulations of Hard-Sphere Fluids and Related Systems, ed. by A.Mulero.
Lecture Notes in Physics, vol. 753 (Springer, Berlin, Heidelberg, 2008), p. 251

42. R. Roth, Fundamental measure theory for hard-sphere mixtures: a review. J. Phys. Condens.
Matter 22, 063102 (2010)

43. P. Yatsyshin, N. Savva, S. Kalliadasis, Spectral methods for the equations of classical density-
functional theory: relaxation dynamics of microscopic films. J. Chem. Phys. 136, 124113
(2012)

44. A. Archer, R. Evans, Dynamical density functional theory and its application to spinodal
decomposition. J. Chem. Phys. 121(9), 4246–4254 (2004)

45. P. Hohenberg, B.I. Halperin, Theory of dynamic critical phenomena. Rev. Mod. Phys. 49, 435
(1977)

46. U.M.B.Marconi, P. Tarazona, Nonequilibrium inertial dynamics of colloidal systems. J. Chem.
Phys. 124(16), 164901–164911 (2006)

47. U.M.B. Marconi, P. Tarazona, Dynamic density functional theory of fluids. J. Phys. Condens.
Matter 12, A413–A418 (2000)

48. U.M.B. Marconi, P. Tarazona, Dynamical density functional theory of fluids. J. Chem. Phys.
110, 8032–8044 (1999)

49. M.A. Durán-Olivencia, J.F. Lutsko, Mesoscopic nucleation theory for confined systems: a
one-parameter mode. Phys. Rev. E 91, 022402 (2015)

50. B.D. Goddard, A. Nold, S. Kalliadasis, Multi-species dynamical density functional theory.
J. Chem. Phys. 138, 144904 (2013)



Classical Density-Functional Theory Studies of Fluid … 185

51. B.D. Goddard, A. Nold, N. Savva, G.A. Pavliotis, S. Kalliadasis, General dynamical density
functional theory for classical fluids. Phys. Rev. Lett. 109, 120603 (2012)

52. B.D. Goddard, A. Nold, N. Savva, P. Yatsyshin, S. Kalliadasis, Unification of dynamic den-
sity functional theory for colloidal fluids to include inertia and hydrodynamic interactions:
derivation and numerical experiments. J. Phys. Condens. Matter 25, 035101 (2013)

53. M.A. Durán-Olivencia, B.D. Goddard, S. Kalliadasis, Dynamical density functional theory for
orientable colloids including inertia and hydrodynamic interactions. J. Stat. Phys. 164, 785
(2016)

54. P. Yatsyshin, S. Kalliadasis, Mean-field phenomenology of wetting in nanogrooves. Mol. Phys.
114, 2688 (2016)

55. D. Bonn, D. Ross, Wetting transitions. Rep. Prog. Phys. 64, 1085 (2001)
56. S.Dietrich.Wettingphenomena, inPhaseTransitions andCriticalPhenomena, ed. byC.Domb,

J.L. Lebowitz, vol. 12 (Academic Press, 1988), p. 2
57. R. Evans, A.O. Parry, Liquids at interfaces: what can a theorist contribute? J. Phys. Condens.

Matter 2, SA15 (1990)
58. G. Forgacs, R. Lipowsky, T.M. Nieuwenhuizen, The behaviour of interfaces in ordered and dis-

ordered systems, inPhase Transitions andCritical Phenomena, ed. by C.Domb, J.L. Lebowitz,
vol. 14 (Academic Press, 1991), p. 135

59. E.H. Hauge, M. Schick, Continuous and first-order wetting transition from the van der Waals
theory of fluids. Phys. Rev. B 27, 4288 (1983)

60. P.Yatsyshin,A.O. Parry, C.Rascón, S.Kalliadasis, Classical density functional study ofwetting
transitions on nanopatterned surfaces. J. Phys. Condens. Matter 29, 094001 (2017)

61. P. Yatsyshin, A.O. Parry, S. Kalliadasis, Complete prewetting. J. Phys. Condens. Matter 28,
275001 (2016)

62. C. Rascón, A.O. Parry, Surface phase diagrams for wetting on heterogenous substrates. J.
Chem. Phys. 115, 5258 (2001)

63. C. Bauer, S. Dietrich, A.O. Parry, Morphological phase transitions of thin fluid films on chem-
ically structured substrates. Europhys. Lett. 47, 474 (1999)

64. C. Rascón, A.O. Parry, Wetting on non-planar and heterogeneous substrates. J. Phys. Condens.
Matter 12, A369 (2000)

65. C. Bauer, E. Dietrich, Phase diagram for morphological transitions of wetting films on chemi-
cally structured substrates. Phys. Rev. E 61, 1664 (2000)

66. C. Rascón, A.O. Parry, A. Sartori, Wetting at nonplanar substrates: unbending and unbinding.
Phys. Rev. E 59, 5697 (1999)

67. C. Bauer, S. Dietrich, Phase diagram for morphological transitions of wetting films on chemi-
cally structured substrates. Phys. Rev. E 61, 1664 (2000)

68. W. Koch, S. Dietrich, M. Napiorkowski, Morphology and line tension of liquid films adsorbed
on chemically structured substrates. Phys. Rev. E 51, 3300 (1995)

69. C. Bauer, S. Dietrich, Quantitative study of laterally inhomogeneous wetting films. Eur. Phys.
J. B 10, 767 (1999)

70. C. Bauer, S. Dietrich, Wetting films on chemically heterogeneous substrates. Phys. Rev. E 60,
6919 (1999)



Modeling Metastability in CdTe Solar
Cells Due to Cu Migration

Da Guo, Daniel Brinkman, Abdul R. Shaik, I. Sankin, D. Krasikov,
Christian Ringhofer and Dragica Vasileska

Abstract Thin-film modules of all technologies often suffer from performance
degradation over time. Some of the performance changes are reversible and some are
not, which makes deployment, testing, and energy-yield prediction more challeng-
ing. Manufacturers devote significant empirical efforts to study these phenomena
and to improve semiconductor device stability. Still, understanding the underlying
reasons of these instabilities remains clouded due to the lack of ability to characterize
materials at atomistic levels and the lack of interpretation from the most fundamental
material science. Themost commonly alleged causes ofmetastability in CdTe device,
such as “migration of Cu,” have been investigated rigorously over the past fifteen
years. Still, the discussion often ended prematurelywith stating observed correlations
between stress conditions and changes in atomic profiles of impurities or CV doping
concentration.Multiple hypotheses suggesting degradation of CdTe solar cell devices
due to interaction and evolution of point defects and complexes were proposed, and
none of them received strong theoretical or experimental confirmation. It should be
noted that atomic impurity profiles in CdTe provide very little intelligence on active
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doping concentrations. The same elements could form different energy states, which
could be either donors or acceptors, depending on their position in crystalline lattice.
Defects interact with other extrinsic and intrinsic defects; for example, changing
the state of an impurity from an interstitial donor to a substitutional acceptor often
is accompanied by generation of a compensating intrinsic interstitial donor defect.
Moreover, all defects, intrinsic and extrinsic, interact with the electrical potential
and free carriers so that charged defects may drift in the electric field and the local
electrical potential affects the formation energy of the point defects. Such complexity
of interactions in CdTe makes understanding of temporal changes in device perfor-
mance even more challenging and a closed solution that can treat the entire system
and its interactions is required. In this book chapter we first present validation of
the tool that is used to analyze Cu migration in single crystal (sx) CdTe bulk. Since
the usual diffusion analysis has limited validity, our simulation approach presented
here provides more accurate concentration profiles of different Cu defects that lead
to better understanding of the limited incorporation and self-compensation mecha-
nisms of Cu in CdTe. Finally, simulations are presented that study Cu ion’s role in
light soaking experiments of CdTe solar cells under zero-bias and forward-bias stress
conditions.

Keywords Thin-film solar cells · CdTe · Defect migration · Cu
metastability · reliability

1 Introduction

The push towards thin-film technology has been driven largely by predictions of
future economic viability [1–4]. Traditional single-crystal solar cells, such as Si and
GaAs, demonstrate very high efficiencies (20–30%), but the production of crys-
talline material is expensive. The original reason thin-film materials were pursued
was because they use much less material, which is directly related to the cost of
production. Two of the leading thin-film materials are CdTe and CuInGaSe2, chosen
because their direct bandgaps require a smaller absorption length than Si (requires
less thickness for optimum performance). CdTe is a nearly ideal material for ter-
restrial solar cell production, as its band gap of 1.45 eV (room temperature) yields
the maximum theoretical efficiency for a solar cell, of about 32% (see Fig. 1 for
the Schockley-Queisser limit for single cell under AM1.5 illumination.) The current
record one-of-a-kind laboratory research cell was fabricated in 2017 by First Solar
(FSLR) and has an efficiency of 22.1% [5].

Despite overwhelming advances in thin-filmCdTe technology in recent years, per-
formance of thin-film CdTe devices is still a subject to various metastable phenom-
ena that could be characterized by temperature-dependent time constants (activation
energies). Most of these metastable changes in CdTe are known to be reversible and
require different recovery procedures; however, based on experimental and theoret-
ical investigations at First Solar, metastabilities in CdTe device cannot be explained
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Fig. 1 Schockley-Queisser
limit

solely by electronic capture-emission phenomena assuming fixed distributions of
point defects.

Many of the physical properties of crystalline solids are determined by the pres-
ence of native or foreign point defects. In pure compound crystals the native defects
are atoms missing from lattice sites where, according to the crystal structure, atoms
should be (vacancies); atoms present at sites where atoms should not be (intersti-
tials); and atoms occupying sites normally occupied by other atoms (substitutional).
In addition, there may be defects in the electronic structure: quasi-free electrons in
the conduction band or electrons missing from the valence band (holes). In impure or
doped crystals there are also defects involving the foreign atoms. These may occupy
normal lattice sites (substitutional foreign atoms) or interstitial sites (interstitial for-
eign atoms). In elemental crystals similar point defects occur; only misplaced atoms
are missing.

In addition to point defects, the performance of CdTe solar cells is affected by
extended defects which include dislocations, stacking faults, grain boundaries (GBs)
and inclusions of second phases. Dislocations and GBs are well known to attract
impurities, and to promote diffusion [6]. Such effects might be expected to lead to
instability in devices, or to have an influence on the thermal processing conditions
chosen to fabricate certain devices. An example is the inter-diffusion of CdTe and
CdS in polycrystalline solar cells for which the grain boundary diffusion coefficient
has been measured [7]. Grain boundary segregation is well known in metals (e.g.
Cu in Pb [8]), the driving force being strain reduction at the boundary plane. Deco-
ration of grain and twin boundaries in CdTe with Te inclusions is widely reported.
Minor component impurities in CdTe have also been shown to segregate out to grain
boundary regions [9] and to dislocation arrays [10].

The electrical states associated with grain boundaries and dislocations can have
a number of adverse effects on the performance of CdTe solar cells. Firstly, the
deep states associatedwith extended defects can promote undesirable recombination.
Secondly, grain boundaries act as charge transport barriers. This is attributed to the
grain boundary manifold being a charged interface, causing it to present an electrical
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barrier to current transport. Such barriers have been observed directly for CdTe using
the so-called ‘remote’ electron beam induced current (EBIC) method [11] and are
considered responsible for limiting effects in polycrystalline solar cells [12]. Thirdly,
grain boundaries and dislocations may act as conduits for current transport rather
than barriers. The impact of the grain boundaries is likely to depend on their position
in the layer; near surface grain boundaries are likely to be Te-rich (i.e. conducting)
on account of the etching used to prepare contacts, whereas those remote from the
free surface may nevertheless act as recombination centers.

In today’s thin-film CdTe technology, Cu is the key dopant that defines major
performance parameters such as open-circuit voltage (Voc), short-circuit current
(Jsc), and fill-factor (FF) by affecting built-in potential of the junction, collection
efficiency, and resistivity of the back contact [13]. However, fast diffusion of Cu from
the back contact toward the main junction is believed to contribute to degradation
observed in long-term stability studies [14]. It was determined that while modest
amounts of Cu enhance cell performance, excessive amounts degrade device quality
and reduce performance [15]. Evolution of Cu-related point defects and complexes
in CdTe grains and at grain boundaries (GBs) is expected to cause pronounced effect
on device performance leading to observed metastable phenomena.

Interactions of Cu in CdTe involve multiple intrinsic and extrinsic point defects
and complexes, and as a result, cannot be analyzed in isolation from the rest of
the system. Although the other defects in CdTe system could be assumed relatively
slow diffusors at typical operating and storage conditions of CdTe device, direct
measurement of their distributions is very challenging.Moreover, rapid development
of technology involves frequent changes of film growth/activation conditions and,
therefore, resulting setup for Cu-related point defects and complexes. All of the above
makes quantitative understanding of metastable phenomena in CdTe device virtually
impossible with the off-the-shelf tools that researchers have currently.

2 Theoretical Model

As already noted in the Introduction part of this book chapter, the evolution of
Cu-related point defects and complexes in CdTe grains and at GBs is expected to
cause a pronounced effect on device performance leading to observed metastable
phenomena. Interactions of Cu in CdTe involve multiple intrinsic and extrinsic point
defects and complexes, and, as a result, cannot be analyzed in isolation from the rest of
the system. Understanding the fundamentals behind performance and metastability
of CdTe devices requires a model that captures and describes most relevant processes
at the lowest level specific to CdTe system and could be confirmed with experiment.

We consider such a model in a form of a self-consistent system of time-dependent
reaction-diffusion equations [16–18] describing the interactions and the evolution of
point defects and complexes coupled with the Poisson equation (see Fig. 2). Because
device performance is uniquely defined by device geometry, band-structure of semi-
conductors, and distributions of charge and recombination centers, theUnified Solver
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Fig. 2 Schematic block-diagram that illustrates the use of the Unified Solver to tune the model and
study CdTe device metastability

has to be able to simulate macroscopic device characteristics such as current, capaci-
tance and quantum efficiency as a function of the applied bias, DC light intensity, and
ambient temperature. Such capabilities establish a tighter link between the micro-
scopic core of the model and macroscopic experimental verification. The core of the
solution is a multi-level solver that combines macroscopic diffusion-reaction equa-
tions describing sub-systems of the point defects with the global Poisson equation to
forma closed system that is solved in time domain and quasi-3D space utilizing grains
of specific shape. The characteristic length scale of the features is large enough that
the semi-classical approximation (implicitly assumed by using reaction-diffusion
equations) is valid. The developed Unified Solver offers flexibility in choosing (turn-
ing “on” and “off”) models and reactions that involve selected point defects and
complexes in individual materials or domains.

The species under investigation are described by sets of low-level parameters
that include their formation energy, ionization energies and diffusion coefficients for
different charged states, solubility limits, grain boundary segregation parameters.
The evolution of the system for a given set of stressors (temperature, light, and
bias) is calculated based on provided initial conditions (distributions). The solver
outputs the distributions of charged and neutral dopants and recombination states.
Given the device geometry and band structure of semiconductors, the solver uses
these distributions to simulate I-V, C-V and QEV trends that could be confirmed
experimentally on real device structures.
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2.1 Physical Model

A specific example of importance is the penetration of Cu into CdTe absorber using
a high temperature diffusion anneal. The Cu penetration involves several processes,
including the Cu-Cd exchange reaction and the drift/diffusion of mobile defects,
namely Cu+

i andCd+2
i . To simulate such reaction-diffusion process we use a standard

multi-compartment approach [19], which assumes the reactions to happen inside the
finite homogeneous compartments (well-stirred reactors), while the mass transfer
between compartments happens via pure drift/diffusion process without any effect
of defect reactions. Within this multi-compartment approach, we can describe the
reactions using the standard chemical kinetics formalism in application to the defect
chemistry in solid state.

We write the main Cu-Cd exchange reaction of the Cu penetration process as a
bimolecular exchange reaction facilitated by knock-off:

Cu−
Cd + Cd+2

i

K f

�
Kb

Cu+
i + CdCd (1)

where K f and Kb are reaction rate constants. In the forward exchange reaction (1),
the double donor interstitial Cd defect (Cd+2

i ) reacts with the acceptor substitutional
Cu defect (Cu−

Cd ), kicks-out Cu into an interstitial position and occupies its place
forming regular Cd-on-cation-site lattice atom (CdCd ). Such exchange reaction is one
of the three types of elementary bimolecular defect reactions, while two others being
the formation of a complex pair defect of two isolated point defects and the recom-
bination of interstitial point defect with vacancy [20]. The rate of such bimolecular
exchange reaction is proportional to the concentrations of both reactants (Cu−

Cd and
Cd+2

i ).
The backward reaction, knock-off of Cd byCu+

i , is treated asmonomolecular with
only one reactant (Cu+

i ) because in the uniform binary CdTe matrix in the diluted
concentrations approximation, this backward reaction does not require the reactants
(Cu+

i and CdCd ) to find each other (the regular Cd lattice atoms are available nearby
any Cui ). Therefore, the rate of the backward reaction (1) is proportional only to the
concentration of one reactant Cu+

i .
The above considerations allow us to define the reaction rates (R f , Rb) in the

following form: {
R f = K f [Cu−

Cd
][Cd+2

i
]

Rb = Kb[Cu+
i
] (2)

where the superscripts f and b indicate the forward and backward reactions, [X ] is
the concentration of defect X and K f,b is the corresponding reaction rate constant.

As no reliable experimental methods exist for determination of the rates of the
reactions between individual point defects, we use first principles-based analysis to
estimate these reaction rates. Following the standard approach for defect chemistry in
solids, we consider twomajor contributions to the Gibbs free energy of point defects,
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namely the formation enthalpy and the configuration entropy. The calculation of
the formation enthalpy of different atomic configurations in the supercell approach
allows analyzing the potential energy landscapes and finding the most favorable
states of single neutral and charged defects as well as the minimum energy pathways
for single reactions. The inclusion of the configuration entropy changes in defect
reactions allows accounting for the effect of temperature and defect concentrations
on the reaction rates. More details on first-principles calculations can be found in
recent works [20, 21].

Analysis of the potential energy landscape for reacting Cu−
Cd and Cd+2

i defects
shows that the highest energy barrier in the forward reaction (1) is the Cd+2

i diffu-
sion barrier and the formation enthalpy of the products is lower than that of reactants
[20, 22]. This allows us to write the forward rate constant as a steady-state rate con-
stant of diffusion-controlled reaction between non-interacting uniformly distributed
species (see e.g. [22]). To derive the backward rate constant we use the principle of
the detailed balance: {

K f = 4πDRcapt

K b = K f K eqCs
(3)

In Eq. (3), Rcapt represents the capture radius of reactants, here for reaction
between the attractive oppositely charged defects with charges q1, q2 we use the
Onsager capture radius Rq1q2

capt = q1q2
/
4πεε0kT [23]; D is the sum of diffusivi-

ties of reactants dominated by the diffusivity of mobile Cd+2
i defect in our case;

Keq = exp
(−ΔH/

kT

)
is equilibrium constant of reaction (1), ΔH is the change

of formation enthalpy in the forward reaction; Cs = 1.48 × 1022 cm−3 is the con-
centration of regular lattice sites in CdTe. This approach of calculating the reaction
constants delivers equilibrium distribution of defects if the simulation time is long
enough.

The overall time-space evolution of point defects involved in Cu penetration is
described by the following set of reaction-diffusion equations:

⎧⎪⎪⎨
⎪⎪⎩

d[Cu+
i ]

dt = −∇ · JCu+
i

+ R f − Rb

d[Cd+2
i ]

dt = −∇ · JCd+2
i

− R f + Rb

d[Cu−
Cd ]

dt = −R f + Rb

(4)

Note that in Eq. (4), diffusion of CuCd has been ignored due to very small diffu-
sion coefficient [22]. The fluxes JX in Eq. (4) result from both the diffusion due to
concentration gradients and from the drift due to external electrostatic field:

JX = −DX∇[X ] + υX [X ] (5)

Assuming Boltzmann statistics (valid for diluted concentrations) and the charge
θ carried by the defect, its drift velocity υx in electric field F equals to μX F , where
mobilityμX is expressed via diffusion coefficient using Einstein relationμX = θ DX

kT .
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In other words:

υX = θ
DX

kT
F (6)

The ionization states of the defects can be calculated from first principle calculations.
The diffusion coefficients of point defects have temperature dependence provided by
Arrhenius expression:

D = D0 exp

(
−ΔED

kT

)
(7)

where D0 and ΔED are diffusivity prefactor and the energy barrier of elementary
diffusion jumps, respectively. These parameters for many important point defects in
CdTe have been recently calculated from first principles in works [22, 24, 25].

The electric field in the film is determined not only by the electron/hole concentra-
tions, but also by the ionized defect distributions inside the grain and its boundaries
(surfaces), and can be found by solving the Poisson equation:

∇ · (εS∇V ) = −q
(
p − n + [Cu+

i
] + 2[Cd+2

i
] − [Cu−

Cd
]) (8)

In Eq. (8), p stands for the hole concentration, n is the electron concentration and εS
is the spatially varying dielectric constant of the materical that comprise the CdTe
solar cell.

Boundary conditions for diffusion-reaction Eq. (8) are provided by the sink of
defects near the boundary given by:

JGb = −σX
(
CX − Ceq

)
. (9)

In Eq. (9), σX is the recombination/generation rate and Ceq is the equilibrium con-
centration of the defect at the boundary. Usually, the velocity σX is proportional to
the diffusion constant of the defect. In most cases, when the strong sink of defects
at grain boundary is assumed, Ceq is considered to be constant. Beyond this approx-
imation, the effect of grain boundary segregation has to be taken into account. The
accumulation of impurity atoms at boundaries changes the chemical potential and
hence makes Ceq floating. By introducing the floating chemical potential of impu-
rities, the properties of the grain boundary could be taken into account. According
to theories of grain boundary segregation, the bulk concentration at grain surface is
given by:

Csur f ace(t) = exp

(
−ΔG

kT

)
Cb
s (t)

1 − Cb
s (t)

. (10)

Eq. (10) provides connection between the impurity concentrations at grain bound-
ary and bulk by introducing ΔG—the atomic energy difference between the grain
boundary and in the bulk.Cb

s in Eq. (10) represents the fraction of the grain boundary
sites occupied by impurity atoms.
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One can generalize the above notation and compactly write the Poisson and the
diffusion-reaction equations as:

− ∇ · (εs∇V ) = q(p − n +
∑
i

θi Xi )

∂t p − ∇ · (Dp∇ p + μp p∇φ) = R(n, p)

∂t n − ∇ · (Dn∇n + μnn∇φ) = R(n, p)

∂t Xi − ∇ · (Di∇Xi + μiθi Xi∇φ) = Ri (X̄) (11)

where Xi is the concentration of the i th type of defect and θi is the charge of the
i th-type of defect. We also define φ = V + Vbi where Vbi corresponds not only to
the usual built-in-voltage, but also includes terms that account for heterojunctions. In
future analysis this term will include effects due to the change in chemical potentials
for charge carriers in grain boundaries, to account for different materials, or both.
(Note that for neutral particles (θi = 0) this will require including a term in the fourth
equation which is not proportional to θ ). We assume that Vbi is constant with respect
to time and therefore does not require an additional partial differential equation.

2.2 Numerical Methods

The major challenge in numerically solving the system of diffusion-reaction equa-
tions that are coupled to a global Poisson equation solver—given by the Eq. (11)—is
the presence of vastly different time and spatial scales. For example, Cu is a fast
diffusor, whereas the diffusion of Cl occurs on a longer time scale and both of these
are slow compared to energetically favorable ionization reactions.

For the 2D case, we have previously developed a Unified Solver based on the first
order implicit Euler method for the time integration and a Slotboom Finite Element
method in space [19].

2.2.1 Time Splitting

Leaving aside for a moment the issue of space discretization, we developed a time
discretization scheme which allows us to decouple the equations (in the sense that
each equation can be solved independently for a given time step). In particular, there
are two types of coupling. The electrical coupling is the most involved, with every
(charged) defect appearing in Poisson’s equation and the derivative of the potential
appearing in each of the (charged) defect equations. This drift term involves only a
single species of defect, but is nonlocal in space. The other coupling is through the
Ri (X̂) term, which simultaneously couples all of the reaction-diffusion equations,
but acts locally in space.
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The usual first step in the numerical solution of Eq. (11) is to use a Gummel-type
iteration alternating between calculation of Poisson’s equation and the reaction-
diffusion equation [26]. This replaces the solution of a large system of coupled
equations by the repeated solution of many smaller equations. When the number of
degrees of freedom is large (as is usually the case in 2D or 3D), the iterative scheme
will solve the system more efficiently for any reasonable iteration tolerance.

As first step we reformulate the transport equations, using so-called Slotboom

variables of the form ui = e
θi φi
UT Xi . This transforms the transport equations for the

defects into
∂t Xi − ∇ ·

(
μiUT e

− θi φi
UT ∇ui

)
= 0 (12)

The advantage of the formulation is that the spatial differential operator is self-
adjoint in the variables ui , yielding a stable disretization of the transport equation for
large electric fields and, consequently, large spatial variations in the potential φ. We
note that the Slotboom variables, ui , will exhibit a large dynamic range due to the
exponential in the variable transform. Thus, the primary variables will always be the
concentrations Xi and the transport equations will always be discretized in the form

∂t Xi − ∇ ·
(
μiUT e

− θi φi
UT ∇

(
e

θi φi
UT Xi

))
= 0 (13)

where the spatial derivatives are approximated numerically by differentiating ui =
e

θi φi
UT Xi .
We utilize an operator splitting (a fractional step-method) for the time discretiza-

tion of the defect equations, separating the diffusion from the reaction terms. The
operator splitting method is of the following form: Given Xi at time tK and a time
step Δt

• Step 1: Solve

∂t Xi
(1) − ∇ ·

(
μiUT e

− θi φi
UT ∇

(
e

θi φi
UT Xi

(1)
))

= 0, (14)

for tk ≤ t ≤ tk + Δt, Xi
(1) (tk) = Xi (tk)

• Step 2: Solve

∂t Xi
(2) = Ri

(
⇀

X
(2)

)
, f or tk ≤ t ≤ tk + Δt, Xi

(2) (tk) = Xi
(1) (tk + Δt)

(15)
• Step 3: Set

Xi (tk + Δt) = Xi
(2) (tk + Δt) (16)

A simple Taylor expansion argument yields that the above method is first order
in the time step �t . A second order method can be obtained immediately by using a
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standardmodification such asStrang splitting [19], but the advantages of the approach
are limited by the nature of the Gummel iteration.

The advantage of the operator splitting approach is the following: An optimal
simultaneous implementation of the transport and the reaction terms would result in
the solution of a block sparse matrix vector multiplication problem. The matrix will
be NNgrid × N Ngrid where N is the number of defects and Ngrid is the number of
grid points or finite elements. Each block has size N × N and refers to interactions of
defects at a single point in space. Depending on the reaction network structure, each
blockmay be fully dense. For a regular triangular finite element mesh (or a rectilinear
finite difference or finite volume grid), the matrices will be block-pentadiagonal with
a bandwidth of N · √

Ngrid with Ngrid the number of gridpoints or finite elements.
Many algorithms exist for solving such banded sparse systems, but a reasonable lower
bound for the computational complexity for an M × M matrix with bandwidth K is

O(KM). For our matrix, this gives a computation time of O
(
N 2N

3
2
grid

)
. Whereas a

simultaneous implementation may be computationally feasible in one spatial dimen-
sion, the operator splitting approach is essential in higher dimensions when Ngrid is
the product of the number of grid points in each direction.

In contrast to the abovementioned approach, using the splittingmethodwe need to
solve N different matrix-vector multiplication problems for Ngrid × Ngrid matrices
which have the usual banded structure of a 2D finite element problem. (Many defects
exist at lattices cites and do not diffuse, reducing the number of required solves.)
Using the same estimates as above, we predict a speed up factor of N . However,
modern linear algebra packages have optimized solvers for matrices with structures
arriving from discretizing PDEs and our pentadiagional matrices will be solved with
complexities approaching O

(
Ngrid log

(
Ngrid

))
. For large values of Ngrid , the speed-

up here is considerable. Indeed, the speed-up also occurs in 1Dwhere fast tridiagonal
solvers will run in O(3 Ngrid) time.

We must still deal with Poisson’s equation, but since it too is linear in Xi , we
can consider it in the same step as the diffusion equation for the Xi , retaining the
decoupled structure. Note that we are left with significant freedom in the structure
of the iteration. In particular, we note that the reaction equation does not a-priori
respect the boundary conditions of the problem. For realistic final results, we should
therefore choose to calculate the diffusion step last, or proceed by using the Strang-
splitting method discussed above. The general time-splitting scheme is shown in
Fig. 3.

2.2.2 Drift-Diffusion Implementation

Due to our choice of splitting methods above, our spatial discretization scheme can
be optimized for solving only the following problem:

∂t Xi − ∇ ·
(
μiUT e

− θi φi
UT ∇ui

)
= 0 (17)
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Fig. 3 Flow-chart of the Unified Solver. Device simulation is performed for each time step to
obtain self-consistent and real-time electric field and carrier distributions during the diffusion-
reaction simulation. Device simulation for IV, QE and CV is presented in dashed line box and is
currently employed for the modeling of Cu-related metastabilities of CdTe solar cells

This spatial discretization of the problem is flexible, since none of its properties are
dictated by the time-splitting scheme discussed above. In 1D, Scharfetter-Gummel
[26] is appropriate (and in some cases optimal). The 1D version of the Unified Solver
(obviously without grain boundaries) has already been demonstrated [27, 28].

In 2D, however, many of the schemes in the literature [29] do not work as well
as desired. Any scheme which relies upon a-priori knowledge information about the
structure of the devices runs into significant difficulties when the doping can change
throughout time. The doping at many points in the device changes from p-type to
n-type over time. In particular, schemes which require edges perpendicular to the
direction of the electric field will not deal well with the nonlinear wave-fronts asso-
ciated with grain boundary diffusion, let alone complicated grain boundary geome-
tries. To handle these complicated geometries, we choose to use a finite element
method for the 2D Unified Solver. Instead of relying upon an elaborate grid scheme,
we directly discretize the Slotboom variables and use the properties of the scheme
to allow exponential fitting of the charge carriers and defects between nodes.

Spatial Discretization

In order to deal with the complicated geometries which arise from the grain bound-
aries, we seek to solve this equation using finite elements. In the usual way [30], we
will triangulate our domain � = ⋃

Th with small triangles on the grain boundaries
to handle large changes in the gradients. We then take the approximations ui ∈ Vh of
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ui , which are piecewise linear on the triangles, and continuous on the whole domain,
but still satisfy the boundary conditions. Multiplying our equation by a test function
v in the same space and integrating over the domain yields:

∫
�

∂t Xi vdx =
∫

�

∇ ·
(
μiUT e

− θi φi
UT ∇ui

)
vdx (18)

Integrating by parts and separating the terms allows us to calculate the stiffness
and mass matrices:

Ai :=
∑
K∈Th

μiUT

∫
K

−e− θi φi
UT ∇ψ j · ∇ψldx (19)

M i :=
∑
K∈Th

∫
K

ψ jψldx (20)

Details can be found in any finite element method introduction [30]. Combining
the previous results, we can reformulate our PDE by:

∫
�

∂t Xi vdx =
∫

�

∇ ·
(
μiUT e

− θi φi
UT ∇ui

)
vdx

vM(∂t X i ) = vAi u ∀v ∈ Vh (21)

One advantage of finite elements is that zero-flux boundary conditions are incor-
porated naturally. Because we normally want to conserve atomic species during a
simulation, we choose to use zero-flux conditions for all defects. For the carriers we
use Ohmic front and back contacts and the matrices Ai must be modified. The only
complication over traditional methods [29, 30] is that if the doping changes over
time, the boundary conditions must also be updated.

In the usual manner for finite elements, we can assume that this relationship holds
for all admissible functions v and write the equation as a function of u and X only.
Inserting the definition of u to close the equation yields:

M(∂t X i ) = Ai

(
X ie

θi φ
UT

)
(22)

Note that for piecewise linear finite elements, the exponential inside the stiffness
matrix A will be evaluated at the barycenter of the finite elements. In contrast, the
exponential on the left-hand side must be evaluated at the grid points. Thus, for each
entry of the stiffness matrix, this will yield exponentials of the form:

e
−

θiφi (x̂K )

UT e

θiφi (Pi )

UT = e

θi (φi (Pi ) − φi (x̂K ))

UT . (23)
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Note that this form bears great resemblance to the 1D Scharfetter-Gummel expo-
nential [26]. It plays a similar role in allowing a linear problem to approximate
exponential fitting between nodes. We can finish the solution by assuming implicit
Euler for the time derivative:

M
1

Δt
(Xk+1

i − X i
k) = Ai

(
X i

k+1e
θi φ
UT

)
(24)

(
M

Δt
− Aiφ

)
X i

k+1 = M

Δt
X i

k (25)

where the matrix φ = diag
(
e

θi φ
UT

)
. As discussed previously, this scales the stiffness

matrix so that Aiφ is no longer symmetric). Formally, our solution is given by:

X i
k+1 =

(
M
Δt

− Aiφ

)−1 M
Δt

X i
k (26)

(In practice, wewill alwaysworkwith thematrix equation directly instead of actually
inverting the matrix.)

Reaction Step

The system of ordinary differential equations, ∂t Xi = Ri (x̂), in Step 2 of the operator
splitting algorithm is actually quite involved. In general we will have an arbitrary
number of defects and an arbitrary number of reactions. However, these reactions
are all of two very specific forms, either representing the bimolecular reaction of two
defects or the formation/decay of a single defect. We therefore consider only binary
reactions of the form 1 + 2 � 3 + 4, 1 + 2 � 3, 1 � 2 + 3 the reaction terms can
be written as a quadratic form:

Ri

(⇀

X
)

= ⇀

X
T

Ai
⇀

X + bTi
⇀

X (27)

with the matrices Ai and the column vectors bi containing the reaction rates. Increas-
ing the number of defects may increase the total number of possible reactions, but
only 3 or 4 defects will be involved in any particular reaction.

There are two strategies for implementing individual reactions. Each reaction can
be implemented independently or simultaneously.

• A sequential implementation would involve solving each reaction independently.
The j th reaction generates a matrix Ai, j and a vector bi, j . Note that for bimolec-
ular reactions Ai, j has two nonzero entries and bi, j is the zero vector. For forma-
tion/decay reactions, both Ai, j and bi, j have one nonzero entry each. For each j ,
we have the following ODE:
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∂t Xi = Ri
(
x̂
) = ⇀

X
T

(tk) Ai, j
⇀

X (t) + bTi, j
⇀

X , (28)

Each of these reactions can be solved using implicit Euler—see section“Iteration
by Reaction”.

• A simultaneous implementation of the reaction equations will require the numeri-
cal solution of the ODE system by, for example, the implicit Euler method together

with a Newton method for the large quadratic system. The Jacobian ∂
⇀

R

∂
⇀

X
, can then

be easily computed from Eq. (27).

In both cases, there is no need to use a higher ordermethod since the operator splitting
method described in Section A is only of first order.

Iteration by Reaction

Because every considered reaction is of either singlemolecule formation/dissociation
or bimolecular type, we can solve every reaction network using just the explicit
formulas given below. Simply iterating through all possible reactions in any order
gives a first order unconditionally stable method for the reaction step. Experimental
results demonstrate that changing this order has no significant impact on the results
for the case of copper migration.

Formore complex reaction networks complications can occur. These are discussed
elsewhere [28].

1. Single Molecule
Let us consider the reaction given by the rate R2,3

1 :

∂t X1 = K 1
2,3X2X3 − K 2,3

1 X1

∂t X2 = K 2,3
1 X1 − K 1

2,3X2X3

∂t X3 = K 2,3
1 X1 − K 1

2,3X2X3 (29)

This could, for instance, represent the knock-off equation in Eq. (1) where inter-
stitial Copper (X1 = [Cui ]) replaces lattice Cadmium, resulting in Copper atom
at a Cadmium site (X2 = [CuCd ]) and an interstitial Cadmium (X3 = [Cdi ]).
Note that the right hand sides are identical (up to a sign) and that the quan-
tities (X1 + X2) and (X1 + X3) are conserved (corresponding to conservation
of copper and conservation of lattice sites in our example). In particular, if the
superscript refers to the time-step, we have that Xk+1

1 + Xk+1
2 = Xk

1 + Xk
2 and

Xk+1
1 + Xk+1

3 = Xk
1 + Xk

3. We will use these equations to decouple the ODEs.
First, let us use the Implicit Euler method to write the first ODE for the time step
k as an algebraic expression:

1

Δt

(
Xk+1
1 − Xk

1

) = K 1
2,3X

k+1
2 Xk+1

3 − K 2,3
1 Xk+1

1 . (30)
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Since �t should be small, we multiply it out to avoid numerically unstable
division by a small number. Using conservation laws, we can also write Xk+1

2
and Xk+1

3 in terms of Xk+1
1 and the known values of X as time step k:

Xk+1
2 = Xk

1 + Xk
2 − Xk+1

1 (31)

Xk+1
3 = Xk

1 + Xk
3 − Xk+1

1 (32)

Substitution yields:

Xk+1
1 − Xk

1 = K 1
2,3�t

(
Xk
1 + Xk

2 − Xk+1
1

) (
Xk
1 + Xk

3 − Xk+1
1

) − K 2,3
1 �t Xk+1

1
(33)

Careful examination reveals that this is a quadratic equation for Xk+1
1 . Rear-

rangement and expansion yields the three coefficients as:

A = K 1
2,3�t

B = −
(
1 + K 2,3

1 Δt + K 1
2,3�t (2Xk

1 + Xk
2 + Xk

3)
)

C = Xk
1 + K 1

2,3�t
(
Xk
1 + Xk

2

) (
Xk
1 + Xk

3

)
(34)

We can then use the quadratic formula to yield:

Xk+1
1 = −B ± √

B2 − 4AC

2A
= 2C√

B2 − 4AC − B
. (35)

We note that the middle expression has A in the denominator, but that since A
is proportional to �t it may be small. We therefore rearrange the expression
to avoid numerical division by a small number. Because B is always negative
for positive concentrations, we can also determine the appropriate sign of the
square root to obtain our final solution. Finally, since Xk+1

1 is now known, we
can immediately substitute back into our conservation laws to obtain Xk+1

2 and
Xk+1
3 .

2. Bimolecular
Let us consider the reaction R3,4

1,2:

∂t X1 = K 1,2
3,4 X3X4 − K 3,4

1,2 X1X2

∂t X2 = K 1,2
3,4 X3X4 − K 3,4

1,2 X1X2

∂t X3 = K 3,4
1,2 X1X2 − K 1,2

3,4 X3X4

∂t X4 = K 3,4
1,2 X1X2 − K 1,2

3,4 X3X4. (36)
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This could correspond to interstitial Copper (X1 = [Cui]) interacting with Zinc
on a Cadmium lattice cite (X2 = [ZnCd]), resulting in interstitial Zinc (X3 =
[Zni]) and Copper on a Cadmium site (X4 = [CuCd]). Following the method of
the previous section, we can develop three conservation laws and rearrange:

Xk+1
2 = Xk

2 − Xk
1 + Xk+1

1

Xk+1
3 = Xk

3 + Xk
1 − Xk+1

1

Xk+1
4 = Xk

4 + Xk
1 − Xk+1

1 (37)

Discretizing the equation for X1 using the Implicit Eulermethod and substituting
the conservation lawswill yield a quadratic equation for Xk+1

1 in the samemanner
as in the previous section. The coefficients are:

A =
(
K 1,2

3,4 − K 3,4
1,2

)
�t

B = −1 − K 1,2
3,4�t (2Xk

1 + Xk
3 + Xk

4) − K 3,4
1,2�t (Xk

2 − Xk
1)

C = Xk
1 + K 1,2

3,4 (X
k
1 + Xk

3)(X
k
1 + Xk

4) (38)

Comparison with Newton’s Method

Particular care needs to be taken in order to have a computationally stable steady-
states. These states are vital for standard device simulation results such as IV and CV
measurements. By the principle of detailed balance, at equilibrium every individual
reaction will be in equilibrium. This indicates that we will obtain a stable equilibrium
for any iteration order. As noted above, the iteration schemeworkswell for the copper
diffusion case.

However, some problems can occur in far from equilibrium conditions. This
behavior becomes evenmore noticeable when one defect is unstable and hasmultiple
dissociation pathways. For this case, whichever dissociation reaction occurs first in
the iteration will occur preferentially to the later reaction, regardless of the relative
size of the reaction rates.

This behavior does not occur for the Newton iteration scheme. Because the reac-
tions are considered simultaneously, each reaction pathway will occur with relative
frequency exactly governed by the ratio of the reaction rates. In practice, we find
that the Newton method is vastly superior for complicated reaction networks. Fur-
thermore, the method does not present a significant computational issue because the
reactions are local in space and the Jacobian can be generated independently for each
grid point.
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3 Verification of 1D Unified Solver

3.1 Verification of 1D Device Simulation Routine Versus
SCAPS Device Simulator

As discussed in Sect. 2, in 1D version of the Unified Solver, the device simulation
is performed on each time step to obtain self-consistent electric field and carrier
distributions during the diffusion-reaction simulation. Besides, the device simulation
routine serves to obtain the steady-state electric current during the simulation of
current-voltage characteristics of the device. The device simulation routine can use
the defect profiles obtained from the consistent solution of 1D kinetic reaction-
diffusion problem as well as the artificially set uniform or nonuniform defect profiles
similar to other solar cell simulators. In order to verify the accuracy of the device
simulation routine, we performed its rigorous comparison with the widely used in
the community SCAPS solar cell simulation code [31].

In order to perform such comparison,weused the samedevice structures (highly p-
doped back layer, lightly p-doped CdTe layer, highly n-doped front layer), properties
of materials, light absorption spectra and illumination spectra both in 1D Unified
Solver and SCAPS solar cell simulator. By comparing the simulated energy bands,
distributions of free carrier in the dark and under the stress conditions, as well as
JV curves for different doping levels and recombination rates, we conclude that the
device simulation routine of 1DUnified Solver reliably produces accurate solution of
the drift-diffusion problem for free carriers under different bias conditions (Fig. 4).

Fig. 4 Comparison of band diagram (left) and the IV curve calculated with 1D Unified Solver
(dashed lines) and SCAPS solar cell simulator (solid lines) for one of the test device structures
considered in this study
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Fig. 5 Atomic Cu profiles achieved with different annealing recipes. Black pentagrams represent
the control sample without any annealing. Solid lines represent the simulated Cu profiles

3.2 Verification of the Defect Reaction-Diffusion Model on
Experimental Data

3.2.1 Experiment on Cu Penetration

In order to verify the reaction-diffusion model of Cu penetration into CdTe, exper-
imental study of Cu migration in single crystal CdTe was done at First Solar Inc.
(Perrysburg, OH). In this experiment, a thin Cu-containing ZnTe layer was deposited
on sx-CdTe substrates provided by JX Nippon. After deposition, to drive Cu into
CdTe, anneals with different durations were performed at 250, 300 and 350 ◦C.

Measured Cu profiles show strong dependence on the annealing temperature and
duration: Cu penetrates deeper into CdTe as we increase the annealing time/duration
(Fig. 5). The high concentration of Cu appearing in the first 0.5 µm is the residual
Cu concentration from the ZnTe layer. Abnormally high concentration of Cu (>1018

cm−3) in the region (0.5<x<1m) obtained after very high annealing temperatures
(350 ◦C) or long annealing durations (20min at 300 ◦C), was ascribed to the broad-
ening of ZnTe or formation of ZnCdTe, caused by Zn diffusion [32] and will not be
further addressed here.

Another important finding in this experiment is a dip of Cu concentration at the
edge of CdTe adjacent to ZnTe, while the peak of the Cu concentration in the CdTe
layer is situated 1–2m beneath the interface. This is interpreted as a back diffusion
of Cu during the cool down process (SIMS measurements are performed at room
temperature after cooling down the sample).

3.2.2 Simulation

To model this experiment, we created a simulation domain with 15 µm of initially
undopedCdTe and 0.5µmof p-doped ZnTe:Cu layer. 1021 cm−3 initial concentration
of Cui was defined in ZnTe:Cu source layer and a constant 1017 cm−3 p-type doping
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was maintained in this layer during the entire simulation. A 0.45 eV difference in
standard formation energy of Cui in CdTe and ZnTe layers (more favorable in ZnTe)
was used to obtain the best correspondence of the Cu concentration difference across
the interface as achieved by different annealing recipes. This energy difference is in
a qualitative agreement with the results of first principles calculations. We used
Neumann boundary conditions for both ends of the simulation domain to maintain
the conservation of all defects. For carrier transport properties andmaterial properties
we used widely accepted values of polycrystalline CdTe [33]. Although better carrier
lifetime and material quality can be expected in sx-CdTe [34], there should be no
considerable impact on the resulting Cu profiles since no (or negligible) electric
current flows through the samples during the annealing process. To simulate this
experiment on Cu penetration, we included the primary exchange reaction (1) as
well as diffusion of Cui and Cdi into the reaction-diffusion model.

The original built-in electric field between highly p-type doped ZnTe and intrin-
sic CdTe layers prevents Cu+

i from moving into the CdTe region in large amount.
When a small amount of Cui is able to diffuse into CdTe, it quickly knocks Cd
atoms off generating an immobile Cu−

Cd acceptor and mobile Cd2+i donor (backward
reaction (1). Part of Cd2+i is drifted into ZnTe layer under the same built-in elec-
tric field across the interface and, as a result, p-type region starts to form in CdTe.
We note that since the charge is conserved in all reactions, achieving p-type doping
without Cd2+i moving out of CdTe is very difficult within this model. We found that
during the annealing process, the concentration of CuCd does not show a monotonic
increase, a saturation effect is observed instead.

The saturation behavior can be explained by analyzing the distribution of defect
concentrations and the band diagram during annealing (Fig. 5 left bottom). As Cu
forms acceptors in CdTe, an electric field is generated between the Cu occupied
p-type region and the intrinsic CdTe region without Cu, which again prevents further
movement of Cui into the intrinsic region of CdTe. Once the distribution of defects
gets close to the balance of all involved reactions, such as 0.5 < x < 6m region in
Fig. 6, less CuCd will be generated. Hence more Cui can travel through this saturated
region to occupy Cd sites in the newly formed p-i junction area (x > 6m in Fig. 6).

As we have mentioned before, the measured Cu profiles after cooldown show a
dip at CdTe/ZnTe interface. Here we analyze how such dip is formed according to
our model. As we cool down a sample to room temperature, Cui starts to diffuse back
into ZnTe due to the 0.45 eV difference in the standard formation energies of Cui
between CdTe and ZnTe, and reaction (1), which is out of equilibrium now begins to
produce more Cui by kick-out CuCd with available Cdi . After reaction (1) consumes
most of the Cdi , additional Cdi from ZnTe penetrates into CdTe and continues to
kick-out CuCd to reach the new equilibrium among involved reactions. Since only
the interface region can get supplemental Cdi , Cu reduction is more obvious near the
interface (Fig. 6 right). As temperature further decreases, both reaction and diffusion
rates become quite slow. However, this process is not be completely stopped right
after the cooling process. Experimental evidence of Cu movements in CdTe devices
stressed at 65 ◦C has been reported recently [35].
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Fig. 6 Left: Simulated profiles of major Cu-related defects and free carriers (top panel) and band
diagram in the ZnTe:Cu/sx-CdTe structure after 3min of annealing at 350 ◦C (bottom panel). Right:
Simulated profiles of major Cu-related defects in the sample after 3min annealing at 350 ◦C and
an extra 12min cooling process

Another important outcome of this simulation is the insight into the formation and
evolution of doping during the annealing and cooldown.At high temperature, a partial
compensation between Cu−

Cd and Cd2+i is achieved as the atomic Cu concentration
is around 2 × 1017 cm−3 while the hole concentration is one order of magnitude less
(see the line with diamonds (green in the online version) in Fig. 6 left, labeled as
“Free Holes”). In addition, partial ionization of the CuCd acceptors plays a role in
the compensation mechanism since the acceptor level of CuCd is not that shallow.
About 90% of CuCd acceptors in the saturated area are ionized at 350 ◦C according to
detailed results from our simulation. After cooldown, the free carrier concentration
drops below 3×1015 cm−3 level (Fig. 6 right) with only a smaller reduction in atomic
concentration of Cu at room temperature. More importantly, the new compensation
is mostly achieved between Cu−

Cd and Cu+
i . Therefore during cooling, the compen-

sation mechanism is changed in this case. The observed change is a complex process
determined by diffusion, drift, reactions, and temperature-dependent Fermi-Dirac
statistics both for free carriers and CuCd acceptors. Again, the resulting room tem-
perature hole density depends crucially not only on donor-acceptor compensation
but also on the possibility of the ionization of CuCd acceptors.

Simulated free carrier concentration in the saturation region after cooldown are
about an order of magnitude higher than the carrier concentration in poly-crystalline
Cu, Cl-treated CdTe solar cells from Colorado State University [35] (Fig. 7). This
difference stems from a number of factors: the difference in annealing temperatures
and Cu concentration in ZnTe source, not accounting for defect interactions in our
simulations, additional doping compensation by Cl and even the effect of grain
boundaries on the measured CV doping profiles in px-CdTe films. Therefore, even
though, our simulation provides a qualitative understanding of the formation and
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Fig. 7 Simulated and
experimental free carrier
concentrations versus atomic
Cu concentration at room
temperature. Green
pentagrams are measured
free carrier concentrations in
px-CdTe solar cells
fabricated by Colorado State
University

Table 1 Fitted diffusion parameters with calculated theoretically in work [25] (in parenthesis)

Defect D0 (cm2/s) ΔED (eV)

Cui (+) 4.9 × 10−3 (6.3 × 10−3) 0.72 (0.46)

Cui (2+) 3.0 × 10−4 (3.2 × 10−3) 0.72 (0.47)

compensation of doping in CdTe, it is expected that more targeted experiments and
simulations will be performed in the future to explain the peculiarities of doping
formation in px-CdTe.

Table1 shows the comparison of diffusion parameters used to obtain the best
correspondence with experimental curves (Fig. 5) and parameters calculated from
first principles. It is seen, that in our 1D simulation, the diffusion barrier height of
the major specie responsible for Cu penetration (Cu+

i ) is about 0.26 eV higher that
theoretically predicted one. We attribute this discrepancy to the fact that we did not
account for the interactions between the defects and the formation of complexes,
which may influence the overall diffusion kinetics. This effect is worth investigating
in the future studies.

We conclude that the Cu penetration mechanism implemented in the developed
reaction-diffusion model is capable to reproduce the experimental dependence of
the Cu profile on the annealing conditions, to reproduce some specific features of
experimental atomic Cu profiles (dip at the CdTe/ZnTe interface), as well as to
provide a theoretical insight into the process of formation and compensation of Cu
doping in CdTe layer.
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4 Modeling of Light Soaking Effect in CdTe Solar Cells

Nearly all PV technologies exhibit changes in device performance under extended
illumination, or “light soaking”, although the magnitude and the trend of these
changes are not always the same among different technologies. Experiments on
both commercial modules and research cells based on CdTe technology have shown
improvement of cell performance under light stress conditions for up to 20 h [36].
Many accredited such phenomena to the passivation of traps and migration of Cu
ions, however no simulations were previously done to confirm any of these mecha-
nisms. We use the developed 1D Solver to simulate self-consistently the effects of
illumination, bias and temperature on the evolution of defect profiles during stress
and the resulting performance changes of the device.

In this simulation, we employ a simplified dopant compensation model. Namely,
1016 cm−3 Cu−

Cd , 0.4 × 1016 cm−3 Cu+
i and 0.5 × 1016 cm−3 background donor is

assumed as the initial defect distribution in this simulation, resulting in ∼1015 cm−3

equilibrium hole concentration in the quasi-neutral region of CdTe absorber layer
(typical doping in px-CdTe absorber). We use a standard ZnTe/CdTe/CdS device
structure with common electronic properties.

The light stress is typically performed after the dark storage of solar devices.
Therefore, in order to prepare the initial system for light soaking simulations, first,
we simulate the equilibrium of the defects in CdTe cells under dark without any
bias at 65 ◦C (Fig. 8 (left)). In equilibrium, most of the Cu+

i is pushed away from
the depletion region, due to the built-in potential of the p-n diode. As a result, more
uncompensated acceptors appear in the junction area. CuCd acceptor is partially
ionized in the quasi-neutral region, while it is completely ionized in the depletion
region due to low density of holes in that area.

Under light stress condition under applied forwards bias of 0.8V (maximum
power point), the defect equilibrium changes in the following way: (1) Cu+

i moves
closer to the main junction due to the forward bias, reducing the uncompensated
acceptor doping density in the depletion region, (2) part of ionized defects (Cu+

i
and Cu−

Cd ) are converted into the neutral state after capture of light-generated free
carriers, (3) the zero-bias depletion region width increases because of the reduced p-
doping in the junction area (Fig. 8 (right)), (4) carrier collection efficiency improves,
thus increasing the performance.

In order to isolate the effect of ionization degree change due to excess carriers
capture on Cu+

i and Cu−
Cd defects and the effect defect drift under the applied voltage

bias, we simulate different stress conditions with different combinations of illumi-
nation and forward bias (Table 2). Figure9 shows the efficiency changes of the solar
cells as a function of soaking time with different modes. The results of our simu-
lations suggest that both Cu+

i migration towards the junction area and the injection
of excess holes in the depletion region can cause the enhancement of device per-
formance. Simulations with defect migration resulted in the strongest performance
enhancement effect. Moreover, the effect of defect migration in the dark and with
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Fig. 8 Simulated concentrations of defects and free carriers and device energy bands in the dark
(left) and under light soak conditions (right) at 65 ◦C

Table 2 List of stress conditions

Soak Illumination Voltage bias (V) Mechanism

A 1 Sun 0.8 Both

B 1 Sun 0.8 Passivation

C Dark 0.8 Migration

D Dark 0.8 None

E 1 Sun 0.8 No migration

G 1 Sun 0.8 10−12 cm2/s

G 1 Sun 0.8 10−13 cm2/s

applied forward bias is almost the same as the overall effect of applied light and
forward bias.

The kinetics of the performance increase upon such dark to light switching
depends on the diffusivity of mobile species involved in the transformation. Using
high Cu+

i diffusion coefficient (9 × 10−10 cm2/s at 65 ◦C) calculated from the first-
principles [25], only 0.03 h of light stress is enough for device to reach a new
steady-state (see Soak A of Fig. 9). Experimentally observed performance transients
often happen on multi-hour timescale [37, 38]. By decreasing the diffusion coeffi-
cient of Cu+

i down to 10−13 cm2/s, we were able to obtain better agreement with the
experimentally observed 10 h long device performance stabilization. This indicates
that while our model correctly captures the response of the system to the external
stress, the actual kinetic mechanisms behind the redistribution of species may be
more complex than simple diffusion of Cu+

i . This result provides the evidence that
more complicated diffusion mechanisms beyond simple diffusion of Cu+

i may be
involved in the defects redistribution in CdTe. For example, the formation of pair
complex defects can influence the diffusivities of species by slowing down the fast
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Fig. 9 Device performance
changes as a function of
soaking time with various
conditions

diffusion of interstitials as well as introducing additional mechanisms of diffusion of
weakly mobile substitutional defects [20].We expect that inclusion of such advanced
mechanisms into reaction-diffusion simulations will allow to reproduce, understand
and even predict the kinetics of transient performance changes of the real devices.

5 Conclusions

In summary, we have implemented (in MATLAB) self-consistent 2D numerical
solvers for simulating defects reactions and migration in CdTe material. We have
verified the 2D solver using the widely used code for solar cell simulation (SCAPS)
as well as the experimental data on Cu penetration into CdTe. By doing so, we have
shown that the Cu penetrationmechanism based on the Cu-Cd exchange reaction and
implemented in 2D reaction-diffusion solver is able to reproduce the experimental
dependence of Cu profiles in CdTe on the annealing temperature and time. Using
the developed 2D reaction-diffusion solver, we have revealed the new mechanism
of a transient response of CdTe-based solar cell to the applied light-bias conditions.
According to our simulations, the experimentally observed performance enhance-
ment under illumination and/or applied forward bias may be, at least partially, caused
by themigration of defects changing the distribution of doping profile in the absorber.
Based on simulation results, we discuss the possible explanations for limited incor-
poration and compensation mechanisms of Cu dopants inside CdTe bulk as well as
the possible defect migration mechanisms beyond the simple diffusion of intersti-
tials. We expect that the discrepancies between simulations and experiments will
be reduced by inclusion more detailed defect chemistry models with all important
defects and interactions between them and making use of more complicated 2D
simulation framework that includes the effects of grain boundaries.
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AMultiscale Molecular Dynamics
and Coupling with Nonlinear Finite
Element Method

Shingo Urata and Shaofan Li

Abstract In this work, we have developed a multiscale coupling method between
the multiscale micromorphic molecular dynamics (MMMD) and the nonlinear finite
element method. The multiscale micromorphic molecular dynamics (MMMD) is
a three-scale non-equilibrium molecular dynamics that span from microscale to
mesoscale and to macroscale. A multiscale computational algorithm is formulated
to couple the continuum scale equations of motion in terms of finite element method
(FEM) with the coarse scale molecular dynamics of MMMD. To validate the com-
putational formulation, we apply the multiscale coupling method to simulate nano-
indentation of silicon crystals.

Keywords Continuum mechanics · Molecular dynamics · Multiscale simulation
Non-equilibrium molecular dynamics · Phase transition
1 Introduction

One of the focuses of current multiscale simulation research is how to set up the
multiscale boundary condition to couple the fine scale atomistic motion with the
coarse scale continuumdisplacement field. In recent years, variousmultiscale bound-
ary conditions have been proposed e.g. “handshaking condition”, or “non-reflection
boundary condition”, e.g. Rudd and Broughton [1], Wagner and Liu [2], Xiao and
Belytschko [3], To and Li [4], Li et al. [5–7], Park et al. [8], Karpov et al. [9], Nami-
lae et al. [10], Miller and Tadmor [11] and among others. On the other hand, there
have been many efforts to formulate multiscale coarse-grained molecular dynamics.
Among them, Rudd and Broughton [12], Chen and Lee [13], Rudd and Broughton
[14], Liu and Li [15], Li [16] are probably most notable contributions. In particular,
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in a series work Chen and Lee [17], Chen [18], Xiong et al. [19] have proposed a
multiscale micromorphic dynamics. In fact, the classical micromorphic continuum
theory is also a multiscale theory e.g. Eringen [20].

Instead of designing a compatible multiscale interface boundary, in this work, we
would like to re-formulate classical molecular dynamics theory, which, we believed,
has already contained an intrinsicmultiscale structure and information that are needed
inmultiscale simulation. In early 1980s, Andersen [21] first repartitioned the conven-
tionalmolecular dynamicsLagrange, andproposed amultiscale isoenthalpic-isobaric
ensemble of molecular dynamics (MD) allowing the volume of a cubic lattice cell
to vary. Subsequently, Parrinello and Rahman [22, 23] extended Andersen’s formal-
ism to the anisotropic case allowing both the volume and the shape of a molecular
dynamics (MD) cell to vary, which is in fact an early form of multiscale molecular
dynamics. In recent years, there have been renewed interests in revising APRmolec-
ular dynamics, e.g. Laio et al. [24], Martonik et al. [25, 26], Podio-Guidugli [27],
Ulz [28, 29], which attempted to extend APR MD to non-equilibrium condition or
to macroscale simulation.

In a series of recent work [30–32], by following the Andersen-Parrinello-Rahman
approach, the present authors have repartitioned the Lagrange of the first-principle
atomistic molecular dynamics into different scales under the local equilibrium
assumption; by doing so, we have discovered that there exists a universal micro-
morphic multiscale structure in atomistic molecular dynamics, which is an intrin-
sic mathematical structure of conventional molecular dynamics. The repartitioned
molecular dynamics Lagrange yields three coupled particle dynamics at three dif-
ferent scales. The MMMD method allows us to: (1) Apply macroscale boundary
conditions to finite-size molecular dynamics systems, which usually are in the non-
equilibrium condition; (2) Calculate non-uniform and inhomogeneous distribution
of macroscale field variables of the MD system under applied macroscale boundary
conditions, and (3) Bridge microscale molecular dynamics with macroscale contin-
uum mechanics. As an example, in the present work, we hope to demonstrate how
to use MMMD to couple molecular dynamics and continuum mechanics.

The paper is arranged into five Sections. In Sect. 2, a detailed multiscale partition
of first-principle MD Lagrange and the derivation of the multiscale micromorphic
molecular dynamics (MMMD) are presented, in which we focus on the discussion
of micromorphic multiplicative decomposition. In Sect. 3, we derive the dynamical
equations of the multiscale micromorphic molecular dynamics (MMMD). In Sect. 4,
we discuss the coupling of MMMD and finite element method (FEM) addressing
the multiscale boundary condition problem. We then use the coupled MMMD-FEM
method to simulate nano-indentation of crystalline silicon materials, which validates
the proposed multiscale molecular dynamics.

2 Multiscale Partition of First-Principle MD Lagrangian

We first partition the Lagrangian of first-principle molecular dynamics based on
domain decomposition and multiscale kinematics of the atom motion.
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2.1 Scale Decomposition

The first part of multiscale partition is the domain decomposition, i.e. we divide
the finite size MD simulation domain into a finite number of supercells or local
ensembles, and we choose the α-cell as the representative supercell, to illustrate
formulation, and in the whole simulation domain, we have α = 1, 2, . . . , N number
of cells.

Assume that in the α-th cell, it has Nα number of atoms. The position of the center
of mass (COM) in this cell is defined as,

rα(t) = 1
∑

i mi

∑

i

miri (t) . (1)

where ri , i = 1, 2, . . . , Nα is the spatial position of each atom in the current cell
configuration at current time t . Inversely, we can express the spatial atomic position
of i-th atom in the α-th MD cell as,

ri = rα + rαi , α = 1, 2, . . . , N ; i = 1, 2, . . . , Nα (2)

where rαi is the relative position for the i-th atom in α-th cell, and by its definition,

∑

i

mirαi = 0 , (3)

which leads to the condition, ∑

i

miSiα = 0 . (4)

Here we may use iα to distinguish the numbering index in different supercells. How-
ever, if without confusion, we denote iα as i or i ∈ α in the rest of paper.

Now we introduce a so-called micromorphic multiplicative decomposition to
describe the relative position of each atom,

rαi = φα · Si , and φα := Fα · χα (5)

where φα is the total deformation gradient of the α-th supercell; Si are the scaled
atom position vectors for every atoms inside the α-th cell (we use Si instead of Sαi

for simplicity); the second order tensor χα is the micro deformation tensor of the
α-th cell, and its physical meaning may be interpreted as the shape tensor of α-th
cell,

χα(t)Si (t) = ξi (t)a(t) + ηi (t)b(t) + ζi (t)c(t), i = 1, 2, . . . , Nα

where a,b, and c are theMDcell edge vectors, and ξi , ηi , and ζi are the components of
the local position vector Si projecting onto the MD cell edge. They can be expressed
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into the following matrix form,

χα(t) =
⎛

⎝
ax (t) bx (t) cx (t)
ay(t) by(t) cy(t)
az(t) bz(t) cz(t)

⎞

⎠ , Si (t) =
⎛

⎝
ξi (t)
ηi (t)
ζi (t)

⎞

⎠

If we place the center of the supercell at the origin of the local coordinate, the
components of the local position vector of Si oscillate in the range,

−0.5 ≤ ξi (t), ηi (t), ζi (t) ≤ 0.5,

which characterizes the internal degrees of freedom of atommotions. When the total
number of atoms increases, themotion ofSi may become chaotic. Therefore, we refer
the local position vectors Si as the statistical variables. Borrowing the terminology
in macroscale continuum mechanics, we call the assemble of {Si } as the statistical
parametric configuration, i.e. Si ∈ BS .

The key part of themultiplicativemicromorphic decomposition is the introduction
of a coarse scale deformation gradient Fα = Fα({rβ}) that are determined by the
overall motion of all centers of mass of every cells, which are completely determined
by the spatial distribution of centers of mass (implied by the dependence of {rβ}) of
all cells.

Fig. 1 shows a schematic spatial cell division and the corresponding distribution
of centers of mass. Fα together with χα constitute the total deformation gradient φα ,
whereasFα are determined by the distribution of {rα}. For example, we can determine
Fα by using an approach adopted in the reproducing kernel particle method Li and
Liu [33] or the state-based peridynamics Silling et al. [34].
Denote

rαβ(t) = rβ(t) − rα(t), Rα := rα(0), and Rαβ = Rβ − Rα , (6)

Fig. 1 Schematic
illustration of supercell
domain decomposition; the
dark points are centers of
mass of supercells that may
be subjected external body
force; the dark supercells are
boundary cells that may be
subjected external traction.
The center of mass for each
supercell has a support Hα

that contains some other
centers of mass of adjacent
supercells
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where the Greek subscripts are indices of the centers of mass of MD cells. As shown
in Fig. 1, each supercell center has a compact support, sayHα for the cell α. We can
then construct the so-called moment matrix or shape tensor for the cell center α by
calculating following discrete sum over the other cell centers inside the supportHα

(See [33]),

Mα :=
Nh∑

β=1

ω(|Rαβ |)Rαβ ⊗ Rαβ�β0, (7)

where ⊗ is the tensor product operator; Nh is the number of supercell centers inside
Hα; �β0 is the volume of the β-th cell in the referential configuration BR , and
ω(|Rαβ |) is a localized positive window function.

To construct the macroscale deformation gradient tensor, we first define a two-
point second order tensor by the following discrete sum,

Nα :=
( Nh∑

β=1

ω(|Rαβ |)rαβ ⊗ Rαβ�β0

)
. (8)

Considering the Cauchy-Born rule Tadmor et al. [35],

rαβ = Fα · Rαβ → Nα = Fα · Mα ,

we can then derive the coarse scale deformation gradient as

Fα =
( Nh∑

β=1

ω(|Rαβ |)rαβ ⊗ Rαβ�β0

)
· M−1

α . (9)

where ω(|Rαβ |) is a localized positive window function, and a common choice is the
Gaussian function,

ωh(x) = 1

(πh2)d/2
exp

(
−x · x

h2

)
, (10)

here d is the number of space dimension, and h is the radius of the support. Obviously,
Fα depends on the relative positions of all other atoms in the support of the α-atom,
i.e.�α . Note that in the configurationsBR andB I the center of the supercell occupies
the same position, i.e. Rα ≡ Rα , but not for each atom, i.e. Rαi �= Rαi .

At the beginning of the coarse scale deformation, the initial position of the super-
cell center rα(0) = Rα , therefore,

Fα =
( Nh∑

β=1

ω(|Rαβ |)rαβ ⊗ Rαβ�β0

)
· M−1

α =
( Nh∑

β=1

ω(|Rαβ |)Rαβ ⊗ Rαβ�β0

)
· M−1

α = I,

where I is the unit of second order tensor.
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Initially, the supercell shape tensor, χ0, which is spanned by the three edges of
the MD cell, a(0),b(0), and c(0), may be expressed as,

χ0 := χ(0) = [a(0),b(0), c(0)] .

For all the atoms in a representative MD cell, say the α-th cell, its referential position
are defined as

Ri := Rα + Rαi , with Rαi = χ0Si . (11)

In the rest of this paper, we refer thismolecular configuration as the referential config-
uration BR . One can find that this definition is consistent with kinematic assumption,

ri = rα + rαi = rα + Fα · χα · Si . (12)

Based on Eq. (12), we may define an intermediate referential configuration,

Ri = Rα + Rαi = Rα + χα(t) · Si , (13)

so that the coarse scale deformation gradient is a continuum scale deformation gra-
dient.

In the proposed multiscale method, we have introduced four different configura-
tions in a representative cellα: (1) The spatial configuration, i.e.Bc(r)-configuration,
in which ri ∈ �α; (2) the intermediate equilibrium configuration, i.e. B I (R)-
configuration; (3) the referential equilibrium configuration, i.e.B I (R)-configuration,
in whichRi ∈ �α0, and (4) the statistical configurationBS , in which the scaled atom
coordinate Si are primary variables. Figure2 shows a deformation map that connects
these four configuration spaces.

Fig. 2 Deformation map
that connects four different
kinematic configuration
spaces: (1) Statistical
configuration; (2) Referential
configuration; (3)
Intermediate configuration,
and (4) Current
configuration.
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Since for the monoatom systems
∑

i Si = 0 and Si are oscillating in the range
−0.5 ≤ Si ≤ 0.5, i.e. ‖Si‖ < 1, as atoms oscillate around their equilibriumpositions,
wemay interpretSi as a statistical variable. For a givenmacroscale kinematic variable
or point, rα(t) (the center of cell), there are many sets of {Si } corresponding to it,
and this is the case because as long as

∑
i miSi = 0 satisfies. Therefore, a given

macroscale material point rα(t) does not correspond to a single set of {Si } in a
unique one-to-one manner, i.e. such correspondence is not unique. A macroscale
state rα corresponds to many microstates {Si }, and a microstate is determined by the
distribution of statistical variable Si .

It may be also noted that on the configuration spaces BI ,BR , the center of mass
coordinate are the same, i.e. Rα , whereas the configuration space BS is defined cell
by cell, and the coordinate of the center of mass of each cell is zero.

A pictorial illustration of three physical configurations is displayed in Fig. 3,
where physical interpretations of different kinematic mappings at different scales are
graphically illustrated. In passingwe note that the continuum compatibility condition
is a macroscale condition, and at both microscale and mesoscale this condition is not
necessarily satisfied. For crystalline solids, this may be linked to the defect states or
quasi-crystal states. Even though the referential configuration is not essential in the
fine scale calculations, but its information is needed in coarse scale computations. To
clearly specify displacement decomposition at each scale, we consider the following
atomic position decomposition,

ri = rα + rαi ⇒ ri = rα + Fα · Rαi = rα + Fα · χα · Si (14)

where
Rαi = χα · Si .

These relations are schematically illustrated in Fig. 4. Subsequently, we can decom-
pose the atomistic displacement into three different scales,

u = rα − Rα; ũi =
(
Fα · χα − χα

)
Si , and u′

i =
(
χα − χα0

)
Si , (15)

whereu, ũi ,u′
i denotemacroscale,mesoscale, andmicroscale displacements. Appar-

ently, three of them together constitute the total displacement ui , which can be
expressed as,

ui = u + ũi + u′
i = ri − Ri . (16)

In the scale decomposition, we select three independent kinematic variables,
{Si ,χα, and rα}, to represent three different scales. The novelty of the proposed
multiscale decomposition is theMultiplicative Multiscale Decomposition,

φα = Fα · χα. (17)
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Fig. 3 Cell Deformation in different configurations: a the original undeformed system which is
divided into several unit cells. The atomic positions are given by Ri . The solid circles represent the
centers of mass; b the cells (dashed parallelograms) further undergoes microscale deformation χα

around their own center of mass separately without connection (with the cell center fixed). This is
because that continuity may not be valid at fine scale. c The configuration undergoes macroscale
deformationFα , i.e. now the cell centers start tomove.Notice that the continuity is amacroscale con-
cept. Based on this concept, we can use the positions of all cell centers to construct, e.g. interpolate,
a coarse scale displacement field

Fig. 4 Schematic illustrations of relations among i statistical configuration, ii intermediate con-
figuration and iii current configuration

This decomposition is in sharp contrast with the additive multiscale decomposition
proposed by Wagner and Liu [2]. The total deformation gradient φα consists of a
macroscale deformation gradient Fα and a micromorphic (meso) deformation gradi-
ent χα . The macroscale deformation gradient at a local position is completely deter-
mined by the local distribution of the supercell centers, which can be quantified, for
example, by Eq. (9). On the other hand, the microscale deformation gradient, which
is often called as the micro-deformation in the literature of micromorphic theory,
is an independent mesoscale field variable that quantifies the independent supercell
rotation or microscale deformation. The macro deformation Fα may be considered
to be Long-range order, whereas the micro-deformation χα may be considered to
be Short-range order.
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2.2 Statistical Conditions

Before deriving the dynamic equations ofMMMD,wewould like to exam the kinetic
energy of the α-th cell:

Kα = 1

2

∑

i

mi ṙi · ṙi = 1

2

∑

i

mi (ṙα + φ̇α · Si + φα · Ṡi ) · (ṙα + φ̇α · Si + φα · Ṡi )

= Mα

2
ṙα · ṙα

︸ ︷︷ ︸
K1

+ 1

2
φ̇
T
α φ̇α

∑

i

miSi ⊗ Si

︸ ︷︷ ︸
K2

+ 1

2

∑

i

mi Ṡi · C · Ṡi
︸ ︷︷ ︸

K3

+ 1

2
φ̇
T
α φα

∑

i

miSi ⊗ Ṡi + 1

2
φT

α φ̇α

∑

i

mi Ṡi ⊗ Si

︸ ︷︷ ︸
K4

(18)

where Mα =
∑

i

mi is the mass of the cell, and C = φT
α φα is the multiscale right

Cauchy-Green tensor.
We postulate the following statistical condition,

JSα =
∑

i

miSi ⊗ Si = χ−1
α0 · Jα · χ−T

α0 = constant tensor. (19)

where
Jα =

∑

i

miRαi ⊗ Rαi , (20)

is a second order tensor that is similar to the moment of inertia tensor of the cell
in referential space. In mechanics, the moment of inertia tensor of a rigid body is
defined as,

IEuler :=
∫

V

ρ
(
‖R‖2I(2) − R ⊗ R

)
dV

where ρ is mass density, and I(2) is the second order unit tensor. It is obvious that
IEuler is dependent on both the shape and size of the rigid body. Similarly the tensor
Jα is also dependent on both the shape and size of the micromorphic MD cell. On
the other hand, the second order tensor JSα is not dependent on the MD cell size and
shape. In fact JSα is the push-back of Jα Marsden and Hughes [36], and χα0 = χ(0)
is a constant second order tensor, i.e. the geometric shape tensor of the original cell.

We can replace the discrete summation (19) with a continuous integration, i.e.

JSα =
∫

ω

ρS ⊗ SdωS (21)
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where ω is the volume of a unit cube. Let EI be the principal axes of JSα . We can then
have the spectral decomposition of JSα ,

JSα =
3∑

I=1

⎛

⎝
∫

ω

ρS2I dω

⎞

⎠EI ⊗ EI . (22)

If we assume that JSα is a spherical tensor, we have

∫

ω

ρS21dω =
∫

ω

ρS22dω =
∫

ω

ρS23dω =: Wα . (23)

It should be noted that the supercell is not a necessarily unit cube, and it is related
to the physical shape of the lattice representative cell. Therefore, the related Euler’s
moment of inertia tensor, IEuler is in general anisotropic. On the other hand, the
moment tensor JSα in (21) is defined in the statistical configuration. The assumption
that JSα is a spherical tensor is based on the general ergodicity postulate that the space
and time that a molecular dynamics simulation is involved are statistical isotropic
and homogeneous, which is one of the fundamental hypothesis in statistical physics
and molecular physics. Note that we are discussing a quantity in a statistical con-
figuration BS , not the lattice configuration BR,B I nor the current configuration Bc.
The anisotropy of a material in the lattice space is not in conflict with the ergodic
assumption stated here.

Next we consider the fourth term of the kinetic energy K4. Since we may label Si
statistical variables, we may find that JSα is in fact a tensorial autocorrelation function
of statistical positions,

JS(τ ) =< Si (t) ⊗ Si (t + τ) >:=
∑

i

miSi (t) ⊗ Si (t + τ) (24)

One can prove that the autocorrelation tensor is an even function of τ , if JS is
spherical. This implies the derivation at the origin τ = 0 is zero. Hence,

d

dτ
JSα|τ=0 =

∑

i

miSi (t) ⊗ Ṡi (t) = 0, (25)

and similarly,

∑

i

mi Ṡi (t) ⊗ Si (t) = 0 . (26)

Equations (25) and (26) imply that K4 = 0. In fact, the Second statistical condition
states that JSα is a spherical tensor, which implies that
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JSα(τ) =< Si (t) ⊗ Si (t + τ) >=
∑

i

miSi (t) ⊗ Si (t + τ) =
(∑

i

mi Si (t)Si (t + τ)
)
EI ⊗ EI

where EI , I = 1, 2, 3 are the basis of a Cartesian coordinate. It then follows,

JSα(−τ) = < Si (t) ⊗ Si (t − τ) >=
∑

i

miSi (t) ⊗ Si (t − τ)

=
(∑

i

mi Si (t)Si (t − τ)
)
EI ⊗ EI =

(∑

i

mi Si (t + τ)Si (t)
)
EI ⊗ EI

= < Si (t) ⊗ Si (t + τ) >= JSα(τ )

Utilizing the two statistical conditions,we canwrite theLagrangian of theMMMD
system as,

Lm = 1

2

∑

β

Mβ ṙβ · ṙβ + 1

2

∑

β

JSβ : (φ̇
T
β φ̇β)

+ 1

2

∑

β

∑

i

mi Ṡi · Cβ · Ṡi − 1

2

∑

β

∑

γ

∑

i∈β, j∈γ

V (ri j ) −
∑

β

∑

i∈β

bi · ri (27)

where β, γ are cell indices, and the abbreviation i ∈ β means that the i-th atom
belongs to the β-th cell. Cβ := φT

β φβ is the micro right Cauchy-Green tensor for
total deformation.

In the rest of the paper, we choose three independent field variables, rα,φα ,
and Si representing kinematic variables for three scales, instead of the set of original
variables rα,χα,Si , whichwill be equivalent each other. ThusLm = Lm(rα,φα,Si ).
The equations of motion are stated as

d

dt

∂Lm

∂ ṙα

− ∂Lm

∂rα

= 0; d

dt

∂Lm

∂φ̇α

− ∂Lα

∂φα

= 0, and
d

dt

∂Lm

∂Ṡi
− ∂Lα

∂Si
= 0 . (28)

3 Multiscale Micromorphic Molecular Dynamics (MMMD)

In this Section, we shall derive the dynamic equations for multiscale micromorphic
molecular dynamics.

3.1 Coarse Scale Dynamic Equation

We start by deriving some relations that are needed in subsequent derivations. Con-
sidering

Fβ = Fβ({rα}) and Ḟβ = Ḟβ({rα}, {ṙα}), (29)
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we then have

Ḟβ =
∑

α

∂Fβ

∂rα

ṙα, (30)

which leads to the relation,

∂Ḟβ

∂ ṙα

= ∂Fβ

∂rα

. (31)

Moreover

F̈β =
∑

α

(
d

dt

(
∂Fβ

∂rα

)

ṙα + ∂Fβ

∂rα

r̈α

)

, (32)

on the other hand,

F̈β =
∑

α

(
∂Ḟβ

∂rα

ṙα + ∂Ḟβ

∂ ṙα

r̈α

)

(33)

Comparing Eqs. (32) and (33) and utilizing (31), we obtain

d

dt

(
∂Fβ

∂rα

)

= ∂Ḟβ

∂rα

. (34)

Furthermore considering,
φ̇β = Ḟβχβ + Fβ · χ̇β, (35)

we can obtain,

∂φ̇β

∂ ṙα

= ∂Ḟβ

∂ ṙα

χβ + ∂Fβ

∂ ṙα

χ̇β = ∂Fβ

∂rα

χβ = ∂φβ

∂rα

. (36)

Here, we assume that
∂Fβ

∂ ṙα

= 0, according to Eq. (29).

By virtue of Eqs. (34)–(36), we have

∂φ̇β

∂rα

= ∂Ḟβ

∂rα

χβ + ∂Fβ

∂rα

χ̇β = ∂Fβ

∂rα

χ̇β + d

dt

(
∂Fβ

∂rα

)

χβ

= d

dt

(
∂φβ

∂rα

)

= d

dt

(
∂φ̇β

∂ ṙα

)

. (37)

This relation is needed in the subsequent derivation. Considering the coarse scale
Lagrangian equation and utilizing the above relation, we have
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d

dt

(∂Lm

∂ ṙα

)
= d

dt

(
Mα ṙα +

∑

β

∂Lm

∂φ̇β

· ∂φ̇β

∂ ṙα

)

= Mα r̈α +
∑

β

d

dt

(∂Lm

∂φ̇β

)
· ∂φ̇β

∂ ṙα

+
∑

β

∂Lm

∂φ̇β

· d

dt

(∂φ̇β

∂ ṙα

)

= Mα r̈α +
∑

β

∂Lm

∂φβ

· ∂φβ

∂rα

+
∑

β

∂Lm

∂φ̇β

· d

dt

(∂φβ

∂rα

)

= Mα r̈α +
∑

β

∂Lm

∂φβ

· ∂φβ

∂rα

+
∑

β

∂Lm

∂φ̇β

· ∂φ̇β

∂rα

(38)

Furthermore,

∂Lm

∂rα
=

∑

β �=α

∑

i∈α, j∈β

V ′(ri j )
ri j
|ri j | −

∑

i∈α

bi +
∑

β

∂Lm

∂φβ

· ∂φβ

∂rα
+

∑

β

∂Lm

∂φ̇β

· ∂φ̇β

∂rα
. (39)

Substituting Eqs. (38) and (39) into the coarse scale Lagrangian equation, we obtain

d

dt

(∂Lm

∂ ṙα

)
− ∂Lm

∂rα

= 0 → Mα r̈α =
∑

β �=α

∑

i∈α, j∈β

V ′(ri j )
ri j
|ri j | + Bα (40)

where Bα = ∑
i bi . Note that −V ′(ri j )

ri j
|ri j | = fi j is the pair force between atoms. If

one would like to include the macroscale traction boundary condition as indicated
in Fig. 1, one needs to add another term on the center of mass of the boundary cells.
In this case, we can redefine the external force density as,

Bα = Sα t̄α + �αb̄α, (41)

where Sα is the area of macroscale traction boundary of α-th cell, t̄α is the traction
vector on Sα; and b̄α = ∑

i bi/�α .
Then we can rewrite the above equation as,

Mα r̈α = −
∑

β �=α

∑

i∈α, j∈β

fi j + Bα (42)

The first term in the right hand side (RHS) of Eq. (42) represents the cell-to-cell
interactions. We can also rewrite the first term of RHS of Eq. (42) as

∑

β �=α

∑

i∈α, j∈β

fi j =
∑

β �=α

fαβ, where fαβ :=
∑

i∈α

∑

j∈β

fi j . (43)
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Then Eq. (42) can be written in terms of coarse grain variables completely,

Mα r̈α = −
∑

β �=α

fαβ + Bα . (44)

where the Greek letters α, β denote the centers of mass of MD cells.
In Eq. (43), the cell-to-cell interaction term consists of all the atomic bond forces

that passing through the surface of the cell, which is actually the divergence of the
Cauchy stress (� · σ α) generated by the atomic interaction from outside the cell
multiply the volume �α . This can be seen as follows,

−
∑

β �=α

∑

i∈α, j∈β

fi j ≈
∫

∂�α

σ · ndS =
∫

�α

∇ · σdV ≈ ∇ · σ α�α .

Thus Eq. (42) may be interpreted as,

Mα r̈α = (� · σ α)�α + Bα (45)

which is a coarse-grain version of the Balance of Linear Momentum. Equation (45)
not only establishes a link frommolecular dynamics to continuummechanics, but also
provides an alternative computational formulation, which is explained as follows.

First we can rewrite the divergence of the Cauchy stress as

�α∇r · σ α = �̃α J∇R · σ α

(∂R
∂r

)
= �̃α

(
∇R ·

(
Jσ αF−T

α

)
− σ α · ∇R · (JF−T

α )
)

= �̃α∇R ·
(
Jσ αF−T

α

)
= �̃α∇R · Pα ,

where �̃α is the volume of the MD cell in the intermediate configuration, i.e.
R-configuration, and J := det (Fα) = �α/�̃α . In the above derivation, the Piola
identity ∇R · (JF−T ) = 0 is used, and moreover Pα = Jσ αF−T

α is the first Piola-
Kirchhoff stress with respect to the current configuration (r-configuration) and the
referential configuration (R-configuration), which can be shown as

Pα = PV irial
α = 1

�̃α

∑

i∈α

(
−φαmi Ṡi ⊗ Ṡi + 1

2

∑

j∈α, j �=i

fi j ⊗ Si j
)

· χT
α , (46)

when the equilibrium state is reached. The detailed derivation of Eq. (46) will be
discussed in the subsequent sections, and our purpose here is to derive themacroscale
dynamic equation.

Now Eq. (45) can be re-written as

Mα r̈α = �̃α∇R · Pα + Bα . (47)
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Recall that the coarse scale deformation gradient may be approximated as (9),

Fα = ∇R ⊗ rα ≈
( Nh∑

β=1

ω(|Rαβ |)rαβ ⊗ Rαβ�̃β

)
· M−1

α , (48)

which indicates that the structure of the discrete differential operator may be
expressed as follows,

∇R ⊗
(
fα

)
≈

( Nh∑

β=1

ω(|Rαβ |)(fβ − fα) ⊗ Rαβ�̃β

)
· M−1

α .

Following the same procedure, we can define the discrete gradient operator as,

∇R ·
(
fα

)
≈

( Nh∑

β=1

ω(|Rαβ |)(fβ − fα) · Rαβ�̃β

)
· M−1

α . (49)

Note that the center of mass positions, Rα or Rβ , are the same in the intermediate
configuration (R) as well as in the referential configuration (R).

Finally, we can approximate Eq. (47) as

Mα r̈α ≈
( Nh∑

β=1

ω(|Rαβ |)(Pβ − Pα) · Rαβ�̃β

)
· M−1

α + Bα . (50)

This is an alternative computation formulation in comparison to Eq. (42), because
one does not need to calculate interactions among different cells but only calculate
the Virial stress in each cell. This formulation provides a natural passage bridging
molecular dynamics and continuum mechanics coupling.

3.2 Mesoscale Dynamic Equations

We now exam the mesoscale Lagrangian equation. Considering the derivative terms
with respect to the chosen mesoscale variable, i.e. φ̇α and φα , we first have,

∂Lm

∂φ̇α

= φ̇α · JSα → d

dt

(∂Lm

∂φ̇α

)
= d

dt
(φ̇α · JSα) = φ̈α · JSα, (51)
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and then we have,

∂Lm

∂φα

= 1

2

∑

i

mi Ṡi
∂Cα

∂φα

Ṡi − 1

2

∑

i, j∈α

V ′(ri j )
ri j
|ri j | · ∂ri j

∂φα

−
∑

β

∑

i∈α

j∈β �=α

V ′(ri j )
ri j
|ri j | · ∂ri j

∂φα

−
∑

i∈α

bi · ∂ri
∂φα

= φα

∑

i

mi Ṡi ⊗ Ṡi − 1

2

∑

i, j∈α

fi j ⊗ Si j +
∑

β

∑

i∈α

j∈β �=α

fi j ⊗ Si +
∑

i∈α

bi ⊗ Si .

(52)

Finally, the mesoscale Lagrangian equations have the form,

φ̈α · JSα = φα

∑

i

mi Ṡi ⊗ Ṡi − 1

2

∑

i, j∈α

fi j ⊗ Si j +
∑

β

∑

i∈α

j∈β �=α

fi j ⊗ Si j +
∑

i∈α

bi ⊗ Si .

(53)

To understand physical meanings of the above equation, we can define the
mesoscale 1st Piola-Kirchhoff stress tensors as,

PV irial
α :=

∑

i∈α

(
−φαmi Ṡi ⊗ Ṡi + 1

2

∑

j∈α, j �=i

fi j ⊗ Si j
)

(54)

Pext
α =

∑

β �=α

∑

i∈α, j∈β

fi j ⊗ Si j = φα ·
(∑

β �=α

∑

i∈α, j∈β

V ′(ri j )
Si j ⊗ Si j

ri j

)
, (55)

where PV irial
α and Pext

α are the first Piola-Kirchhoff stress of the α-th cell, which are
the two-point tensors defined on the current configuration i.e r-configuration and the
statistical configuration, i.e. S-configuration.

Figuratively speaking, these tensors have two legs, one is in r-configuration and
the other is in S-configuration. If we push the leg in S-configuration forward to the
intermediate configurationR-configuration, i.e.Ri = χ · Si , the corresponding first
Piola-Kirchhoff stress will have the following expression,

PV irial
α = 1

�̃α

∑

i∈α

(
−φαmi Ṡi ⊗ Ṡi + 1

2

∑

j∈α, j �=i

fi j ⊗ Si j
)

· χT
α , (56)

which is used in Eq. (46).
With above definitions of stresses, we can recast the mesoscale dynamics equa-

tions as
φ̈α · JSα = −

(
PV irial

α − Pext
α

)
+ Mα (57)



A Multiscale Molecular Dynamics and Coupling with Nonlinear … 231

where PV irial
α is given by Eq. (54); and Pext

α is given by Eq. (55), andMα =
∑

i∈α

bi ⊗
Si is the mesoscale external couple. Note that Eqs. (54) and (55) are insightful,
because it resolves one of outstanding debates on the definition of the Virial Stress.
Equation (54) is basically the mathematical definition of the Virial stress e.g. Irving
and Kirkwood [37], Tsai [38]. However, Zhou [39] argued that the kinetic energy
part should be dropped out in the stress calculation, even though many disagreed,
e.g. Murdoch [40], Subramaniyan and Sun [41]. We now see from Eqs. (54) and
(55) that if the stress is internally generated, the definition of the Virial stress is
the original definition of the Virial stress; but if the stress is an external stress, then
the kinetic energy part should drop out from its expression. This is because that
the current formulation of the multiscale micromorphic molecular dynamics is a
adiabatic formulation, which does not consider the heat exchange among the cells. If
in Eq. (57), φ̈α = 0, we have Pext

α = PV irial
α → Pext

α = PV irial
α , which is the proof

of Eq. (46).

3.3 Microscale Dynamic Equations

After evaluating the fine scale Lagrange equation for i ∈ α, we first have

d

dt

∂Lm

∂Ṡi
= mi

(
Cα · S̈i + Ċα · Ṡi

)
. (58)

The derivative of fine scale Lagrange equation with respect to Si has two cases,

(a) α = β : ∂Lm

∂Si
= −1

2

∑

j �=i

(V ′(ri j )
ri j

Cα · Si j
)

(b) α �= β : ∂Lm

∂Si
= −1

2

∑

α �=β

∑

j �=i

(V ′(ri j )
ri j

φT
α · ri j

)
,

where ri j = rαβ + φβ · S j − φα · Si .
Combining the two equations and Eq. (58), we finally obtain

mi S̈i + 1

2
φ−1

α

∑

β

∑

i �= j

(V ′(ri j )
ri j

(rαβ + φβ · S j − φα · Si )
)

+ miC
−1
α Ċα · Ṡi + φ−1

α · bi = 0 , (59)

where i ∈ α. One may note that the second term in Eq. (59) contains both interaction
of atomswithin theα-th cell and between twodifferent cells, i.e. the case i ∈ α, j ∈ β

and β �= α.
In summary, the three scale governing equations of Multiscale Micromorphic

Molecular Dynamics are as follows,
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Mα r̈α = −
∑

β �=α

∑

i∈α, j∈β

fi j + Sα t̄α + �αb̄α (60)

φ̈α · JSα = −(PV irial
α − Pext

α ) + Mα (61)

mi S̈i = −miC−1
α · Ċα · Ṡi + φ−1

α

(∑

β

∑

j∈β �=i∈α

f j i + bi
)

(62)

where the micromorphic deformation tensor is φα = Fα · χα . One can see from Eq.
(60) that the macroscale traction boundary condition is embedded in the coarse scale
dynamic equation.

4 Multiscale Coupling Algorithms

One of the main advantages of MMMD is that it provides a perfect means to design
multiscale coupling strategy, because it automatically split conventional molecular
dynamics into three scales. Therefore, if onewould like to coupleMDwith continuum
scale dynamics, S/he can directly connect the coarse scale MD with the continuum
dynamics as a recent contribution Tong and Li [42] having shown that MMMD can
perfectly couple with peridynamics.

We are now developing a multiscale coupling algorithm to couple nonlinear con-
tinuum mechanics based finite element method with MMMD.

In Fig. 5, we show a spatial coupling partition of finite element domain andmolec-
ular dynamics domain. In the molecular dynamics domain, we employ the multiscale
micromorphic molecular dynamics (MMMD); while in the finite element domain we
employ a Cauchy-Born based nonlinear finite element method to model and simulate
the material. For self-completeness, we briefly discuss the Cauchy-Born rule based
finite element in the following subsection.

4.1 Multiscale Finite Element Formulation

Based on continuum mechanics theory, The Hamiltonian principle for a continuum
body can be expressed in terms of displacement variation,

t1∫

t0

(
δK − (δW int + δWext )

)
dt = 0, (63)
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Fig. 5 Coupling between the finite element mesh and molecular dynamics domain

where

t2∫

t1

δKdt =
t2∫

t1

∫

�

ρu̇ · δu̇dVdt = −
t2∫

t1

∫

�

ρü · δudVdt (64)

δW int =
∫

�

∂W

∂F
: δFdV =

∫

�

P : δFdV (65)

δWext = −
∫

�

b · δudV −
∫

δ�t

T̄ · δudS (66)

where integration by parts is used in the line;W is the strain energy density;P = ∂W

∂F
is the first Piola-Kirchhoff stress tensor; and b and T̄ are body force and prescribed
traction vector.

Consider the finite element interpolation for the displacement field,

uh(X) = nelem
A
e=1

Ne∑

I=1

NI (X)uI , (67)
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where NI (X) are the finite element interpolation functions, uI are the nodal dis-
placements, and nelem is the total number of element, and Ne is the number of FEM
shape functions in the element e.

The discrete equation of motion for FEM procedure can be expressed as,

Md̈ = f int (d) − fext (68)

where, M is the mass matrix. f int and fext are force vectors from each element,
respectively. They are defined as follows:

M = nelem
A
e=1

∫

�e

ρ0NeTNedV (69)

f int = nelem
A
e=1

∫

�e

BeTPe(d)dV (70)

fext = nelem
A
e=1

{ ∫

�e

NeTBedV +
∫

�t

NeT T̄edS
}

(71)

where �e is the domain for the e-th element; ∂�t is the traction boundary; Be are
the element strain-displacement matrix and the gradient of the strain-displacement
matrix, respectively.

Crystal structure of silicon is diamond cubic, Fd3m, which is regarded as a set
of two FCC lattices, α and β (Fig. 6). Hence, the inner displacements between two
lattices can be defined as a vector v from the first lattice α to another β ( see [43–45]).

When evaluating stress based the Tersoff potential, we only take the nearest four
atoms into account to calculate interactions, the strain energy density and its deriva-
tive can be calculated by the pseudo unit cell composed of five atoms. The nearest
four atoms, which composed of a tetrahedral structure with the central atom, all
belong to a different FCC lattice unit cell β from the FCC lattice α to which the
center silicon resides (Fig. 6). If we term the central atom as index 1, and others are
from 2 to 5, distances of atoms are defined as,

r1 j = |r1 j | = |r1 − r j − v| j = 2, 3, ..., 5 (72)

r jk = |r jk | = |r j − rk | j, k = 2, 3, ..., 5, and j �= k (73)

The vector v can be evaluated to minimize strain energy density as shown in
Appendix. It had been found that the optimization of vector v is crucial to figure
out the stablest configuration of atoms at each deformation [43].

Because overall non-uniform deformation field can be interpreted by a set of
bulk elements with piece-wise uniform deformations, we can assume the first order
Cauchy-Born rule to represent deformation of the bulk element.

ri = FRi (74)
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Fig. 6 Unit cell of silicon crystal diamond cubic. Red and blue colors indicate atoms belong to two
different FCC lattices

where, Ri is original position of atom i in the unit cell, and ri is the position after
deformation. F is the first order deformation gradient of each element.

F = ∂x
∂X

(75)

4.2 Tersoff Potential

The strain energy density W can be written as follows,

W = U1

�0
= 1

2�0

5∑

j=2

V1 j (76)

where,U1 is the potential energy for the central atom1, and�0 is the volumeoccupied
by an atom in the initial configuration. V1 j is the Tersoff potential energy between
the central atom 1 and a surrounding atom j as

V1 j = fC(r1 j )[ fR(r1 j ) + b1 j f A(r1 j )] (77)
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In the Tersoff potential, the functions fR , f A are the cut off function,

fR(r1 j ) = Aexp(−λ1 j r1 j ) (78)

f A(r1 j ) = −Bexp(−μ1 j r1 j ) (79)

and fC are defined as follows;

fC(r1 j ) =

⎧
⎪⎨

⎪⎩

1 r1 j ≤ R1 j
1
2 + 1

2 cos
(

π(r1 j−R1 j )

S1 j−R1 j

)
R1 j < r1 j < S1 j

0 r1 j ≥ S1 j

(80)

Note here that, secondary differentiation of the original cutoff function (80) is dis-
continuous, it is thus unfavorable to estimate inner vector v at the transition points
r = R1 j and r = S1 j . To solve this inexpedience, Izumi and Suzuki introduced the
dumping cutoff function Izumi and Sakai [46] as;

fC(r1 j ) = 1

2
− 1

2
tanh

[π

2

( r1 j − R1 j

S1 j − R1 j

)]
(81)

In this study, we employ the modified cutoff function of Eq. (81) instead of Eq. (80)
without changing parameters R1 j and S1 j of the original Tersoff potential.

By taking account three body interaction, the parameter b1 j in Eq. (77)will explic-
itly depend on the location of the third atom k as follows,

b1 j = (1 + βnζ n
1 j )

−1
2n (82)

ζ1 j =
5∑

k �=i, j

fc(r1k)g(θ1 jk) (83)

g(θ1 jk) = 1 + c2

d2
− c2

d2 + (h − cosθ1 jk)2
(84)

cosθ1 jk = r1 jr1k
r1 j r1k

= (r21 j + r21k − r2jk)

2r1 j r1k
(85)

The parameter set of Tersoff potential used in this study is adopted from Tersoff’s
second paper [47], which can reproduce elastic properties of Siliconmore accurately.

According to the strain energy density, the first Piola-Kirchhoff stress tensor is
derived as,

P = ∂W

∂F
= 1

2�0

∂

∂F

( 5∑

j=2

V1 j

)
= 1

2�0

5∑

j=2

(∂V1 j

∂F
+ ∂V1 j

∂v
∂v
∂F

)
(86)
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The inner displacement v can be evaluated byminimizing of the strain energy density
W , i.e.

(∂V1 j

∂v

)

F
= 0 (87)

This condition is achieved by using Newton’s method to find the minimum of the
strain energy density, and as a result, inner displacement vector v can be obtained.
The procedure is presented and documented in Appendix. Finally, we have

P = 1

2�0

5∑

j=2

(∂V1 j

∂F

)

= 1

2�0

5∑

j=2

[∂V1 j

∂r1 j

∂r1 j
∂F

+
5∑

k=2,k �= j

(∂V1 j

∂r1k

∂r1k
∂F

+ ∂V1 j

∂cosθ1 jk

∂cosθ1 jk
∂F

)]
(88)

where,

∂ri j
∂F

= ∂ri j
∂ri j

∂ri j
∂F

= ri j ⊗ Ri j

ri j
(89)

∂cosθ1 jk
∂F

=
( 1

r1k
− cosθ1 jk

r1 j

)∂r1 j
∂F

+
( 1

r1 j
− cosθ1 jk

r1k

)∂r1k
∂F

(90)

−
( r jk
r1 j r1k

)∂r jk
∂F

According to Eq. (77), the derivative of V1 j by distance r is

∂V1 j

∂r1 j
= ∂ fC

∂r1 j
( fR(r1 j ) + b1 j f A(r1 j )) (91)

+ fC(r1 j )
(∂ fR(r1 j )

∂r1 j
+ b1 j

∂ f A(r1 j )

∂r1 j

)
(92)

where,

∂ fC(r1 j )

∂r1 j
= − π

4(S1 j − R1 j )
cosh

[π(r1 j − R1 j )

2(S1 j − R1 j )

]
(93)

∂ fR(r1 j )

∂r1 j
= −Aλ1 j exp(−λ1 j r1 j ) (94)

∂ f A(r1 j )

∂r1 j
= Bμ1 j exp(−μ1 j r1 j ) (95)

Similarly we can take derivatives of V1 j by r1k and θ1 jk to estimate Eq. (88), and
they are,
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∂V1 j

∂r1k
= fC(r1 j ) f A(r1 j )

[
−1

2
(1 + βnζ n

1 j )
−1
2n −1

]
βnζ n−1

1 j (96)

· ∂ fC(rik)

∂r1k
g(θ1 jk)

∂V1 j

∂cosθ1 jk
= fC(r1 j ) f A(r1 j )

[
−1

2
(1 + βnζ n

1 j )
−1
2n −1

]
βnζ n−1

1 j (97)

· fC(r1k)
2c2(cos θ1 jk − h)

[d2 + (h − cos θ1 jk)2]2 .

4.3 From MMMD to FEM

The coupling between MMMD and FEM is a two-way coupling. We first discuss
how to transfer information from MMMD to FEM.

A schematic illustration of the multiscale coupling is shown in Fig. 7 to demon-
strate the coupling strategy at the boundary of FEM region and MMMD region.

First, in order to pass the mechanical information from MMMD to FEM, the
FEM nodes at the multiscale boundary are chosen as the centers of mass of boundary
MMMD cells shown in Fig. 7; and we call these nodes as the intermediate node. The
global arrangement of the intermediate nodes is also shown in Fig. 8.

Fig. 7 The multiscale coupling strategy: From MMMD to FEM
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Fig. 8 The multiscale coupling strategy: From FEM to MMMD

Second, at each center of mass of MMMD cells, we can calculated the first Piola-
Kirchhoff (PK-I) virial stress PV irial

α based on Eq. (46). We can then use the PK-I
virial stress to calculate traction force of the boundary between FEM region and
MMMD region. As an example, for a four-node quadrilateral element surface, it
contains four centers of mass of MMMD cells, and we assume that the normal of
the quadrilateral element isN. The traction vector on the surface of this quadrilateral
element will be,

Tm =
4∑

α=1

N · PV irial
α (98)

where the subscript m denotes multiscale boundary. Thus, the traction boundary �t

in Eq. (71) has two parts, i.e. �t = �T
⋃

�m , where �T is the macroscale traction
boundary and �m is the multiscale traction boundary.

4.4 From FEM to MMMD

Shown in Fig. 7, each center of mass ofMMMDboundary cell may be in contact with
two elements (for two-dimensional quadrilateral FEM mesh). In three-dimensional
space, it may in contact with four or even elements. For each MMMD cell, there is
applied external load from it environment, i.e.

Mα r̈α = −
∑

β �=α

rαβ + Bα, (99)

in which the external force,

Bα = Sα t̄α + �αb̄α . (100)
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Suppose that a center of mass of boundary MMMD cell is in contact with two
elements and the MMMD cell has two exterior boundaries with normals N1 and N2

and surface facts S1 and S2.
We choose the following expression of Bα ,

Bα =
2∑

I=1

SINI · PI (101)

where the PK-I stress is the weighted average of all PK-I stress at evaluated at the
each quadrature point of that element, e.g.

PI =
4∑

i=1

∂W

∂F

∣
∣
∣
Xi

wi , (102)

wherewi are the Gaussian quadrature weights. The explicit expression for ∂W
∂F for the

Tersoff potential is given in Eq. (86) and related equations. A schematic illustration
of the multiscale coupling (from FEM to MMMD) is provided in Fig. 8.

5 Numerical Examples

Weemploy the coupled FEM-MMMDmethod to simulate nano-indentation of single
crystal silicon. The multiscale system contains the MD region and FEM region. In
MD region, we partitioned 7 × 7 × 5 = 245 cells, and in each cell there are 64
Silicon atoms so that there are total 15680 atoms in MD system. We used the Tersoff
potential to model single crystal Silicon. The FEM region is wrapped around theMD
region, it contains total 1860 brick elements as shown in Fig. 9.

Two types of indenters are used in simulations: a 20nm diameter spherical inden-
ter and Vicker’s indenter. In actual simulations, we used analytical expressions to
express the indenters’ contact surfaces, and we prescribed the motion of the inden-
ters. Since the indentation contact region is only restricted to the MD region, we
therefore only apply the indentation contact condition to MD region. We may view
that the indentation contact boundary is the coarse scaleMMMDboundary condition.
Thus we apply this prescribed indentation boundary condition only on the centers of
MMMD surface cells. On the other hand, the induced stress and force on the indenter
can be calculated by projecting and summing the virial stress of each MMMD cell
that is in contact of the indenter.

We have simulated nano-indentations various forms of Silicon. We listed the
simulation condition, i.e. the equilibrium bond distance and coordination number in
Table1.

The simulation results for Si-I are displayed in Figs. 10 and 11. From Fig. 10, one
may find the the simulated relation between indentation depth and the force exerted
by the indenter. Since this is a multiscale simulation, the both MMMD and FEM
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Fig. 9 The multiscale coupling strategy: From FEM to MMMD

Table 1 Equilibrium bond length and coordination number

Crystal Bond [Å] Coordination No.

Surface/Amorphous 2.35 <4

Si-I 2.35 4

bct-5 2.31 4

2.44 1

Si-III, XII 2.39 4

3.2–3.4 1

Si-II 2.42 4

2.57 2

parts contribute to silicon substrate deformation or indentation depth. In Fig. 10, we
plot the total indentation depth and load curves as well as the the contribution from
MD (MMMD) and FEM responses. In Fig. 11, show the molecular contact surface
morphologies with two different indenters.
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Fig. 10 Nano-indentation simulation result

Fig. 11 Indentation contact region morphology
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Abstract We present a general method for the electronic characterization of
aperiodic 2D materials using ab-initio tight binding models. Specifically studied is
the subclass of twisted, stacked heterostructures, but the formalism provided can be
implemented for any 2D system without long-range interactions. This new method
provides a multi-scale approach for dealing with the ab-initio calculation of elec-
tronic transport properties in stacked nanomaterials, allowing for fast and efficient
simulation of multi-layered stacks in the presence of twist angles, magnetic field,
and defects. We calculate the electronic density of states in twisted bilayer systems
of graphene and MX2 transition metal dichalcogenides (TMDCs). We comment on
the interesting features of their density of states as a function of twist-angle and local
configuration and how these features are experimentally observable. These results
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1 Introduction

Since the experimental isolation of graphene, many other two-dimensional van der
Waals materials have been successfully grown or fabricated from bulk samples in a
laboratory setting. Although a single-layer 2-D system has exciting physical prop-
erties, there has also been great interest in developing and understanding artificial
heterostructure materials composed of multiple 2-D layers [10]. Each layer is only
coupled to the other through the weak van derWaals interaction, allowing for stacked
materials to still exhibit 2-D phenomenons. These heterostructures are created by
taking different monolayer materials and mechanically placing them on top of one
another using nano-fabrication techniques. This fabrication method allows for any
possible relative angle between the two (or more) layers. Twisting will generally
break the translational symmetry of the heterostructure as the layers are no longer
aligned. The study of the symmetry of these materials has classified them into two
distinct categories: commensurate stacking (in which there exists a periodic super-
cell structure) and incommensurate stacking (no periodic structure).

Experiments in stacked van der Waals heterostructures have shown interesting
results. Bilayer graphene studies have found very clear twist-dependent features in
both the electronic density of states and the conductivity [13, 15]. Careful atomic
structure studies in bilayer graphene have also shown that at very small twist-angles, a
domain-wall phase appears where the relevant phase parameter is the crystal stacking
configuration [18]. 2D layers of transitionmetal dichalcogenides (TMDCs) have also
begun to be investigated experimentally [1, 12]. Although commensurate systems
have been studied using traditionalDensity Functional Theory (DFT)when the super-
cell is not unreasonable large, notmuch is knownabout incommensurate systems.Are
there distinct physical characteristics that distinguish between the incommensurate
and commensurate case? Are there unique phenomenon or phases present only in
incommensurate materials? Do the properties of incommensurate systems limit to
those of commensurate systems (perhaps as one takes infinitesimal variations in twist-
angle)? We investigate these questions by introducing a robust framework for the
simulation of incommensurate heterostructures and provide the results of numerical
implementation in some bilayer systems.

The starting point for our method is the generation of ab-initio tight-binding
models for stacks of 2D materials. A series of small supercell DFT simulations
where one layer is translated with respect to the other provides a large sample of
tight-binding parameters for specific distances and angles between atomic orbitals.
An analytic tight-binding model is then fit to these samples, providing a general
formula for computing “hoppingparameters” betweenorbitals. Tight-bindingmodels
generated in this manner reproduce band structure with the accuracy, but not the
computational cost, of DFT. We use bilayer tight-binding models created from this
method for graphene [8] and MX2 TMDCs [9] where M = (Mo, W) and X = (S, Se).
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2 Method

2.1 Formalism

Our methodology is inspired by two previous mathematical works on disordered
tight-binding models. First, an algebraic treatment of electronic transport in disor-
dered lattice systems [2, 11] allows for the rigorous definition of quantum-mechanical
operators in a disorderedmaterial. Second, an argument that local tight-bindingmod-
els create exponentially localized local observables, i.e. one can controllably remove
finite-size and edge effects from tight-binding calculations [7]. Using these previ-
ous works, we are able to develop a useful vocabulary for treating the problem of
modeling twisted 2D layered materials.

A tight-bindingmodel in d-dimensions is described by orbitals in a d-dimensional
lattice (i ∈ Z

d ) and the hopping parameters between orbitals (usually labeled ti j ).
To describe disorder in this model, we consider the space of all possible defects
and apply one specific set of defects in a stochastic manner. This is formulated by
defining a configuration space Ω with specific local configurations ω ∈ Ω with a
probability distribution of configurations dP(ω). In short, Ω describes all possible
environments that an orbital can see around itself. In this manner, wewish to simulate
operators by sampling over the space of disorder configurations Ω .

Viewing the interlayer van der Waals force as a perturbative potential, the twist-
angle can be interpreted as an aperiodic disorder to a single-layer system. Although
we wish to keep the twist-angle fixed throughout the material, the location of the
orbital in the “potential” of another layer does vary. This “shift” between the origin of
unit-cells in different layers completely describes the local configuration ω. For each
one of these shifts, we can construct a finite-system which contributes a finite-size
error to the calculation. However, this error decays exponentially with the radius, so
it can be taken controllably to zero. Our results show that this is a computationally
feasible strategy.

To describe the difference between an incommensurate and commensurate angle
in this model is now easy: a commensurate angle has a finite configuration space
(because a periodic super-cell exists) while an incommensurate angle has an infi-
nite configuration space. If two angles, θ commensurate and φ incommensurate, are
extremely close then a specific “shift” will look effectively identical between them.
Therefore, the results of a single ω calculation will not vary significantly between
θ and φ. Rather, its the sampling of ω that varies. To see the incommensurabil-
ity/commensurability of a twist angle as a phase transition in a real material, some
physical observable must vary strongly enough over Ω and the commensurate twist
angle must not sample Ω too finely.

In conclusion, we wish to calculate local operators over the space of all possible
configurationsΩ . To do this, we choose a local configuration ω and construct a large
finite tight-binding system which has the orbital described by ω at its center. Then,
the physical property of interest (density of states, conductivity, etc.) is calculated
from themodel. Thismethod allows for other sources of disorder to be treated exactly
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as well. Physical defects such as vacancies, ripples, and edges are easy to implement.
Simply introduce extra dimensionality toΩ to represent all possible forms the defects
can take and place the defects directly into eachω tight-binding model. Although our
ab-initio tight-binding model may not be accurate in the presence of large defects
or edges, point vacancies should be well captured by just removing a few orbitals
without modifying tight-binding parameters.

Magnetic field can be introduced to the tight-binding model with a Peierl’s substi-
tution. As wewill show in the next section, we have gauge freedom between different
configurations ω when computing local density of states. This means we can choose
a gauge for each ω calculation and not worry about the vector-potential A agreeing
between each finite-sized sample of our infinite material (Fig. 1).

2.2 Implementation

Wewill nowwalk-through the details of how thismethod calculates electronic density
of states in twisted heterostructures.

First, create a heterostructuremodel out of layered disks of a cut-off radius R. They
are centered at a point with “zero-shift”, which is just one specific ω configuration.

Fig. 1 Large Moiré pattern of bilayer graphene, with the red sheet twisted 3.1◦ with respect to the
blue sheet. The locality method calculates global properties for an infinite material by computing
values at the center of many finite-size systems. Two such finite-sized systems are shown above
in blue and green outline, with the blue-orbital’s local environment described completely by the
“b-shift” between the blue and red unit-cells
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Next, find all relevant hopping indices Hω
i j in the sparse Hamiltonian by only looking

for pairs that are less than a few nanometers apart. For each desired configuration
ω, shift each layer by the proper amount (with respect to a fixed layer, usually the
bottom one) and compute Hω

i j for each non-zero hopping index.We implement Local
EDoS, but can do conductivitywith current-current correlation fitting [16]. The Local
EDoS can be easily derived from the global EDoS, g(ε), if we carefully consider all
eigenstates (indexed by s) and orbitals (indexed by x):

g(ε) = 1

N

N∑

s=1

δ(ε − εs) = 1

N

N∑

s=1

δ(ε − εs)
∑

x

|ψs(x)|2

=
∑

x

1

N

N∑

s=1

δ(ε − εs)|ψs(x)|2 =
∑

x

gx(ε)

(1)

where we have identified the local density of states gx(ε) as:

gx(ε) = 1

N

N∑

s=1

δ(ε − εs)|ψs(x)|2 (2)

Finally, we apply the operator of interest to Hω
i j with a Kernel Polynomial Method

(Chebyshev polynomials) [16]. The Chebyshev polynomials Ti form a complete
basis for square integrable functions which take values in the range [−1, 1]. A linear
combination of them can be chosen to approximate the eigenspectrum of a tight-
binding Hamiltonian after a simple rescaling to ensure all eigenvalues lie in [−1, 1].
Of interest is the Hamiltonian Hb of a specific orbital at a configurationω represented
by shift b. First, approximate the delta-function operator as a linear combination of
the first p Chebyshev polynomials:

δ(ε − Hω) ≈
p∑

i=0

ai (ε)Ti (H
ω) (3)

Ti (Hω) is as large as the tight-binding Hamiltonian matrix and thus it is very
unwieldy to keep track of all of them numerically. So instead we define a projection
of this object onto site x as:

T xx
i (ε) = v†

x Ti (H
ω)vx , vx = (0, 0, . . . 0, 1, 0 . . . , 0, 0) (4)

This is exactly the definition needed to succinctly write our local density of states
operator:
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gx(ε) = 1

N

N∑

s=1

ψ†
s (x)δ(ε − εs)ψs(x)

≈
p∑

i=0

v†
x (x)ai (ε)Ti (H

ω)vx =
p∑

i=0

ai (ε)T
xx
i (Hω)

(5)

We compute only the center site (far from the boundary of this finite system), so
we are interested in:

g0(ε) ≈
p∑

i=0

ai (ε)T
00
i (Hω) (6)

Note that T 00
i (Hω) is simply a number, and that all the ε dependence occurs in the

coefficients ai (ε). Thus we can compute the local density of states for any sampling
of energy values very cheaply after doing the expensive calculation of T 00

i (Hω).
Fortunately, the error introduced by the KPM adds linearly to the finite-size error
and both have the same functional exponential form. This means we can find an
optimal ratio of finite cut-off radius R and KPM polynomial order p for a small
system and then increase both R and p accordingly for optimized calculations of
large systems.

For electric field, only the on-site energies (diagonal elements) of the Hamiltonian
change. If the hopping elements are Hω

i j = t0i j without the presence of the electric
field, the new hopping terms are:

ti j = t0i j + (E(ri ) · ri )δi j (7)

where E(r) is the electric field and ri is the position of orbital i .
For magnetic field, we apply the Peierl’s substitution for the hopping element

Hω
i j = ti j between orbital i and orbital j

ti j = t0i j e
i e

�

∫ R j
Ri

A·dl (8)

where Ri is the position of orbital i , t0i j is the hopping element in the absence of
magnetic field, and A is a vector potential satisfying ∇ × A = B = (0, 0, Bz). The
simple gauge A = (−yBz, 0, 0) is chosen for our infinite material. A slight com-
plication arises from our local calculation method here. Although we have “gauge
freedom” in choosing the initial vector potential for the infinite material, this does not
necessarily mean each local configuration can have completely independent vector
potentials. In other words, it might be necessary to have the vector potentials of two
different Hb systems agree if we were to place them back into the infinite material.

To show that, at least for local density of states, we have gauge freedom between
local configurations, we prove that T 00

i is independent of the choice of gauge. T 00
i is

a polynomial in Hω, so this is equivalent to proving (Hω)n00 is gauge independent.
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We begin by noting the form of (Hω)n00 is explicitly

(Hω)n00 =
∑

{ai }
t0a1 ta1a2 . . . tan−2an−1 tan−10 (9)

where {ai } represents the sum over all possible hopping paths of length n from site
0 back to itself.

Since only the phase factor of ti j changes with gauge choice, we only need to
show that the phase factor φ of the terms in this sum are independent. The phase
factor is:

�

e
φ =

∫ Ra1

R0

A · dl +
n−2∑

i=1

∫ Rai+1

Rai

A · dl

+
∫ R0

Ran

A · dl =
∮

{ai }
A · dl

(10)

where the final integral represents the closed path traveled in real-space from the
center site R0 through all the Rai and back to R0. Changing our gauge from A →
A + Δλ for any real-valued function λ(r) causes a phase change of:

Δφ = e

�

∮

{ai }
Δλ · dl = e

�
(λ(R0) − λ(R0)) = 0 (11)

Thus our local density of states operator does not change under a gauge transfor-
mation. So for computational convenience we can place the center of the finite Hω

system at r = (0, 0, 0) and choose A = (−yBz, 0, 0). For any operator whose local
projection is a physical observable gauge independence should hold. However, if the
operator’s local projection is not a physical observable (as in the case of computing
topological character, or perhaps conductivity) care must be taken. In these cases,
the model needs the local projection to be gauge-independent or to have the gauge
“agree” between local configurations.

This method lends itself to excellent parallelization efficiency in comparison to
DFT super-cell methods. To compute the global operator we must do a large number
of independent computations of the local operator in different configurations (i.e.
each Hω). To manage all of these configurations, a master-worker parallelization
scheme was implemented using the standard Message Passing Interface (MPI) in
C++. Because each Hω ‘job’ is completed autonomously by each worker, the com-
putation is load distributed (the fastest cores get the most work, the slowest cores
get the least). Since each local operator is computed using only sparse matrix-vector
operations, we add a second layer of panelization on each worker by using multi-
threaded implementations of highly optimized matrix-vector operator subroutines
(Table 1).
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Table 1 Parallelization efficiency on a 750 Å cut-off radius graphene monolayer over 100 config-
urations

2 Ranks (s) 4 Ranks (s) 8 Ranks (s)

1 Threads 9638 3373 1758

2 Threads 6082 2139 1076

4 Threads 3717 1521 681

3 Results

3.1 Twisted Bilayer Graphene (tBLG)

Twisted bilayer graphene (tBLG) provides an excellent system to test this method on,
as it has already beenwell characterized bymany experimentalworks and low-energy
theory [3, 14]. To compute the EDoS of tBLG we used a two-band ab-initio tight-
binding model [8]. The bands corresponded to the pz orbital on the first and second
Carbon atom in the Graphene unit cell (i.e. π bonding and anti-bonding interactions
only). This tight-bindingmodel already showed very accurate results when used with
a periodic super-cell method. We find that the local EDoS modeled here shows no
large qualitative difference from the results of periodic systems.However, we are now
able to simulate arbitrary twist-angles and also study how the local operator changes
in real-space, allowing us to compare to the results of recent STM experiments.

The main feature of twisted bilayer graphene is the presence of Van hove Singu-
larities (VHVS) above and below the fermi energy. The origin of these VHVS can
be best understood by considering the low-energy band-structure of tBLG as four
dirac cones at the valleys Kl and K ′

l , where l = (1, 2) labels the layers. At 0◦ twist,
K1 and K2 are at the same point in momentum-space. As the layers are twisted, the
dirac conesmove away from one another inmomentum-space, and a partial band-gap
opening occurs where the cones now overlap. These hybridizations at the overlap of
the dirac-cones cause the VHVS.

First, we compare the spatial dependence of four tBLG angles to experimental
results [19] in Fig. 2. This is possible because sampling “shifts” over the diagonal of
one graphene’s unit-cell is the same asmoving linearly from anAA toAB type stack-
ing in the real-space Moiré pattern. We see excellent agreement between simulation
and result by comparing the features of the VHVS.

Next, we sample the configuration spaceΩ for a fixed twist angle of 5.73◦ (0.1 rad)
for 100 configurations along the diagonal of the unit-cell (Fig. 3). The results show
that the local DoS varies extremely smoothly as a function of ω, and that the only
regions of major configuration dependence are at the VHVS. The AB and BA type
stacking have much lower DOS at the VHVS than any other stacking configuration.
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Fig. 2 Simulated density of states from our method for the same four angles as used in an experi-
mental STMmeasurement [19]. Also plotted (in color) is a real-space image of the density of states
in the bilayer system at the dashed-line energy value. Calculated with a 500Å cut-off radius

Since our method fits the DoS to a smooth polynomial, the divergent nature of the
DoS at the VHVS is only partially recovered. However, we can still compare the
intensity of the VHVS by looking at the spectral weight near the singularity (i.e. the
area under the DoS curve). Also plotted in Fig. 3c are pure DFT ground-state energy
(GSE) calculations for non-twisted bilayer graphene over the same diagonal of shifts
with and without Li+ intercalation.With Li+ intercalation, the relative stability of the
AB and AA stacking inverts. This means Li+ may act as a “lubricant” between the
layers, allowingmacroscopic samples to change their twist-angle. Interestingly, there
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Fig. 3 Local electronic density of states as a function of shift distance acrosss the unit cell’s
diagonal. a The top graph is a scan of the EDoS with the coloring corresponding to distance across
the diagonal. The inset figure shows the real-space configuration ω, with the first graphene layer
in blue and the second layer in red. The unit-cell of the bottom layer is plotted in green, and the
calculated orbital is highlighted in solid red. b Density of states at the selected VHVS peak as a
function of shift for one orbital and for the average of both orbitals. c Ground state energy of 0
twist-angle graphene bilayer with and without Lithium ion doping. These results were computed
with conventional DFT in a 2× 2 graphene bilayer supercell

are great similarities between the VHVSDoS and the DFT GSE calculation, perhaps
meaning we can use DoS spectral weight in our method as a quantity analogous to
ground state energy. Sampling across the entire unit-cell provided equally smooth
results, which are just a smooth extension of LEDoS values at the three critical
stacking configurations.
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Fig. 4 Electronic density of states computed for twisted bilayer graphene from 0◦ to 5.73◦ twist-
angle. Some of the twist angles are labeled next to their EDoS line in the format “degrees (radians)”.
Between 0 and 0.1 rad a simulationwas done for every 0.005 rad interval. In dashed green are results
from a previous super-cell simulation with this model

We plot the angle-dependent EDoS for bilayer Graphene in Figs. 4 and 5. The
first and second Van-Hove Singularities (VHVS) can be seen clearly in the low-
angle regime, and they move away from the Fermi Energy linearly with twist angle.
This is in agreement with many STM experimental results [4, 17].

Introducing amagnetic field to ourmodel allows us to compute the fermi-velocity,
which is defined by the slope of the EDoS at the fermi-level inmomentum-space. This
traditionally requires a band-structure calculation, which is not performed for our
aperiodic model. By calculating how the monolayer’s EDoS changes with magnetic
field in Fig. 6, and using the low-energymodel for the localized states (LanduaLevels,
or LLs) [6]

E(n) = ±vF
√
2eBN (12)
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Fig. 5 Average EDoS as a function of a, b twist angle in bilayer graphene, or c magnetic field in
monolayer graphene. Height and color correspond to the value of the EDoS

gives us a fitted Fermi velocity vF = 1.2 × 106 m/s. This is in good agreement with
most other theoretical predictions and experimental results, which all find pristine
monolayer graphene’s Fermi velocity to be on the scale of 106 m/s [6].

We also simulate the magnetic-field dependence of the tBLG DOS in Fig. 7 for
a 5.73◦ twist angle. Landau levels appear as the magnetic field increases, with gaps
opening in the EDoS for B > 5T. This would correspond with the experimentally
observered phenomenon of the conductivity in tBLG going to zero in the presence
of magnetic field for values of the chemical potential near the fermi level [5]. Note
that the effect of magnetic field, and the formations of Landau Levels, is much less
straightforward in the twisted system than it was in the monolayer system. This is
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Fig. 6 Single-orbital local EDoS for mono-layer graphene for different values of perpendicular
magnetic field. The magnetic length and Landau levels (up to n = ±5) for the given Fermi-velocity
are plotted for each magnetic field strength. Simulation run with a 750Å cut-off radius

because in the monolayer, only the magnetic field is causing aperiodicity, through
a vector gauge potential which is generally incommensurate with the lattice. In the
twisted bilayer systems, the single-sheet periodicity is being broken by both the
(incommensurate) twist angle and the magnetic field.

With a smaller twist-angle, the “competition” between the twist-disorder and the
magnetic disorder becomes evenmore complicated, as in the 2.0◦ twist of Fig. 8. At 0
magnetic field, the low-energy EDoS is visible as two distinct van Hove singularities.
As the magnetic field increases, the VHVS become less and less distinct, as Landau
Levels start to form. But even at B = 14T, no clear gap has been opened by the
magnetic field,which for the 5.73◦ twist occurred as early as B = 10T.Othermethods
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Fig. 7 The local EDoS for tBLG at a 5.73◦ twist-angle for different values of magnetic field.
Simulation run for one configuration (A-A type-stacking) at a 500Å cut-off radius

of simulating the electronic structure of twisted 2D materials require either very
specific choices of the magnetic field (real-space, periodic supercells) or only work
when a simple effective Hamiltonian is available (k ·p theories). Our multi-scale ab-
initio method allows for a scalable calculation for arbritary materials, twist-angle,
and magnetic field (among other disorders).

3.2 Twisted MX2 TMDC Bilayers

Unlike bilayer graphene, heterostructures of transition metal dichalcogenides will
not be well-described by low-energy theory due to their large band-gaps (about 1
eV). We use an 11 band model, consisting of 5 d orbitals on the M type atom and
3 p orbitals (px , py , pz) on each of the X type atoms. The interlayer interaction is
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Fig. 8 The local EDoS for tBLG at a 2.0◦ twist-angle for different values of magnetic field. Each
configuration is plotted in light-grey, with the average EDoS for eachmagnetic field plotted in black.
Simulation averaged over 25 configurations at a 750Å cut-off radius

modeled only between X type atoms directly on the bilayer interface. Thus only the
“inner” X atoms interact between layers, with no hopping terms between M type or
“outer” X type atoms across the bilayer. We review the results for both a MoS2 and
a WSe2 ab-initio tight-binding model. The MoS2 model includes GW corrections to
the band structure, allowing for more accurate modeling of band-gap effects.

We find the configuration dependence of bilayer MoS2, calculated for a 5.73◦
twist-angle in Fig. 9. We see large amounts of configuration dependence in the pz
orbitals, and interesting configuration dependence near the valence band edge for
“inner” Sulfur pz orbital (bright green infigure).However, as a all the bilayerTMDCS
are strongly insulating materials, these sort of effects are difficult to study with the
STMmethods noted in the bilayer graphene section.We also show the configuration-
dependence for WSe2 bilayer calculated in a similar manner in Fig. 10.
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Fig. 9 Electronic density of states of bilayer MoS2 for a 0.1 rad (5.73◦) twist-angle. The average
density of states is on the bottom in black, and the projected configuration-dependent EDoS is above
in color. The band-gap is dominated by the dz2 orbital (in bright red). The other d orbitals are in
faded red and the outer and inner p orbitals are in blue and green. Simulation was run with a 300Å
cut-off radius over 100 configurations of the upper MoS2 unit-cell

The twist-angle dependence of the density of states for bilayer MoS2 is shown
in Fig. 11. There are significant changes in the EDoS of the valence band, but again
it is difficult to probe this region of the material experimentally. Instead, we focus
on the valence and conduction band edges, noting that the band-gap is a twist-
angle dependent feature. The band gap increases by 64 meV when going from 0◦ to
roughly 30◦ twist-angle. This represents an approximately 4% change in the band-
gap. However, our model does not take into account changes in the distance between
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Fig. 10 Electronic density of states of bilayer WSe2 for a 0.1 rad (5.73◦) twist-angle. See Fig. 9
for details on the calculation

the two layers as a function of twist-angle. The band-gap may be more dependent on
this distance than the twist-angle, but we still expect a noticeable change from the
twist-angle alone.

Our methodology can also give insight into how dopants effect the electronic
properties of 2D materials. Here we study the case of a double Sulfur vacancy in
MoS2, which is when both the sulfur atoms of a single unit-cell are missing from an
otherwise perfect monolayer. We do not change electronic hoppings between sites
in the presence of the defect, we simply remove the two atoms (6 orbitals) from
our tight-binding model. This “0-order” approximation may not be accurate, but it
can be compared to DFT results of monolayer vacancy systems. If the results agree
well between our tight-binding approximation and a full DFT calculation, properties
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Fig. 11 Simulations of
twisted bilayer MoS2 from
0◦ (red) to 28.65◦ (blue)
twist angle. The plots above
the dashed black line show
the EDoS for the various
twist angles, the plots below
show the logarithm of the
EDoS to allow for
comparison of band gap
widths. There are changes to
the density of states in
various areas of the
conduction and valence
bands as well as non-trivial
change in the bilayer’s band
gap. The gap widens by 76
meV when going from a 0◦
to 28.65◦ twist angle (a 4%
relative increase in the band
gap)

of multi-layer materials with vacancies is a reasonable extension. To improve the
accuracy of these tight-binding results, a more careful study of how the hopping
parameters change in the presence of the defect is necessary.

The results for a double Sulfur vacancy in monolayer MoS2 are shown in Fig. 12.
Three distinct energy values in the band-gap ofMoS2 appear. These are assumed to be
localized eigenstates, which is common for vacancy defects. By computing the local
EDoS on each orbital near the vacancy, we are able to plot the shape and symmetry of
the eigenstates. This is visualized by drawing colored circles (representing Mo and
S orbitals) with radii corresponding to the sum of the square of their local density of
states at each site.
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Fig. 12 a Local EDoS near a double sulfur vacancy defect of an MoS2 monolayer. Three defect
states appear in theMoS2 bandgap, at 1.75, 1.84, and 2.205 eV. The real-space wavefunction density
for these defect states is plotted in (b–d). The Sulfur vacancy defect is plotted as the red circle, and
the Mo and S densities are plotted by the area of the blue and green (respectively) circles. One Mo
site was not calculated (red ‘X’) because it shares a unit-cell with the defect. This is omitted due to
a small technical limitation in the current method, but is fixable with additional development work.
Simulation ran with a 500Å cut-off radius (∼270,000 atoms)

4 Conclusion

We have presented a new method for computing electronic structure by way of a
multi-scale ab-initio tight-binding model. This allows us to deal with 2D twisted het-
erostructures exactly, regardless of twist angle, and include other sources of disorder
and fields easily. We present results for graphene and transition metal dichalco-
genide in the presence of magnetic field and vacancies. We see many interesting
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twist-dependent features, an accurate implementation of arbitrary magnetic fields,
and a new method of studying the electronic properties of vacancies. We hope to
further develop our method and apply it to a large number of 2D systems, allowing
for robust and direct simulation of multi-layered meta materials in the presence of
arbitrary fields and defects.
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1 Introduction

Computational drug discovery is a conceptual approach to finding drug-like
molecules by rational design, based on the information regarding their intended
biomolecular target. A drug target is an important molecule, usually a protein,
involved in a particular metabolic or signaling pathway that is specific to a dis-
ease condition. Most approaches attempt to inhibit the functioning of an aberrant or
over-expressed pathway in the diseased state by interfering with the normal activity
of the target.Medicinal compounds as candidate drugs can have their structures ratio-
nally designed at a molecular level in such a way as to optimize their binding to the
active region of their target biomolecule in order to inhibit its activity and to simul-
taneously minimize their effects on other important biomolecules that may cause
undesired side effects. Since many challenges are posed by the large chemical and
biological spaces involved in designing drugs with high specificity and selectivity,
serendipity has traditionally played an additional important role in finding potential
new drugs. Conversely, structure-based drug design requires knowledge of the struc-
ture of the biomolecular target, and it utilizes 3D information about biomolecules
obtained from techniques such as x-ray crystallography and NMR spectroscopy.

The first step in the rational drug design process is usually the identification and
characterization of the biomolecular target, such as a protein or a DNA sequence.
From here, computational techniques can be used to model a drug within the binding
site of the biomolecular target, and this information can be used to design novel drug
panels with enhanced activity. Of the computational techniques available, molecular
dynamics (MD) is particularly important in the investigationof target characterization
and drug-target interactions. In Sect. 2, an overview of the main aspects of MD
simulations—including force field descriptions—and related methods intended to
characterize drug-target binding is provided. In Sect. 3, other computational drug-
discovery strategies, such as binding pocket prediction and molecular docking, are
described. Virtual screening (VS) techniques are also discussed.

2 Molecular Dynamics

2.1 General

Like most experimentally-measured properties of molecular systems, the binding
affinity of a drug to its target is a thermodynamic quantity, i.e., an ensemble average
over a representative statistical ensemble of a system. As a result, the knowledge of
a single 3D structure of a given protein complex—obtained, e.g., from x-ray crys-
tallography or cryo-electron microscopy—even if associated with a global energy
minimum, is not enough to theoretically predict suchmacroscopic properties. Instead,
it is necessary to generate a representative ensemble of conformations of the same
system at a given (typically physiological) temperature. Two popular computational
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methods may be applied to this end: molecular Monte Carlo simulations (MC) [1]
and MD [2]. For the study of dynamic or non-equilibrium properties (e.g., the trans-
port of molecules across biomembranes, chemical reactions, etc.), only the second
method may be utilized. Although MC simulations are simpler than MD ones, they
usually do not lead to any better statistics in a given amount of time [3]. That is
why MD is generally preferred over MC. Popular MD engines include Amber [4],
GROMACS [5], LAMMPS [6], NAMD [7].

MD simulations usually involve the numerical integration of Newton’s equations
of motion for a system of N interacting atoms representing the system of interest,
possibly including the molecules of the surrounding solvent:

mi
d2r i
dt2

� Fi , i � 1 . . . N , (1)

where r i is the position of atom i , mi its mass and Fi is the force acting on it, equal
to the negative derivative of the molecular potential U , i.e., Fi � −∂U/∂ r i .

Using Newton’s equations of motion automatically implies the use of classi-
cal physics, classical MD having the advantage of being far less computationally
demanding than real quantum-dynamical simulations, which require solving the
time-dependent Schrödinger equation for the system of interacting particles forming
the molecule. However, because of classical approximations, standard MD simula-
tions suffer from several limitations that the reader should be aware of. First, elec-
tronic motions are not considered per se. Instead, it is supposed that electrons are
always in their ground state adjusting their dynamics instantlywhen atoms aremoved
(Born-Oppenheimer approximation). Secondly, most potential energy functions U
used to model atomic interactions, commonly referred to as force fields in chemistry
and biology, are empirical thus approximate. They usually consist of a summation
of bonded forces and non-bonded pair-additive forces. Such analytical potentials
include free parameters (e.g., coupling constants, equilibrium bond lengths, van der
Waals radii, etc.), which are estimated by fitting against detailed electronic calcula-
tions or experimental properties (e.g., spectroscopymeasurements, elastic constants)
in order to reproduce observed experimental equilibrium behaviors [8–10]. Typical
classical MD force fields adopt the following functional form:

U �
∑

bonds

Kb(b − b0)
2 +

∑

angles

Kθ(θ − θ0)
2

+
∑

torsions

Kφ[cos(nφ + ϕ) + 1] +
N∑

i< j

(
Ai j

r12i j
− Bi j

r6i j

)
+

N∑

i< j

qiq j

4πε0ri j
. (2)

The first term in Eq. (2) represents the potential between two chemically-bound
atoms, modeled as a simple harmonic potential, b being the distance between the
two atoms and b0 the equilibrium bond length. The proximity between three atoms,
which are connected via chemical bonds can be described with an angle. The second
term in Eq. (2) stands for this angle-dependence involving three atoms and is also
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modeled by a harmonic potential, θ being the angle between the three atoms in
the structure and θ0 its equilibrium value. The third term represents the dihedral
angle (torsion) potential and depends on four atom coordinates. Such a potential
is periodic and is represented by a cosine function with n, the number of maxima
and ϕ, the angular offset. The variable φ is obtained from dihedral angles in the
structure. Noticeably, an additional term may be included in Eq. (2) to model out-of-
plane bending motions, i.e., improper dihedral angles. This is usually done through
a cosine or a harmonic function. The last two terms in Eq. (2) account for non-
bonded interactions and are calculated pairwise between atoms i and j. The fourth
term is the van der Waals potential, which is typically represented by a Lennard-
Jones 6-12 potential. The 1/r6 term is the attractive component while the 1/r12

term approximates Pauli repulsion. Parameters Ai j and Bi j are atom specific while
ri j stands for the distance between atoms i and j. The final term corresponds to
the electrostatic potential between atoms, and is modeled as a Coulomb potential.
Parameters qi and q j represent (fixed) charges on atoms i and j, while the constant
ε0 is the vacuum permittivity. Electrostatic interactions dominate over van der Waals
forces for long-range intermolecular interactions and they play a significant role in
non-chemical binding.

MD simulations result in trajectories, which contain information about the
changes of atomic positions over time, which can be analyzed in great detail to
extract pertinent information regarding the dynamics of the system. This includes
the root-mean-square deviation (RMSD) of ligand and protein atoms, supramolecu-
lar (non-covalent) interactions, changes in the potential energy of the system, short-
lived reaction intermediates [11], conformational changes, flexibility, and optimum
binding modes [12] among many various properties of the biomolecule and its envi-
ronment. In a computer-aided drug design process, the mobility of crystal water
molecules near proteins observed in MD simulations can help identify the amino
acid residues that play an important role in ligand binding. MD simulations can
also be used for studying ionic conductivity [13, 14], where the simulations provide
atomic level insights into ionic mobility. In terms of particular applications, MD has
been successfully used to study clinically important proteins such as HIV-1 gp120
[15], binding sites [16], drug resistance mechanisms [17], and protein folding [18,
19] to name but a few.

2.2 Polarizable Force Fields and Quantum Dynamics

Most standard force fields do not incorporate atomic polarizability effects other than
adjusting atomic partial charges obtained from quantum chemical computations.
However, polarizable force fields include extra degrees of freedom in order to model
electronic charges, usually attached to the nucleus by a spring as in the case of the
shell model [20]. This allows for a dynamic redistribution of atomic dipoles, which
responds to the local chemical environment. More realistic MD simulations, called
ab initiomolecular dynamics (AIMD), can be applied in order to reproduce electronic
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dynamics more accurately [21, 22]. Instead of using a prescribed potential for U ,
AIMD implies solving the time-dependent Schrödinger equation for the many-body
wave function of the electrons assuming the atom nuclei fixed (Born-Oppenheimer
approximation). The Schrödinger equation is generally solved at eachMD step using
density functional theory (DFT) in order to get the potential energy as a function of
the nuclear coordinates. The potential energy is then used to integrate the classical
Newton’s equations given by Eq. (1). Due to the cost of treating electronic degrees
of freedom, the computational cost is far higher than classical MD, implying that
AIMD is only applicable to small molecular systems and short time scales (picosec-
ond). A good trade-off between accuracy and speed is achieved by hybrid quantum
mechanics/molecular mechanics (QM/MM) force fields [23]. In such simulations,
the region of the system in which quantum effects (e.g., bond breaking, quantum
resonance …) take place is treated at an appropriate level of quantum chemistry the-
ory, while the rest is described by a classical molecular mechanics force field [24].
Recently, machine-learning-based algorithms have been suggested as a way to accel-
erate ab initio methods [25]. A significant advantage of AIMD and QM/MM simula-
tions is the ability to study reactions that involve breakage or formation of covalent
bonds, which correspond to multiple electronic states. AIMD has also proved useful
for reproducing typical dynamics and spectral features of liquids such as water [26].
Despite the accuracy provided by quantummethods, classical MD remains a reliable
method to study biomolecular processes in large systems over long simulation times
(up to a few milliseconds) including folding dynamics, conformational molecular
changes as well as non-covalent bindings of drugs to their biological target.

2.3 Molecular Dynamics and Drug Discovery

Molecular dynamics can be used together with other methods to solve a host of prob-
lems in biomolecular modeling [27, 28]. In the case of VSmethods that involve large
libraries of chemical compounds in order to identify a high-affinity small molecule
that is expected to act as an enzyme inhibitor, or a protein-protein interaction blocker,
the calculation of the binding energy of potential hits may help prioritize compounds
for experimental testing.

While docking and scoring remain themostwidely used computational techniques
to predict the binding mode and affinity of a drug to its target due their low compu-
tational cost, these methods are not particularly accurate. More precise approaches
utilize appropriate sampling of the molecular system generated beforehand withMD
simulations as is required when estimating ensemble-averaged quantities like bind-
ing free energies. End-point methods such as linear interaction energy (LIE) and
the molecular mechanics Poisson-Boltzmann Surface Area (MM/PBSA) technique,
which rely only on appropriate samplings of the end states, i.e., the complex and pos-
sibly the free receptor and ligand, have intermediate efficiencies. The LIE method,
originally introduced by Aqvist et al. [29], assumes that the binding free energy can
be written as a linear combination of average interaction energies between the ligand
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and the rest of the system (protein, water and ions). More explicitly, the binding free
energy of the ligand is expressed as [30]:

�Gbind � α
〈
�EL−S

vdW

〉
+ β

〈
�EL−S

el

〉
, (3)

where
〈
�EL−S

vdW

〉 � 〈
EL−S

vdW

〉
bound − 〈

EL−S
vdW

〉
unbound refers to the change in van der

Waals interactions between the bound and unbound states of the ligand. The averages
stand for ensemble averages obtained from MD simulations whereas the L-S label
indicates that the interaction energies are computed only between the ligand and the
surroundings. Similarly,

〈
�EL−S

el

〉 � 〈
EL−S
el

〉
bound

− 〈
EL−S
el

〉
unbound

corresponds to the
change in intermolecular electrostatic interactions between the bound and unbound
states. Parameters α and β are generally obtained empirically using an appropriate
fitting procedure.

Alternatively, MM/PBSA [31], which is arguably the most popular end-point
method, turned out to be successful in a number of drug-design case studies [32–34].
The method basically provides an estimate of the binding free energy as:

�Gbind � 〈�EMM 〉 − T�S + �Gsolv, (4)

where 〈�EMM 〉 − T�S can be regarded as the change in the free energy of the
system in vacuum (gas phase); it includes the change in the molecular mechanics
energy due to the binding 〈�EMM 〉 � 〈EMM 〉bound − 〈EMM 〉unbound and the change
in the conformational entropy �S, usually estimated from normal mode analysis
(NMA) performed on the complex structure and on the free ligand and protein struc-
tures. As in the LIE method, every average quantity corresponds to an ensemble
average obtained from output MD trajectories. The entropy contribution, which is
relatively time-consuming and inaccurate to compute using NMA, can be neglected
if a comparison of states of similar entropy is desired such as in the case of com-
paring two or more ligands binding to the same protein binding site. Finally, �Gsolv

stands for the difference of solvation free energies due to the binding, it is given as
�Gsolv � �Gcomplex

solv − �Glig
solv − �Gprot

solv where every term on the right-hand side
is given as the sum of polar and nonpolar contributions. The polar parts are obtained
by solving the Poisson-Boltzmann (PB) equation or by using the Generalized-Born
(GB) model (as in the MM/GBSA method) whereas the nonpolar terms are esti-
mated from a linear relation to the solvent accessible surface area (SASA). Despite
the fact that MM/PBSA and MM/GBSA are computationally-inexpensive methods,
they contain several crude and questionable approximations, e.g., due to the use of
implicit solvent models to compute the solvation energies [35]. The capability of the
MM/PBSA method to predict the correct binding free energy turns out to be more
sensitive to the investigated system compared to the MM/GBSA method, the latter
being more useful in multi-target comparisons [36]. Noticeably, the MM/PBSA and
GBSA techniques can be used to perform per-residue-free-energy decompositions.
The benefit of such decompositions is twofold: providing important information
about residues which significantly contribute to the binding energy (hot spots) and



Molecular Dynamics and Related Computational Methods … 273

giving insights into the changes in binding free energies due to mutations, especially
single point mutation.

2.4 Alchemical Free Energy Calculations

Another important category of MD-based methods used to estimate the binding free
energy of ligand-protein complexes is called alchemical free energy methods, which
include, for example, free energy perturbation (FEP) and thermodynamic integra-
tion (TI). Alchemical techniques make use of a parameter-dependent Hamiltonian
to smoothly switch between the dynamics of systems with different chemical com-
positions. Applied to drug design, one may think about connecting the bound and
unbound states of a given protein-ligand complex or transforming one ligand to
another one within the same binding pocket. In the simplest case, such connections
can be achieved by a linear combination of the corresponding Hamiltonians:

H(x, p; λ) � (1 − λ)Ha(x, p) + λHb(x, p), (5)

where λ is a parameter which varies from 0 to 1, and, Ha and Hb are the physical
Hamiltonians associated with the two states a and b, e.g., the bound and unbound
systems. The FEP and TI approaches differ in the way of estimating the free energy
difference �Ga→b between states a and b. Within the FEP framework, �Ga→b is
given by the following identity:

�Ga→b � −kBT ln

〈
exp

(
− (Hb(x, p) − Ha(x, p))

kBT

)〉

a

, (6)

where 〈. . .〉a stands for an ensemble average over configurations representative of the
initial state a. In contrast, the free energy difference in the TI approach is computed
from:

�Ga→b �
1∫

0

〈
∂H(x, p; λ)

∂λ

〉

λ

dλ. (7)

Since both FEP and TI identities are based on Boltzmann equilibrium averages,
which require extensive sampling of the complex and free ligand in solution, such
techniques are generally computationally extensive. Other types of methods involv-
ing averages over non-equilibrium trajectories can, however, be used. This is the case
of steered molecular dynamics (SMD) [37]. Applied to drug binding studies, SMD
introduces a non-conservative force used to pull out the ligand from its binding site at
constant speed [38]. The free energy difference during this non-equilibrium process
can be obtained using the Jarzynski equality [39]:
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�Ga→b � −kBT ln

〈
exp

(
−Wa→b

kBT

)〉
. (8)

Wa→b represents the external work performed on the system during one steered
simulation whereas 〈. . .〉 corresponds to a non-equilibrium average performed over
all the steered trajectories.

2.5 Enhanced Sampling Methods

The above-discussed alchemical methods including SMD can be integrated into a
more general class of method called enhanced sampling methods [40]. As mentioned
above,MD is a very useful and inexpensive tool to study the behavior ofmacromolec-
ular systems in silico. However, the use of MD is limited by the computational time
required to carry out a reasonable length of simulation. This, in turn, is dependent on
the availability of computational hardware and time allocation for high-performance
computing. Depending on the time required for a biomolecular system to reach equi-
librium, MD can be run long enough to represent the evolution of a system from
a few nanoseconds to a few microseconds. Long time-scale dynamical processes,
such as slow conformational changes, protein assembly or ligand-protein binding
processes, are notoriously difficult to model by MD.

In the past few decades, many computational methods have been developed based
onMD simulations to explore relevant transitions between stables states of a system.
In some of these techniques, a biased potential is added to the dynamics along one
or a few collective variables. Such methods require to carefully choose the collective
variables in such a way to facilitate the diffusion towards critical unexplored regions
of the configuration space. The resulting trajectories are eventually unbiased to obtain
the equilibrium distribution as a function of the collective variables used. Popular
techniques performingMDwith a biased potential along specific collective variables
includemetadynamics and umbrella sampling, both of thembeing related to a number
of successful applications to biological systems.

In metadynamics, a positive Gaussian potential is added at regular time intervals
to the free energy landscape of a system [41]. In this way, the system is discouraged to
come back to the previous point, thus favoring the exploration of yet unvisited values
of the collective variable. Asmore andmoreGaussians are added to the true potential,
the system is able to diffuse more freely along this variable. Papers on metadynamics
research have reported a lot of successful applications to biological systems [42,
43]. As an important application, metadynamics—combined with nudged elastic
band—was used to investigate the unbinding process of a ligand away from its
specific protein target and the estimate of the associated binding energy [44].

Umbrella sampling is an enhanced sampling technique where a series of biased
MD simulations are conducted independently. This works by splitting the reaction
coordinate into a series of windows and applying a harmonic potential which acts to
force the reaction coordinate to remain close to the center of each window. Assuming
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the biased trajectories overlap in the space defined by the collective variable, the
resulting biased free energy landscapes can be used to compute the true free energy
profile. This last step is performed by means of the weighted histogram analysis
method (WHAM), which combines the information of the biased simulations so as
to minimize the statistical error made on the resulting probability distribution [45].
In the context of drug-binding studies, umbrella sampling was used to estimate the
potential of mean force for ion permeation and ligand binding to ion channels [46]
and to predict protein–ligand binding structures in kinase systems [47].

3 Other Computational Drug-Discovery Methods

This section is intended to provide an account of other popular useful techniques for
drug design andVS studies that can be used instead or in conjunction withMD-based
methods discussed in the previous section.

3.1 Binding Pocket Prediction

Identifying and characterizing a suitable binding pocket in a 3D protein structure is
a central aspect of any drug discovery study. This step is also relevant to shed light
on biomolecular functions as many proteins are biologically functional only after
interacting with cofactors or other biological molecules.

A common way to define a binding pocket, if a ligand is already bound to it, is to
introduce a distance cut-off. Binding pocket atoms are typically defined whenever
their distance to the ligand is below 4–8 Å. Following is a list of physicochemical
key properties of binding pockets:

• The solvent-accessible surface area (SASA) which is usually computed as the
atoms of the pocket reachable by a solvent probe sphere rolling over the protein
surface.

• The volume of the pocket and its depth which corresponds to the average distance
of the pocket atoms to their nearest water molecules from bulk solvent [48].

• The pocket hydrophobicity which depends on polar and non-polar residues
involved in the binding site.

• The number of hydrogen bond donors and acceptors on the pocket surface.
• The conservation of residues over similar binding pockets of other proteins, which
is particularly relevant for functional sites.

In addition to experimental binding site detection techniques such as NMR-based
methods [49], a number of computational methods can be found which may be
helpful in the process of binding pocket identification of a molecular target. Pocket
finder algorithms are usually tested and validated on protein and ligand datasets. Such
tests are intended to estimate the reliability of identifying the correct binding pocket



276 J. Preto et al.

within the first one to three hits provided by an algorithm. Two popular publicly-
available databases are the Protein Data Bank (PDB) [50], which provides 3D protein
structures for input into the pocket finding algorithms, and the PDBbind database
[51], which contains bound protein structures filtered from the PDB database. The
current version of PDBbind has around 3100 protein-ligand complexes, 1300 of
these having been manually selected to form the refined set with the focus on the
quality of structures and binding data. Due to its large size and manual curation,
the refined set of the PDBbind database provides a suitable benchmark for most
case studies. Further reduced from this, is the core set of 210 complexes. Optimal
databases for pocket prediction testing should include high-resolution, diverse and
non-redundant protein-ligand complexes. Pocket finder algorithms are generally split
into two classes, namely, geometric-based and energetic-based approaches.

Geometry-based algorithms have the advantage of a low computational cost. The
underlying assumption behind such methods is that the ligand binding pocket corre-
sponds to the larger cleft within the protein structure [52, 53]. Therefore, geometrical
criteria may be sufficient to identify the correct binding location on a protein. One
such example, SURFNET [54] is an early-developed program which fits spheres
between pairs of atoms so that they do not contain more than one atom. The binding
pocket is defined as the volume containing the largest number of adjacent spheres.
An improvement of the program, called SURFNET-ConSurf [55], refines the bind-
ing pocket prediction also considering the residue conservation within the binding
site. The SURFNET-ConSurf algorithm was tested on a set of 244 non-redundant,
diverse and representative ligand-protein complexes, obtained by a filtered version
of the PDB database. A 75% rate of successfully recognized native ligand pockets
is reported in the original paper about this method [55].

Another algorithm calledVisGrid [56] is based on geometrical hashing and identi-
fies cavities by considering the visibility of each point in a 3D grid, that is, the fraction
of directions that are not blocked by protein atoms. In this way, a cluster of closely-
located grid points with limited visibility indicates a pocket. VisGrid was compared
with other pocket prediction methods, including SURFNET and LIGSITE, and the
observed success rates on a set of bound and unbound structures were comparable
with existing methods.

LIGSITE [57] uses a grid-based method in which points are either assigned to
the solvent or protein category, and cavities are defined as groups of points in which
solvent points are surrounded by protein points. Although the LIGSITE original
validation identified the correct binding pocket in all the testing cases, a big limita-
tion of this study was the reduced size of the dataset, with only ten ligand-receptor
complexes. Its extension, LIGSITEcsc [58], improves the original algorithm by cal-
culating more accurately the contact between protein surface and solvent using the
Connolly surface, and by re-ranking the identified pockets by their degree of residue
conservation in homolog proteins. The LIGSITEcsc testing process is more signifi-
cant than the LIGSITE one, and a comparison with other geometry-based methods
is also provided. The success rates calculated on a set of 210 non-redundant bound
structures were 75% for LIGSITEcsc, 65% for LIGSITE and 42% for SURFNET.
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The algorithm also showed good performances in recognizing the correct binding
pocket in unbound structures.

Another class of methods dedicated at identifying binding pockets are energy-
based methods which rely on the energetic properties of a binding site. A common
approach of these methods is to use molecular probes to search for favorable interac-
tion sites on a protein, and cluster them together to identify putative pockets. An early
effort resulted in the GRID Fortran code [59]. The probes employed by this algo-
rithm includewater,methyl group, the hydroxyl, amine nitrogen and carboxy oxygen.
Energetic contours are calculated with a function considering a 12-6 Lennard-Jones
term, an electrostatic term and a hydrogen bond term, and negative energy levels
indicate promising interaction sites for each probe.

Laurie and Jackson’s Q-SiteFinder method [60] calculates the interaction energy
of a methyl probe and the grid points generated on the protein structure. A clustering
analysis step links favorable interaction sites to rank putative binding pockets based
on their total interaction energy. Q-SiteFinder was tested on a diverse set of bound
and unbound protein conformations, resulting in success rates of 74% and 71%,
respectively.

EasyMIFs and SITEHOUND [61] are two complementary energy-based tools
developed at the Sanchez lab. The first algorithm calculates the interaction energy
between grid points and molecular probes using the GROMOS force field, while
SITEHOUND recognizes putative binding sites by filtering and clustering the spa-
tial variation of the interaction energy fields calculated by EasyMIFs or any other
grid-based program. Multiple probes are used, as well as different site clustering
algorithms. SITEHOUND’s success rate was evaluated on a set of 77 complexes and
it was reported as 95% (bound structures) and 79% (unbound structures) considering
the binding pocket identified when present in the top three ranked sites.

Another similar energy-based algorithm, AutoLigand [62], was created by the
developers of the popular molecular docking software Autodock. AutoLigand was
reported to have a success rate of 73% when tested on a set of 187 bound structures
and 80% when tested on 96 unbound structures.

3.2 Ligand-Receptor Docking

Molecular docking methods have been developed to predict how a given compound
naturally binds to its biomolecular target, i.e., its binding mode, and to provide an
estimate of its binding affinity. Docking software usually rely on optimization algo-
rithms which include both a search algorithm and a scoring function. Such methods
require at least one ligand structure and one target structure as inputs. The location
of the targeted site should be provided although blind docking approaches [63, 64]
can help deal with unknown binding locations in addition to the pocket prediction
methods discussed in the previous section.

The search algorithms are dedicated to exhaustively explore the conformational
space of the ligand within the targeted pocket. Three groups of such functions have
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been described, namely matching, systematic and stochastic methods. Matching
algorithms are based on shape complementarity between the ligand and the receptor
site, and, possibly, chemical complementarity. Systematic search algorithms explore
the degrees of freedom of the ligand in a progressive way. This class of methods can
be divided in three subgroups:

• Exhaustive algorithms systematically rotate all ligand dihedral angles until an
optimal solution is reached.

• Fragment-based methods break down the ligand into different fragments which
are separately placed within the binding site and re-connected in the last step of
the process.

• Ensemble-based methods pre-generate a large number of ligand conformations,
which are then rigidly placed within the binding site.

The last class of search algorithms includes stochastic methods such as MC and
evolutionary algorithms, which introduce random changes of the degrees of freedom
of the ligands to rapidly reach an optimal solution.

In molecular docking, the binding free energy is calculated using a position-
dependent scoring function. This is required not only to identify the correct binding
pose corresponding to the lowest binding energy, but also to rank a set of tested
compounds according to their affinity to a target. Force-field-based scoring functions
used for docking are similar to MD force fields discussed in Sect. 2.1. In empirical
scoring functions, the different contributions in the binding energies are weighted
with coefficients, set beforehand to reproduce experimental dissociation constants
of known ligand-receptor complexes. The Autodock4 scoring function [65] is an
example of an empirical scoring function where a non-bonded interaction potential
is calculated as
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The first term represents van der Waals contributions, the second is a hydrogen bond
term, the third is a Coulombic term for electrostatic interactions, and the last is a
desolvation potential. W represents the empirical coefficients, obtained from the
training over 188 bound complexes from a PDB calibration subset. The coefficients
A and B derived from the AMBER force field, while C and D are Autodock inter-
nal parameters. E(θ) depends on the angle of deviation θ from the ideal hydrogen
bond geometry. S and V are a solvation parameter and the volume of the atoms sur-
rounding one atom, respectively. σ is distance-weighting factor of Autodock. The
total Autodock score of a binding pose is calculated by summing the difference of
intra-molecular energies between the bound and unbound forms of the ligand and
the protein, then subtracting the difference of inter-molecular energies. A simple
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entropic term is also included in the final score to model the variation of the sys-
tem entropy upon binding. Knowledge-based scoring functions use the potential of
mean force (PMF), derived from protein-ligand structures and calculated for each i j
ligand-receptor atom pair type as:

wi j (r) � −kBT ln(ρ
(
ri j

)
/ρ∗(ri j

)
), (10)

where kB is the Boltzmann constant, T is the temperature in Kelvin degrees, ρ
(
ri j

)

is the number density of the i j atom pair derived from the structural training set
and ρ∗(ri j

)
is the number density in a reference state. Although knowledge-based

scoring functions do not provide a precise interaction energy potential due to diffi-
culties arising from the reference state calculation, they directly connect the atomic
interactions between ligand and protein to structural data instead of to kinetics as is
the case for empirical methods. Knowledge-based scoring functions turn out also to
be more computationally efficient than force-field-based methods [66, 67]. Finally,
consensus scoring methodologies combine different scoring function outputs of the
same ligand to obtain a single, consensual score. Different combination strategies
can be employed, such as weighting and summing up the ranks or performing a
regression analysis [68].

Accounting for the flexibility of the binding site is an important issue in molec-
ular docking. As a result, different approaches have been proposed to address this
problem. Soft docking algorithms use modified short-range repulsion parameters
for the binding site atoms, which allow the ligand to slightly penetrate through the
surface of the pocket to mimic the induced fit of the binding. Many algorithms also
include the possibility to treat the side chains of pocket residues as flexible, although
such methods still ignore backbone dynamics, while increasing noticeably the com-
putational cost. Using multiple receptor conformations when performing molecular
docking is a popular way to take into account the backbone flexibility [69]. This
approach, called Relaxed Complex Scheme (RCS), relies on NMR or MD-derived
conformational ensembles, which are used as molecular docking targets.

Testing of docking software is usually performed by evaluating the percentage
of docking poses with small enough RMSD (typically 2 Å) compared to the co-
crystallized poses extracted from a high-resolution structural database.

The original implementation of DOCK [70] is an example of geometry-matching
algorithm, where the binding site and the ligand atoms are represented as spheres
that are systematically matched using a shape-based routine. DOCK 6 [71], the latest
version of the program, applies a fragment-based algorithm and a set of different
force-field-based scoring functions which can be selected, such as PBSA, GBSA and
Amber scoring methods. In addition, a minimization step is performed for the ligand
in order to remove minor protein-ligand clashes and relax its internal geometry. The
success rate of the latest DOCK release was estimated around 73% in reproducing
crystallographic poses. The authors tested the algorithm on 1043 structures obtained
from a ligand-receptor database designed as a benchmark for assessing docking
software performances [72].
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Autodock [73], probably the most popular docking software, uses a Lamarckian
genetic algorithm to independently generate a large number of binding poses, scored
with the empirical scoring function described in Eq. (9). A clustering algorithm can
be optionally used to identify the most populated portion of the conformational space
of the ligand, from which the lowest energy pose should match the native one. The
success rate of the latest version, Autodock4 [74], was around 53%when the software
was tested on the calibration structural set.

Autodock Vina [75] utilizes an iterated local search global optimizer searching
method. The Vina scoring function combines aspects from knowledge-based and
empirical potentials. Tested on the same set used for Autodock4, Vina was able to
identify the correct binding pose in 78% of the cases. Noteworthy, Vina scoring
function was trained with the PDBbind refined set, much bigger than the training set
used for the Autodock scoring function.

Glide [76] is a docking software included within the Schrödinger molecular mod-
eling package. It is based on an exhaustive systematic search algorithmused to sample
the ligand conformational space, followed by aminimization step. An optimal choice
for the scoring method [76] is given as a combination of a force-field-based function,
an empirical function (GlideScore) and the strain energy of the ligand conformation.
The pose success rate was reported around 66% when tested on 282 ligand-receptor
complexes selected from the PDB database.

GOLD [77] is another popular docking program. The software maps together
complementary chemical features of the ligand and the receptor within the binding
site. A genetic algorithm is then used to explore different binding modes. Three main
scoring functions are available, namely, Goldscore (force-field-based), Chemscore
(empirical) andAstex Statistical Potential [78] (knowledge-based). Testing ofGOLD
on the CCDC/Astex database [79], a PDB subset designed to test docking software,
resulted in success rates up to 87% depending on the scoring function used. The
correlation coefficients (R2) between experimentally-measured and GOLD binding
affinities were reported between 0.51 and 0.55.

3.3 Virtual Screening

The discovery of a new drug is an expensive and long process. It is estimated that up
to two and half billion dollars and twenty years are required to bring a new product
from the bench to the clinic [80, 81]. Consequently, efforts are made to shorten the
process and reduce the cost. Some of the time and funding savings are expected to
result from a wider use of computational techniques applied to drug discovery. One
of such techniques is called virtual screening (VS). VS refers to an in silico active
compound search against biomolecular targets [82]. It has the advantage of being fast
and inexpensive compared with traditional high throughput screening. Nowadays,
libraries including billions of compounds can be virtually screened depending on the
available computational resources.
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A typical VS workflow consists of sequential series of filtering and scoring steps
aimed at providing a set of promising compounds for experimental validation. VS
methods can be divided in ligand-based VS (LBVS) and structure-based VS (SBVS).
LBVS approaches are computationally faster but they do not provide any estimate of
the binding energy of the ligand. On the other hand, SBVS methods are more com-
putationally expensive but they enable to rank potential hits based on their predicted
binding affinity. Regardless of the chosen approach, a compound database is always
required as starting point for VS. Examples of extensive small molecule repositories
are PubChem [83, 84], ZINC [85] and the National Cancer Institute databases [86].
Such collections usually include millions of compounds that can be downloaded for
screening purposes [87].

LBVS techniques rely solely on the 2D or 3D structure of ligands, ignoring the
biological target. The main assumption behind these methods is that structurally
related compounds share similar activities [88]. Therefore, the structure of at least one
known active compound should be available as template for the computational search,
and a measure of the distance between structures needs to be computed. Simple ways
to represent the chemical structure of a compound in a computer-readable format
are chemical fingerprints or pharmacophore representations. Chemical fingerprints
[89] are binary strings in which each bit codes for the presence or the absence of
particular chemical groups. A widely-used way to compare two fingerprints is to use
the Tanimoto index, given by

TA,B � c

a + b − c
, (11)

where A and B are the two fingerprints, c is the number of bits set to 1 at the same
position in both the fingerprints, and, a and b are the total number of bits set to
1 in A and B, respectively. A publicly-available package which can be used for
fingerprint-based VS is chemfp [90].

Another way to perform LBVS is to use a pharmacophore model of the active
compounds [91], which provides a representation of the ligand from its spatially-
distributed chemical features (hydrogen bond acceptor, hydrogen bond donor,
hydrophobic moiety, ring structure, polar or charged residue) including the distances
between centers forming a chemical structure. In pharmacophore-based VS, the dis-
tance between two ligand structures is usually calculated as the RMSD between
the superposed pharmacophore points. The main benefit of this approach is to iden-
tify molecules with different chemical groups but similar generic features, providing
novel scaffolds to medicinal chemistry. Contrary to most chemical fingerprints, phar-
macophore models also include 3D properties of the ligand.

Data mining and machine learning methods including support vector machines,
neural networks, Bayesian networks and decision trees, are also utilized for LBVS
[92]. LBVS methods are useful in case a 3D structure of the target is not available,
but they can also be used to clean up large databases in order to generate focused
libraries [93]. Indeed, these structurally-related subsets are designed to interact with
a specific target and they are built by screening larger and diverse databases. Focused
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libraries have a limited size compared with the parent databases. Therefore, they can
be rapidly and efficiently screened with SBVS or experimental techniques. LBVS
methods have led to the discovery of novel and promising compoundswith low-range
potency [94]. Examples of such successes are the discovery of anti-cancer tubulin
dimerization inhibitors [95], inhibitors of the 17β-HSD2 enzyme for osteoporosis
treatment [96] and novel scaffolds for the inhibition of the HIV-1 integrase [97].

SBVS methods provides a ranking of the screened compounds based on their
computed binding affinities. Therefore, one or multiple structures of the target are
required. SBVS always relies on molecular docking methods, which are used to
place the compounds within the targeted pocket, and to estimate the binding affinity
from the resulting binding poses. We have already discussed all the docking-related
aspects in Sect. 3.2. The docking scoring functions are designed to quickly estimate
the binding energy froma ligandpose, therefore theyoften donot lead to very accurate
results. Several strategies have been developed to deal with this, including the already
mentioned consensus scoring, MD simulations of the complex structures and/or
more accurate scoring functions (e.g., MM/PBSA or GBSA) [98, 99]. Recently,
SBVS techniqueswere successfully applied to the discovery ofDNA repair inhibitors
[98, 100–103], anti-malarian compounds [104], kinase inhibitors [105] and HIV-1
inhibitors [106, 107].

4 Conclusions

This review chapter provides introductory information regarding the computational
tools currently used in the drug design and discovery process. We have given an
overview of molecular dynamics methods that are very useful in biomolecular target
characterization for drug action. We have also given practical information regarding
the identification of binding pockets for putative inhibitors of proteins, as well as an
overview of molecular docking techniques that are based on the protein-ligand inter-
actions. These interactions and their ranking involving the binding free energy of the
ligand-target pair are used in massive searches for specific and selective inhibitors of
particular protein, a methodology referred to as virtual screening. The latter method-
ology relies on large and diverse databases of pharmacologically-acceptable com-
pounds. Lists of databases and software packages used in all stages of computational
drug design have been presented in this chapter to assist in practical aspects of
research in this area.
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Macroscopic Models for the Bioelectronic
Interface of Engineered Artificial
Membranes

William Hoiles and Vikram Krishnamurthy

Abstract In this chapter, we present the formation and modeling techniques of
two important sensing devices built out of engineered artificial membranes: the Ion
Channel Switch (ICS) biosensor, and the Electroporation Measurement Platform
(EMP). The ICS biosensor can be used to detect femto-molar concentrations of ana-
lyte species in an electrolyte solution, and the EMP is used to study the dynamics of
electroporation in engineered membranes. The engineered membrane in the ICS and
EMP are design to mimic the electrophysiological properties of real cell membranes.
Common to both platforms is the bioelectronic interface for performing electrical
measurements. Experimental measurements of the two platforms are performed by
estimating the current response of the engineered membrane which depends on the
charging dynamics at the bioelectronic interface and membrane, as well as dynamics
of aqueous pores and conducting ion-channels in the membrane.

Keywords Tethered membranes · Biosensors · Electroporation · Dynamical
models · Ion channel switch
1 Introduction

Biological membranes are ubiquitous from the cell membrane, which encompasses
a cell, to membranes for organelles within the cell. In this chapter we focus on
engineered artificial membranes and their construction and modeling. We use the
term “engineered artificial membranes” to reflect the fact that we will precisely
engineer various components of the engineered artificial membrane and model the
dynamics of the resulting membrane.
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The cell membrane provides an interface between the cell and its environment
as illustrated in Fig. 1. The extracellular fluid contains all components that are not
contained in the cell, and the cytosol is composed of all components which are
contained in the cell. Cell membranes are dynamic and respond to their environment
as a result of an external stimulus. The membrane is composed of three primary
components:

1. Lipids. Lipids are composed of a hydrophilic head (attracted to water) and
hydrophobic tails (water repulsive) and are the primary components of the cell
membrane. Lipids separate the extracellular fluid from the cytosol of the cell.

2. Macromolecules.Macromolecules provide the primarymethod for cellular com-
munication both in cells and between cells. Given the low permeability of biolog-
ical membranes, the primary task of macromolecules is to transport molecules
from the extracellular fluid to the interior of the cell. Additionally there exist
other macromolecules which act as molecular receptors, detect vesicles carry-
ing cellular cargo, and facilitate the transport of other macromolecules across
the membrane from the extracellular fluid to the cytosol, or from the cytosol to
the extracellular fluid.

3. Cytoskeleton. Cytoskeletal filaments provide structural support for the mem-
brane and determine/modulate the shape of the cell.

The development of novel drugs and therapeutic protocols for effective drug delivery
require knowledge of the dynamic processes present in cellmembraneswhich depend
on the properties of the lipids, macromolecules, and cytoskeletal filaments.

Why Artificial Membranes? Biological cells can be grown in the laboratory, so
why do we need to construct artificial membranes to study the dynamics of cell
membranes? The primary reason is that cell membranes contain thousands of protein
macromolecules, peptides, lipids, and cytoskeletal filaments which contribute to the
dynamics of the cell membrane. If we are interested in studying the affect of a specific
proteinmacromolecule on the dynamics of the cell membrane then it is difficult as we
can not isolate if any changes in the membrane were a result of this macromolecule,
or the reactions of other proteins and peptides present in the membrane. The aim of
an engineered artificial membranes is to create a biomimetic1 system that mimics
the cell membrane and also allows us to study specific biological processes in an
experimentally controllable environment.

In this chapter,we discuss two important classes of engineered artificialmembrane
architectures, namely the Ion Channel Switch (ICS) biosensor, and the Electropora-
tion Measurement Platform (EMP) which are illustrated in Fig. 2. The ICS biosensor
is used to detect specific analyte molecules in the electrolyte solution, and the EMP
is used to study the process of aqueous pore formation and destruction in engineered
membranes. Additionally, we construct fractional order macroscopicmodels of these
membrane devices. Using the fractional order macroscopic models with experimen-
tal measurements from these devices allows important biological parameters to be

1A biomimetic system is a physical device that contains the features of a biological system. This is
similar to an in vivo system in which biological molecules are used outside their normal biological
environment.
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Extracellular Fluid

Cytoskeletal filaments
Cytosol

Lipids
Macromolecule

Fig. 1 Schematic of a cell membrane. The extracellular fluid represents the content outside the cell,
and the cytosol is the interior of the cell with the membrane separating the two domains. Note that
cell membranes have several different types of lipids, macromolecules, and cytoskeletal filaments
components. Additionally the cytosol contains a host of other organelles (specialized structures
within a living cell) which are not illustrated. It is important to note that the cell membrane is a
dynamic system, the individual lipid layers slide on each other

estimated such as the concentration of specific analyte species, and the conductance
of the membrane.

2 Engineered Artificial Membranes

In this section we introduce engineered artificial membranes and how they can be
used to construct biosensors and sensing platforms. Recall that in this chapter the
specific engineered artificial membrane platforms we consider are provided in Fig. 2.

gA gA
gA

Ion-Channel Switch Biosensor

Antibody receptor

Electroporation Measurement Platform

Aqueous pore

Fig. 2 A schematic diagram of the ICS and EMP engineered artificial membrane devices. The
tetheredmembrane is depicted in gray, and the gold interface by the crosshatch pattern. The unifying
theme of the two devices is the use of an inert gold bioelectronic interface and an engineered tethered
membrane
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2.1 Primer of Engineered Artificial Membranes

The purpose of engineered artificial membranes is to mimic the membranes of liv-
ing organisms in an experimentally controllable environment. Parameters that are
desirable to control include: concentration of electrolyte, chemical molecules in
the electrolyte, temperature, transmembrane potential, bilayer lipid membrane com-
position, and the tethering density. This is equivalent to performing experimental
measurements on membranes both ex vivo2 and in vitro.

All engineered artificial membranes have a common structure: they use a surface
tethered molecule that connects to a lipid or macromolecule in the engineered mem-
brane as illustrated in Fig. 3. The tether is anchored to the surface via an anchoring
molecule. Examples of anchoring molecules include disulfide and lipoic acid. The
surface can be composed of various components including gold, mercury, platinum.
Note that silver is never used as it ablates off, and platinum is not typically used as it
is not easy to anchor molecules to. The only requirement is that the anchor molecule
can bind to the surface. The tethers are designed to provide sufficient space between
the engineered membrane and surface support to eliminate the effects of frictional
coupling between the surface and lipids. That is, the tethers ensure a tethering reser-
voir exists that contains a sufficient abundance of water to allow ions to freely cross
aqueous pores in the membrane, and ensure the lipids do not interact directly with
the surface.

The use of tethers is particularly useful as the tethered lipids or macromolecules
mimic the response of the cytoskeletal filaments found in cellular membranes. There-
fore the dynamics of the lipids in the engineered membrane do not suffer from the
effects of frictional coupling. The key advantage of using tethers is they allow the
incorporation of a relatively large amount of water per lipid between the membrane
and the supporting surface, and promote the isolation of the membrane from the sur-
face minimizing any membrane distortion. Additionally only tethering some lipids
or macromolecules in the engineered membrane can allow a wide range of macro-
molecule to be inserted into the engineered membrane. The tethers also allow the
engineered membrane to have a life-time of several months. This provides sufficient
time to study several types of biological processes. Note that typically the lifetime
of macromolecules is on the scale of several days. Remarkably, the engineered arti-
ficial membrane can be constructed in approximately 20min using techniques from
first-year undergraduate chemistry. This is particularly useful for both constructing
the engineered artificial membrane and performing experimental measurements to
study the effects of varying the tether density, lipid composition, tether length, and
composition of the extracellular fluid in contact with the membrane surface.

All engineered artificial membranes are constructed using the solvent-exchange
technique provided in [1].

2Ex vivo means which take place outside the normal membrane environment in a cell, but with
minimal alterations from the natural conditions of the membrane.
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Tethering Reservoir

Lipids
Macromolecule/Lipid

Fig. 3 Schematic diagram illustrating an engineered artificial membrane. The engineered artificial
membrane contains amembrane composed of lipids and othermolecules (not shown), and a tethered
macromolecule or lipid. The tethered molecule contains three components: an anchor which binds
the tether to the surface, a tether, and either a macromolecule or lipid that connects the engineered
membrane to the tether. The extracellular fluid is any fluid outside the tethering reservoir. Note that
the tether can be attached molecules that both span half the lipid bilayer, or the full lipid bilayer as
illustrated

2.2 Experimental Measurements with Engineered Artificial
Membranes

To build a measurement device using engineered artificial membranes requires a
bioelectronic interface which connects the biological system with electronic instru-
mentation. The bioelectronic interfaces can be composed of silicon, gold, platinum,
or other metals that do not impede the function of the tethered membrane. Figure2
illustrates the bioelectronic interface of the ICS biosensor and EMP. The bioelec-
tronic interface we consider in this chapter is composed of a gold electrode coated
with polyethylene spacers and tethers. Gold electrodes are used as they are biolog-
ically inert–that is, the gold electrodes do not react with peptides, proteins, or the
lipid bilayer. Another benefit of using gold electrodes is that their oxidation potential
is approximately 0.9 V. In biological systems, signal communication is performed
using ionic charge carriers, whereas in electronic systems, information is conveyed
via electrons. Therefore constructing a biolelectronic interface has several challenges
including:

• the diffuse three dimensional distribution of ions in solution relative to the delo-
calized property of electrons in metals;

• the slow kinetics of ions in solution compared to the relatively instantaneous kinet-
ics of electrons in metals.

These effects have been recruited by nature to be the controlling phenomenon in
the time dependent currents in cellular action potentials, in the propagation of action
potentials along nerve fibers, and in the transductionmechanisms of themany sensory
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functions found in sentient life. The bioelectronic interface is the physical barrier that
must be understood and controlled to permit communication between the complex
ephemeral systems of biology and the far faster, better defined, and more robust
inorganic world of electronics.

To perform experimental measurements using engineered artificial membranes
involves applying a voltage potential across the gold electrode bioelectronic interface,
and a counter gold electrode, and then measuring the current response from the
device. The counter gold electrode in engineered artificial membranes is hundreds
of micro-meters away from the surface of the membrane. Note that the counter
electrode does not contain any spacers, tethers, or lipid membrane. The current
response contains information about the charging of the electrical double layer at
the gold electrodes, and the conductance of the tethered membrane. To estimate
important biological parameter of the tethered membrane using the current response
measurements requires a dynamic model of the engineered artificial membrane. For
both the ICS biosensor and EMP we construct dynamic models that can be used to
estimate important biological parameters.

3 Ion Channel Switch Biosensor

The Ion Channel Switch (ICS) biosensor [1, 2] is a fully functioning nano-machine
device constructed out of an engineered membrane with moving parts comprising
of gramicidin (gA) monomers and conducting gA dimer channels. Gold electrodes
constitute the bioelectronic interface between the electrical instrumentation and the
electrolyte solution. The ICS biosensor can detect femto-molar (10 × 10−15 m) con-
centrations of target species including proteins, hormones, polypeptides, microor-
ganisms, oligonucleotides, DNA segments, and polymers in cluttered electrolyte
environments, and has a lifetime of several months. The ICS biosensor has also been
used in clinical trials for the detection of Influenza A.

A schematic of the ICS is given in Fig. 4. Useful for experimentalists is the fact
the ICS can be designed with specific binding sites with the membrane having a
lifetime of several months [1–7]. The engineered membrane is composed of a self-
assembled monolayer of mobile lipids and gA monomers, and a self-assembled
monolayer ofmobile lipids andgAmonomers.The tethered components are anchored
to the gold electrode via polyethylene glycol chains. Spacer molecules are used to
ensure the tethers are evenly spread over the gold electrode. The intrinsic spacing
between tethers and spacers is maintained by the benzyl disulphide moieties which
bond the spacers and tethers to the electrode surface. A time-dependent voltage
potential is applied between the electrodes to induce a transmembrane potential of
electrophysiological interest; this results in a current I (t) related to the charging of
the electrical double-layers and the conductance of the engineered membrane.

Using mathematical models of the ICS biosensor with experimental measure-
ments, it is possible to estimate important biological parameters from the ICS biosen-
sor such as the concentration of analyte present.
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Fig. 4 Overview of the Ion Channel Switch (ICS) biosensor andmolecular components. The “Elec-
tronics” block represents the electronic instrumentation that produces the drive potential between
the gold electrode and gold counter electrode, and records the current response I (t). Go is a tran-
sient aqueous pore. The conducting gramicidin (gA) dimer is shown and is composed of two gA
monomers. A represents the analyte species, and B the analyte receptor. MSLOH denotes synthetic
archaebacterial membrane-spanning lipids, DLP half-membrane-spanning tethered lipids, DphPC
and GDPEmobile half-membrane-spanning lipids, MSLmembrane spanning lipid, and SP a spacer

3.1 Formation of Ion Channel Switch Biosensor

The engineered membrane of the ICS is supported by a 25 × 75 × 1mm poly-
carbonate slide. Six 100nm thick sputtered gold electrodes, each with dimensions
0.7 × 3mm, rest on the polycarbonate slide. Each electrode is in an isolated flow cell
with a common gold return electrode. The formation of the tethered membrane on
the gold electrode is performed in two stages using a solvent-exchange technique [1,
8, 9].
Stage 1: The first stage of formation involves anchoring of the tethers and spacers to
the gold surface. The tethers provide structural integrity to the membrane and mimic
the physiological response of the cytoskeletal supports of real cell membranes. The
spacers laterally separate the tethers allowing patches of mobile lipids to diffuse in
the membrane. The tethers and spacers both contain benzyl disulphide components
(i.e. MSLOH, DLP, ether-DLP, tether-gA, MSLB, and SP in Fig. 4). The benzyl
disuphide bonds to the gold surface with the disulphide bond maintained [1, 10].
This bonding structure has been detected experimentally from X-ray photoelectron
spectra. The use of the disulphide has the advantage that the thiols do not oxidize on
storage allowing the membrane to have a lifetime of several months. From experi-
mental measurements, the electrodesorption of the thiol to gold bond is negligible
for electrode potentials below 800 mV [11].
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To form the anchoring layer, an ethanolic solution containing 370 µM of engi-
neered ratios of benzyl disulphide components is prepared. The ratio of benzyl disul-
phide components defines the tethering density of the membrane. For example, for
a 10% tethered membrane, for every 9 spacer molecules there is 1 tether molecule.
This solution is exposed to the gold surface for 30 min, then the surface is flushed
with ethanol and air dried for approximately 2 min. Note that in the special case of
100% tethering, the engineered membrane is composed of a tethered archaebacterial
based monolayer with no spacer molecules. As experimentally illustrated in [3], it is
not possible to construct a 0% tethered membrane as any formed membrane binds to
the gold surface. As the electrolyte reservoir separating the membrane and electrode
surface is required for the normal physiological function of the membrane, and not-
ing that all prokaryotic and eukaryotic cell membranes contain cytoskeletal supports
with a 1–10% tether density, the inability to construct a 0% tethered membrane is of
little importance.
Stage 2: The second stage involves the formation of the tethered membrane. A solu-
tion containing amixture ofmobile lipids is brought into contactwith the gold bonded
components from Stage 1. Several lipid solvents can be used [1, 4]; however, in most
cases the lipids selected to form the bilayer are soluble in ethanol. As an example,
let us consider the formation of a 70% DphPC (zwittrionic C20 diphytanyl-ether-
glycero-phosphatidylcholine) and 30% GDPE (C20 diphytanyl-diglyceride ether).
mixed tetheredmembrane. 8µL of 3mMof the 70%DphPC and 30%GDPE ethano-
lic solution is added to the flow chamber. The ethanol solution also contains biotiny-
lated gA monomers (tether-gA in Fig. 4) with the biotin linked to the gA monomer
via a 5-aminocaproyl linker. The solution is incubated for 2min at 20 ◦C in which the
tethered membrane forms. After the 2min incubation period, 300µL of phosphate
buffered saline is flushed through each flow chamber. The tethered membrane is
equilibrated for 30min prior to performing any experimental measurements. For the
detection of streptavidin a biotin receptor is used. The associated antibody fragments
used to detect ferritin, TSH, and hCG are the anti-ferritin Fab, thyrotropin binding
inhibitory immunoglobulin, and immunoglobulin G respectively. Details on how
the antibodies are connected to the MSLB and mobile gA monomers, as illustrated
schematically in Fig. 4, is provided in [1].

3.2 Fractional Order Model to Estimate Membrane
Conductance

To estimate important biological parameters from the ICS biosensor and EMP
requires amethod to estimate the conductance of the tetheredmembrane from current
response measurements. In this section, a fractional order macroscopic model is con-
structed which can be used predict the current response of the engineered membrane
given the tethered membrane conductance. If the predicted current and experimen-
tally measured current are in agreement, this indicates that the given membrane
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Fig. 5 Lumped circuit macroscopic model of tetheredmembrane platform. The parameter Re is the
electrolyte resistance, Cm is the membrane capacitance, Gm is the membrane conductance, Cbdl is
the electrode double-layer capacitance, Ctdl is the counter electrode double-layer capacitance, and
Vm is the tethered transmembrane potential. Note that Ctdl and Cbdl are modeled using fractional
order elements to account for the charge accumulation, diffusion-limited charge transfer, reaction
limited charge transfer, and ionic adsorption dynamics at the electrode and counter electrode surfaces

conductance is equivalent to the conductance of the engineered membrane. Frac-
tional order operators are utilized in the model as the gold surface bioelectronic
interface of the tethered membrane may contain diffusion-limited charge transfer,
reaction limited charge transfer, and ionic adsorption dynamics. These double-layer
charging effects can be modeled using fractional order operators.

The fractional order macroscopic model of the engineered artificial membrane is
illustrated schematically in Fig. 5, and is given by the following system of fractional
order differential equations

dVm

dt
= −(

1

CmRe
+ Gm

Cm
)Vm − 1

CmRe
Vdl + 1

CmRe
Vs,

d pVdl

dt p
= − 1

Cdl Re
Vm − 1

Cdl Re
Vdl + 1

Cdl Re
Vs 0 < p ≤ 1,

I (t) = 1

Re

(
Vs − Vm − Vdl

)
, (1)

whereCdl is the total electrode capacitance ofCtdl andCbdl in series with p denoting
the order of the fractional order operator, Vm the transmembrane potential, and Vdl

the double-layer potential. Note that if p < 1 then the SI units of Cdl are sp+3A2

m2kg .
The fractional order macroscopic model of the engineered artificial membrane

accounts for both the charging dynamics of themembrane and the restricted diffusion
dynamics at the electrode surface.
Typical Lumped Circuit Parameter Values: A high quality membrane with neg-
ligible defects will have a low conductance Gm in the range of 0.04–1.00µS/mm2,
and an associated membrane capacitance Cm in the range of 4–10nF/mm2. The gold
electrodes typically have a double-layer capacitanceCdl between 47 and 85nF/mm2.
Note that Cdl is the series capacitance of the electrode capacitance Cbdl, and the
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counter electrode Ctdl. The fractional order parameter p for the tethered membrane
is in the range of 0.85 to 1.00 which illustrates that fractional order dynamics are
present at the electrode surface of the engineered artificial membrane. Finally, the
electrolyte resistance Re is in the range of 47–380�/mm2. If the membrane contains
significant defects then the values of Gm and Cm will be outside these values.

The two primary domains that the fractional order macroscopic model accounts
for are the membrane domain (Gm and Cm), and the electrode double-layer domain
(Cdl and p). Here we discuss each of these important domains.
MembraneDomainGm,Cm : Themembrane is assumed to be polarizable and to also
contain aqueous pores as a result of random thermal fluctuations—that is, random
thermal fluctuations allow the energy barrier to be crossed for the conformational
change of lipids allowing the formation of transient aqueous pores. This allows the
tethered membrane to be modeled by an effective permittivity with capacitance Cm

in parallel with the tethered membrane conductance Gm(t) [3, 12, 13]. Gm depends
on the population of and size of aqueous pores present as well as the population and
conductance dynamics of embedded ion channels. For example, in the ICS biosensor
the conductance of the membrane Gm depends on the population of conducting
gramicidin A (gA) dimers present.
Electrode Double-Layer Domain Cdl, p: The electrode double-layer domain mod-
els the charge build-up that results at the electrode to electrolyte interface that results
from an applied excitation potential Vs(t). This double-layer domain is typically
modeled usingWarburg impedance elements [14–16]. For engineered artificial mem-
branes however we use a generalized Warburg impedance as the classic Warburg
impedance does not account for all the chemical processes present at the electrode
to electrolyte interface. This includes diffusion-limited charge transfer, reaction lim-
ited charge transfer, and ionic adsorption dynamics [17]. Note that the generalized
Warburg impedance is also known as a constant-phase-element and is composed of a
capacitanceCdl and a fractional order operator p. The current to voltage relationship
at the electrode surface is

Cdl
d pVdl

dt p
= I (t) (2)

where I (t) is the current passing through the double-layer capacitance Cdl . For p =
1, (2) this is the classical current-voltage relation for an ideal capacitorwhich accounts
for charge accumulation. If p = 0.5 then (2) represents the Warburg impedance. In
general, for 0 < p < 1 then (2) can be used to account for diffusion-limited charge
transfer, reaction limited charge transfer, and ionic adsorption dynamics. Insight into
the charging behaviour of the double-layer capacitance can be obtained ifwe consider
the impedance representation of (2) in the complex domain. The impedance Zdl(ω)

of (2) is

Zdl(ω) = 1

Cdl( jω)p
=

(
cos(pπ/2)

Cdlωp

)
− j

(
sin(pπ/2)

Cdlωp

)
(3)

where j = √−1 is the complex number, and ω = 2π f is the angular frequency
with f the frequency in hertz. The magnitude |Zdl(ω)| and angle ∠Zdl(ω) of the
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double-layer impedance (3) is

|Zdl(ω)| = 1

Cdlωp
, ∠Zdl(ω) = −p

π

2
. (4)

If p = 1, then (3) is the impedance of an ideal capacitor which has an angle of
∠Zdl(ω) = −π/2. However, for 0 < p < 1 the associated angle increases such that
∠Zdl(ω) > −π/2. Using impedance measurements of engineered artificial mem-
branes, the typical values of p are in the range of 0.85 to 1 suggesting that charge
accumulation, diffusion-limited charge transfer, reaction limited charge transfer, and
ionic adsorption dynamics are present at the electrode-to-electrolyte interface. There-
fore, the generalized Warburg impedance, given by (3) in the complex domain or (2)
in the time-domain, is used to account for these chemical processes.

Using the tools of fractional calculus, the fractional derivative in (2) can be evalu-
ated using either the Riemann-Liouville, Caputo, or Grnwald-Letnikov definition of
the fractional order derivative.3 The Riemann-Liouville definition of the fractional
order operator in (2) for p ∈ (0, 1] is

d pVdl

dt p
= 1

Γ (1 − p)

d

dt

t∫

0

Vdl(u)(t − u)−pdu (5)

where Γ (·) is the Gamma function. As seen in (5), the fractional order operator is not
local. This means that the value of d pVdl/dt p depends on all the values of Vdl in the
time interval from [0, t]. This dependency on time allows the fractional order operator
to model path-dependent phenomena such as sub-diffusion processes. In engineered
artificial membranes the electrode surface is composed of tethers, spacers, and may
contain irregularities that impede the flow of ions in the electrolyte. This impedance
of flow causes the electrolyte dynamics to violate Brownian motion (e.g. the mean
squared displacement of particles is not proportional to the diffusion times time, or the
relative change in position of an ion between time increments are not independent).
These type of long-range memory, or path-dependent phenomena can be accounted
for using the fractional order operator. For further details on fractional calculus and
its importance for modeling nanobiotechnological processes, the reader is referred
to [21].
Estimation of Model Parameters: The model parameters in the fractional order
macroscopic model (1) can be estimated by minimizing the mean-squared error

3The evaluation of the fractional order derivative can be performed using the Adomian decompo-
sition method [18] which is a popular semi-analytical method for solving ordinary and non-linear
partial differential equations. Another method is the Variational iterationmethod [19] typically used
for numerically solving non-linear partial differential equations. Linear multistep methods, such as
the Adams-Bashforth-Moulton [20], can also be used to evaluate the fractional order derivative.
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between the measured current response I (t) and predicted current response by fit-
ting the parameters Ctdl ,Cbdl , p,Cm,Gm , and Re. Typically a low-voltage sinu-
soidal excitation Vs(t) potential is used allowing (1) to be represented by an
algebraic expression. That is, impedance measurements can be used to estimate
Ctdl ,Cbdl , p,Cm,Gm , and Re as illustrated in [22]. The parameters Ctdl ,Cbdl , p,
Cm, Re, and the equilibrium membrane conductance Gm(0) (the conductance at a
membrane potential Vm = 0) will remain constant throughout all experiments. The
only variation in the membrane conductance Gm can result from the dynamics of
gramicidin dimer association/dissociation, or if the excitation potential Vs is suffi-
ciently larger then from reversible electroporation. If the values ofCtdl ,Cbdl , p,Cm,

Gm(0), and Re change dramatically from their equilibrium value this suggests that
the membrane contains significant defects.

3.3 Model of the Conductance of the Ion Channel
Switch Biosensor

In the previous sectionwe illustrated how the conductanceGm(t)of the ICSbiosensor
canbe estimated from the current responsemeasurements. In this sectionweconstruct
a reaction-rate limited model for the ICS biosensor of use for estimating the analyte
concentration from current response measurements from the biosensor. The model is
constructed by combining the fractional order macroscopic model (1) with a system
of non-linear differential equations which model the surface binding and surface
reaction dynamics in the ICS biosensor. A two-time scale model is then constructed
using singular perturbation theory to approximate the conductance of the tethered
membrane as a function of the conducting dimer concentration and population of
aqueous pores. We illustrate how the model and experimental measurements from
the ICS biosensor can be used to estimate the concentration of the Human Chorionic
Gonadotropin (hCG) pregnancy hormone.

The tethered membrane conductance Gm(t) in the fractional order model (1)
is dependent on the concentration of gA dimers present in the biosensor. As the
number of gA dimers decreases, the conductance Gm(t) increases. This results in
the overall conductance of the biosensor decreasing as the concentration of gAdimers
decreases. To link the membrane conductance Gm to the target analyte concentration
requires a model that accounts for the electro-diffusive effects of the analyte in the
electrolyte, and the surface reactions present on the tethered membrane surface of
the ICS biosensor.

The chemical reactions takingplace at the ICSbiosensor involve analytemolecules
binding to the tethered antibody sites followed by a cross-linking of the mobile gA
monomers to the captured analytes. The primary species involved in this process
include the analytesa, binding sitesb,mobile gAmonomers c, tetheredgAmonomers
s, and the dimers d, with respective concentrations {A, B,C, S, D}. Other chem-
ical complexes present include w, x, y, and z with concentrations {W, X,Y, Z}.
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The chemical reactions that relate these chemical species are described by the fol-
lowing set of reactions [23]:

a + b
f1�
r1

w a + c
f2�
r2
x w + c

f3�
r3

y x + b
f4�
r4

y

c + s
f5�
r5
d a + d

f6�
r6
z x + s

f7�
r7
z. (6)

In (6), ri and fi , for i ∈ {1, 2, 3, 4, 5, 6, 7}, denote the reverse and forward reaction
rates for the chemical species {a, b, c, d, s, w, x, y, z}. The chemical reactions in (6)
give a complete symbolic description of the operation of the ICS biosensor that was
qualitatively described in Sect. 2 of the companion paper. The forward part of the
first equation reports on an analyte molecule a being captured by a binding site b and
the resulting complex is denoted by w. The third equation says that a free moving
gramicidin monomer c in the outer leaflet of the tethered membrane, can bind to the
complex w, thus producing another complex, denoted by y. An analyte molecule
can also be captured by the binding site linked to the freely diffusing monomer, c.
The second equation says that this results in the production of the complex, x . The
complex x can still diffuse on the outer leaflet of the tethered membrane, and so
can move towards a tethered binding site, b, and bind to it, resulting in the complex
y (fourth equation). On the other hand the complex x can diffuse on top of the
tethered ion channel monomer, s, which results in the production of complex z
(seventh equation). The event that determines the biosensor conductance (and thus the
current flowing through the biosensor) is the binding of the free moving ion channel
monomer, c, and the tethered ion channel monomer, s. This results in the formation
of a dimer, d (fifth equation). Indeed, the biosensor conductance is proportional to
the dimer concentration, i.e., G(t) = constant × D(t). Finally, an analyte molecule
can also bind to an already formed dimer, which again produces the complex z (sixth
equation).

It is possible to convert the chemical reactions in (6) to a set of non-linear ordinary
differential equations with reaction rates given by:

R1 = f1AB − r1W R5 = f4CS − r5D

R2 = f2AC − r2X R6 = f6AD − r6Z

R3 = f3WC − r3Y R7 = f7XS − r7Z

R4 = f4XB − r4Y. (7)

Using (7), the time-evolution of the chemical species in the ICS biosensor can be
determined from the non-linear ordinary differential equations given by:
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du

dt
= Mr(u(t)), (8)

where M =

⎛

⎜⎜⎜⎜⎜
⎜⎜⎜⎜⎜
⎝

−1 0 0 −1 0 0 0
0 −1 −1 0 −1 0 0
0 0 0 0 1 −1 0
0 0 0 0 −1 0 −1
1 0 −1 0 0 0 0
0 1 0 −1 0 0 −1
0 0 1 1 0 0 0
0 0 0 0 0 1 1

⎞

⎟⎟⎟⎟⎟
⎟⎟⎟⎟⎟
⎠

where the vector u(t) = [B,C, D, S,W, X,Y, Z ]T in (8) denotes the concentration
of the chemical species, and r(u) = [R1, R2, . . . , R7]T denotes the rate of reaction
of the i th species in (6). The matrix M in (8) is the stoichiometry matrix relating
u and r(u). Note that (8) and (6) does not model the dynamics of the analyte con-
centration A. Note that in the reaction-rate limited regime the analyte concentration
A are assumed negligible. If this were not the case then continuum theories for
electrodiffusive flow would be required to model the dynamics of A.

The parameter ψ(t) is the rate at which the analyte molecules are fixed by immo-
bilized species at the electrode surface, which can be found using (6) and (8), and is
given by:

ψ(t) = −A( f1B + f2C + f6D) + r1W + r2x + r6Z . (9)

The totalmembrane conductanceGm(t) is related to the gA ion channel concentration
D(t) by a constant, (i.e. G(t) ∝ D(t)). Therefore, the time evolution of Gm(t) is
computed from the solution of Eqs. (1) and (9) given the initial concentration of the
chemical species, reaction rates, diffusivity constant, flow velocity, and assuming
we are in the reaction-rate limited regime. The reaction-rate limited regime of the
ICS biosensor is satisfied if large analyte flow rates of mL/min, micro-molar analyte
concentration, or low binding site densities less than 108/cm2 are present.

3.4 Singular Perturbation Analysis of Dimer Concentration

If large analyte flow rates of mL/min, micro-molar analyte concentration, or low
binding site densities less than 108/cm2 are present, then the assumption that the
analyte concentration is approximately constant over space and time is reasonable.
In this case, the singular perturbation theory can be used to approximate the time
evolution of the dimer concentration D(t) which is related to the ICS biosensor
conductanceGm(t) [23]. For the parameter values in Table2, the decay rate of species
Y and Z is much faster than the decay rate of the other species by analysis of the
eigenvalues of the linearized version of (8). Let us denote the parameters γ = {Y, Z}
for the fast species, and β = {B,C, D, S,W, X} for the slow species. We can then
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represent (7) and (8) as a two-time scale system:

dβ

dt
= f (β, γ ), ε

dγ

dt
= g(β, γ ) (10)

where g and f denote vector fields of the fast variables and the slow variables,
and ε ≈ 1

|λmax | with λmax the largest eigenvalue of the linearized version of (8).
Tikhonov’s theorem combined with the approximation S ≈ S(0) allows for the
simplification of the above two-time scale system of chemical dynamics equations
(10) [24, Sect. 11.1]. The following theorem based on singular perturbation analysis
provides an equation to evaluate the evolution of the biosensor conductance versus
analyte concentration:

Theorem 1 ([23]) Consider the two time scale system (10) for the dynamics of the
chemical species. As ε → 0, the dimer concentration D(t) converges to D(t) given
by the following system:

d

dt
D(t) = −D(t)(r5 + f6A

∗) + (
f5C + r6 f7X

r6 + r7

)
S(0) (11)

with constants r5, r6, r7, f5, f6, f7 defined in (6), A∗ the analyte concentration, and
S(0) the initial number of tethered gA monomers. Specifically, if the initial dimer
concentration D(0) at time t = 0 is within an O(ε) neighbourhood of γ = h(β),
where h(β) is the solution of the algebraic equation g(β, γ ) = 0 for g given in (10);
then for all time t ∈ [0, T ], |D(t) − D(t)| = O(ε)where T > 0 denotes a finite time
horizon. �

The proof of Theorem1 is given in [24]. It can be shown that as ε → 0, the fast
dynamics approach the quasi steady state, h(β) defined in the theorem. This quasi
steady state h(β) of the fast variables β is then substituted in the slow dynamics
in (10), which results in the following approximate dynamics for the slow species:
dβ̄/dt = f (β̄, h(β̄)). We are interested in a specific component of ᾱ, namely, the
approximate dimer concentration D̄, which can be shown to evolve according to
(11).

Using Theorem1, the conductance of the ICS biosensor for different analyte
concentrations A∗ can be computed using (11) when the operation of the biosensor
is in the reaction-rate-limited regime.

3.5 Detection of Human Chorionic Gonadotropin

To illustrate the application of the ICS and predictive model (11) with (1) for ana-
lyte concentration estimation in this section we compare the predicted membrane
conductance with the experimentally measured membrane conductance for the ana-
lyte species human chorionic gonadotropin (hCG). The concentration of hCG is an
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Fig. 6 Experimentally measured (gray dots) and numerically predicted concentration (black dots)
of hCG present in an analyte solution using the ICS biosensor. The black lines for the 10 and 12nM
concentrations are associated with the a blastocyst or mammalian embryogenesis being present.
Above 10nM a mammalian embryogenesis is present; below 12nM a mammalian embryogenesis
is not present. Intermediate values can be associated with either a mammalian embryogenesis being
present or not. All predictions are performed using the reaction-rate limited model (1) and (11) with
the parameters defined in Table2

excellent indicator of the presence of blastocyst or mammalian embryogenesis (i.e.
pregnancy).

Figure6 presents the measured and numerically predicted conductance of the ICS
biosensor for the concentration estimation of hCG. For concentrations of hCG above
10nM in blood or urine, this suggests a blastocyst or mammalian embryogenesis is
present. The experimentally measured concentrations of hCG used are 0 and 353nM.
As seen from Fig. 6, these produce very different membrane conductance dynamics.
From Fig. 6, at t = 40 s, the change in the number of conducting gA dimers is neg-
ligible. Therefore the membrane conductance is at its equilibrium value and results
because only aqueous pores are present for t > 40 s. As seen from Fig. 6, using the
reaction-rate limited dynamic model (11) in combination with the fractional order
macroscopic model (1) it is possible to estimate the concentration of hCG present.

4 Electroporation Measurement Platform

In this section we introduce the ElectroporationMeasurement Platform (EMP), mod-
eling techniques, and experimental measurements from the EMP for membranes
containing cholesterol.

Experimental platforms to study electroporation include synthetic bilayer lipid
membranes and in vitro cells. However, synthetic non-tethered bilayer lipid mem-
branes do not provide a good representation of physiological systems since the effects
caused by the cytoskeletal network are not present. All cells contain a cytoskeletal
network that provides structural support for the biological membrane. Using cells
provides a physiological system for validation; however, it is impossible to fully
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define the physiological environment which affects properties associated with elec-
troporation. This motivates the need for an engineered artificial membrane platform
which gives the experimentalist control over tethering density, membrane compo-
sition, and physiological environment unlike the synthetic lipid membrane and cell
based platforms. The EMP is a engineered artificial membrane platform that pro-
vides a fully controllable physiological environment with a tethered membrane. The
tethers in the EMP mimic the response of the cytoskeletal network in cells. There-
fore the EMP can be used to model the dynamics of electroporation; however, a
dynamic model is required to relate the experimental measurements from the EMP
to important biological parameters such as aqueous pore density and size.

Models of the electroporation process employ the Smoluchowski-Einstein equa-
tion, derived from statistical mechanics, and the energy of a pore. The pore energy
models are typically constructed by assuming themembrane is a dielectric and elastic
continuum.However, the pore energymodels can also be constructed from the results
of coarse-grainedmolecular dynamics and all-atommolecular dynamics simulations.
A key property that must be estimated is not only the pore energy, but also the con-
ductance of an aqueous pore. In [13] the authors use the Generalized Poisson-Nernst-
Planck (GPNP) continuummodel to estimate the conductance of aqueous pores. The
GPNP continuum is equivalent to the Poisson-Nernst-Planck system of equations,
classically used to estimate electroylte dynamics, if steric effects are neglected. Note
that near a pore entrance significant nonlinear potential gradients are present which
restrict the current flowing through the pore, this effect is denoted as the “spreading
conductance” and is dominant for pore radii significantly larger then the membrane
thickness causing the pore conductance to scale proportionally to the pore radius.
The pore conductance scales proportionally to the pore radius for all pore radii sug-
gesting that the “spreading conductance” is dominant as a result of the electrode in
proximity to the membrane surface and the non-linear potential gradients present.
This effect only becomes pronounced for large pores in free floating membranes.

4.1 Modeling the Process of Electroporation

The Smoluchowski-Einstein equation [25–27] provides a usefulmodel for estimating
the number and size of aqueous pores in an engineered membrane, thereby allowing
us tomodel electroporation. In amembrane, the creation and destruction of thousands
of aqueous pores occurs as a result of thermal fluctuations. The Smoluchowski-
Einstein encodes the mechanical properties of the membrane and how the membrane
reacts to changes in the transmembrane potential. The transmembrane potential is
the potential difference across the membrane that results from ionic gradients.

The Smoluchowski-Einstein equation is an advection-diffusion partial differential
equation that governs the probability distribution of the number of aqueous pores as
a function of their radius r and time t [25–27]. Denoting n(r, t) as the pore density
distribution function, then the Smoluchowski-Einstein equation asserts:
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∂n

∂t
= D

∂

∂r

[ n

kBT

∂W (r, n)

∂r
+ ∂n

∂r

]
+ S(r, n), (12)

where D is the diffusion coefficient of pores, kB is the Boltzmann constant, T is the
temperature, W (r, n) is the change in energy of the membrane to create a pore of
radius r , and S(r, n) models the creation and destruction rate of pores. Equation12
describes the time-evolution of the probability density function of the number and
size of pores as a function of temperature and the energy required to form the pore.
Intuition tells us that if we increase the temperature of the membrane then this should
promote the formation of pores. Interestingly from (12) we see that an increase in
temperature T causes a decrease in the contribution from the energy required to form
a pore; however, the source term S(r, n) for the creation of pores must increase as T
increases. Typical initial and boundary conditions for (12) can be found in [25, 28–
30]. A typical assumption is that initially for a membrane with zero transmembrane
potential Vm = 0, all pores have radius r∗, and that any pores r < r∗ close rapidly.
Therefore, the solution to (15) can be estimated by solving (12) to (14) with initial
condition n(r, 0) = Gm(0)/Gp(r∗), and absorbing boundary condition n(r, t) = 0
if r < r∗.

All pores that are formed by electroporation are aqueous pores (water filled pores
that cross the membrane). The creation of these aqueous pores follows a two step
process. First, a hydrophobic pore is formed in which the the lipid tails are brought
into contact with the water. The hydrophobic pore either spontaneously converts into
a stable hydrophilic pore or spontaneously collapses [29, 31, 32]. A hydrophilic pore
is an aqueous pore in which the perimeter of the pore is composed of the head-groups
of the lipids.

The creation and destruction of aqueous pores S(r, n) can be modeled using:

S(r, n) = vchm
∂U

∂r
eU/kBT − vdnH(r∗ − r) (13)

where U is the energy of a non-conducting hydrophilic generally given in terms of
modified Bessel’s functions, vc is the attempt-rate density, vd is the destruction rate
density (e.g. frequency of lipid fluctuations), and r∗ denotes the minimum radius for
the transition from a hydrophilic pore to a hydrophobic pore. The Heaviside step
function H(r∗ − r) in (13) accounts for the assumption that non-conducting pores
with r < r∗ have a lifetime on the order of the lipid fluctuations.

The classical free energy model for a hydrophobic aqueous pore W (r, n), in
(12), in the membrane consists of four energy terms: the pore edge energy γ , the
membrane surface tension σ(n), the electrostatic interaction between lipid heads,
and the transmembrane potential energy contribution Wes(r, Vm). The pore energy
W (r, n) in (12) can be modeled using:

W (r, n) = 2πγ r − πσ(n)r2 + (
C

r
)4 + Wes(r, Vm) + Wm, (14)
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with the energy contribution from the mechanobiological properties of the tethers
included as Wm. The surface tension σ(n) is dependent on n as the creation of pores
will decrease the area occupied by the membrane. If we denote Am as the area of
the membrane, then the effective area of the membrane is given by A′

m = Am − Ap

where Ap is the area of the membrane occupied by the pores and is dependent on
the pored density distribution function n. As Ap increases the surface tension of the
membrane is expected to decrease. However, if Ap � 1 then the surface tension
dependence on n can be neglected with σ(n) = σ . The linkages of the tethers to
the membrane are analogous to “springs” and act to restrain the enlargement of
aqueous pores. This is similar to the experimentally measured results in [33] which
suggests that irreversible electroporation cannot create pores that are larger than the
cytoskeletal network anchors. Modelling the mechanical properties of the membrane
as an elastic continuum and assuming a permanent tethered network anchorage, the
effect of the tethers is accounted for via the energy required to deform the Hookean
springs–formally, the energy contribution can bemodelled usingWm = 0.5Ktr2 with
Kt denoting the spring constant of the tethers [34]. Note, the energymodel for tethers
is identical to that of the cytoskeletal network presented in [35–38].

4.2 Equivalent Circuit Model of Electroporation

From the Smoluchowski-Einstein equation (the non-linear partial differential equa-
tions defined by (12) to (14)), it is possible to construct an equation for the membrane
conductance Gm(t) that accounts for the creation/destruction of aqueous pores. The
Smoluchowski-Einstein equation provides the pore distribution function n(r, t) over
all possible pore radii as a function of time and transmembrane potential Vm . To
compute the total membrane conductance Gm(t) we require an estimate of each of
the aqueous pore conductances. Denoting Gp(r) as the conductance of an aqueous
pore of size r , the associated membrane conductance can be computed by taking
the expected value of the number of pores of radius r multiplied by the associated
conductance Gp(r). Formally, with E denoting mathematical expectation,

Gm(t) = E[Gp(r)] =
∞∫

0

Gp(r)n(r, t)dr. (15)

Numerical estimates of the pore conductance Gp(r) can be found in [13].
The current response of the EMP can be computed by plugging (15) into the

fractional order macroscopic model (1). Notice that this requires the simultaneous
solution of a coupled system composed of a non-linear partial differential equation
and fractional order differential equations. Using singular perturbation approxima-
tions it is possible to convert this coupled system of equations into a set of fractional
order differential equations. The key is to use the approximations provided in [28] to
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convert the equations defined by (12) to (14) into the following system of equations:

Gm(t) =

N (t)�∑

i=1

Gp(ri ),

dri
dt

= − D

kBT

∂W (r, Vm)

∂ri
for ri ∈ {1, 2, . . . , 
N (t)�},

dN

dt
= αe( Vm

Vep
)2(1 − N

No
e−q( Vm

Vep
)2)

, (16)

where Gp(r) is the conductance of a pore of radius r . Note that with the formulation
in (16) it is assumed that the initial radius of all created pores is r∗. The complete
dynamics of the EMP are given by simultaneously solving the system of ordinary
differential equations (16) and the fractional order macroscopic model (1).

4.3 Membranes with Sterol Inclusions

Using the fractional order macroscopic model (1) and (16) with experimental mea-
surements from the EMP allows the estimation of several important parameters
related to electroporation. This includes the estimation of the membrane conduc-
tance Gm , double-layer capacitance Cdl , membrane capacitance Cm , and charac-
teristic voltage of electroporation Vep. In this section we present how variations in
% m concentration of cholesterol (molar ratio of cholesterol to lipids) in the engi-
neered artificial membrane effects the electroporation dynamics and the lumped
circuit parameters Gm,Cm, and Vep.
Parameter Estimation: Note that prior to all experimental measurements from the
EMP, the membrane integrity and static parameters in the fractional order macro-
scopicmodel are evaluated using impedancemeasurements. That is, prior to perform-
ing any electroporation measurements, the equilibrium membrane conductance Gm

at Vm = 0, membrane capacitanceCm , double-layer capacitanceCdl , fractional order
parameter p, and electrolyte resistance Re are all estimated from impedance mea-
surements. Additionally, the electroporation parameters α, q,C, D, rm are obtained
from [27, 32, 39, 40], γ, σ from [41], and Wes(r) and Gp(r) from [13]. Therefore,
the only parameter that is estimated from the electroporation measurements is the
characteristic voltage of electroporation Vep.
Background on Sterol Inclusions inMembranes: Cholesterol is an important lipid
molecule that can be used to control the properties of engineered artificial mem-
branes. Over the past decade several insights into how cholesterol impacts cell mem-
brane properties have been achieved. For example, in [42], chronopotentiometry
measurements of POPC (1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine) mem-
branes containing cholesterol illustrated that as the % of cholesterol increases from
0 to 73%, there is an increase in the membrane capacitance Cm and reduction in
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equilibriummembrane conductanceGm(0). In [43],molecular dynamics simulations
of DPPC (1, 2-dipalmitoyl-sn-glycero-3-phosphocholine) containing different % of
cholesterolwere used to estimate theminimumareal strain (pressure applied to stretch
the membrane) required to cause the formation of an aqueous pore. It was found
that for % cholesterol from 0 to 40%, the equilibrium conductance Gm(0) decreases;
however, for larger% of cholesterolGm(0) increases. This suggests that DPPCmem-
branes with 40% cholesterol have the highest resistance to electroporation compared
with DPPC membranes containing different molar concentrations of cholesterol.
In [44], bilayer lipid membranes composed of DphPC (1, 2-diphytanoyl-sn-glycero-
3-phosphocholine)were constructedwith different%molar concentrations of choles-
terol. In [44] it was illustrated that the characteristic voltage of electroporation Vep

increases as the% of cholesterol is increased from 0 to 10%. However, as the concen-
tration of cholesterol increased from 10 to 40% there was a decrease in the charac-
teristic voltage of electroporation Vep. Note that the engineered artificial membrane,
namley, the EMP is composed of 70% DphPC (zwittrionic C20 diphytanyl-ether-
glycero-phosphatidylcholine) and 30% GDPE (C20 diphytanyl-diglyceride ether).
Therefore, the EMP may have different Vep characteristics compared to the DphPC
membranes in [44].

The above gives insight into how the percent of cholesterol in POPC, DPPC, and
DphPC membranes impacts the membrane capacitance Cm , equilibrium membrane
conductance Gm(0), and characteristic voltage of electroporation Vep. However, the
aim here is to study how varying the % of cholesterol in engineered artificial mem-
branes impacts the membrane properties and electroporation dynamics.
Impedance Measurements: How does the molar % of cholesterol (molar ratio of
cholesterol to lipids) effect the membrane capacitance Cm , characteristic voltage of
electroporation Vep, and the equilibriummembrane conductanceGm(0) (the conduc-
tance at a transmembrane potentialVm = 0) in the tethered archaebacterialmembrane
of the EMP? Table1 provides the estimated Cm,Gm(0), and Vep for different % con-
centrations of cholesterol in the EMP. Note that the parameter Vep was estimated
using electroporation measurements. From Table1, we see that as the % choles-
terol increases the associated membrane capacitance Cm tends to increase. This is
in agreement with the results in [42] for POPC membranes containing cholesterol.
Interestingly, the equilibriummembrane conductanceGm(0) decreases for% choles-
terol increasing from 0 to 30%; however, beyond 30%Gm(0) increases. These results
are in agreement with the results from molecular dynamics simulations in [43] for
DPPCmembranes. Notice however that the EMP does not have the same equilibrium
membrane conductance characteristics as the POPCmembrane in [42] where Gm(0)
decreased for increasing % of cholesterol from 0 to 73%. This is not surprising given
the difference in the atomic structure of the negativley chargedPOPC lipids compared
with the archaebacterial DphPC lipids in the EMP. In fact, it was illustrated in [45]
that a 25% cholesterol POPCmembrane has similarGm(0) to that of a 0% cholesterol
DphPC membrane. At an atomistic level, a possible explanation for the decrease in
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Table 1 Macroscopic model parameters for the EMP

% Cholesterol Cm (nF) Gm(0) (µS) Vep (mV)

0 34.4 0.48 270

10 32.4 0.26 290

20 31.4 0.25 300

30 31.0 0.24 330

40 35.0 1.00 360

50 38.0 1.10 350

the equilibrium membrane conductance Gm(0) for the archaebacterial membrane
in the EMP beyond 30% cholesterol is the packing of the hydrocarbon chains in
the DphPC and GDPE lipids. For archaebacterial membranes, molecular dynamics
simulations suggest that the phytanyl tails form a tightly packed network with neigh-
bouring hydrocarbon chains being interdigitated [46–48]. As such, the introduction
of a low percentage of cholesterol (below 30%) likely causes the DphPC and GDPE
molecules to condense the phospholipid network resulting in a decrease in Gm(0).
However, for larger % cholesterol beyond 30% the interdigitation of the phytanyl
tails decreases causing an increase in the permeability of the EMP membrane. Note
that ab-initio molecular dynamic simulations are required to perform analysis on the
atomistic dynamics of how cholesterol impacts the properties of membranes. Link-
ing molecular dynamics to the fractional order macroscopic model parameters is an
active area of research that requires the construction of multi-physics models.

The characteristic voltage of electroporation Vep for the EMPmembrane increases
for increasing % cholesterol in the membrane from 0 to 40%. However, at 50%
we see a slight decrease in Vep. These results are in agreement with the molecular
dynamics results of DPPC membranes presented in [43]. It is interesting to note that
the Vep results for the EMP membrane are quite different from that of the DphPC
membrane in [44] where Vep increases for % cholesterol in the range of 0–10%, but
then decreases for higher molar % of cholesterol. This illustrates the unique effects
cholesterol can have on different archaebacterial membranes.
Electroporation Measurements: Given the fractional order macroscopic model
with the parameters in Tables1 and 2, Fig. 7 provides the experimentally measured
current from the EMP and the numerically predicted current I (t). Additionally, Fig. 7
provides the predicted double-layer charge Qdl(t), membrane charge Qm(t), and
membrane conductance Gm(t) for different molar % concentrations of cholesterol.
As seen from Fig. 7b, the computed current I (t) response is in excellent agreement
with the experimentally measured current response of the EMP. As expected since
Cdl > Cm , Fig. 7c illustrates that the charge accumulation at the electrodes is larger
then at the surface of the membrane. Comparing Fig. 7c, d, we can estimate the



Macroscopic Models for the Bioelectronic Interface … 309

Time [ms]
0 2 4 6 8 10

0

100

200

300

400

500
E
xc
it
at
io
n
P
ot
en
ti
al

V
s
( t
)
[m

V
]

(a) Excitation potential Vs(t).
Time [ms]

0 2 4 6 8 10

-2

0

2

4

6

C
ur
re
nt

R
es
po

ns
e
I
( t
)
[
A
] 0%

10%
20%
30%
40%
50%

(b) Current response I(t).

Time [ms]
0 2 4 6 8 10

0

5

10

15

20

25

T
ot
al

C
ha

r g
e
Q

d
l(
t )
,
Q

m
( t
)
[n
C
]

0%
10%
20%
30%
40%
50%

(c) Charge accumulation Qm (dashed
lines) and Qdl (solid lines) at the mem-
brane and electrodes respectivley.

Time [ms]
0 2 4 6 8 10

0

5

10

15
M
em

br
an

e
C
on

du
ct
a n

ce
G

m
( t
)
[
S]

0%
10%
20%
30%
40%
50%

(d) Membrane conductance Gm(t).

Fig. 7 Experimentally measured and numerically predicted current response for the EMP con-
taining different mol % concentrations of cholesterol in the range of 0–50%. The experimentally
measured current response is represented by the gray dots, and the predicted current response from
(1) and (16) by the colored lines. The parameters for the numerical predictions are given in Table1.
The excitation potential Vs(t) is identical for all experiments and is given by a linearly increasing
voltage with rate of 100 V/s for 5 ms, then a linearly decreasing voltage with a rate of −100V/s
for 5ms

amount of charge Qm on the engineered membrane required to allow the formation
of aqueous pores in themembrane. If no aqueous pores are formed then themembrane
conductance would equal the equilibrium membrane conductance Gm(0) in Table1.
For the EMPwith% cholesterol in the range of 0–20%, the charge required to form an
aqueous pore is Qm ≈ 2.5 nC, for 30% the charge is Qm ≈ 2.8nC, and for 40–50%
the charge is Qm ≈ 3.5nC. This suggests that the stability of the EMP membrane
increases with increasing % of cholesterol. However, if we look at the dynamics
of the membrane conductance Gm(t) in Fig. 7d, we see that the EMP membrane
most resistant to the process of electroporation is the 10% cholesterol EMP which
has a maximum conductance of 8.9 µS at t = 5ms. This illustrates an important
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point when comparing the membrane resistance to electroporation, it depends on all
aspects of the membrane properties (Cm,Gm(0), γ, σ, α, q,C, D, rm, Vep,Wes(r),
and Gp(r)), double-layer charging effects (Cdl and p) of the electrodes, and the
electrolyte resistance Re. Using a single value to compare the resistance to electro-
poration is not sufficient to establish which membranes have a higher resistance to
electroporation.

5 Conclusion

In this chapter we introduced engineered artificial membranes and how they can be
used for biosensing. Two application examples where considered which included the
Ion Channel Switch (ICS) biosensor, and the ElectroporationMeasurement Platform
(EMP). For further details, the reader is referred to [2].

The ICS biosensor can detect femto-molar concentrations of target species includ-
ing proteins, hormones, polypeptides, microorganisms, oligonucleotides, DNA seg-
ments, and polymers in cluttered electrolyte environments. The ICS biosensor
employees engineered receptor sites connected to mobile gAmonomers and biotiny-
lated lipids in an engineeredmembrane. Note that over 50 different antibodies as well
as extracellular cell surface receptors for growth factor detection, oligonucleotide
probes for DNA strand detection, lectins for glucose detection, and metal chelates
for heavy metal detection have been utilized in the ICS biosensor. Further receptors
can be designed by exploiting the receptor association dynamics discussed in [49].
Themajor requirement is an attachment chemistry that will not inactivate the receptor
for a particular analyte.

The EMP is a tethered membrane platform that provides a fully controllable phys-
iological environment with a tethered membrane. The tethers in the EMP mimic
the response of the cytoskeletal network in cells. Recall that all cells contain a
cytoskeletal network that provides structural support for the biological membrane.
Using cells provides a physiological system for validation; however, it is impossi-
ble to fully define the physiological environment which effects properties associated
with electroporation. This motivates the need for the EMP which gives the experi-
mentalist control over tethering density, membrane composition, and physiological
environment.

The fractional order macroscopic models presented in this chapter provide a basis
to study several interesting phenomenon that occur in engineered artificial mem-
branes. These include, measuring the dynamics of embedded ion channels, estimat-
ing analyte concentrations from experimental measurements from the ICS biosensor,
and studying the dynamics of electroporation in membranes. Future research in the
area of engineered artificial membrane modeling includes constructing multiphysics
models which combine the fractional order macroscopic model with continuum and
molecular dynamics models. The continuum and molecular dynamics models can be
used to estimate parameters of the fractional order macroscopic models from first-
principles. Abstractly, the interaction of the macroscopic, mesoscopic, microscopic,
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and quantum mechanics models is given by

I (t) = macroscopic (V (t),Gm,Cm,Cdl , p, Re)

Gm, . . . , Re = mesoscopic (D, γ, σ, . . . , hm, hr )

D, γ, σ, . . . , hm, hr = microscopic (U, T, P)

U = quantum mechanics

where U is the interaction potential between atoms, T is the temperature, P is the
temperature,hm is themembrane thickness, andhr is the tethering reservoir thickness.
The interaction potentials between atoms can be estimated from quantummechanics
which has no free parameters. This potential is then used in the microscopic model
to estimate important parameters for the mesoscopic models, which are then used to
compute the parameters of themacroscopicmodel. In this chapterwe have focused on
the macroscopic model of engineered tethered membranes. For interested readers,
detailed discussion of continuum and molecular dynamics models of engineered
artificial membranes is provided in [2].

The construction of multi-physics models and novel engineered artificial mem-
brane chemistries provide a rational approach to the in vitro study of biological
membranes, and the design of biosensors. This is an active area of research in the
fields of metabolic engineering, food safety, medicine, and security. The ultimate
goal is the design of low-cost biosensors that allow for rapid molecular detection
of specific analyte species, and artificial membrane platforms that can be used for
rational drug design.

Appendix

All experimentalmeasurements using the ICSandEMP, unless otherwise stated,were
conducted at 20 ◦C in a phosphate buffered solution with a pH of 7.2, and a 0.15 M
saline solution composed of Na+, K+, and Cl−. At this temperature the tethered
membrane is in the liquid phase. A pH of 7.2 was selected to match that typically
found in the cellular cytosol of real cells. The forward and reverse reaction rates in
Table2 are obtained from [10, 23, 50]. The electroporation parametersα, q,C, D, rm
are obtained from [27, 32, 39, 40], γ, σ from [41], andWes(r) and Gp(r) from [13].
Using impedance measurements it was determined that the fractional order operator
p is in the range of 0.95 to 0.98 suggesting that a diffusion-limited process is present
at the bioelectronic gold interface of the tethered archaebacterial membrane. The
associated capacitance Cdl is in the range of 120–180nF.
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Table 2 Model parameters for ICS biosensor and EMP

Symbol Definition Value

Lw Width of flow chamber 3.0mm

L Length of flow chamber 0.7mm

h Height of flow chamber 100µm

cw(0), cx (0), cy(0), cz(0) Initial concentration 0mol/m2

A Inlet analyte concentration of
hCG

10–353nM

c(0) Mobile gA monomers 1.6pmol/m2

s(0) Tethered gA monomers 16pmol/m2

b(0) Tethered binding sites 3pmol/m2

d(0) gA dimers 33 pmol/m2

f1 = f2 = f6 Forward reaction rate 5 × 102 m3/smol

f3 = f4 Forward reaction rate 3 × 109 m2/smol

f5 = f7 Forward reaction rate 3 × 1011 m2/smol

r1 = r2 = r6 Reverse reaction rate 10−4 s−1

r3 = r4 Reverse reaction rate 10−4 s−1

r5 = r7 Reverse reaction rate 1.0 × 10−2 s−1

Q Flow rate 100µL/min

γ Edge energy 1.2 × 10−11 J/m

σ Surface tension 15 × 10−3 J/m2

α Creation rate coefficient 1 × 109 s−1

q q = (rm/r∗)2 2.46

C Steric repulsion constant 9.67 × 10−15 J1/4 m

D Radial diffusion coefficient 1×10−14 m2/s

rm Equilibrium pore radius 0.8 nm

Gp(rm) Equilibrium pore conductance 1.56 nS

Re Electrolyte resistance 200 �

Wes(r) Electrostatic Energy Refer to [13]

Gp(r) Pore conductance Refer to [13]
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