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Preface

Today’s knowledge-, service-, and cloud-based business environment is extraordinarily
competitive. Organizations that have successfully laid a foundation for continuous
innovation and agility have been focusing on service research and innovation to
respond rapidly to the never-ending and ever-changing demands of the business. The
Australasian Symposium on Service Research and Innovation (ASSRI), in its sixth year
in 2017, has clearly established itself as an important academic event in service
research and innovation. It is a premium event for researchers, practitioners, and
developers in service-oriented computing that is changing the way software applica-
tions are designed, delivered, and consumed.

We are pleased to present to you the proceedings of the 6th Australasian Sympo-
sium on Service Research and Innovation (ASSRI 2017), which was held in Sydney,
Australia, during October 19–20, 2017. The papers selected for presentation and
publication in this volume showcase fresh ideas from exciting and emerging topics in
service-oriented computing and case studies in business process and supply change
management.

In this volume, we have selected 11 high-quality papers from ASSRI 2017 sub-
missions keeping the acceptance rate at around 40%. We have also included three
papers from ASSRI 2015 (“Information Systems as a Service (ISaaS): Consumer
Co-creation of Value”, “Auction-Based Models for Composite Service Selection: A
Design Framework,” and “Relating SOA Governance to IT Governance and EA
Governance”) and one invited keynote paper (“Big Data Analytics Has Little to Do
with Analytics”) in this volume. Each paper was reviewed by a team comprising a
senior Program Committee member and at least two regular Program Committee
members who engage in a discussion phase after the initial reviews are prepared. The
papers in this volume cover topics related to cloud service discovery, service recom-
mendation, crowdsourcing services as well as trust and privacy challenges in web
services.

We are grateful for the support of the Service Science Society Australia and the
general chairs, Prof. Aditya Ghose (University of Wollongong, Australia) and Prof.
Michael Sheng (Macquarie University, Australia). We very much hope you enjoy
reading the papers in this volume.

December 2017 Amin Beheshti
Hai Dong

Mustafa Hashmi
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Big Data Analytics Has Little to Do with Analytics

Fethi Rabhi1, Madhushi Bandara1, Anahita Namvar1, and Onur Demirors1,2(✉)

1 School of Computer Science and Engineering,
The University of New South Wales, Sydney, 2052, Australia

{f.rabhi,k.bandara,o.demirors}@unsw.edu.au,
anahita.namvar@gmail.com

2 Department of Computer Engineering, Izmir Institute of Technology, Izmir, Turkey

Abstract. As big data analytics is adapted across multitude of domains and
applications there is a need for new platforms and architectures that support
analytic solution engineering as a lean and iterative process. In this paper we
discuss how different software development processes can be adapted to data
analytic process engineering, incorporating service oriented architecture,
scientific workflows, model driven engineering and semantic technology.
Based on the experience obtained through ADAGE framework [1] and the
findings of the survey on how semantic modeling is used for data analytic
solution engineering [6], we propose two research directions - big data
analytic development lifecycle and data analytic knowledge management for
lean and flexible data analytic platforms.

Keywords: Data analytic process · Solution engineering · Knowledge modelling
Analytic life cycle

1 Introduction

Big data analytics can be defined as the process of extracting meaning from big data
using specialized software systems. As the definition emphasises, it has three significant
aspects: the nature of the data, the software utilized and the processes applied. The nature
of big data refers to voluminous datasets often in the range of terabytes and petabytes
whose size and characteristics extend beyond the ability of standard storage and
computing capacity. Big data has distinct characteristics with respect to the Volume: the
rate at which data is generated, Velocity: the rate at which data flows from different
sources and the rate at which the produced data can be processed at maximizing its value,
and Variety: the diversity in data types and their representation. Some challenges asso‐
ciated with big data can be listed as handling the massive amount of information streams
generated from different sources, identifying information that is critical for decision-
making, handling volatile business context and frequent changes in data and the ability
to anticipate and respond on different trends.

In the context of this paper, we define the big data related environment as a
combination of three systems: data source, a data publisher and value generator. It
differs from the traditional data warehouse environment that always has a shared view

© Springer International Publishing AG, part of Springer Nature 2018
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of data. Big data environments can have multiple data sources such as Internet of
Things (IoT) systems, different software applications, and social networks. These
sources generate data which is stored and disseminated through different data
providers. Analysts can use the data published by data providers to conduct analysis
and generate value out of them. The results can be used for a variety of purposes. If
we take an example of the financial data eco system as shown in Fig. 1, financial
institutions (e.g.- banks) and financial market systems (e.g.- Australian Stock
Exchange) generate different data sets which are collected, stored and published by
financial data providers such as Thomson Reuters. A data scientist can access the raw
data, transform them and conduct analysis to derive insights on data useful for finan‐
cial institutions in their decision making. The outcome of the analysis can also be
published and shared again as a new data set through the data provider.

Fig. 1. Financial data eco system

Data analytics requires a complex process and involves multiple steps such as busi‐
ness understanding, data acquisition, cleaning and pre-processing, integration, pattern
recognition, analyzing and interpreting results. As with the production of any service or
artifact, cost, timeliness and quality determines the success of the analytics solution.
Although it is depicted as an engineering solution, the analytics processes and the
utilization of tools are frequently conducted in an ad-hoc fashion, based on the experi‐
ence of individuals and have no traceability. Such an approach could have been feasible
for the analytics problems of the last decade, but today the demand and criticality of the
requirements have already gone far beyond what can be achieved with ad-hoc analytics
models.

4 F. Rabhi et al.



In this paper we provide our observations on how systematic approaches can improve
the success rates of data analytics projects. In Sect. 2, we outline the role of the field of
software engineering based on lessons learnt during the last 5 decades. Section 3
provides an overview of new and emerging tools, techniques and systematic approaches
for handling unstructured problems as is the case for big data analytics. In the conclusion,
we have summarized our observations in two aspects: analytic solution development
lifecycle and better knowledge representation.

2 Why Software Engineering Matters

2.1 The Knowledge Silos Problem

To build a big data analytic solution, it is necessary for experts coming from different
domains to be able to work together. One data analytic application may require appli‐
cation expert, social science expert, domain expert, big data specialist, statistical analytic
and data mining specialists as well as a software engineer familiar with different plat‐
forms and programming techniques (see Fig. 2). On one hand there are domain experts
who understand the context, purpose and business value of the analytics solution. On
the other hand, analytic experts specializing in statistical modelling, machine learning
and mathematics are needed. Deploying solutions on an IT infrastructure requires soft‐
ware engineering knowledge such as data modelling, algorithms, modular design and
abstraction which domain experts and analysts do not possess.

Fig. 2. Big data analytics expertise silos

There is no lack of software and tools to conduct a particular data analytic task. As
an evidence, observe the data analytic software stack proposed by Milosevic et al. [22]
in Fig. 3. There are sets of platforms suitable for different levels of data analysis and
tools within one layer provide same or similar services.

Big Data Analytics Has Little to Do with Analytics 5



Fig. 3. Analytic software stack [22]

In many organizations, big data analytics practices are largely driven by analysts
who tend to have expertise in using specific analysis or statistical modelling packages
[e.g.- Weka, Tabula, SAS, Matlab]. Hence, the analysts are reluctant to design flexible
analytics processes that align with organization’s IT infrastructure, specific objectives,
and to use a mix of data sources and software frameworks. Most organizations rely on
a manual process to integrate different analytics tasks and data elements [7, 8] which
are expensive and hard to maintain in the long term [7]. Moreover, according to No-
Free-Lunch theorem [9], there is no one model that works best for every problem and
depending on the application context and input data, analysts have to experiment with
different analysis techniques to obtain optimum results.

Although there are many tools and techniques that are usable at different levels of
the analytic solution development process, there are only few approaches that support
the overall development process dynamically. Most research efforts concentrate in one
area or domain such as text mining from social media or stock-market event analysis,
but there is a lack of “end-to-end” methods for engineering big data analytics solutions,
with proper separation of concerns.

2.2 Example of a Complex Analytics Process

To illustrate the challenges associated with data analytic processes, we exemplify a case
related to predictive analytics. The process of predictive analytics aims to forecast future
outcomes based on existing historical data to drive better decision [30]. In other words,
it can help to identify unexpected opportunities and forecast problems before happening.
In practice, predictive analytics can address business problems related to multiple disci‐
plines from churn prediction to recommender systems. It can also anticipate when
factory floor machines are likely to break down or figure out which customers are likely
to default on a bank loan. Predictive analytics comprise a variety of statistical techniques
and machine learning methods. Considering the inherent characteristics of predictive
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analytics in all domains the generic process is shown in Fig. 4, However, depend on
application context and input data different techniques can be applied at each stage.

Fig. 4. Predictive analytic process

Table 1. Stages of credit risk prediction process

Predictive analytics process Credit risk prediction
Data cleansing Handling missing

values
Removing missing values (empty, Null, N/A, none)

Outlier detection Removing outliers by applying IQR method
Feature engineering Data leakage Identification of features that are not available at the time of

reviewing the applicant’s request for a loan, and removing them
from our analysis

Data
transformation

Encoding ordinal features to numeric feature
Binarizing nominal features
Log Transformation for features with high skewness
Normalization and Standardization to have measurements to a
standard scale

Correlation
analysis

Applying Pearson Correlation analysis for presenting the
relationship of features (predictors) with respond variable
(dependent variable) which is Loan Status
Investigating significant difference in predictive features
between the default and non-default borrowers

Deriving attributes Deriving different ratios by available features. According to
classification result, defined ratios increased the classifier
performance

Statistical analysis Data profiling Summarizing dataset through descriptive statistics such as
mean, max, min, standard deviation and range

Plotting and
visualization

Depicting variables by presenting them on different plots and
histograms

Modeling Statistical modeling Applying Linear Discriminant Analysis and Logistic Regression
analysis for predicting borrower’s status

Machine learning
modeling

Developing classification models such as Decision Tree
Classifier and Random Forest for identification of default and
non-default borrowers

Evaluation Performance
measures

Considering confusion matrix, performance metrics such as
False positive rate, accuracy, sensitivity and specificity has been
addressed, Also ROC curve and AUC has been employed

Big Data Analytics Has Little to Do with Analytics 7



One such application of predictive analytics is Credit Risk Prediction, where the goal
is to predict true creditworthiness of potential borrower. Table 1 depicts the general
process that needs to be adapted for credit risk domain.

In practice, each of these analytic stages are conducted utilizing scripts or specific
tools and integrating the data and analytic tools are done through scripts. Moreover,
multiple experts should come together to understand and select data, to write software
to clean and analyze them, to understand statistical and analytical models suitable for
the task etc. This process is complex, time consuming and may have to go through
multiple iterations before the model satisfies the evaluation criteria. Then the deploy‐
ment and maintenance of the model in the bank environment should be conducted as a
joint effort between system engineers, domain experts and analysts.

3 New and Emerging Software Engineering Approaches for Big
Data Analytics

We discuss in this section some existing research areas in the software engineering space
and their relevance in the field of big data analytics from different perspectives.

3.1 Development Processes

The best starting point for looking at the big data analytics processes from the lenses of
a lean business is as an evolution of the software development life cycle models.
Adapting an approach similar to Agile development can improve the analytic process
by bringing a mixture of IT and business roles, providing rapid time to market strategy
to model and evaluate analytic models, accepting failures and improving upon them and
by challenging the existing practices. More specifically, the engineering of a big data
analytics solution following an Agile method allows extensive collaboration, flexibility,
and rapid development that fit with lean business practices.

We can identify three software engineering practices suitable for data analysis
processes: business requirement analysis, solution design and implementation. Business
requirement analysis focuses on capturing domain knowledge and acquiring require‐
ments from different stakeholders and defining functional and non-functional require‐
ments. Design enables the design of artifacts to be produced/discussed at a high level,
with no commitment to any technology or platform. The implementation allows testing
and refining the analytic solution and validating the quality. Figure 5 illustrates how
different analytic expertise we discussed in Sect. 2 are involved in these three stages of
a typical Agile iteration flow.

8 F. Rabhi et al.



Fig. 5. How expert knowledge can be leveraged in different stages of agile big data analytics
process

Agile methods are particularly suitable for big data analytics problems. As the prob‐
lems cannot be formulated before the solution emerges, the early feedback loop between
users and engineers are critical. The iterative nature of agile methods enables to establish
a systematic engineering approach while at the same time keeping the bottom up feed‐
back loop in place.

Literature such as such as CRISP-DM [2] and Domain-oriented data mining [3] is
advocating the importance of considering practices related to analytics and establishing
good understanding of data to build better analytic solutions more effectively. Significant
limitations observed in data analytic solution engineering space are a lack of high-level
architectural and data models to understand how to compose analytic pipelines, how
data should flow between the different stages and how to create mappings between the
stages and appropriate tools and data sets in the underlying infrastructure.

3.2 Architectural Design

Effectively designing, building and maintaining flexible data analytics processes from
an architectural perspective remains to be a challenge. Service oriented architecture and
scientific workflow techniques address the issue to a certain extent by providing
modular, pluggable software components and a composition environment for them.
Workflow technology as applied to big data analytics is generally called scientific
workflow technology. It can assist in the composition of hundreds of distributed software
components and data sources. Scientific workflow technology can be used to model
scientists’ analysis processes, where each step typically corresponds to an individual
activity or task. If each task is performed by a component (or a service), then the compo‐
sition of a set of components would be equivalent to performing a sequence of tasks,
where the sequence is determined by the scientific workflow model. A scientific work‐
flow system enables the definition, management and execution of scientific workflow
models and allows scientists to automate the execution and management of complex
sets of computations and data analyses, thereby enabling science at a large-scale.

Big Data Analytics Has Little to Do with Analytics 9



Service-oriented architecture (SOA) is an architectural approach that advocates the
creation of software components as autonomous, platform-independent, loosely coupled
services that can be easily combined within and across enterprises to create new software
applications to meet a business or scientific need [31]. Service-oriented technologies
have a well-defined set of interfaces and consistent access protocols we can use to engi‐
neer data analytic solutions. In addition, business processes technologies can be used to
provide an end-to-end analytic solution for the users by enabling automated or semi-
automated service selection and composition. The concept of “data and analytics as a
service” stems from a design paradigm of which design principles are governed by
Service Oriented Architecture (SOA) [32]. This concept advocates accessing data and
tools “where they live” – the actual platform on which the resource resides should not
matter. Therefore, service-oriented design can play an important role in linking the
analytic solution design to its implementation.

We identify two types of services we can leverage:

• Data services: hide data complexities and provide access to the data
• Analytics services: hide underlying technologies and conduct the model building and

execution for the users

Although the use of SOA has improved interoperability, orchestration of web services
into a workflow can be equally challenging for the end-user. Hence the literature empha‐
sizes the necessity of better knowledge management in enterprise data analytic [2, 11]
and scientific workflow [10] for better analytic platform development.

3.3 Integrated Frameworks

This section discusses integrated approaches for designing big data analytics processes.
They generally fall under the category of model driven software development because
they focus on models as central artifacts to provide an abstraction of a real-world appli‐
cation or system and apply model transformations to realise software systems from these
models. Model Driven Engineering (MDE) is defined as the vision of constructing a
model of a system that then can be transformed into a real artefact [24]. Use of MDE in
the context of service-oriented architecture can deliver powerful software engineering
methods [25].

One way to provide a platform for end-to-end data analytic solution development is
to follow an MDE approach where knowledge related to data, mining algorithms and
analytic services are captured through models which are leveraged to derive an analytic
solution. There is ample literature emphasizing the advantage of using models [23, 28,
29], in analytic solution space to model data, analytic requirement or services etc. There
are only a few studies in the literatures such as Rajbhoj et al. [26] and Ceri et al. [27]
that explores the potential of applying MDE for big data analytics, but they are limited
to particular analytic tool or technology such as Map-Reduce framework [26].

The ADAGE framework [1] specifically leverages the capabilities of service-
oriented architectures and scientific workflow management systems into data analysis.
The main idea is that the models used by analysts (i.e. workflow, service, and data
models) contain concise information and instructions that can be viewed as an accurate
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record of the analytics process, become a useful artefact for provenance tracking and
ensure reproducibility of such analytics processes. As shown in Fig. 6, the ADAGE
framework consists a set of architectural patterns and operational guidelines.

Operational
guidelines

Architectural
pattern

Expected software
architecture

ADAGE framework

Fig. 6. Adage framework

ADAGE architecture patterns support the definition of analysis processes in a more
convenient manner than using generic and conventional business processes. It uses a
reference data model closely associated with a target domain to standardize the repre‐
sentation of datasets. Adage framework uses a set of services to process the datasets, so
as to transform them into other datasets or information. Both the reference data model
and the ADAGE services are embedded in a service-oriented architecture (SOA).
Figure 7 represents a definition of an end-to-end data analytic process from importing
data into dissemination of findings, defined using the ADAGE architectural pattern.
Figure 8 represents an application of that analytic process for the analysis of financial
market data.

External
datasets

Internal
datasetsImport

Services

Export
Services

Processing
Services

Internal
datasets

External datasets
or information

Internal datasets

Fig. 7. Definition of an analytic process through the ADAGE architectural pattern
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Architectural
pattern

High-level software
architecture for event

data processing

ADAGE for Time
Series Analysis

(prototype system)

ADAGE for
Event Studies

(AfES architecture)

(1) Apply pattern (3) Implement architecture

(3) Implement architecture

ADAGE for Time
Series Analysis

(AfTSA architecture)

(2) Refine architecture

ADAGE for
Event Studies

(prototype system)

Extend architecture

Iterative decomposition (4) Evaluate prototype and  
(5) Revise architecture

Enhancement
(4) Evaluate prototype and  

(5) Revise architecture

Fig. 8. Application to the analysis of financial market data

However, defining suitable data models to accurately represent complex business
contexts associated with an analytic problem is not easy.

3.4 Knowledge Representation

The main critique of existing MDE approaches is that they often assume simple data
reference models, which is unrealistic, hard to evolve and difficult to create and maintain
when there are multiple stakeholders with conflicting viewpoints. Any analytic system
has to recognize that different types of mental models can co-exist, each type of model
can be particular to a community of practice, the mappings between concepts from
different models can be subjective and the reference model needs to allow different
interpretations of the data by different people. As an example, a financial data analysis
system can have two types of models: event model and time-series model, two commun‐
ities: computer science and statistics and it is not possible to always map between raw
data and variables consistently.

Semantic technology, which is based on the vision of semantic web by Tim Berners-
Lee is a new approach for modelling knowledge, data as well as their semantics and
there is a well-developed set of standards and notations: RDF, RDSFS, OWL, supported
by different tools for modelling, storing, querying, and inferencing the knowledge.
Different communities have adapted semantic technologies to build standard ontologies
related to their practices (e.g. ResMED for medical domain and FIBO in Finance).

The work in [21] summaries the value of semantic technology and ontologies from
three angles. 1. Ontology is a way of clarifying meaning and reducing unnecessary
complexity (e.g.- a precise technical jargon) 2. Ontology is a way to improve agility and
flexibility, 3. Ontology is a way to improve interoperability and integration by repre‐
senting information consistently across multiple domains and machines.

The main role of an ontology is to capture the domain knowledge, to evaluate
constraints over domain data, to prove the consistency of domain data and to guide
domain engineering while developing domain models [5]. Pan et al. [4] discuss in-depth
about how a generic software development process can be enhanced with the use of
ontologies as ontologies provide a representation of knowledge and the relationship
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between concepts they are good at tracking various kinds of software development arte‐
facts ranging from requirements to implementations code [4]. Such enhancements are
important for the domain of data analytic where analyst have to deal with heterogeneous
data sets, analytic models, and continuously changing requirements to derive different
insights from big data sets.

Though there is multiple work done leveraging the semantic technology for
analytics, they do not provide a complete solution that can address the challenges faced
by analysts. Early work looked at how semantic web technology helps information inte‐
gration [12]. Moreover, there is a body of work that uses semantic web technologies for
Exploratory OLAP [13], mainly to address the heterogeneity of data. There is a lot of
work done on introducing semantics to scientific workflows such as SADI [17] and
WINGS [18], to discover services that meet user requirements. Yet they do not discuss
how the domain knowledge can be captured and how the whole process of the analytics
can be automated and made user-driven. The existing work related to semantic web
services (OWL-S, WSDL, WSMO etc.) plays a prominent role in service composition,
yet they look at the operation angle and does not support the incorporation of analytic
domain concepts.

Many existing applications that apply semantic technology in data analytics are very
limited to a single domain and it is difficult to generalize and adapt them to design
reusable architectures. For example, [14, 15] are limited to urban data, [16] applies for
agriculture domain. Largely these applications were designed and developed in isola‐
tion, specific to a particular need of an organization or entity. Moreover, the solutions
are highly domain specific and extendibility for new use cases or adaptability of them
in other domains are questionable.

Work of Barisson and Collard [19] and Kumara et al. [20] are focusing on using
semantic technology for CRISP-DM [2] based data mining process. However, they lack
the linkage between the domain knowledge and analytic tasks and proposed models are
complex to understand, less generalizable and difficult to be used for end-to-end analytic
process development.

4 Conclusions and Future Work

From the discussions in the previous section, we believe that software engineering has
a lot to offer in improving big data analytics solution. We identify two key areas of
research work:

• new big data analytic development lifecycle
• better knowledge representation for analytics.

4.1 Towards Big Data Analytics Development Lifecycle

First we advocate the creation of a new big data analytic development process that maps
different stages of analytic process into those of software engineering such as require‐
ment analysis, design and implementation. This process is iterative and may follow
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multiple iterations to come up with the final solution. The activities followed under three
stages are illustrated in Fig. 9.

Fig. 9. Big data analytics development cycle

At the requirements analysis stage, analyst go through analyzing the problem; under‐
standing the business domain and what is the context and nature of the data available.
Design stage consists of two parts: data processing architecture design and analytic
architecture design. These parts are interrelated as the nature of data influences the kind
of model suitable for the analytic problem and also the data pre-processing and trans‐
formation should cater the input requirements and formats of the selected model.

At the implementation stage, we suggest to leverage service-oriented architecture
and workflow modeling to conduct analytic process composition and execution.

4.2 Better Data Analytics Knowledge Management

We identify the need and propose a framework where analytic process, services and
scientific workflows represented by semantic technology as well as domain knowledge
fits together to provide efficient event data analytic platforms. To explore the state-of-
art that use semantic technology for data analytic solution engineering and identify its
potential, we conducted a systematic literature review that explores literature spread
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over three spheres: software engineering, semantic modelling and data analytics. A
detailed discussion of this review findings is presented in [6].

Through the review we answered to the questions about what knowledge related to
data analytic process is captured by existing work - we identified four classes of semantic
concepts: Domain, Analytic Service and Intent. Then we study how this knowledge
(semantic concepts) is applied in analytic process development process, related to
different development tasks such as business understanding, data extraction, model
selection and analytic process composition. Based on the limitations we found form the
literature survey [6] we suggest future research directions in knowledge enabled
analytics. Mainly, the analysts should consider leveraging intent related models that
represent business requirements and goals, as only then the solution can address the core
problem. Furthermore, model building should not be an isolated task of trial and error.
Analysts can leverage different analytic models to understand available model building
methods and instantiate them. Semantic models are useful in each stage of the analytic
process, but state-of-art is limited to use them for a specific task such as data integration
or model selection. Hence it is necessary to have good models that contain sufficient
knowledge to help analysts throughout the development process.

The survey [6] provides evidence to the importance of service based approaches in
analytic solution engineering and the SOA community has multitude of research
regarding the service modelling, selection etc. which are useful for realizing the Agile
based big data analytics development cycle. Furthermore, the work emphasizes the
significance of model driven analytic solution engineering, which we try to cater through
the big data analytics development lifecycle by introducing implementation as the third
stage and facilitating process composition. Process composition and execution can be
of model-driven fashion once the good models are in place, for incorporating SOA and
workflow technologies. Data quality governance is a main concern that needs to be
addressed when realizing model driven and service based analytic platforms. This can
be the starting point for providing analytics as a service where expert knowledge is
captured and provided for anyone to compose their own analytic solution.

Data analytics, domain expertise and software engineering communities need to
work together to design ontologies that can support end-to-end data analytic solutions.
Involvement of all three expert groups will result in better ontologies and it will aid to
preserve the analytic related knowledge which exists in isolation today.

Finally, we emphasize the necessity of incorporating analytics as part of value chain
of a business, rather than treating it as an isolated tool used by scientists. To realize this
objective, analytic technologies should align well with the infrastructure of the organi‐
zation and flexible to cater changing business values. We believe that the Agile lifecycle
and the knowledge management strategies that we advocate can provide means to realize
effective integration of business, IT and analytic environments within an organization.
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Abstract. Massive amounts of data during disaster situations require timely
collection and analysis for the emergency team to mitigate the impact of the
disaster under challenging social-technical conditions. The absence of Internet or
its intermittent and bandwidth-constraint connection in disaster areas may exac‐
erbate and disrupt the data collection process which may prevent some vital
information to reach the control room in time for immediate response. Regardless
the rare connection in the disaster area, there is a need to group information
acquired during the response into a specific information model which accommo‐
dates different information priority levels. This is to establish a proper mechanism
in transmitting higher prioritized information to the control room before other
information. The purpose of this paper is to propose an information priority model
and system architectures for data collection under challenging conditions in
disaster areas.

Keywords: Information priority model · Adaption mechanism
Disaster response · Disaster Management Metamodel

1 Introduction

Major disasters and emergencies bring chaos and confusion. It is likely that information
in the early stages of a disaster will be neither readily available nor very reliable. It is
exacerbated by the breakdown of communication infrastructure which delays the trans‐
mission of the information from the disaster area. Regardless of the infrastructure break‐
down, the emergency response teams still have to provide rapid and real-time commu‐
nication using radio channels. Radio channels have become a global standard practice
in emergency communication in order to have a real time communication [1]. Having
a reliable communication is a fundamental requirement to support the communication
during the emergency response. Nonetheless, the advancement of wireless mobile
service communication and spatial information services can be considered as an essen‐
tial solution to provide a quick support in difficult circumstances, especially in reaching
remote areas or used in emergency situation. Both of these services may offer portability
and flexibility in informing accurate location positioning of certain information around
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the disaster location. With these technologies, the team can quickly supply important
data to the control room for crucial decision makings. Irrespective of the benefits it may
offer, the wireless mobile service will not provide its best intended services upon the
absence nor the unstable internet network within the disaster area. When most of the
solutions to the network problem are coming from hardware level, we would like to find
alternative solutions from examining the value in the information itself. We believe
information can have different values for different information stakeholders and for this
value, information can be treated differently. Identifying information urgency levels are
difficult due to different definition of urgencies by different information stakeholders.
Bear in mind that, in non-disaster situations, many disaster response stakeholders
operate independently of each other. In a disaster situation, complexity arises from a
variety of elements, systems, processes and actors, and it is hard to get a clear picture
of the entire situation within the timeframe of a crisis. Information being generated
during the emergency response is raw, unstructured, and uncertain. Yet, this massive
information is meant to be treated importantly by different stakeholders to support their
operations in saving lives, securing assets or preventing more damages caused by the
disaster. For example, in a massive flood disaster, the emergency team needs to monitor
the rise in the water level, the rain drop frequency and at the same time they have to
decide carefully when to evacuate, which residential area will be affected, which power
plants need to be secured and whether or not more resources are required. To make such
decisions, the control room acquires nearly real-time information from the emergency
teams on the disaster site. Assuming, the network within the disaster area is neither stable
nor available, and then this information may take their journey to the control room in a
long way.

The paper proposes three contributions: 1. Information priority model to improve
communication between response team in unstable network environment during disaster
response, 2. Novel cloudlet architecture for temporal information storage during data
collection in disaster environment, 3. Adaptive mechanism to embed information
priority model into the cloudlet architecture. This paper is structured into five sections.
In the first section; we will briefly introduce the potential problem during the disaster
emergency response. Then, we will show some related works to our solution in section
two. Next in section three, we will present our proposed solution. In this section we will
discuss the overview of information during the emergency operations to identify chal‐
lenges and data collection requirements. Then, we determine priority dimension and we
generate equation to determine priority weight. We will also discuss the mobile archi‐
tecture and the adaptive mechanism that is used to facilitate the implementation of
information model on the architecture. In section four, we elaborate our experiment and
evaluation plan. We implement our solution in the form of simulation using discrete
event simulation techniques to show which information should be prioritized based on
the information flow datasets and structure provided. And last we conclude our paper
in section five.
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2 Related Works

Related work is divided into two areas; information model design for prioritization and
information system development for disaster management. For the first area, the works
in [2–5] is closely related to our research. The work in [2], presented a context infor‐
mation model for disaster response which adopted the W4H classification for the context
data consisting a set of general classes, properties and relations. This model exploited
five semantics dimensions: identity (who), location (where), time (when), activity
(what) and device profiles (how). The work in [3], proposes an information model to
examine the mechanism by which social capital contributes to information exchange in
virtual communities in the context of a major natural disaster. This solution claimed to
provide timely access to comprehensive, relevant, and reliable information that are crit‐
ical for disaster management. Meanwhile, the work in [4], prioritizes information for
resource allocation in the reconstruction phase. This work focused on identifying key
information elements to better allocate resources for construction project using analytic
hierarchical process (AHP). The procedure used in this solution generally involves
dividing information based on its categories, split information into different phases of
construction project and classify information with cross-combination of the above two
steps. This work has no relation to disaster response but has shown a priority mechanism
in classifying important information. Last but not least is the work in [5], proposed the
bandwidth and energy efficient image sharing for real time situation awareness called
BEES. This is based on the concept of Approximate Image Sharing (AIS), which
explores and exploits approximate feature extraction, redundancy detection, and image
uploading to trade the slightly low quality of computation results in content-based
redundancy elimination for higher bandwidth and energy efficiency. BEES aims to
provide efficient image sharing in disaster.

The second related work area consists of existing methods and frameworks that have
been used to support information system development for disaster response. We found
the works in [6, 7] address the process of modelling information during the emergency
response. [6] is a dynamic emergency response management information system
(DERMIS) framework which is presented for the system design and development that
addresses the communication and information needs of first responders as well as the
decision making needs of command and control personnel. The framework also incor‐
porates thinking about the value of insights and information from communities of
geographically dispersed experts and suggests how that such expertise can be brought
to bear on crisis decision making. DERMIS framework has four major design compo‐
nents; design premises, conceptual design, general design principles and supporting
design consideration prior to developing functionality requirements that the software
needs for planning and executing the emergency response management function. The
framework can be used to base the initial foundation of the information model. Mean‐
while, [7] proposed a framework to analyze emergency response coordination patterns.
The pattern included information as one of the five basic elements of the emergency
response coordination life cycle. Information element is observed from three phases of
response; pre-incident, during incident and recovery.
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In the first related works area, we identified several gaps in response to our proposed
solution. Those gaps include the absence of priority values in the model, the overlooked
analysis on how to handle the information exchange failure causes, and the unsuitable
context for disaster situation. Meanwhile, the gaps from the second related works area,
existing works also did not accommodate the possibility of having intermittent connec‐
tion and discounted the prioritization approach from the offered solution. Having studied
the related works in [2–7], we could not find any solutions that resemble our proposed
solution. Those solutions differ to our proposed solution in several ways; we assigned
values to weight the information and create priority level from the information acquired,
our solution will respond to network instability by creating an ad-hoc network utilizing
nearby smartphones within the disaster area, we also assigned a temporal storage such
as cloudlet to store acquired information from the response team to speed up the trans‐
mission process to the remote cloud server. To achieve all of these features, we integrate
the proposed information model into a new system architecture design solution for
disaster management response.

3 Proposed Solution

In this section, we will elaborate our proposed solution. First we will discuss the
process that shows the information flow during disaster management response.
Next, we will discuss an information model that we adapted in order to base our
proposed priority model. Last we discuss about how to implement the priority model
in the cloudlet environment.

3.1 Process Model

Generally, during the emergency response, there are four interconnected phases being
carried throughout the process: emergency preparedness, crisis monitoring and early
warning, emergency response, and the last is recovery and reconstruction [8]. The most
vulnerable phase among all is the phase of emergency response. This is when disaster
just broke out and infrastructure may not function as usual. Despite of its vulnerability,
any information being acquired during this emergency phase can be highly important
as it may be used to save one’s life or prevent casualties from getting worse. Different
agencies may acquire different information from each phase. Knowing the phases in
disaster response is important to our research as we need to understand the environment
from where information is generated.

Being in the most vulnerable phase, there are massive amounts of information to be
collected during the disaster emergency response which are essential to the decision-
making process. To supply accurate information, we believe that knowing the origins
and the destinations of information are equally important and we depict the information
flow into a process model which is illustrated in Fig. 1. The process shows the main
components in a disaster management response which are; hazard, assets, support, envi‐
ronment, dataset, network nodes, cloudlet, remote server and control room.
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Fig. 1. Process model

This process model also shows how information is being exchanged in a continuous
cycle. The cycle is formed by several interrelated entities and these entities will later be
grouped into several components. To understand the cycle we may begin from the
Hazard entities; in which hazards pose threats to surrounding assets like schools, hospi‐
tals, public transport stations or even to a living assets like human and nearby bio
ecosystem. To reduce or overcome the threats, it is required to have proper support from
nearby emergency response agencies. These supports can be given by monitoring the
surrounding environments that may affect the spread of the threats such as wind velocity,
heat temperature, rain drop rate, humidity level and others.

This act of monitoring will generate datasets which are collected through mobile
devices which also act as the network nodes in a temporal network environment. These
nodes are transmitting the collected data to the nearby cloudlet as a shared storage
between devices. Cloudlet will later re-transmitted the collected data to the remote server
to be consumed by the authority who resides in the control room to make decision
making. The decisions being made in the control room will be used to control the hazards
which will re-iterate the whole process until the hazards are diminished or vanished.

3.2 Information Model

3.2.1 Metamodel Used
Our information model is based on the Disaster Management Metamodel (DMM) [9].
This metamodeling works, study the characteristics of the response works on disaster
area through evaluating disaster management documents like reports, manuals and
standard operating procedures from different resources [10, 11]. These resources are
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different standards in running emergency responses in different countries and are
generally developed by the national agency for disaster management of the country.

Disaster Management Metamodel (DMM) is developed by applying Meta Object
Facility (MOF) framework to denote disaster management domain in several modelling
layers. This process is to exploit the abstraction of disaster management knowledge
domain. Before applying the priority over DMM framework, we will briefly elaborate
the principal concept of how the DMM is being used in disaster management. As
discussed in [9], we understood that DMM is being built using the Meta Object Facility
(MOF) Framework. MOF framework represents DM knowledge domain in three
abstraction layers; M0, M1 and M2. M0 represents the real world object which describes
how knowledge related to tactical activities is structured. Meanwhile, M1 describes the
model for policy and planning context and M2 is the metamodel itself in which the
knowledge is abstracted in the conceptual model. The lower layer of MOF is an instance
of the higher layer. This means; a model in a higher abstraction layer will represent
language to be expressed for the model in the lower layer. For our research we are only
looking for the layer M0 which deals with the knowledge domain in the tactical response.
Based on the DMM abstraction and concept relationship in [12] we chose to only adapt
the metamodel that is related to response phase; incident, aid and rescue.

3.2.2 Dimension Used in Information Priority Model
Knowing the tasks, agencies involved and dataset types, we identify several dimensions
which determine data priority upon others. By taking into account dataset being gener‐
ated in a task, the agencies that will be interested in the dataset, and the dimension created
by the dataset; important dimensions of a data will be generated which later be used as
the determination factors in assigning priority of information in the model. The gener‐
ated dimensions classify several dimensions that may give different weight to an infor‐
mation package in hierarchical tree shape. The tree has three groups; information cate‐
gory group, information attributes group and network attributes group. All of these
groups will contribute to the weight of the information package differently.

Information Group Category. This group classifies information according into five
categories:

Asset (As) Category. Under this category, all valuable goods or living bodies will be
considered as assets. This will include humans, government buildings, public buildings,
business or individual properties. Some examples are like number of population within
the disaster area, location of residential, logistic center, water dam, offices and schools.

Hazard (Ha) Category. In hazard category, an information will only be related to the
disaster status, damaged caused by disasters, and potential escalation of the current hazard
to create another hazards. Some examples from this category are like the flood status or the
fire status whether are in danger, risky or safe. The contaminated areas due to the chemical
leak, smokes from bushfire or volcanic ashes can also be grouped under this category.

Action (Ac) Category. The action category contains information related to actions
required by response team when providing emergency response towards disaster
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victims. These actions may include search and rescue information, evacuation infor‐
mation, extinguishing effort on forest fire, water gate control to anticipate hard rain or
medical decisions on disaster survivors.

Support (Su) Category. The support category includes all information about providing
and allocating support towards the response team who are serving the victims of disas‐
ters. This kind of information can be seen in back up request on additional resources.
For example, the request to get more firefighters to put off fires, the request to provide
medical personnel to standby in the arrival of the victims, the request on basic live
support; food, water, shelters, medicines and the request to provide transportation or
guard the transportation of people to the refugee camps.

Environment (En) Category. Any information related to disaster surrounding can be
grouped under this category. Information on the surroundings can help the response
team to analyze nearby resources or make decisions when performing their operation.
For example, knowing the nearby river or water source can help decide the location for
temporary shelters or reporting the wind speed and its direction can help the fireman
predicts the fire spread pattern.

3.2.3 Priority Weight
To determine the priority weight of information, we first use the naïve approach which
accommodates basic equation on weight formulation. We define datasets and dimen‐
sions as the set of input to the equation. We define Ds as a set of datasets and D as a set
of dimensions. Next, we defined W as a function to determine the weight of a dimension
with respect to a particular dataset. Then, we define V as a function to determine the
value of a dimension with respect to a particular dataset. Last, we take all defined entities
to compute the priority through the function P. So, P is a function to calculate the priority
value of a dataset, i.e. Dsj ↦ ℝ as seen below:

P(Dsj) =
∑n

i=1 W(Di, Dsj) ⋅ V(Di, Dsj),
where Di ∈ D and Dsj ∈ Ds. (1)

3.3 Enabling Mobile Application Architecture

3.3.1 Overall Structure
Traditionally, cloudlet architecture concerns about offloading data received from mobile
devices into its server. Cloudlet offloading mechanism unloads application package,
client application metadata, VM overlay and server provisioning script onto the cloudlet
server upon discovering the nearby cloudlet [13–17]. Cloudlet host will exchange infor‐
mation using its application server with mobile application client.

Based on the above existing architecture, we extended the function of cloudlet by
adding new modules onto it. Our proposed mobile application architecture as it is shown
in Fig. 2 includes three environments; mobile, cloudlet and remote cloud. Our mobile
environment will retain components for locating position service, report and retrieve
data and also pair up with its neighboring device to establish mobile ad-hoc network.
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Data that will traverse in between devices will follow predefined policy to gain the best
time in reaching the nearest cloudlet.

Fig. 2. Proposed mobile architecture for disaster emergency response

Meanwhile in our cloudlet configuration environment, apart from enabling connec‐
tion finder, our cloudlet host will have the priority model embedded through the adaption
mechanism module we created. The priority model is aimed to determine which infor‐
mation should be received first considering the priority values gained by each informa‐
tion package. Not only for priority determination, is the model also aimed to rule the
data transmission from cloudlet to the cloud service providers considering intermittent
connectivity between cloudlet and base station.

3.3.2 Cloudlet Adaption Mechanism
From our proposed Mobile Application Architecture before, we introduced two new
modules in the cloudlet host; the priority model and the adaption mechanism. The infor‐
mation priority model is the model that we have defined earlier in Sect. 3.1. However,

Fig. 3. Cloudlet adaption mechanism
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this model needs to be embedded into the existing cloudlet architecture to serve its
purposes. To do that, we created an adaption mechanism which facilitates the interaction
between the priority model and the cloudlet. Figure 3 below showed how the interaction
is orchestrated in data flow diagram.

If we observed the above adaption mechanism, we can see that incoming data are
received at the cloudlet and has to go through processes to acquire certain information
prior to priority calculation. The mechanism has the responsibility to extract metadata
from the received information in determining its category, data size, data recentness,
data frequency and then assign weight accordingly. Once all weights for each variable
are ready, then the process goes to priority model to assign its priority value. Based on
the priority values acquired, the information will be placed in the queue to wait the
confirmation from the bandwidth size check. If the bandwidth size checked is larger than
the queue size than all information should be sent if not then the information will be
send according to its queue.

4 Experiment and Evaluation Plan

Our experiment is to represent data traversal in multi-hop mobile devices to reach the
nearest cloudlet and embed information priority model into the cloudlet configuration
to determine information priority level of each data collected before transmission. To
do the experiment we will use simulation approach. For that, we define our scenario in
two possible settings:

1. The scenario that accommodates the unweighted data flow from multi-hop mobile
devices considering sufficient bandwidth.

2. The scenario that accommodates the unweighted data flow from multi-hop mobile
devices considering insufficient bandwidth.

3. The scenario that accommodates the weighted data flow from multi-hop mobile
devices considering sufficient bandwidth.

4. The scenario that accommodates the weighted data flow from multi-hop mobile
devices considering insufficient bandwidth.

To set up an ad-hoc network through mobile smartphones, we choose Wi-Fi Direct
technique because it has about 60–70 m range of radius. This is better than Bluetooth
and ZigBee which can only cover 10–15 m. A policy will be introduced in the each hop
to ensure the data traverse from each hops will reach the nearest cloudlet and the data
offloaded can be available immediately to other devices.

4.1 Motivating Scenario: Case Study

Evacuation notice played a critical role in helping the residents to make quick decisions
to evacuate. In the absence of network infrastructure, if each personnel from police and
fire brigade are spread evenly around the disaster area, a temporal network can be estab‐
lished using the Wi-Fi Direct technique and create about 79.2 ha of mobile ad-hoc
network coverage or almost equal to the size of 80 rugby fields. Ad hoc network can be
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used to create local temporal network between mobile devices to overcome the condition
of no connectivity within the area or when the connectivity is presence but intermittent.
Both of the conditions offer particular challenges. The first challenge happens when
there is no available connection in the area and the ground response team has to continue
collecting and sharing disaster situation data in real time. Another challenge happens
when the connection existed but unstable or intermittent. The intermittence creates
limited bandwidth for the collected data to be shared with other team members on the
ground or with the decision makers in the control room. With the assumption that the
data should continue to transmit, will force certain mechanism to take place in which
only highest priority data will occupy the bandwidth. For this reason, there is a need to
apply information priority model that was discussed in the previous section to assign
level of importance of each data.

4.2 Information Abstraction

Based on the above scenario we developed information abstraction based on early
disaster assessment. We assume potential information that may be used during the
emergency response. Each of information carries details from different categories and
attributes. We created Table 1 below to better visualize the category and attribute of the
information (not all categories are shown in the table):

Table 1. Information abstraction

DATA SUB INFO/DETAILS CAT DTYPE ESIZE
Hazard status - Danger

- Risky
- Safe

Hz .txt, .jpg, .mp3,
.mpeg

600 KB–2.5 MB

Population - Casualties/Injured
- Elderly/Babies
- Survivors/Need shelters

As .txt, .jpg  600–900 KB

Transportation network
details

- Air
- Sea

- Road/
Bridges

Sp .txt, .jpg  600–900 KB

Looking at the above abstraction table, we can see that majority of data estimated
sizes are between 600–900 KB which they may include different type of formats (text,
voices, images). Based on ad-hoc network measurement guideline published in [18], to
transfer 600–900 KB data size in a regular even nodes network having 140 kbps/flow
capacity, we will get a successful data transfer in 4.3–6.4 s. Meanwhile, if we are sending
those data in random uneven nodes network with 46.7 Kbps/flow capacity, we will
manage to send it successfully after 12.85–19.3 s. So if we have about 20 nodes sending
the data with similar sizes as above at the same time, our calculation indicates that we
need to bear a longer time to successfully send all data for about 1.25–2.8 min in regular
even nodes and 4.3–6.4 min in random uneven nodes.

The above results are beyond the standard of acceptable time for upload and
download operation. To reflect the acceptable time for upload and download time at
disaster area we compare it to the acceptable time in the rural area. According to
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[19], the acceptable upload operation time for internet bandwidth in rural area is
between 30–55 s. Meanwhile, the acceptable time for download operation is between
6–11 s. For this reason, critical information acquired from disaster response area
should be able to be transferred to the control room through an ad hoc network
protocols within 55 s at maximum allowed upload time in rural area.

4.3 Evaluation Measures

As part of evaluation process we, performed initial evaluation on completeness and
coverage of our dimensions against different datasets and we set the guideline to perform
validation test to ensure that our goal on creating prioritization for information assures
to accommodate a faster delivery of important information to the control room.

4.3.1 Completeness and Coverage
At this stage, we have performed our initial evaluation on our model through the
completeness and coverage evaluation against various dataset. We retrieved three
reports from different cases of bush fire in Australia. Those reports are The New South
Wales (NSW) - Rural Fire Service (RFS) Annual report for 2014/15, The 2009 Victorian
Bushfires Royal Commission Final report and the 2003 report of the Inquiry of Opera‐
tional Response for Bushfire in Australian Capital Territory (ACT). Our initial evalua‐
tion completely cover different terms that was mentioned in aforementioned reports and
able to identify alternate source of information in different report like ICON for Incident
Reporting, BRIS for Brigade Incident Reporting System and EMOS for Emergency
Management Operation System.

As mentioned earlier about using dimensions to determine the weight of our priority
model, we need to ensure these dimensions are complete and cover major information
that required in disaster response operation. Therefore, the evaluation on our dimensions
completeness and coverage is important to be done against existing reports.

4.3.2 Internal Validity Test
We also conducted internal validity tests on the model that we developed. This is to
prove that our Information Priority Model is the only cause to critical information to
arrive faster at the control room. For this reason, we set our priority model as the inde‐
pendent variable and fast delivery of critical information to control room in limited
bandwidth network as the dependent variable. Our Internal validity test is conducted by
defining dataset attributes, the scenarios it will undergo and object evaluations. To define
the dataset attributes we ensure that all information being used in the experiment are
belong to the five groups we defined in the information categories; assets, hazards,
actions, support, and environment. Dataset should also have all attributes of data type,
data size, frequency, recentness and entails attribute of average distance between hubs
and bandwidth size.

We then configure the test setup to ensure that all predefined scenarios are followed
accordingly. For this we define two groups of datasets which contain all dataset attributes
above. Then, the test will run on the four scenarios we determined earlier at the beginning
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of this section. In which, both normal and weighted datasets will be transmitted in the
normal and limited bandwidth settings. Every result from the test will be recorded in the
dataset table of impact. Important observation as a result from this evaluation are; how
latency delays being impacted upon applying priority model, how each groups differs
in average transfer time, what are the dimension impact ratio upon the delivery of dataset,
what impact would each data give upon arrival and how resource utilization is consumed.

4.3.3 Experimental Measures
To help us measure the effectiveness result of our proposed model and architecture, we
use AnyLogic simulation modelling software as our tool. Our motivation to use simu‐
lation modelling as our experimental tool is because simulation may present key char‐
acteristics, behaviors and functions from the real-world disaster response process in a
cheaper and safer way. In many cases, getting real objects or being at the real situation
to find the right solutions can be too expensive or dangerous. For our solution we will
be using Discrete Event Modelling technique; the reason we pick Discrete Event Simu‐
lation (DES) is because we view the flow of information during disaster response as
sequence of processes and operations which may include delays, multiple resources or
even limited resources.

As our initial work, the simulation we built is specifically aimed to model the infor‐
mation traversal during the bushfire disaster response. The model will allow the user to
define the information and network attributes through interactive panels. We created
multiple panel interfaces for the simulation in 2D and 3D formats to ease the user
understand the control and supply the required input.

For the input interface, we separate two panels to accept different inputs from the
users. The first panel is dedicated to accept input on infrastructure and environmental
setup. Those data that user can input for environmental input are like wind speed and
wind direction. Meanwhile, at the infrastructure setup input, the user can key in data
related to the property of ad hoc network and cloudlet; like number of cloudlet in the
area, number of hubs or nodes around the cloudlet, bandwidth size, and distance between
nodes. User can also determine whether or not to allow random disruption during the
simulation to see different performance impact on the result.

Under the information attributes panel, we group the information to be delivered
only into three types of information; information related to fire status, information
related to threats and information related to victims. For information related to fire status,
user can determine how frequent information is updated and how much recentness of
information required. User can also choose different types of the data; .txt, .jpeg, .mp3
or .mpeg by ticking the selection box provided. Similarly goes to the other two groups
of information; threats and victims.

Our simulation model can also be viewed in 3D and animated format. By showing
this option, we expect users can better visualize the process of information traversal
from each node when reach the cloudlet. And if there is a delay happens during the
information exchange, the user should be able to see only prioritized information is able
to reach the cloudlet upon the transmission. The result per simulation will also be shown
in an interactive way which consists of animated graph and texted summaries.
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5 Conclusion

Critical information during emergency response works is highly important for decision
makers to support the rescue tasks. Its presents at the control room at the right time can
help the response team to make the correct decisions to save lives and prevent more
casualties. However, different challenges from network instabilities to uncertain infor‐
mation model on determining its urgencies present in disaster area to hinder the expected
information to reach the control room in time.

This paper proposes a solution of applying information priority model on the
collected information when cloudlet is used as part of the information gathering infra‐
structure during the disaster response and ad-hoc network is used to create the temporal
network within the disaster area. There are many works proposing information models
for disaster situation but are lacking in properly incorporating information priority
designs and that can be adapted to different contexts, plus difficulties in incorporating
such information models as part of the operational architecture. The paper addresses
these gaps by proposing information model that can perform analysis to determine
information priority which adapts to multiple contexts, along with a novel cloudlet
architecture that leverages the model during disaster operations. The proposal is being
tested for realistic scenarios (fire rescue) and a simulator helps determine the effective‐
ness of the proposed approach as well as the impact of fine tuning some parameters.

Further works still need to be done to improve the proposed solution. The existing
information analysis is very basic and needs to be further fine-tuned for different disaster
contexts to achieve its goal. The simulator is to be completed and made into an envi‐
ronment in which the user can take control of setting the parameters that help the infor‐
mation analysis. More test scenarios representing different contexts need to be deter‐
mined in collaboration with other organizations.

Existing approach leverages state of the arts technologies that are being used in
disaster situations such as the ad hoc networks and Cloudlets. The overall benefits of
our approach are the use of information priority model which enables flexible architec‐
tures to be designed and adapted in multiple contexts, involving the user/expert in
refining the information model and setting the parameters helps in fine tuning the system.
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Abstract. Recent advancements in business process conformance anal-
ysis have shown that the detection of non-conformance states can be
learned with discovering inconsistencies between process models and
their historical execution logs, despite their real behaviour. A key chal-
lenge in managing business processes is compensating non-conformance
states. The concentration of this work is on the hardest aspect of the chal-
lenge, where the process might be structurally conformant, but it does
not achieve an effect conform to what is required by design. In this work,
we propose learning and planning model to address the compensation of
semantically non-conformance states. Our work departs from the inte-
gration of two well-known AI paradigms, Machine Learning (ML) and
Automated Planning (AP). Learning model is divided into two models
to address two planning problems: learning predictive model that pro-
vides the planner with the ability to respond to violation points during
the execution of the process model, and instance-based learning model
that provides the planer with a compensation based on the nearest class
when there are no compensations perfectly fit to the violation point.

Keywords: Semantic process compensation · Learning model
Automated planning

1 Introduction

The problem of business process monitoring has received considerable recent
attention in the literature. Much of the work done on process monitoring involves
conformance checking, which seeks to ensure that the task sequence being exe-
cuted is, in fact, a task sequence mandated by the operative process model. We
shall refer to this conception of conformance as structural conformance. This
paper builds on a more sophisticated notion of conformance semantic confor-
mance [1] that seeks to ensure that the observed effects of a process at every
step correspond to the expected post-conditions at those steps.

To provide comprehensive support for exception handling and run-time adap-
tation in executing process instances, this paper addresses the question of what
can be done to “fix” non-conformant process instances. The notion of confor-
mance used here is semantic non-conformance, but that notion subsumes struc-
tural non-conformance. When a process instance is found to be non-conformant,
c© Springer International Publishing AG, part of Springer Nature 2018
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two possible strategies might be adopted: (1) aborting the process instance and
starting again from scratch and (2) continuing the execution of the process
instance by deploying an appropriate “fix”. The former strategy can be prob-
lematic, since some of the transactions involved might be impossible to roll back.
Our focus, therefore, is on the latter strategy. We shall refer to the “fix” as a
compensation, i.e., a suffix of the current task sequence that is distinct to the
one originally mandated by the process design that (eventually) restores to the
process instance to a conformant state.

We offer a novel technique for computing compensations in this paper. Com-
puting a compensation can be viewed, in the first instance, as a planning prob-
lem. We know the current state of the process, and we also have a specification of
the goals of the process (and hence, a goal state). The planning operators [2] are
the enterprise capabilities that appear as tasks either in the currently deployed
process design, or in other designs in the organization’s process repository. The
output generated by a planner will therefore be a task sequence that will restore
the process to a conformant state, or, at the very least, a goal-satisfying state.

The planning problem is not as straightforward as the account above sug-
gests. There are trade-offs involved in terms of choosing between compensations
that achieve full goal-compliance but delayed restoration of conformance (i.e.,
the process executes for a period of time in a non-conformant fashion). There
might be a gap between violation time, when the non-conformance is detected,
and compensation time, when the compensation is deployed. This raises ques-
tions about the trade-off between deliberation and action.

The paper innovates further by viewing the computation of compensations as
a learning problem [3]. Given a history of past executions, it is possible to learn
from past instances of non-conformance the compensations that were deployed
and how effective they were. The problem can be viewed, for instance, as an
instance-based learning problem [4], where we search for the most similar past
instance and then deploy the compensation used in that case.

In the reminder of this paper, we describe learning planning semantic process
compensation, which extends the idea of semantic monitoring and compensation
in socio-technical processes [1]. The rest of the paper is structured as follows.
In Sect. 2, we introduce some preliminaries. Section 3 represents learning plan-
ning semantic process compensation model. We describe the implementation
and empirical evaluation of this model in Sect. 4. Then, in Sect. 5 we present
some related literature about learning planning models and semantic process
compensation. We conclude the work in Sect. 6.

2 Preliminaries

This section introduces the key concepts used in the reminder of this paper. First,
we introduce process model notations, then we outline annotated strategies for
computing semantic process compensation [1].

Definition 1. A semantically annotated process model P is a process
model in which each activity or event is associated with a set of effect scenarios.
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Each effect scenario es is a 4-tuple 〈ID, S, Pre, Succ〉, where S is a set of sen-
tences in the background language, ID is a unique identification for each effect
scenario, Pre is a set of IDs of effect scenarios that can be valid predecessors in
P of the current effect scenario, while Succ is a set of IDs of effect scenarios that
can be valid successors in P of the current effect scenario.

Normally, business process models are associated with a set of normative
traces [1], each normative trace nt represents one possible way in which the
process might be executed. However, the actual execution of process models is
not necessarily be normative. Thus, we introduce semantic execution trace
to semantically annotate the execution of process model P at run time.

Definition 2. A normative trace nt is a sequence 〈τ1, es1, τ2, ...esn−1,
τn, esn〉, where

– esi, ..., esn are effect scenarios, and for each esi = 〈IDi, Si, P rei, Succi〉,
i ∈ [2, .., n], it is always the case that IDi−1 ∈ Prei and IDi ∈ Succi−1;

– esn = 〈IDn, Sn, P ren, ∅〉 is the final effect scenario, normally associated with
the end event of the process;

– es1 = 〈ID1, S1, ∅, Succ1〉 is the initial effect scenario, normally associated
with the start event of the process;

– Each of τ1, τ2, ..., τn is either an event or an activity in the process.

We shall refer to the sequence 〈τ1, τ2, ..., τn〉 as the identity of the trace nt.
To simplify the presentation later on, the es in the trace, from now, refers to S

in the 4-tuple 〈ID, S, Pre, Succ〉 because ID, Pre, and Succ are meta information
used only to construct normative traces.

Definition 3. A semantic execution trace of a process P is a sequence
et = 〈τ1, o1, τ2, o2, ..., τm, om〉, where each τi is either a task or an event, and
oi is a set of sentences in the background language that we shall refer to as an
observation that describes the process context after each τi. We shall refer to
the sequence 〈τ1, τ2, ..., τm〉 as the identity of the execution trace.

Definition 4. Semantic non-conformance execution trace an execution
trace et = 〈τ1, o1, ..., τm, om〉 is said to be non-conformant with respect to a
semantically annotated process P if and only if any of the following hold: (1)
there exists an oi in et such that for all normative traces nt′ = 〈τ ′

1, es1, τ
′
2, ...〉

for which the identity of 〈τ1, o1, ..., τi, oi〉 is a prefix of its identity and oj |= esj
for each j = 1, ..., i − 1, oi �|= esi (we shall refer to this as weak semantic non-
conformance). (2) If we replace non-entailment with inconsistency in condition
(1) above, i.e., oi ∪esi |=⊥, we obtain strong semantic non-conformance. In each
case, we shall refer to τi as the violation point in the process.

Definition 5. Semantically compensated instance is a process instance
et = 〈τ1, o1, ..., τm, om〉 will be referred to as a semantically compensated instance
of a (semantically annotated) process P if there exist τi and τj in et, with
i < j, such that τi is a violation point, and there exists a normative trace
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nt = 〈τ1, es1, τ2, ...esh−1, τh, esh, ..., τn, esn〉 of P with an identity for which
〈τ1, ..., τj−1〉 serves as a prefix, such that ok |= esl for k = j, ...,m and l = h, ..., n.
As well, it must be the case that om |= g. We shall refer to τj as the compensation
point. The compensation point must be a task and not an event.

Definition 6. A compensation given a semantically compensated process
instance et = 〈τ1, o1, ..., τm, om〉 of P with a compensation point τj , a com-
pensation is a process design P ′ for which the completion of τj−1 serves as the
start event and 〈τj , oj , ..., τm, om〉 is a valid normative trace. Every normative
trace associated with P ′ must end in an effect scenario es such that es |= g,
where g is the goal associated with the original process P.

3 Learning Planning Semantic Process Compensation

Constructing semantically compensated instance with learning planning model
is described in term of data mining. This model aims to describe a way in which
process model returns to a semantically conformant state after the occurrence of
a violation point. The first part of the learning model is compensation description
algorithm, where a semantic solution suggested to fix semantic non-conformance
state. Given a process execution log, normative trace, and execution trace holds
a violation point, compensation description algorithm will be able to produce
compensated process instances. Compensation description algorithm generates
compensated process instances based on three features: execution violation point,
normative desired effect, and goal associated with the original process P.

The learning model is divided into two models to address two planning prob-
lems. The first problem is prediction problem [5], where predictive model pro-
vides the planner with the ability to respond to violation point during the exe-
cution of the process model [6]. In the predictive model, the predicted target is
an instance; one way in which the detected violation point might be compen-
sated. The second problem is instance-based problem [4], where instance-based
learning model provides the planner with experiences that are solved with the
same compensation, thereby violation points can be compensated based on their
classification. The reason behinds using instance-based learning model is to pro-
vide planers with a compensation based on the nearest class when there are
no compensations fit exactly to the violation point. Figure 1 shows the detailed
framework of learning planning semantic process compensation.

In Fig. 1, process execution log, normative traces and execution log are model
inputs. Compensation description algorithm takes the role of selecting relevant
features [7] for data modeling which are violation point, compensation point,
and process association goal. The output of compensation description algorithm
is a set of descriptions that illustrate potential fixes of the detected violation
point. Data modeling generates a prediction or classification classes based on
selecting relevant criteria. When all was said and done, automated planning
befits from the learned knowledge through the using of exploitation learned
knowledge algorithm, where it relies on employing the learned knowledge in
planning problem description.
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Fig. 1. Learning planning semantic process compensation model

3.1 Compensation Description

Compensation description algorithm is an algorithm-based software that has
been designed to describe semantic compensation instances. Compensation
description algorithm takes execution log, normative traces, execution trace,
and a goal associated with the original process P as inputs. Standing on Def-
initions 5 and 6, compensation description algorithm produces semantic pro-
cess compensation. Algorithm outputs illustrate selecting relevant features [7],

Compensation Description Algorithm
1: EL ← execution log Data set
2: nt ← normative trace Array
3: et ← semantic execution trace Array
4: de ← desired effect String
5: g ← associated goal String
6: Vp ← violation point String
7: for j=1 to size(nt)
8: if similar(Vp, nt[j]) == 1 then
9: de ← nt[j + 1]

10: end for
11: for k=1 to size(EL)
12: if (EL[k,end] != g) then
13: continue
14: if ismember(EL(k), et) == 1 && ismember(EL(k), de) == 1 then
15: Compensation ← EL(k, index(Vp) : index(end))
16: else
17: Print(No compensation found)

18: end for
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where the output might be singular task or sequence of tasks that describes how
to execute the rest of the process model in which such violation point can be
compensated.

Compensation description algorithm starts with discovering an es ∈ nt that
serves as a desired effect to the violation point (τi, oi). A semantically com-
pensated process instance is an instance that holds an observation entails g,
(τi, oi) such violation point and observation such the desired effect. When rele-
vant process instance found, compensation description algorithm starts recording
all activities positioned between (τi, oi) and g. Thus, compensation might be sin-
gular task or sequence of tasks. Compensation description algorithm can be seen
as a pre-processing phase, where each description will be used as nominal class
[8] appended at the end of its instance, that way learning models are able to
learn only from relevant experiences.

3.2 Data Modeling

Data modeling is divided into two models to address two planning problems.
First problem is prediction problem, where the learning predictive model pro-
vides the planner with the ability to respond to violation points during the
execution of the process model [6]. In the predictive model, the predicted
compensation is one way in which the violation point might be compensated.
The second problem is instance-based problem, where instance-based learning
model provides the planner with experiences that are solved with the same
compensation, thereby violation points can be compensated based on their
classification.

The predictive model is a decision tree created using J48 prediction algorithm
[5]. In an abstract sense, a compensation can be seen as a prediction of a singular
task or a sequence of tasks that returns the process model to semantically con-
formant state. After the occurrence of a violation point, J48 prediction algorithm
predicts a compensation based on compensation description algorithm.

Instance-based learning model is a description of instances generality created
using IBK classification algorithm [4]. The reason behind selecting IBK is to
design a learning model that is able to provide planers with a compensation
based on the nearest class when there are no compensations fit exactly to the
violation point. modeling of J48 prediction algorithm and IBK classifier has been
implemented using Waikato Environment for Knowledge Analysis (WEKA) [9].

3.3 Data Exploitation

Exploitation of the learned knowledge [3] can be leveraged in two orientations:
(1) an execution trace that has process compensation instance in EL can be
planned using the predictive model. (2) an execution trace that has no pro-
cess compensation instance in EL can be planned using instance-based learning
model. The following shows exploitation of the learned knowledge algorithm.

In term of automated planning [2], semantic process compensation problem
description consists of (:init state that represents the structural design of the
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Exploitation of the learned knowledge
1: (:initial ← violation point
2: predicted compensation ← predicted compensation based on J48
3: nearest compensation ← nearest compensation based on IBK
4: if (∃ compensation ∈ EL | compensation is relevant to (: initial ) then
5: (:goal ← predicted compensation
6: else
7: (:goal ← nearest compensation

process and the violation point, and (:goal state represents what is the fact
that we would to be true.

3.4 Semantic Process Compensation Planning

In the context of automated planning representation, exploited knowledge has
been achieved using Planning Domain Definition Language (PDDL) [10]. PDDL
domain has been designed based on the logic of Petri-net [11]. In an abstract
sense, the EXECUTE of τi enables the transition of data flow from the current
Event into an Event satisfies both Output function and Input function. In
PDDL problem domain, detecting (:initial state and reasoning about (:goal
state are considered in exploitation of the learned knowledge. Figure 2 shows
PDDL representation for action EXECUTE from emergency department process
example [12].

(:action EXECUTE
:parameters (?exe - Task ?eve - Event)
:precondition (forall (?e - Event)

(imply (input_function ?exe ?e)(> (Patient_at ?e) 0)))
:effect (and (forall (?e - Event)

(when (input_function ?exe ?e)(decrease (Patient_at ?e) 1)))
(forall (?e - Event) (when (output_function ?exe ?e)
(increase (Patient_at ?e) 1)))

Fig. 2. PDDL representation for EXECUTE action

In order to solve semantic process planning problem, off-the-shelve domain
independent planner has been used. SGPlan6 planning system [13] used to solve
the problem domain shown in the running example (Sect. 4.1) through the plan
shown in Fig. 2.

4 Implementation and Evaluation

In this section, we outline an implementation of learning planning semantic
process model described previously and present empirical results. The imple-
mentation of proposed model starts with compensation description, running in
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Matlab. It is useful to note, that we omit some details but these can be found
in [12]. On the other hand, we use a machinery to semantically simulate process
instances. After compensation description, process instances is tagged with a
tag that represents nominal class (i.e., discrete class) [8], in which it serves as a
target for prediction and classification.

As indicated in advance, modeling of J48 prediction algorithm and IBK clas-
sifier has been implemented using WEKA [9]. Predictive and instance-based
models take tagged process instances as an input. Learning predictive model
employed after the generation of compensation descriptions based on compensa-
tion description algorithm (see Sect. 3.1), while instance-based mode employed
when we need to capture the nearest way in which such violation point could be
compensated. In term of relevance measurement, the ideal k-nearest neighbors
is k = 3.

In term of automated planning, we used PDDL to illustrate the running
example in the following section. Planning starts with an off-the-shelf planner
to plan a compensation for 5 randomly-chosen process instances base on com-
pensation description algorithm and learning predictive model. In order to solve
the given problem, SGPlan6 [13] has been used.

4.1 Running Example

Figure 3 illustrates a process from health care domain. The figure exemplifies
the motivation of learning planing semantic process compensation. In a process
model taken by [12], at a hospital equipped with a process-aware information
system, when patients arrive they assigned a triage priority (i.e., an assignment
of urgency degrees), registered and then assigned to a responsible nurse. The
assigned nurse checks patient condition in parallel, but not simultaneous, with
doctor visit, X-Ray and then Final visit. In the proposed example, there are
set of possible observation of (check, X-Ray, visit, final visit) in which patient
condition is represented and accordingly appropriate treatment.

Fig. 3. A BPMN notation for emergency department process

For instance, a violation point appears when observation(visit) = Patient
blood pressure expected readings are lower at execution trace holds observa-
tion(check) = Patient pressure check reveals elevated readings. Table 3 represents
a fragment of execution trace terminated after the occurrence of a violation point.
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Table 1. An execution trace of emergence department process holds a violation point

Execution trace Observations

Case Activity Timestamps Observation Timestamps

1000 Triage 02:17:00 Patient urgency degree is orange 02:19:00

1000 Register 02:25:00 Patient registered 02:28:00

1000 Visit 02:47:00 Patient blood pressure expected readings are lower 02:50:00

1000 Check 02:53:00 Patient pressure check reveals elevated readings 02:56:00

In Table 1, despite the structure of the execution trace until the violation
point conforms to process model and vice versa, but it does not semantically.
Non-conformance states might be much complicated and require deep models to
detect them such as [14,15].

4.2 Learning Planning Model Evaluation

In this section, we aim to establish that the proposed model able to generate
reliable throughput. Evaluation of learning model is helpful in achieving the
following:

1. An accurate description of process instance compensations through compen-
sation description algorithm.

2. A correct prediction of target variables based on learning predictive model.
3. An efficient generalization of process instances using instance-based learning

model.

For learning model, we considered a synthetic process log consistences of 1000
instances. In Table 2, compensation description, learning predictive model, and
instance-based learning model performance measures are illustrated.

Table 2. Learning model evaluation

Compensation description Learning predictive model Instance-based learning model

# of instances 1000 Correctly classified 995 # of nearest neighbors 3

Precision 0.974 Precision 0.997 Precision 0.997

Recall 1.00 Recall 0.995 Recall 0.995

F-measure 0.986 F-measure 0.995 F-measure 0.995

In term of semantic process compensation planning, we evaluated five
randomly-selected process instances, where they supplied first as a test set to
the prediction algorithm. For comparison, we included two evaluation attribute:
the number of required actions to reach to the compensation point and planning
time.
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Table 3. Compensation plans of five randomly selected process instances

Process
instance
ID

Process compensation plan # of
actions

Planning
time

1 0.001: (EXECUTE X-RAY 2) [1] 4 0.019

1.002: (EXECUTE VISIT 2) [1]

2.003: (EXECUTE FINAL VISIT) [1]

3.004: (EXECUTE PREPARE) [1]

2 0.001: (EXECUTE CHECK) [1] 6 0.017

1.002: (EXECUTE X-RAY 1) [1]

2.003: (EXECUTE VISIT 1) [1]

3.004: (EXECUTE FINAL VISIT) [1]

4.005: (EXECUTE PREPARE) [1]

5.006: (EXECUTE ORGANIZE AMBULANCE) [1]

3 1.002: (EXECUTE X-RAY 1) [1] 5 0.015

2.003: (EXECUTE CHECK) [1]

3.004: (EXECUTE VISIT 1) [1]

4.005: (EXECUTE FINAL VISIT) [1]

5.006: (EXECUTE PREPARE) [1]

4 0.001: (EXECUTE FINAL VISIT) [1] 3 0.014

1.002: (EXECUTE PREPARE) [1]

2.003: (EXECUTE ORGANIZE AMBULANCE) [1]

5 0.001: (EXECUTE CHECK) [1] 3 0.015

1.002: (EXECUTE FINAL VISIT) [1]

2.003: (EXECUTE PREPARE) [1]

Table 3 represents a modest evaluation. An off-the-shelf classical planner used
to generate compensation plans according to five different scenarios. The right-
most column shows the required time to compute the plan. Computing number
of actions is important to identify where the earliest compensation is possible [1].

The evaluation of learning model shows that: compensation description algo-
rithm able to produce an accurate description of semantic process compensa-
tion, learning predictive model is able to predict correct target variables, and
instance-based learning model is able to generalize process instances correctly.
The results obtained from the planning model are reasonable and encouraging.
As a result, learning planning semantic process model is able to compute an
accurate and correct compensation plan. Moreover, it beneficial in computing
where the earliest compensation is possible.
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5 Related Work

As far as we know, there are no literature illustrated the use of learning plan-
ning models as an aid for semantic process compensation. Thus, related work
is divided into two subsections: learning planning models and semantic process
compensation.

5.1 Learning Planning Models

The nearest research of departure for our work is learning planning portfolio
[16], this model uses two shapes of machine learning: classification model (J48
decision tree) to solve the selection strategy based on planner ability to solve
the problem, and classification model (IBK) to find the required time to com-
pute the best plan. In [17], case-based planning approach for retrieve planning
cases based on heuristically matching function is proposed, where similar reuse
candidates can be chosen from plan libraries to solve similar planning prob-
lems in the future. Different from [16,17], compensation description algorithm
reduces learning cost through allowing the learner to learn only from relevant
experiences. The model taken in [18], provides rational learning to capture suit-
able action in different planing domains. The relational decision tree used as a
guidance for ordering node evolutions which helps in limiting search tree, such
guidance improves planner performance through controlling search knowledge.
In [19], an architecture for integrating planning execution and learning (PELA)
is presented, where PELA states the learning task with upgrading PDDL domain
model which is executed initially with no prior sense of real life uncertainty. Rela-
tional learning task represents action performance patterns that can be compiled
based on metric or probabilistic representation. When a decision has to be made,
our model considers not only predictions, but also classifications.

5.2 Semantic Process Compensation

Learning planning semantic process compensation is strongly inspired by seman-
tic monitoring and compensation [1]. The proposed approach in [1] introduces
semantically annotated solution to detect and compensate semantically non-
conformant state in socio-technical processes. In [20], compensation orchestrat-
ing for the semantics of long-running transaction is proposed. On the other
side, [21] propose a framework for web services error-handling choreography.
Many literature discussed semantic model checking. For example, [14] introduce
semantic model checking algorithm to reason about web services behavior. In a
similar way, [15] present semantic model checking for discovering bugs in cloud
systems. Our approach is an assistance to these approaches, because learning
past compensations allows to obtain effective plans to compensate semantically
non-conformant states.
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6 Conclusion

This research represents two primary contribution. First, we designed an algo-
rithm to select relevant features that helps learning model to discover potential
compensations. Second, we showed how to exploit and employ learned knowl-
edge for planning semantic process compensations. We have shown that learning
planning model can be competitive with state-of-the-art process compensation
models. As far as we know, no prior learning planning model has employed to
handle semantic process compensation issue. A key challenge in applying seman-
tic process compensations based on learning planning model is to accurately deal
with choosing a robust fix among available compensations. One natural extension
to the semantic process compensation introduced in this research is to consider
the trade-off between compensation search-time and tolerable delays in terms of
choosing between compensations.
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Abstract. The exchange of goods and services is an essential and intertwined
aspect of human activity. Consumer co-creation of value is an important premise
of Service-Dominant Logic (SDL). An interesting contrast is that Socio-Technical
Design (STD) is shifting its focus towards incompletion of design where
consumer complements design in-use. Furthermore, eminent scholars reflecting
on the trajectory of the IS field, propose that Complex Adaptive Systems (CAS)
and co-evolution as promising avenues to provide a conceptual basis for IS. Ulti‐
mately, service is what a consumer seeks from an IS. What distinguishes an IS
from other technologies is its dual nature in fulfilling human needs: a direct service
provider or mediator for an end-technology. In summary, this research posits that
great synergies can be accrued by considering IS as a Service (ISaaS). This
discussion while highlighting consumer co-creation of value, strengthens our
theoretical understanding of both IS and Service Science disciplines.

Keywords: Information Systems as a Service (ISaaS) · Co-creation
Permanent beta · Service Dominant Logic (SDL)
Socio-Technical Design (STD) · Complex Adaptive Systems (CAS)

1 Introduction

Co-creation is a collaborative endeavour between a consumer and the service she/he
receives. Service, in the context of this paper, may include a product as an appliance
(Vargo and Lusch 2004). While technological innovation is not a new phenomenon,
Information Technology (IT) has contributed to a new realm of collaboration and enabled
globalisation of service. IT itself has benefited from the movements of collaborative
open source developments of the earlier generations of Ethernet, Unix, X-Windows,
Java, Linux and of course, Service Oriented Architecture (SOA). The antecedents to this
technological progress are the evolving societal needs. In that evolution, the computer
is an ingenious human creation (Motamarri 1992a). It is no doubt that humans have
created technology, but the technology in turn altered societal work patterns and life
styles (Silverman 1968; Toffler 1984a; b). These phenomena have motivated the author
to take an integral view on Socio-Technical Design (STD) (Cecez-Kecmanovic et al.
2014; Erickson 2009; Mumford 2006), open innovation (Chesbrough 2011; Chesbrough
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and Spohrer 2006; Oliveira and von Hippel 2011; von Hippel 1988, 2005) and Service-
Dominant Logic (SDL) (Vargo and Lusch 2004). A hermeneutic dialogue (Boell and
Cecez-Kecmanovic 2014; Jennex 2015) with the extant literature has provided inter‐
esting insights on the transformative shifts taking place in the realms of STD and SDL
towards co-creation. This transformative convergence is dealt with in a separate paper
(Motamarri 2015). From both social and technological fronts, consumers have been
actively co-creating value with the services they consume (Oliveira and von Hippel
2011).

With the increasing penetration of IS into personal space (including social media),
there ought to be a distinction among the roles played by individuals as (business) users,
customers and consumers (Baskerville 2011; Tuunanen et al. 2010). However, for ease,
in the context of this paper, the terms: user, customer and consumer are used inter‐
changeably, to mean an individual like you or I.

1.1 Research Questions

Continuing that quest, this research, while relying on co-creation, argues that the time
has come to treat Information Systems (IS) themselves as a services. We can premise
that such a treatment will strengthen our theoretical understanding of both IS and Service
Science (SS) disciplines. In one way or another, consumers ought to interact with (hard
or soft) technologies. These interactions are in essence the services they receive. These
interactions are socio-technical in nature (Boell and Cecez-Kecmanovic 2015; Cecez-
Kecmanovic et al. 2014). The apparent convergence to co-creation from both social and
technological fronts (Motamarri 2015) brings up the following questions:

1. Why can’t IS be considered as a service? And if so,
2. How can we depict IS as a Service (ISaaS)?

1.2 Organisation of the Paper

The rest of the paper focuses on elaborating the inductive reasoning behind this moti‐
vation and presents a response to these research questions. The paper is organised as
follows: section two synthesises relevant streams of extant literature: SDL, STD, value
studies and IS strategy, and inductively concludes the need for a novel perspective to
visualise IS; section three briefly presents the apparent convergence of SDL and STD
perspectives to co-creation; section four proposes a conceptual model to visualise ISaaS,
and finally section five summarises the discussion with contributions and limitations of
this work.

2 Some Lessons from the Extant Literature

Figure 1 provides a pictorial representation of the extant literature streams, STD, SDL,
value research and IS that have contributed to the inductive proposition of the conceptual
model for ISaaS. The IT industry has embraced this transformation, re-orienting their
businesses from product-centric to services-centric as pioneered by IBM in 1990s
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(Gerstner Jr. 2002), though it may not have been addressed in the same terminology.
Since then, the IT industry has become predominantly an exchange of service. The
hitherto treatment of hardware and software as products has waned, giving rise to cloud
computing portfolios like: Hardware as a Service (HaaS), Software as a Service (SaaS),
Infrastructure as a Service (IaaS), Platform as a Service (PasS) with many more forms
of services probably emerging in the future.

Information Systems as a Service 
(ISaaS):

Consumer Co-creation of Value

Service-Dominant 
Logic/ Co-creation

Socio-Technical 
Design

Information Systems

Value Research

Fig. 1. Concept of ISaaS: contributing literature streams

In this evolutionary context, there is a need to extend the conventional view of an IS
(Boell and Cecez-Kecmanovic 2015), as an artefact created by one group of individuals
for the consumption of others. The conventional IS research is riddled with incoherent
and borrowed theories and decades of IS research has not produced any significant native
treatment of IS based on its core purpose (Merali et al. 2012). Merali et al. (2012) while
looking at the trajectory of IS over three decades, argue that a new perspective is
warranted for the survival of the IS discipline although they haven’t offered any concrete
framework for the re-evaluation.

The foundational purpose of an information system is service (Motamarri 1992b),
but somehow this core purpose is not well incorporated into IS theoretical foundations.
We argue that the proposed perspective of viewing IS as a Service (ISaaS), provides
valuable mechanisms to innately position IS in the rapidly altering complex world. In
the IS literature users are conceptualised as mostly business users with rigid focus on
their effectiveness and efficiency (due to the emphasis on business side), whereas
consumers seek a balance between utilitarian and hedonic utility (Kim and Han 2011;
Tuunanen et al. 2010).

ISaaS implies that the value or utility of an IS does not depend on a frozen embedded
value. It advocates value-in-use (Vargo and Lusch 2004) over value-in-exchange. Open
innovation proponents also emphasise that the innovation happening in the individuals’
domain far outweighs that of organisational context and it is undervalued (Oliveira and
von Hippel 2011; von Hippel 1988, 2005). Thus, digressing main stream IS research
focus on business value creation and innovation (Chau et al. 2007; Grover and Kohli
2012; Kohli and Grover 2008), this paper focuses on the consumer. This radical shift
provides a strong footing for the theoretical foundations of IS.
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2.1 SDL and Co-creation

Reflecting on the prominence of services over goods, Lusch and Vargo (2006), propose
Service-Dominant Logic (SDL) as a paradigmatic change (Haase and Kleinaltenkamp
2013) in economic exchange and value creation. They view society as a macro-service
provision institution. They argue that physical and mental skills are the two basic operant
resources that all individuals possess (Vargo and Lusch 2004). The fact that not all
humans have identical skills, has led to the art of specialisation and division of labour
(Vargo and Lusch 2004). The increasing division of labour necessitated the connected‐
ness among individuals, implying that the specialisation gives rise to interconnection
with others, and the density of the connections network becomes a measure of division
of labour in a society (Vargo and Lusch 2004). Thus, across the world we observe not
only interacting entities but also at a macro level, completely dependent complex econo‐
mies (for example, Australia on mining exports to China).

The pursuit of individuals/entities to do better over others contributes to adaptive
systems. This emergence of division of labour is a complex adaptive system (CAS)
(Vargo and Lusch 2004). Extension of micro specialisations from local, regional,
national, and world economies is a direct consequence of creative learning and exchange.
This spawns newer varieties of services (Vargo and Lusch 2004). Furthermore, Vargo
and Lusch argue that though the goods-dominant logic (GDL) recognises the existence
of informational flows, it is primarily concerned about the flow of goods in the value
chain. A key foundational premise of SDL is that consumers co-create value through
the exchange of service. Thus from a service perspective, while specialisation is the
reason for service, co-creation of value is the ultimate outcome.

2.2 Socio-technical Design

Complex Adaptive Systems (CAS) (Merali et al. 2012; Nan 2011) visualise organisations
as macro-social (system of systems), consisting of layers of inter-related systems with a
complex pattern of interactions (Morris 2009). Consequently, where people and tech‐
nologies are nested in a system of systems, design is no longer simple as it has to deal
with complex socio-technical interactions. Socio-Technical Design (STD) is that branch
of human endeavour concerned about the creation of artefacts that embed socio-tech‐
nical elements (Erickson 2009). Here, design encompasses artefacts as well as the
enabling work environment.

Design is a creative process whether it is the creation of physical objects or soft
artefacts, for example, a service or an IS. Taking note of the works of von Hippel about
consumer initiated innovations, Erickson in his prologue to the handbook on STD, states
that: “Perhaps the notion that the end result of a design process is a stable product is old-
fashioned. Perhaps we’re headed towards a future of ‘permanent beta,’ in which things
are designed so that their design may continue during their use, where the leading edge
of design resides not with the producers but with the users” (2009, p. 335). Thus, co-
creation seems to be the unifying thread both for SDL and STD.
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2.3 Value Research

The extant literature streams of both IS and Marketing have heavily considered value
creation (Grover and Kohli 2012; Khalifa 2004; Kohli and Grover 2008; Schryen
2013). However, the measures considered for analysis are at the firm level (Schryen
2013), and as such are rooted in the context of organisations (Sherer 2014). There is no
doubt that the role of technology is to enhance economic wellbeing, but it has a far more
responsible role to enhance societal values, like quality of life (Motamarri 1992a). Soci‐
etal values are inherently complex and intangible (Sherer 2014). Despite heavy scholarly
investment, IT value research has not fully explained investments in technology and
value (Schryen 2013; Sherer 2014).

Quite deviant from these issues of value, SDL overturns the concept of value-in-
exchange and proposes the value-in-use as the crux of service. The SDL advocates that
consumers co-create value in their own space during and after consumption of the
service. Thus, in contrast to value-in-exchange, value-in-use is experiential and social,
thereby focusing on the intangible. Khalifa (2004) provides an excellent model of value
extending the conventional envelope of tangibility to include the intangible components
of value creation. We emphasise that segment of value creation is an important element
and the conventional IS has relegated it in its treatment.

2.4 Trends in IS (1980–2011)

In retrospectively analysing the progress and economic development and the role of
technologies, Nelson (Nelson 2003a and b) makes an important distinction between
physical and social technologies. Nelson (Nelson 2003b) observes that from the days
of Adam Smith, economists recognised that the principal driving force for development
has been either utilisation of more powerful ways of doing things or involving new
products and services. He notes that in the past century, scholarship is concerned about
how physical technologies advance over time. He reflects that there is limited and scat‐
tered scholarship that has focused on the development of social technologies, i.e., forms
of business organisation, management practices, market mechanism and structures,
public policies, legal and regulatory structures etc. His argument is that development of
social technologies is prone to more frustration than society’s ability to advance physical
technologies.

It is no wonder that, Merali et al. (2012) consider Nelson’s theory in understanding,
the ‘Information Systems Strategy: Past, Present, Future?’. They made a thorough
examination of Strategic Information Systems (SIS) research trajectory based on the
publications in the reputed IS Journals: MIS Quarterly (MISQ), Information Systems
Research (ISR) and the Journal of Strategic Information Systems (JSIS). Taking 33 years
of IS research into perspective, by distilling 170 research articles, Merali et al. have
summarised the SIS trajectory as shown in the Table 1. After this thorough examination
of the IS extant literature, Merali et al. state that (2012, p. 126):

1. “We contribute to the extant literature by drawing on Nelson’s (2003) theorisation
of coevolution of Physical and Social Technologies to define the SIS domain as a
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Complex Adaptive System for the coevolution of these technologies at all scales of
organisation…” (emphasis is added)

2. “Second, we contribute to the emerging literature on the need for a fundamental shift
for SIS research and practice in order to deal with the increased turbulence, uncer‐
tainty and dynamism in the competitive landscape (e.g. El Sawy et al. 2010; Nevo
and Wade 2010; Pavlou and El Sawy 2006; Pavlou and El Sawy 2010; Tanriverdi
et al. 2010).” (Note: references as per original, emphasis is added).

Table 1. Trajectory of strategic is over 34 years; Source: (Merali et al. 2012)

Dimension of
change

1980s 1990s 2000s 2010+

Dominant
alignment
challenge

Aligning SIS
with business
strategy

Developing SIS
for integration of
SIS with business

Developing SIS
for networks and
resource-based
competition
(valuing
relational, human
and knowledge
resources)

Developing SIS
for complex,
dynamic,
distributed
contexts

Integration focus Systems Process Resource “Global” socio-
economic system
architectures

Emergent/
adopted IT trends

Applications
portfolios

Integrated
systems

Enterprise
architectures;
service-oriented
architectures and
web-based
services

Multi-scale
ecologies; Cloud
computing

ERP and CRM
systems

BI and
knowledge
management
environments

Web 2.0 and
Social media

Scope of strategic
contextualisation

Internal Industry-linked Cross-industry
value webs and
networks

Wider global-
local socio-
economic context

Scope for
business model
innovations

Value chain Extended
enterprise

Value webs;
Global reach

Distributed,
socially relevant

Merali et al. (2012) advocate for a fundamental shift for IS research to deal with the
increased turbulence, uncertainty and dynamism of competitive landscape. While these
lessons sound logical, the big question still remains unanswered, which perspective
makes IS relevant to the human race at a time when societies are transforming to complex
service economies?
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2.5 Information Systems Need a New Perspective

Synthesising the lessons of both IS strategic direction and value research and applying
the SDL framework, we propose to treat Information Systems as a Service. This perspec‐
tive will yield far more insights into the theoretical understanding of IS as the sole
purpose of IS is to deliver a service to its consumer. It also implies that when an indi‐
vidual interacts with a computer or an IS artefact, the artefact itself is assumed to be the
service provider. While decades of artificial intelligence research wanted to create
systems that compete with a human being (or its own creator), IS research has not
significantly leveraged that valuable body of extant literature (Motamarri 2014). Further‐
more the ISaaS paradigm provides a means to understand how individuals co-create
value in their space through their interactions with an IS artefact whether the context is
organisational or personal.

The foregone discussion has shown that both STD and SDL are synergetic in saying
that the coevolution/co-creation/co-innovation have much to offer in understanding
socio-technical interactions. There is huge economic benefit as the ISaaS allows tackling
the global trends of sustainability, doing more with less, market dynamism, and glob‐
alisation and outsourcing. Interestingly, but not surprisingly, while reflecting on the
trajectory of IS and its future, Merali et al. (2012) came to the same recommendation
that IS shall embrace CAS and its associated segments, co-creation/co-evolution so as
to be a surviving discipline and to add value to both to academic and industry practice.
Given this emergent realisation, the authors pose a question as to why SDL cannot be
considered as a complementary lens to study IS, meaning viewing IS as a Service has
something novel to offer compared to conventional IS theories.

The developed economies are facing significant challenges in service innovation
(Chesbrough 2011). The product revenues are dwindling in the developed nations as
manufacturing is progressively relocated to low cost countries like China. von Hippel
(2005) proposes that by democratising innovation, i.e., consumers and producers
working together in co-creating services, greater savings can be achieved and the future
lies in such democratisation of service innovation.

In this context, STD has a significant role to play in service design, for technology
and information are vital for service operation. From the perspective of Chesbrough
(2011), at each interaction point between producers and consumers along the service
life cycle (SLC) (Motamarri 2015), a systematic dialogue and exchange of knowledge
are necessary. The STD principles provide invaluable insights in capturing the tacit
knowledge and balancing the human perceptions with technology which shall help in
achieving greater value through the exchange of services.

3 Convergence of SDL and SD Perspectives

As noted above, SDL envisages co-creation and STD foresees a permanent beta whereby
consumers continue the design of a product/service in use. On the surface, these trends
may sound different, but both anticipate significant involvement of the consumers in
fulfilling their own needs through active participation in the production/experiential
process. These strikingly converging notions of the emergent nature of service from the
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two different (SDL and STD) perspectives are portrayed in Fig. 2. In the pre-Industrial
era, services were highly localised and custom made to the needs of the consumer and
there existed a direct communication between a producer and consumer. The industrial
revolution has profoundly altered this dimension with a progressive erosion of custom‐
ised solutions to mass produced goods. From an STD perspective, this has led to auto‐
mation at the cost of human factors. This induced the movement of STD as a response
to counter neo-Taylorism.

A service inherently requires a customised response by the providers to the needs of
the consumers, and consumer participation is essential in fulfilling the service. The
providers are increasingly dependent on consumers as operant resources in the execution
of services. The SDL, with its reliance on CAS theory, terms this emergent behaviour
as co-creation. Starting from a different end, the socio-technical researchers are recog‐
nising the demise of big-bang design approaches in favour of delivery of incremental
functionalities (agile) to services/systems where the developers and consumers co-create
and co-evolve the IS (Alaa and Fitzgerald 2013; Babb and Keith 2012; Merali et al.
2012; Richard and Simon 2006). It has been a norm in the industry that consumers seek
a complete solution. However, the convergence to co-creation indicates that consumers,
while seeking a complete solution from the provider, also look for avenues to expand
the solution to create value on their own. This is an important insight for not only services
marketing and IS, but also for services management in general. Incidentally, Rust and
Huang (2014) starting from a different end of analysis come to the conclusion that IT
revolution and service revolution are two sides of the same coin.

4 Information Systems as a Service (ISaaS)

The previous sections have shown that both STD and SDL are synergetic in saying that
co-creation has much to offer, and there is huge economic benefit in tackling the global
trends of sustainability, doing more with less, market dynamism, globalisation and
outsourcing (Benbya and McKelvey 2006, Oliveira and von Hippel 2011, von Hippel

Fig. 2. The convergence of STD and SDL perspectives to co-creation; Source: (Motamarri 2015)
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2005). von Hippel also posits that consumer created co-creation is under reported. Inter‐
estingly, but not surprisingly, portraying the trajectory (past, present and future) of IS,
Merali et al. (2012) came to the same recommendation that IS shall embrace CAS and
its associated segments, co-evolution in order to remain relevant and value-add to both
academia and practice.

What distinguishes an IS from other technologies is its dual nature in fulfilling human
needs: a direct service provider or mediator for an end-technology. This requires some
explanation. Taking the case of an IS dedicated to a specific purpose, like an online banking
application. If a consumer wants to settle a utility bill, he/she can utilise a payment service
provided by the bank. While this direct utility of the IS has tremendously altered the human
work patterns and contributed to phenomenal efficiencies (Motamarri 1992a). In its latter
mode, an IS acts as a moderator for getting service from other technologies, for example,
activating a machine through a soft instruction from an IS.

With these motivations, we premise that great synergies can be accrued by viewing
‘IS as a Service’ (ISaaS). As noted earlier, ISaaS is not to be confused with IasS, PasS
and SaaS. The primary idea of this research is to visualise consumer interaction with the
IS towards co-creation of value. To this end, it is helpful to go back to the fundamental
constituents of IS prior to charting the interactions. An axiomatically derived schematic
to visualise ISaaS is shown in Fig. 3.

Fig. 3. Visualising information systems as a service (ISaaS)

Data is the fundamental constituent of an IS (Motamarri 1993). Data is not neces‐
sarily structured and as such, data is shown with a hazy boundary. Information is a
derivative of data and it is organised in some fashion (functional division) whereby it is
structured and is therefore shown with a clear boundary. While an IS operates on a
segment of information, it is mostly dedicated to a specific purpose, for example: student
enrolments or human resources. Organisations typically operate on several such IS
depending on the complexity, scale and volume of their operations.
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Figure 3 also conveys a hierarchical relation among data, information, and infor‐
mation systems. The recent industry wave of big data analytics (BDA) is referring to
such a huge collection of data as a data lake. The refined segment of data is depicted as
Information which predominantly consists of structured information likely agglomer‐
ated for a functional division of a business. The information pools may represent a data
warehouse (DW) where information from several IS are collated to facilitate cross-
functional as well as time-dimensional analysis which is infeasible by looking at a single
system like Sales for either reasons of its limited data set or archival of past data from
live IS.

The value of BDA comes from the services it renders to its consumers. The level of
insight delivered and/or gained by consumers depends on the IS climate and level of
access granted to consumers. For example, a consumer (Consumer 1) may directly
interact with the data layer, or information layer or an IS layer. Similarly, a consumer
(Consumer 3) may indirectly interact with the data, information and IS layers through
services. Consumer co-creation is not only limited to his/her interaction with the IS, but
also includes interaction with peers, for example, co-learning. From the perspective of
ISaaS, three different categories of services are shown in Fig. 3, depending on the layer
at which the raw interaction occurs. To interpret, Consumer 3 receives Service i, which
directly interfaces the data layer, something similar to the current industry buzz, big
data; Service j interacts at information layer, an agglomeration of refined data, similar
to a Data Warehouse or Business Intelligence Database; and lastly, Service k is a type
of service/transactions supported by IS b, like withdrawing money from an ATM.

In reality, IS are needed to manage service, service systems and SLC (OGC 2007).
On the other hand, IS itself is a service where the consumer and the organisational
repository of knowledge (codified and structured information/tacit knowledge), and
transactional data of organisational processes work together in executing business
processes resulting in co-creation of value. It is far more illuminating to visualise that
the co-creation of consumers and IS provides intricate insights to the IS discipline. The
IS discipline can gain a broader and more sustainable foundation by viewing itself as
a service enabling engine as well as a service engine. Thus, this framework helps in
advancing the theoretical underpinnings of both IS and SS disciplines.

5 Conclusions

5.1 Limitations/Future Opportunities

The argument for viewing ISaaS is not new as there is some body of literature (Alter
2010; Gable and Rai 2009; Hilman 2013) on this topic. It is important to note that the
industry terminology of cloud services like: IaaS, PaaS and SaaS are different from the
proposition of ISaaS. There is some scholarly work pertaining to IS and co-creation.
This stream is predominantly conceptual or qualitative in nature. In time to come, we
intend to combine these streams to analyse consumer co-creation of value with IS
(Motamarri 2017).

We haven’t been able to identify significant empirical work in relation to either IS
value to consumers or consumer co-creation of value with IS from the lens of SDL. As
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co-creation of value is primarily studied in firm to firm context in IS, there is a vast
opportunity to understand the value derived by individuals in the usage of IS (Baskerville
2011; McKenna et al. 2013; Tuunanen et al. 2010). A significant gap exists in literature
for empirical studies on consumer co-creation of value with IS.

Empirical work in assessing co-creation (Sarker et al. 2012) is still at its infancy
(Frow et al. 2012; Payne and Frow 2014). While this paper proposes an alternate view
for IS, ISaaS, further studies are needed to conceptualise the model presented in Fig. 3.
We expect that this article ignites some interest among IS and SS scholars to blend STD,
SDL and open innovation. The emergence of diverse viewpoints will strengthen both
IS and SS theoretical underpinnings.

5.2 Summary

The preceding sections presented the global economic shift towards service. Chesbrough
(2011) contends that significant research is lacking on services, despite its dispropor‐
tionate role in employing people (Sampson and Froehle 2006). The themes of von Hippel
et al. (Oliveira and von Hippel 2011; von Hippel 1988; von Hippel 2005) and Prahalad
and Ramaswamy (2004) stress the consumer value co-creation and open innovation.
Vargo and Lusch conceptualise these transformational changes by proposing a ground-
breaking S-D Logic to serve as a foundation for service and marketing theories (Vargo
and Akaka 2009; Vargo and Lusch 2004). They advocate increasing significance of co-
creation as greater diversity and differentiation occurs in service. STD, founded on the
premise to balance the interplay of technology and human factors in work life (Erickson
2009; Mumford 2006), also foresees the evolution to incomplete design or permanent
beta. While these concepts appear to be different, the emergence to co-creation seems
to be identical.

Ultimately, service is what a consumer seeks from an IS. What distinguishes an IS
from other technologies is its dual nature in fulfilling human needs: a direct service
provider or mediator for an end-technology. These motivations are at the backdrop to
propose an alternative perspective for IS, i.e., viewing information systems as a service,
(ISaaS). In reality, an IS is needed to manage the life cycle of services. On the other
hand, IS itself is a service where the user and the individual/organisational repository
of knowledge (codified and structured information/tacit knowledge) and transactional
data of individual/organisational processes work together in executing tasks resulting
in the co-creation of value.

It is illuminating to recognise that the socio-technical interaction between consumer
and IS culminates in co-creation of value. A deeper analysis of this phenomenon
provides a rightful assessment of IS and consumer created innovation. As noted by
Merali et al. (2012), IS need to shift their focus, so as to gain a broader and more
sustainable foundation, and ISaaS framework has that potential. Such a perspective
strengthens theoretical underpinnings of both information systems and service science
disciplines.

Acknowledgements. This research is supported by an Australian Government Research Training
Program.

Information Systems as a Service (ISaaS) 61



References

Alaa, G., Fitzgerald, G.: Re-conceptualizing agile information systems development using
complex adaptive systems theory. Emergence Complexity Organ. 15(3), 1–23 (2013)

Alter, S.: Viewing systems as services: a fresh approach in the IS field. Commun. Assoc. Inf. Syst.
26, 195–224 (2010). Article no. 11

Babb Jr., J.S., Keith, M.: Co-creating value in systems development: a shift towards service-
dominant logic. J. Inf. Syst. Appl. Res. (JISAR) 1(1), 4–15 (2012)

Baskerville, R.: Design theorizing individual information systems. In: PACIS 2011 (2011)
Benbya, H., McKelvey, B.: Toward a complexity theory of information systems development.

Inf. Technol. People 19(1), 12–34 (2006)
Boell, S.K., Cecez-Kecmanovic, D.: A hermeneutic approach for conducting literature reviews

and literature searches. Commun. Assoc. Inf. Syst. 34, 257–286 (2014)
Boell, S.K., Cecez-Kecmanovic, D.: What is an information system? In: 48th Hawaii International

Conference on System Sciences, pp. 4959–4968 (2015)
Cecez-Kecmanovic, D., Galliers, D.R., Henfridsson, O., Newell, S., Vidgen, R.: The

sociomateriality of information systems: current status, future directions. MIS Q. 38(3), 809–
830 (2014)

Chau, P.Y., Kuan, K.K., Liang, T.: Research on it value: what we have done in Asia and Europe.
Eur. J. Inf. Syst. 16(3), 196 (2007)

Chesbrough, H.: Bringing open innovation to services. MIT Sloan Manag. Rev. 52(2), 85–90
(2011)

Chesbrough, H., Spohrer, J.: A research manifesto for services science. Commun. ACM 49(7),
35–40 (2006)

Erickson, T.: Socio-technical design. In: Whitworth, B., de Moor, A. (eds.) Handbook of Research
on Socio-Technical Design and Social Networking Systems, pp. 334–335. Information Science
Research (IGI Global), New York (2009)

Frow, P., Payne, A., Storbacka, K.: Evolving the concept of co-creation: new research
propositions. In: Academy of Marketing Conference, Southampton (2012)

Gable, G., Rai, A.: Reconceptulising the information system as a service. In: 17th European
Conference on Information Systems (2009)

Gerstner Jr., L.V.: Who Says Elephants Can’t Dance? Leading a Great Enterprise through
Dramatic Change. HarperCollins Publishers Inc., New York (2002)

Grover, V., Kohli, R.: Cocreating it value: new capabilities and metrics for multifirm
environments. MIS Q. 36(1), 225–232 (2012)

Haase, M., Kleinaltenkamp, M.: S-D logic as an example of non-cumulative scientific progress
in the marketing discipline. Bus. Adm. Rev. (DBW) 73(2), 95–112 (2013)

Hilman, M.H.: Information system as a service: issues and challenges. Jurnal Sistem Informasi
8(2), 71–77 (2013)

Jennex, M.E.: Literature reviews and the review process: an editor-in-chief’s perspective.
Commun. Assoc. Inf. Syst. 36, 139–146 (2015). Article no. 8

Khalifa, A.S.: Customer value: a review of recent literature and an integrative configuration.
Manag. Decis. 42(5), 645–666 (2004)

Kim, B., Han, I.: The role of utilitarian and hedonic values and their antecedents in a mobile data
service environment. Expert Syst. Appl. 38(3), 2311–2318 (2011)

Kohli, R., Grover, V.: Business value of it: an essay on expanding research directions to keep up
with the times. J. Assoc. Inf. Syst. 9(1), 23–39 (2008)

Lusch, R.F., Vargo, S.L.: Service-dominant logic: reactions, reflections and refinements. Mark.
Theory 6(3), pp. 281–288 (2006)

62 S. Motamarri



McKenna, B., Tuunanen, T., Gardner, L.: Consumers’ adoption of information services. Inf.
Manag. 50(5), 248–257 (2013)

Merali, Y., Papadopoulos, T., Nadkarni, T.: Information systems strategy: past, present, future?
J. Strateg. Inf. Syst. 21(2), 125–153 (2012)

Morris, A.: Socio-technical systems in ICT: a comprehensive survey. DISI-09-054, University of
Trento, p. 16 (2009)

Motamarri, S.: A diagnostic view on information technology. SIGSOFT Softw. Eng. Notes 17(4),
68–70 (1992a)

Motamarri, S.: Systems modelling and description. SIGSOFT Softw. Eng. Notes 17(2), 57–63
(1992b)

Motamarri, S.: Database conversion planning. SIGSOFT Softw. Eng. Notes 18(1), 59–64 (1993)
Motamarri, S.: Reflections on artificial intelligence – a hermeneutic journey. In: The 25th

Australasian Conference on Information Systems. Auckland University of Technology, ACIS,
Auckland (2014)

Motamarri, S.: The convergence of SDL and STD towards co-creation. In: ANZMAC-2015, p.
7. UNSW, Sydney, Australia (2015)

Motamarri, S.: Consumers’ co-creation of value in Mhealth service. J. Creating Value 3(1), 1–14
(2017)

Mumford, E.: The story of socio-technical design: reflections on its successes, failures and
potential. Inf. Syst. J. 16(4), 317–342 (2006)

Nan, N.: Capturing bottom-up information technology use processes: a complex adaptive systems
model. MIS Q. 35(2), 505–507 (2011)

Nelson, R.R.: On the uneven evolution of human know-how. Res. Policy 32(6), 909–922 (2003a)
Nelson, R.R.: Physical and Social Technologies and their Evolution. Laboratory of Economics

and Management, Sant’Anna School of Advanced Studies, Pisa, Italy (2003b)
OGC: ITIL, Version 3. Office of Government Commerce, The Stationery Office, London (2007)
Oliveira, P., von Hippel, E.: Users as service innovators: the case of banking services. Res. Policy

40(6), 806–818 (2011)
Payne, A., Frow, P.: Deconstructing the value proposition of an innovation exemplar. Eur. J. Mark.

48(1), 237–270 (2014)
Prahalad, C.K., Ramaswamy, V.: Co-creating unique value with customers. Strategy Leadersh.

32(3), 4–9 (2004)
Richard, M.K., Simon, M.K.: Interpreting socio-technical co-evolution applying complex

adaptive systems to IS engagement. Inf. Technol. People 19(1), 35–54 (2006)
Rust, R.T., Huang, M.H.: The service revolution and the transformation of marketing science.

Mark. Sci. 33(2), 206–221 (2014)
Sampson, S.E., Froehle, C.M.: Foundations and implications of a proposed unified services theory.

Prod. Oper. Manag. 15(2), 329–343 (2006)
Sarker, S., Sarker, S., Sahaym, A., Bjorn-Anderson, N.: Exploring value cocreation in

relationships between an ERP vendor and its partners: a revelatory case study. MIS Q. 36(1),
317–338 (2012)

Schryen, G.: Revisiting IS business value research: what we already know, what we still need to
know, and how we can get there. Eur. J. Inf. Syst. 22(2), 139–169 (2013)

Sherer, S.A.: Advocating for action design research on it value creation in healthcare. J. Assoc.
Inf. Syst. 15(12), 860–878 (2014)

Silverman, D.: Formal organizations or industrial sociology: towards a social action analysis of
organizations. Sociology 2, 221–238 (1968)

Toffler, A.: Future Shock. Bantam, New York (1984a)
Toffler, A.: The Third Wave. Bantam, New York (1984b)

Information Systems as a Service (ISaaS) 63



Tuunanen, T., Myers, M., Cassab, H.: A conceptual framework for consumer information systems
development. Pac. Asia J. Assoc. Inf. Syst. 2(1), 47–66 (2010)

Vargo, S.L., Akaka, M.A.: Service-dominant logic as a foundation for service science:
clarifications. Serv. Sci. 1(1), 32–41 (2009)

Vargo, S.L., Lusch, R.F.: Evolving to a new dominant logic for marketing. J. Mark. 68, 1–17
(2004)

von Hippel, E.: Sources of Innovation. Oxford University Press, New York (1988)
von Hippel, E.: Democratizing Innovation. MIT Press, Cambridge (2005)

64 S. Motamarri



Scalable Architecture for Personalized
Healthcare Service Recommendation

Using Big Data Lake

Sarathkumar Rangarajan1(B), Huai Liu1, Hua Wang1,2,
and Chuan-Long Wang2

1 Centre for Applied Informatics, Victoria University, Melbourne, Australia
sarathkumar.rangarajan@live.vu.edu.au, {Huai.Liu,Hua.Wang}@vu.edu.au

2 Taiyuan Normal University, Taiyuan, Shanxi Province, China
clwang218@126.com

Abstract. The personalized health care service utilizes the relational
patient data and big data analytics to tailor the medication recommen-
dations. However, most of the health care data are in unstructured form
and it consumes a lot of time and effort to pull them into relational form.
This study proposes a novel data lake architecture to reduce the data
ingestion time and improve the precision of healthcare analytics. It also
removes the data silos and enhances the analytics by allowing the con-
nectivity to the third-party data providers (such as clinical lab results,
chemist, insurance company, etc.). The data lake architecture uses the
Hadoop Distributed File System (HDFS) to provide the storage for both
structured and unstructured data. This study uses K-means clustering
algorithm to find the patient clusters with similar health conditions.
Subsequently, it employs a support vector machine to find the most suc-
cessful healthcare recommendations for the each cluster. Our experiment
results demonstrate the ability of data lake to reduce the time for ingest-
ing data from various data vendors regardless of its format. Moreover,
it is evident that the data lake poses the potential to generate clusters
of patients more precisely than the existing approaches. It is obvious
that the data lake provides an unified storage location for the data in its
native format. It can also improve the personalized healthcare medica-
tion recommendations by removing the data silos.

Keywords: Electronic Health Record · EHR · Data lake · Big data
Personalized medication

1 Introduction

In the last two decades, our living and working environments were greatly enriched
by affordable smart and mobile devices, and digital services [1]. The interactions
with digital services and devices will generate a huge amount of data [2]. Undoubt-
edly, the enormous growth in the amount of data collected and stored by organi-
zation’s around the world over the past few decades is irrefutable. The ability to
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access and analyze this data is rapidly becoming more and more important. On the
other hand, the workflow for acquiring and analyzing the data and subsequently
transferring them into actionable knowledge is complex.

1.1 Personalized Healthcare

Based on the recent research observations, the patients with the same diagnosis
may respond to the same medication in different ways. A drug can be highly effec-
tive for one patient, whereas the same drug might not produce the expected results
when given to another patient with the same diagnosis. Personalized medication
means the prescription of precise treatments and therapeutics well suited for an
individual taking into consideration of all the data that influence response to ther-
apy [3]. Due to the enormous growth of Internet of Things, healthcare industry is
equipped with the smart devices and applications. Consequently, the digitaliza-
tion creates valuable data about the patients and medications, namely Electronic
Health Records (EHR) [4]. EHR’s availability in large scale allows the researchers
to unearth the possibilities to move the healthcare organizations towards the per-
sonalized healthcare [5].

EHR consists of not only the structured data but it contains the semi and
unstructured data as well. Only 20% of data is in a structured format which
can be easily utilized by data scientist; but semi and unstructured production
rate is 15 times higher than the structured one [6]. However, health IT research
demands to process all kind of structured, semi and unstructured data to find the
valuable insights [7]. Inevitably, an improved data management system would
help the data scientists to provide the tailored medication. The contemporary
IT infrastructure provides many data handling systems such as Enterprise Data
Warehouse (EDW) [8]; but there is a lack of scalability because the EDW data
management system is for well-known queries and clearly defined policies [9].

To pull the data into EDW for further processing, it should be gone through
the procedure of data preprocessing namely Extract, Transform, Load (ETL)
[10]. ETL process predominantly consumes notable cost and time. To provide
custom-made medical intervention, data from diverse sources need to be pro-
cessed [11,12]. However, EDW system is not so capable of handling the various
sourced data. Another contention in healthcare analytics to adapt EDW is it’s
inability to coexist with the contemporary programming based query languages.
If an EDW once designed properly for processing certain business rules then it is
too difficult to redesign for the future needs. This paper proposes a novel method
for the healthcare data architecture using data lake technology as an alternative
data architecture.

1.2 Data Lake

An emerging concept that has gained increasing popularity is the data lake. A
data lake uses a flat architecture to store data in their raw format [13]. Each
data entity in the lake is associated with a unique identifier and a set of extended
metadata. The consumers can use purpose-built schemas for query-relevant data,
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which will result in a smaller set of data that can be analysed to help answer
a consumer’s question. There are doubts and concerns about the possibility of
data becoming incomprehensible due to a lack of schema or similar means of
interpretation, and that could cause the lake to turn into a “data swamp” [14].
Therefore, a metadata repository that registers high-level information about data
entities (type, time, creator etc.) is an essential component of a robust data lake
structure. A data lake’s flat structure stores data regardless of its format and
places the responsibility for understanding the data elsewhere.

We are thus motivated to choose an alternative data architecture for the
healthcare industry. Personal data lake system proposed by Walker and Alre-
hamy [15] gives a basis for designing our proposed approach. The promising
properties of personal data lake architecture are as follows:

– It can provide a unified location for all the data from the different social
network about a single user.

– It can improve the privacy and security by storing in a single location and
the user is given the rights to design how to access their data.

– It also offers the Personal Lake Serialization Format (PLSF) approach for
storing meta-data.

However, the original personal data lake proposed is restricted with struc-
tured and semi-structured data and it is not able to manage the unstructured
data [15].

1.3 Role of Data Lake in Healthcare

This study proposes to adopt data lake architecture as a replacement for the
traditional data management architecture in healthcare. Data lake possesses the
following capabilities to address the aims of this research:

– It can store the data in its native format (structured/unstructured) as arrived
without any pre-processing delay.

– Data lake can connect with trusted external sources (clinical lab, genomic
centre, insurance payers, and social media) [16]. This will reduce the data silo
across health care institution [17].

– It can support new types of data processing and improve the adaptability of
the analytics system. It can store huge amount of data from a diverse source
with less cost.

1.4 Contribution of the Research

Motivated by the above-mentioned needs and possibilities, we propose a scalable
architecture for personalized healthcare recommendation. The main contribu-
tions of this study are:

– It introduces the data lake architecture in healthcare to crawl and ingest
healthcare data from vendors without any data preprocessing delay.
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– It enhances the data IT infrastructure in healthcare by accepting the connec-
tion from trusted third party data stakeholders.

– It accumulates the data with different formats and store it in the unified data
lake to avoid the Data silos across the healthcare organizations.

2 Proposed Data Lake Architecture

The proposed data lake architecture for this research is plotted in Fig. 1. It has
four layers, namely, data ingestion layer, data governance layer, security layer,
analytics layer, which will be respectively discussed in the following four sections.

2.1 Data Ingestion Layer

Typically, data will be crawled from multitude sources with its raw format. More
often, the data will be available as structured but sometimes it may also arrive
as semi-structured and unstructured. Data lake can ingest all the available data
without any ETL processing but it also needs a worthy Metadata management.
Because data lake without a proper metadata management will make it as a
data swamp. Metadata contains information about how, when and by whom it
was collected, created, accessed, modified and how it is formatted [18]. Metadata
can be categorised into technical, operational, and business metadata.

Data lake can be implemented using open source software named Apache
Hadoop. It has a Hadoop Distributed File System (HDFS), which allows us

Fig. 1. Data lake architecture
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to store structured, semi-structured and unstructured types of files. HDFS can
store petabytes of data and can act as a single storage location. It is fault tol-
erant, scalable, and extremely simple to expand [6]. There are many tools avail-
able to ingest data to the HDFS from sources. In the healthcare industry, three
basic types of data sources are available. The first type is the bulk size of data
providers, such as genomic centres and biobanks. Next type of data sources is
event-based data source, such as doctor appointment, pharmacy purchase, and
clinical notes. The last data source type is trusted third party streaming data
[19] providers such as clinical labs, X-ray centres, social media, wearable devices.

In our architecture, we have the following particular settings.

– Hadoop’s Spring XD tool is used to transfer bulk data [20]. It also can create
metadata information while the data ingested and loaded with the HDFS.

– Apache Flume is a distributed, reliable, and available service for efficiently
collecting, aggregating, and moving large amounts of log data [21]. It has a
simple and flexible architecture based on the data flows and it is robust and
fault tolerant.

– To handle the stream of data and avoid data silos, we planned to utilise
Hadoop spring XD tool. It can do data ingestion along with metadata infor-
mation creation from multiple input sources into HDFS with high throughput.

2.2 Data Governance Layer

The main purpose of this layer to understand, organise, manage and provide
access to all the data collected. This layer uses Apache Atlas, a tool for Hadoop to
handle metadata framework and governance [21]. It has a set of basic governance
services to meet the compatibility requirements for the HDFS. Atlas tool has four
important features, namely data classification, centralised auditing, search and
lineage, and security and policy engine.

Data Classification. It imports or defines data-oriented metadata from the
data source state, interpret and understand the relationships between data sets
and core elements including source, target, and ingestion processes.

Centralized Auditing. It makes a log registry for interaction with the data
stored in HDFS for reporting.

Search and Lineage. It develops a well-defined path for data exploration by
recording the information about the creation of data and metadata.

Security and Policy Engine. It defines and justifies the data access by role
based access and protects data from tampering [22]. Data governance layer is
also responsible for resource management and job scheduling. Data available
in the data lake are not in the similar structure. Therefore, an efficient resource
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Fig. 2. Work flow of YARN

management is essential to make the negotiation of the data analytical programs
easier. The existing healthcare analytics system uses Map Reduce methodology
to schedule the CPU cycle and memory across the clusters in Hadoop to pro-
cess the job [23]. However, MapReduce is not dealing with the scheduling of
Data resource for the waiting jobs. Therefore, we utilise Apache Hadoop YARN
(Yet Another Resource Negotiator) instead of MapReduce as a data operating
system to let the data processing systems to interact with the data efficiently
[24]. Unlike MapReduce, YARN handles data processing efficiently by splitting
resource management and job scheduling into separate process [25]. The work
flow of YARN is depicted in Fig. 2.

Application Master (AM), Node Manager (NM), Resource Manager (RM)
are the major actors of YARN. These actors work as follows:

– Once a data processing engine request reached YARN, it allocates required
resources to start AM. After starting up, AM will log its entry in RM.

– If any additional resource needed, then AM can negotiate with RM. Once the
resource made available, AM will make the NM allocate the resources to the
process.

– A vacuum created for the resources and the code to run within it. AM will
get the execution status and it will be reported to RM too.

– The client can communicate with either AM or RM to get the status update.
Once the code executed, AM for the respective job will remove itself from the
RM and release all the allocated resources.

2.3 Security Layer

Obviously, the healthcare data needs highly secured environment because it con-
tains information that is very sensitive [26,27]. Therefore, we plan to provide a
more efficient security system for HDFS. Authentication and authorization are
the two important processes for providing controlled access in HDFS [28,29].
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– To provide authentication, we are going use Kerberos authentication protocol.
Kerberos protocol will create a proxy server to receive a client request [30].
If the request is legitimate, then it will provide a ticket for the client with a
timestamp.

– Apache Ranger is an efficient tool to provide the authorization [31]. It is a
unified authorization model for HDFS. It enables the data lake leaders to
create security policies and role-based access control for the data.

Whenever a client with a legitimate ticket enters into the system, Apache
Ranger validates the ticket using its security policies. It has a very flexible user
interface and is easy to deploy security policies for the huge amount of data
storage.

2.4 Analytics Layer

While comparing with Data warehouse, Data Lake is very effective at utilizing
the vast amount of data with data analytical algorithms to identify the valu-
able insights that will improve real-time decision analytics. Since the HDFS
can be connected with many number of data analytics tools, Data Lake can be
adapted for the future. To evaluate our system, we planned to make the clusters
of patients with similar health conditions and drug acceptance based on their
detail available in the EHR and other data sources. In particular,

– K-means clustering algorithm is used to do the clustering. K-means algorithm
will be implemented using Matlab programming environment.

– The next step is to find the best medication practice for each cluster using
Support Vector Machine (SVM).

SVM is a supervised machine-learning model associated with a learning algo-
rithm [32]. Ideal medication training data to be used to train the SVM. Then
the cluster will be processed by SVM and best efficient medication recommen-
dation will be identified. Some sample data will be given to the SVM to validate
its accuracy level. Once the SVM reaches 90% of accuracy then it will act as a
recommender system for the future medication recommendations.

3 Experiments

We evaluated our methods via experiments on sample EMRs data. In this
section, we first give a brief description of the research questions, and then
explain the experimental setup to validate the usability of the proposed archi-
tecture.

3.1 Research Questions

We designed our experimental study to answer the following two research
questions:
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RQ1: Can the proposed architecture reduce the time for data ingesting
and crawling from various internal and external data stakeholders?
Compared with the traditional data warehouse, the data lake allows the storage
of data as it comes without bounding with any schema. In addition, it uses HDFS
file system, which can connect to any remote application using Apache tools. The
time taken for the data architecture to load and store the data is represented as
Data ingestion time. Apparently, the less the data ingestion time the better the
data architecture for healthcare analytics. Therefore, if the proposed data lake
architecture can reduce the data analytics processing time, it will also improve
the healthcare recommendations.

RQ2: Can the data lake architecture able to avoid data silos? Due to
the pre-defined data schema for data warehouse architecture, it is impossible
to store the data of different types in a unified storage location. It leads to the
creation of numerous data silos for the dataset about each patient. The precision
of clustering is dependent on the perimeter of the data about the patients. The
more data from various data stakeholders will help the data analytics to provide
better results. Hence, if our proposed data lake architecture can handle the
various data types in a unified location without the data swamp threat, it can
improve the precision of the clustering significantly.

3.2 Variables and Objects

Independent Variables

Independent variable in the experiment is the technique under investigation.
By nature, the proposed data lake architecture was selected for this variable.
We focused on the patient clustering methodology in the architecture, as it is
the vital process to identify the more suitable healthcare practice for the given
patient pool. In addition, we selected the traditional data warehouse (DW) as
the baseline technique for the evaluation and comparison of clustering precision.

Dependent Variables

Data Ingestion time: We used data ingestion time as a metric to validate the
RQ1. The ingestion time is the time taken for the data architecture to load the
data to its storage. The meta data log updated by Apache spring XD each time
whenever there is a new data was entered in the data architecture. The timer
started when the data reaches the data architecture and it stops when the data
entry created in the meta-data log. Data ingestion time IT can be calculated by
finding the difference between the meta log time and the arrival time. Formula
(1) shows the calculation of data ingestion time for data k by subtracting the
data arrival time of k from the meta data log entry time of k.

ITk = MLtimek −DAtimek, (1)
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where ITk refers to the data ingestion time of kth data, MLtimek represents
the data log entry time for data k, and DAtimek is the data arrival time of
data k.
Clustering precision: In pattern recognition studies, the importance goes to
finding out the relevance between patterns falling in n-dimensional pattern space.
To find out the relevance between the patterns, it is important to examine the
characteristic distance between them. The characteristics distance between the
patterns decides the unsupervised classification (clustering) criterion. As per
the theory, we considered the Euclidean distance to evaluate the precision of the
clustering [33].

Euclidian distance d =

√
√
√
√

n∑

i=1

(xi − yi)2 (2)

We used the Euclidian distance as a metric to for RQ2. For the same collection
of patient records, the patients clustering need to created. The distance between
two points can be calculated using Formula (2), where, xi and yi are the ith
coordinates for points x and y, respectively, and d is the distance between x
and y.

The clustering metric d was calculated for all the available clusters created
by both DW architecture and proposed data lake architecture. The lower value
of d indicates the higher precision of clustering. Obviously, the higher cluster
precision implies a more effective data architecture for the healthcare recom-
mendation system.

3.3 Objects

We made use of anonymized EHR [34] and its supporting data to evaluate our
data lake architecture. We made use of UCI machine learning repository [35],
which contains the data set of diabetes form 130 US hospitals during the years
of 1999–2008. It has 10 years of inpatient encounters from 130 US hospitals and
integrated delivery networks. It contains 50 features representing patient and
hospital outcomes. The data contains such attributes as patient number, race,
gender, age, admission type, time in hospital, medical specialty of admitting
physician, number of lab test performed, HbA1c test result, diagnosis, num-
ber of medications, diabetic medications, as well as the number of outpatients,
inpatients, and emergency visits in the year before the hospitalization, etc.

3.4 Empirical Environment

The data available in the data set was classified as internal sourced data and
external sourced data. The internal source data was connected with HDFS sys-
tem Apache spring XD and loaded into the data lake. The external sourced
data was connected with data lake system by using Apache Flume. Apache atlas
identified the metadata available with data from the source. Each data would
be allocated with a unique identifier to easy access. K-means algorithm using
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Matlab was performed on the available data to identify the available clusters.
The identified cluster would contain the patients with similar health conditions.
SVM trained with the training data from the data set. SVM run on each cluster
to find the most successful medication recommendation. A new data would be
given to the system after the authorization. The personalized recommendation
for the new data have been identified from the SVM.

4 Experimental Results

This section describes the performance of proposed data lake architecture com-
pared with the data warehouse.

4.1 Reduction of Data Ingestion Time

We collected the data arrival time and Meta data log entry time for all the data
tuples from the dataset in both DW and our data lake architecture. We then
calculated the data ingestion time based on Formula (1). The average values of
the ingestion time for DW and the data lake architecture are plotted in Fig. 3.
It is clearly shown that the data lake architecture has much lower average value
of IT.

Answer to RQ1: The experimental results clearly show the proposed app-
roach’s ability to store the data even from those in the native form. The data
ingestion time has been improved significantly by the data lake architecture.
Since the proposed architecture makes use of the HDFS file system, it does not
require the preprocessing stage for the data. By contrast, the DW technique
involves the ETL process, which takes much more time to ingest the data into
the data warehouse.

The Apache Flume has the ability to pull the data from the remote data
vendors and to store successfully in the data lake environment. The Kerberos

Fig. 3. Comparison of data ingestion time of DW and data lake
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Table 1. Comparison of precision value d for DW and data lake

Euclidean distance d value of data lake d value of DW

Cluster 1 0.64 0.76

Cluster 2 0.71 0.87

Cluster 3 0.65 0.87

Cluster 4 0.88 0.99

engine creates an authentication ticket for each login, and the Apache Ranger
tool verifies the authentication tickets and then provides the access rights to the
remote login. These steps enable the third party data stakeholders to connect
with the data lake architecture with security.

4.2 Removal of Data Silos

We compared the clustering algorithm based on the precision quality. We iden-
tified four clusters with maximum data points for each data architecture. The
data points (namely, x and y) were further identified for the calculation of the
precision value. In particular, the Euclidean distance d between x and y was
calculated according to Formula (2). Table 1 summarises the values of d for each
cluster. The results clearly show that the data lake architecture has smaller
values of d for clustering than DW. In other words, the proposed data lake
architecture has higher precision in the clustering.

Answer to RQ2: The precision of clustering normally increases as the amount
of data becomes larger. However, due to its schema and organizational rules of
DW, much vital information about patients will be lost during the ETL process.
By contrast, the data lake architecture makes use of the schema-on-read method
to load the data into the environment, which bring in the ability to connect with
the third-party and external data stakeholders. The high availability of data
about patients helps improve the precision of clustering. In a word, the data
lake architecture delivers the ability to store a variety of data within the unified
location. Thus, the clustering precision has been significantly improved.

5 Related Work

Undoubtedly, we are living in the world of smart devices, which create data for
almost everything. Reuters predicted the global growth of data in 2020 will be
nearly 35 ZB (one Zettabyte = one million petabytes) through all the electroni-
fied organizations. It is three times higher than the amount of data we produced
in 2015.

Due to this enormous usage of data all over the world, the term “Big Data”
is widespread and starting to be a part of every business process. Collecting
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and storing this vast scale of data is worth nothing without retrieving useful
knowledge through processing and analysing it [17]. Unlike the traditional data
generation models, big data contains a variety of data from the diverse sources
with high velocity in huge volumes.

The evolution of Big Data created the conditions for transforming the Health-
care industry towards the Electronic Health Records (EHR) and managing
computerized archives. The EHR may contain the information about various
attributes of the patients, which could include demographic details, previous
medication history, and allergies, vaccination status, laboratory test results,
EMR scan reports, payer information, insurer details, a previous visit to hospi-
tals and so on [36].

Therefore, it is obvious that the research on EHR and patient related
auxiliary data will illuminate the improvised healthcare at the point of care.
Inevitably, big data analytics on healthcare will enhance clinical operation by
providing more relevant, efficient, error-free and cost effective diagnosis and med-
ication. Since the availability of the data also shared with the patient, it will
increase the transparency and reliability of the medical institutions [6].

The proactive, patient-centric and tailored healthcare medication recommen-
dation to the individual based on the analysis of the corresponding person’s EHR,
genomic profile, laboratory data and other related supporting data [37].

The healthcare organisations create structured, semi-structured and unstruc-
tured data in the form of EHR. Even more importantly, only 20% data is in a
structured format, which can be easily utilised by data scientist using the ana-
lytics machines but semi/unstructured production rate is 15 times higher than
the structured one [6].

Naturally, the sources for the data also range from mobile devices, social
media feeds wearable devices, Radio Frequency Identification (RFID) devices,
sensors and monitoring devices attached to the patient and their bed [18]. Even
though the health IT has seen tremendous technology development, it is chal-
lenging to manage this complex data flood.

Systems like CARE (Collaborative Assessment and Recommendation
Engine), ICARE predicts the future disease risk of the patient by analysing
patient’s previous history [38]. HealthCare ND is also a system to predict the
future disease risk of the patient [39]. However, it is an interactive system, which
will get the health-related information from the patient and process the data
with ICD-9-CM codes then return the results of the patient’s future prediction.
Abbas et al. proposed a system called Collaborative Filtering based Disease Risk
Assessment (CFDRA) [22]. It is a cloud computing based risk assessment pre-
diction system. In a system anticipated by Veeresh Patel et al., genomics and
clinical data from patients EHR will be utilised to predict the cancer risk [25].
Physical therapy-as-a-service (PTaaS) application is a model designed to connect
the sensors available in the patient’s home and the therapist office computer [40].

The above said healthcare system are using the well defined bussiness rules
and vocabularies. But, health IT systems need different type of data management
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architecture to address its particular challenges. Particularly, healthcare IT needs
a late binding model, which is flexible, time efficient, scalable, and adaptable [41].

Blockchain data structures utilises the data lakes to support the data from
variety of sources such as patients’ mobile applications, wearable sensors, EMR’s,
documents and images [42]. Blockchain data structures utilises the data lakes to
support the data from variety of sources such as patients’ mobile applications,
wearable sensors, EMR’s, documents and images.

6 Conclusion

The traditional data warehouse (DW) technique is no longer suitable for health-
care analytics due to its schema on write nature and inability to handle data
silos. In our study, an effective data lake system was proposed for the personalized
healthcare data recommendations. The data lake is a flat, schema-on-read data
architecture. We conducted experiments to evaluate and compare the proposed
data lake architecture and DW on the dataset obtained from UCI repository. Our
data lake architecture outperformed DW significantly in terms of data ingestion
time: The time for loading and storing data in data lake architecture is nearly
50% less than that in DW. Moreover, the data lake architecture has higher pre-
cision in clustering than DW, mainly because of its ability to connect with more
data sources. Briefly speaking, it was demonstrated that the data lake architec-
ture can be an effective alternative to the existing health IT infrastructure. The
proposed system can ingest all data in the unstructured, semi-structured, and
structured formats. It can store data with low cost, taking advantages of HDFS.
Hence, the data lake-based healthcare recommendation system will address the
drawbacks of the traditional data architectures and provide additional capabili-
ties for the future caliber of the data reusability.
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Abstract. The interest of scholars in devising automated methods to
describe and analyse business processes has increased in the last decades
due to the extreme interest of organisations in achieving their business
objectives while remaining compliant with the relevant normative sys-
tem. Adhering with norms and policies does not only help to avoid severe
sanctions but also results in greater confidence by the consumers, and
prestige for the organisation. Defining processes through the paradigm of
declarative specifications is gaining momentum due to its intrinsic char-
acteristic of being able to capture business as well as normative specifi-
cations within the same framework. We describe some of the state of the
art techniques in the field of Business Process Compliance, focusing on
pros and cons of such techniques, and advancing future lines of research.

1 Introduction

Business processes are used world-wide by organisations at every hierarchical level
for diverse purposes. We can identify two causative reasons. First, they provide a
good source of information about the activities and capabilities of an organisation.
Second, such information is used to improve them. Business Process Management
(BPM) can be described as a “process optimisation process”. Being a holistic man-
agerial approach, BPM considers processes as strategic means of an organisation
that must be understood, analysed, and improved to continually furnish better
and increasingly desirable products to clients. These processes are critical to any
organisation as they often represent a significant proportion of costs.

For the benefits brought by BPM to be effective, suitable representations of
business processes should be given. While an experienced programmer writes
thousands of lines of code, a typical user (or process owner) does not want, or
have the ability, to analyse complicated or convoluted formulas. They instead
want simple, easy to understand representations. In this sense, Business Process
Modelling technology emerged as a strong paradigm for the modelling, analysis,
improvement, and automation of the day-to-day activities of organisations. The
field is now a mature research area with widespread industry adoption. Business
Process Modelling covers a wide variety of methodologies: from graphical mod-
elling languages to ease the understanding of the stakeholders (e.g., YAWL [33],
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EPC [38], BPMN1) to fully precise mathematical formalisms (e.g., Petri nets
[37], π-calculus [24]) for formal analysis and automated process verification.

All the above mentioned formalisms and representations fall into the family
of imperative approaches: they define a process model as a detailed specification
of a step-by-step procedure that should be followed during the whole execution.
In such a way, they strictly specify how the process will be executed. If from
one side this procedural nature is their strength, it is also their main drawback.
In fact, they suffer from some limitations. First, it is sometimes hard to obtain
precise information about the order of the actions to be performed from the
business requirements. Second, such a paradigm is not suitable to capture flexi-
ble business processes, i.e., processes whose internal structure and relationships
among the various tasks is dynamic and with a large degree of variations (e.g.,
triage processes in hospital emergency rooms). Third, their imperative nature
yields over-specified and highly-structured processes [39] where it is difficult to
define relationships among the atoms. For instance, it is possible to model a sim-
ple statement as “activities A and B should never occur together” only through
a detailed strategy to implement it.

In the opposing direction moves the school of modelling processes by declara-
tive specifications [5,14,30]. Instead of specifying a process step by step, the focus
in this approach being on defining relationships among the tasks to be executed
to achieve a goal, as well as in understanding the behaviour of such “atoms”.
By shifting the focus from the whole process to its basic building blocks, you
gain knowledge regarding which preconditions trigger the activation of a task
(inputs), as well as what happens once a task completes its execution (outputs).
It is indeed a common practice that organisations develop business rules manu-
als for their operations: such business rules may specify constraints that apply
to their business processes (e.g., a customer has to be older than 18 in order to
be eligible for a loan). As organisations grow, so do their processes and business
rules. As a consequence, the number of business rules is generally very large [25].

Another important value of the declarative specification approach is that
we can combine business specifications with normative specifications within a
single framework. This is a crucial aspect of BPM for two reasons. From one
side, the field of Business Process Compliance studies that the business practices
are not in breach with the legislation regulating the organisational environment
[19,34]. Worldwide scandals such as Societe Generale (France), Enron (USA)
and HIH (Australia) forced governments and standard organisations to enact
more restrictive regulatory mandates leading enterprises to massive investments
in the market of compliance related software and services (over $30billion in 2008
[20]). Scholars have studied automated methods to establish whether a business
process is compliant or not with the norms ruling the environment where the
organisation acts in [16–18] and BPC deals with the problem of developing the
above mentioned methods.

Secondly, compliance requirements are usually formulated as a set of rules
that can be checked during, or after, the execution of the business process,

1 http://www.bpmn.org.

http://www.bpmn.org
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called compliance by detection. If a non-compliant behaviour is detected, the
business process needs to be redesigned. Alternatively, the rules can already be
taken into account while modelling the business process. The result is a business
process that is compliant by design. This technique, which goes under the name
of compliance by design, has the advantage that a subsequent verification of
compliance is not required. Automated tools able to generate compliant by design
processes have some clear advantages: (i) being a preventative methodology, a
subsequent compliance verification is not needed, (ii) it is possible to analyse all
possible execution paths within the rules, (iii) the generated business process is
optimised for execution of the business rules and regulations, as it is specifically
designed to exactly represent the behaviour allowed by the rules.

Let us consider which challenges such automated tools need to address. First,
we need a formalism able to represent in a coherent, functional, and possibly
compact manner the business rules, the organisational objectives, and the nor-
mative system. Moreover, the framework should be able to determine whether a
particular objective is attainable without violating the relevant norms in a given
scenario, and which tasks are involved in this process. Thus, the deliberation
effectively generates a plan. A question may arise: why a logical formalism is
suitable to represent (business) processes? The derivation (or formal proof ) of a
statement is the final phase of a finite sequence of sentences/steps each of which
is a fact (a statement that is given as a truth), or follows from the preceding
sentences in the sequence by the application of a rule. A typical rule consists
of a set of preconditions (antecedents) and some conclusions (postconditions).
Whenever such preconditions are satisfied, the rule is enabled and produces its
conclusion; absent the preconditions the action cannot be taken and, if it is
taken, the postconditions hold. As such, a derivation has a strong, semantical
correspondence with a trace of a process, and we can hence establish a bijection
between a process and a logic theory. This is in line with the definition of (busi-
ness) process: a task is the result of the successful execution of previous tasks
(preconditions) and, in turn, may take part in the activation of one or more
other tasks. This mechanism fully captures the idea of control flow in terms of
satisfiability over a set of formalised constraints: each derivation can be seen a
simulation of an execution trace. The logical apparatus we take into account is
the one proposed in [14,15].

The second challenge lies in the extraction of the actual process from the
above logical description: we need to “put together” such information to obtain
a structured process, i.e., a process where the tasks in the traces are structured
in sequential, parallel and alternative patterns. To the extent of our knowledge,
two approaches were most successful. The former [28,29] lies within the field of
representing business processes through Business Process Model Notation. The
latter adopts Petri nets for their intrinsic characteristic of permit a direct formal
verification of the net (process) [12].

Our agenda is as follows. We start with Sect. 2, where we give a more detailed
description about capabilities rules and why they are suitable to represent tasks
and control flow. Follows Sect. 3: in there, we introduce the modal, skeptical
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logics which is able to represent actions, norms and goals. Section 4 describes
two different approaches to visualise and operationalise such sets of rules as a
verifiable business process. In Sect. 5 we discuss pros and cons of the two proposed
methods; the related work follows in Sect. 6. We end the paper with Sect. 7.

2 Rules for Declarative Processes

Governatori et al. [14,15] proposed an agent-oriented rule language for the
declarative specifications of norm and goal compliant business processes. The
main idea is that the set of rules can be partitioned into three subsets: a set of
rules describing the “capabilities” of an organisation, a set of rules corresponding
to the norms governing a process, and a set of rules encoding the objectives/goals
of an organisation to fulfil in their processes. The intuition behind the capability
rules is that they model the set of activities/tasks an organisation is able to
carry out, the preconditions required for each task, the effects of executing such
tasks, and the relationships among them. The language upon which the rules
are defined consists of a set of two types of literals: condition literals and task
literals. The condition literals encode the preconditions and effects of tasks or,
in general, state variables for a process, while each task literal corresponds to a
task that could occur in a process.

Capability rules have the following “if . . . then . . . ” form: r : l1, . . . , ln ⇒ ln+1,
where r is a label that uniquely identifies the rule, and each literal li is drawn
from the set of literals Lit = Prop ∪ {¬p| p ∈ Prop}; Prop is a set of propositional
atoms representing conditions ci and tasks tj . This form has the clear advantage
that it immediately relates preconditions to the corresponding effect of perform-
ing the particular action. More specifically, we can identify the following three
patterns: (i) t ⇒ c, where we can look at c as an effect of performing task t
(the effect represented by c thus holds after the execution of task t); (ii) the
pattern c1, . . . cn ⇒ t indicates that c1, . . . cn are preconditions for tasks t, and
task t will be executed after the preconditions hold; (iii) t1, . . . , tn ⇒ t specifies
that the combination of tasks t1, . . . , tn triggers task t, and that task t appears
in the process, if t1, . . . , tn appear in the process, before t. (In other words, this
pattern describes relationships and dependencies among tasks in a process. In
the rule given above, the meaning is that execution of tasks t1, . . . , tn is required
to trigger the execution of task t.)

The rules are then used to form (logical) derivations, where a derivation
D, given a set of facts F represented as literals, is a sequence of literals
D(1), . . . ,D(n), such that if D(m + 1) = l then either l ∈ F or there is a rule
r : l1, . . . , lk ⇒ l such that for all li ∈ D[1..m], i ≤ k, where D[1..m] is the initial
sequence of length m of D.

The rules presented above can be linked to the sequential, parallel, and alter-
native patterns typical of business process modelling techniques to those that
can be found in a logical derivation. Indeed, assume tasks A and B concur to
obtain the resources needed for task C to start its execution. This means that
C may bring about its effects only when both A and B have finished, and that
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A and B have no precedence order with respect to one another, that is they
can be executed in parallel. From a logical perspective, all this information can
simply be represented by a rule where the premises are literals A and B, and
with S as conclusion. Accordingly, a derivation (sequence of rules) can encode a
possible order in which the tasks are executed to achieve a particular business
goal according to the constraints specified by the rules themselves.

Given a set of facts, we can generate a derivation where all applicable rules fire
and their conclusions have been added to the derivation. This derivation contains
all tasks that are executed given the set of facts (hence facts are the input for
a process case). In addition, the derivation contains the literals corresponding
to the conditions to trigger the execution of tasks or for activating obligations,
the effects of the tasks, the obligations in force, and the expected goals. Notice
that obligations and goals are neither actions nor tasks: they only purpose is
to determine whether a process execution of the process is compliant and meet
the organisation objectives (influencing thus the activities or tasks included in
the process). Therefore, rules for goals and norms do not directly contribute to
the structure of the process. Goals and obligations can thus be considered as
special kinds of conditions. Consequently, if we “ignore” obligations, goals and
condition literals from a derivation, then a derivation is a sequence of only those
tasks satisfying the constraints defined by the rules. This is equivalent to a plan
as defined in classical planning [11]. For these reasons, in the present paper, we
concentrate only on the capability rules.

Notice that, while the set of tasks triggered by a case (set of facts) is unique,
multiple derivations are possible. For instance, given the rule ‘t1, t2 ⇒ t3’, the
order in which t1 and t2 are executed does not matter. Accordingly, both ‘t1, t2, t3’
and ‘t2, t1, t3’ are valid derivations (and, consequently, plans conforming to the
specification given by the rule). This means that, given a case, we can generate
a set of plans corresponding to it, which can be understood as alternative ways
in which the process can be executed. Using the idea that a business process can
be understood as a set of traces (where a trace is a sequence of tasks), we can
establish a connection between a set of plans and a business process, where a
process provides a concise (formal and graphical) representation of a set of plans,
which are obtained from a single case and are combined by using constructions
modelling AND-joins and AND-splits. Moreover, given a set of rules, it is possible
to give as input different sets of facts, where each set of facts corresponds to a
common set of instances for the process. For each case, a corresponding set of
plans is created, where the mutually exclusive cases are subsequently merged,
adopting XOR-split and XOR-join patterns.

3 Modal Defeasible Logic

The logic Governatori et al. [14,15] proposed to implement the intuition pre-
sented in Sect. 2 is a modal extension of the well-known skeptical formalism
of Defeasible Logic (DL), first introduced in a seminal work by Nute [27].
Specifically, the logic deploys the non-monotonic mechanism of DL to capture:
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(i) which actions an agent (enterprise) is capable to perform in a given organi-
sational environment by using a belief modality (in other terms, beliefs describe
both what holds true in the environment as well as which actions the agent is
able to perform), (ii) which norms the agent is subject to (by using the obliga-
tion modality), and (iii) which goals the agent might commit to and which are
actually attainable (by using the outcome modality).

A modal defeasible theory consists of five different kinds of knowledge: facts,
strict rules, defeasible rules, defeaters, and a superiority relation. The set of facts
denotes simple pieces of information that are considered always to be true. Rules
are distinguished both on their type (strict, defeasible and defeaters) and on their
modality. Such a modality represents which kind of conclusion the rule may lead
to. Rules are of three modalities: belief rules, obligation rules, and outcome rules.
Belief rules are meant to relate the factual knowledge of an enterprise, and are
composed by: a set of actions an organisation can do, the preconditions under
which tasks can be executed, and the effects derived by the execution of such
tasks (also called postconditions). Specifically, belief rules describe the logical
relationship between preconditions and tasks, tasks and their effects, relation-
ships between tasks, relationships between states. Obligation rules determine
when and which obligations are in force, while outcome rules establish the objec-
tives of an organisation depending on the particular context. Outcome rules take
inspiration by the main stream of the BDI (Belief-Desire-Intention) literature
describing an agent’s mental attitudes. Notions of desire, goal, intention, and
social intention are taken into account in order to describe various degrees of the
agent’s commitment towards its objectives.

A rule is an expression r : A(r) ↪→� C(r) and consists of: (i) a unique name
r, (ii) the antecedent A(r) that which is a finite set of (modal) literals, (iii) an
arrow ↪→∈ {→,⇒,�} denoting, respectively, a strict rule, a defeasible rule and
a defeater, (iv) a modality � ∈ {BEL,OBL,OUT} that which denotes the mode
the consequent literal shall take, i.e. BEL for beliefs, OBL for obligations and
OUT for outcomes (outcomes are themselves distinguished among desires, goals,
intentions, and social intentions, those being intentions compliant with the norms
(it is out of the scope of the present synopsis to go in further details by describing
differences among such mental attitudes), (v) its consequent (or head) C(r) that
which is a single literal, and (vi) the superiority relation � that which is a binary
relation indicating the relative strength of two (conflicting) rules. A strict rule is
a rule in which whenever the premises hold (e.g., facts), so does the conclusion.
On the other hand, a defeasible rule is a rule that can be defeated by contrary
evidence (typically bird fly, but it is not the case for penguins). Defeaters are
rules that cannot be used to draw any conclusion. Their only use is to prevent
some conclusions, i.e., to defeat defeasible rules by producing evidence for the
contrary. Lastly, the superiority relation � among rules is used to define when
one rule overrides the (opposite) conclusion of another one. The infix notation
r � s means that (r, s) ∈�.
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At the heart of the reasoning mechanism of the logic is the notion of deriva-
tion. Intuitively a derivation (or proof ) is a sequence of literals where every
element (a conclusion) is either one of the facts, or it has been obtained by pre-
vious steps by applying some rules. A conclusion of a defeasible theory D is a
tagged literal and can have one of the following forms:

– +Δ�q, which means that q is definitely provable in D with mode �, i.e., there
is a definite proof for q, that is a proof using facts and strict rules only;

– −Δ�q, which means that q is definitely not provable in D with mode � (i.e.,
a definite proof for q does not exist);

– +∂�q, which means that q is defeasibly provable in D with mode �;
– −∂�q, which means that q is not defeasibly provable, or refuted in D with

mode �.

Formally, given a defeasible theory D, a proof P of length n in D is a finite
sequence P(1), . . . , P(n) of tagged formulas of the type +Δ�q, −Δ�q, +∂�q and
−∂�q.

The definition of Δ describes just forward chaining of strict rules. Literal
q is definitely provable if either is a fact, or there is a strict rule for q, whose
antecedents have all been previously, definitely proved. On the other hand, literal
q is defeasibly provable (+∂�q) if q is already definitely provable, or we argue
using the defeasible part of the theory. In this last case, there must exist an
applicable strict or defeasible rule for q, while every attack is either discarded,
or defeated by a stronger rule through �. (A rule is merely applicable whenever
each literal in the set of antecedents has already been proved, while a rule is
discarded when at least one of the premises has been previously disproved.)

The sets of positive and negative conclusions form, respectively, the positive
and negative extensions. For reasons we are going to explain in the rest of the
paper, we shall restrict our attention to the positive extension only.

Let us explain how the derivation mechanism works by considering the fol-
lowing two examples. The first one proposes a rather simple theory; aim is to link
derivations to traces. We use second example to show how strict and defeasible
proof tags are obtained, as well as the mechanism underlying the team defeat.

Let D = ({a, b}, R, ∅) be a defeasible theory such that

R = {r0 : a ⇒BEL c
r1 : b ⇒BEL d
r2 : c, d ⇒BEL e}.

It is trivial to notice that all the rules are applicable and actually fire produc-
ing the following positive extension E+

(D) = {+ΔBELa,+ΔBELb,+∂BELa,+∂BELb,
+∂BELc, +∂BELd, +∂BELe} – recall that +Δa implies +∂a. Here, we have six
derivations:

(1) + ΔBELa,+ΔBELb,+∂BELc,+∂BELd,+∂BELe

(2) + ΔBELa,+ΔBELb,+∂BELd,+∂BELc,+∂BELe
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Fig. 1. Two processes representing the traces of theory D.

(3) + ΔBELa,+∂BELc,+ΔBELb,+∂BELd,+∂BELe

(4) + ΔBELb,+ΔBELa,+∂BELc,+∂BELd,+∂BELe

(5) + ΔBELb,+ΔBELa,+∂BELd,+∂BELc,+∂BELe

(6) + ΔBELb,+∂BELd,+ΔBELa,+∂BELc,+∂BELe.

Some considerations. a and b have no precedence order between each other.
The same happens for the tuples: (c, d), (a, d), and (b, c). On the contrary, a
always precedes c, b always precedes d, and so do c and d for e. It is straightfor-
ward to see that such derivations can be visualised as proposed in Fig. 1, where
Fig. 1(a) shows a BPM notation whilst Fig. 1(b) shows a Petri net.

Now consider the next example and let D = (F = {c1, c2, c3, c4, c5, c7, c8}, R, �=
{(r6, r9), (r7, r8)}) be a defeasible theory such that

R = {r0 : c1, c2 →BEL t1; r1 : c3 ⇒BEL t2;
r2 : t1, t2 ⇒BEL c6; r3 : t2 ⇒OBL o;
r4 : c6 ⇒BEL t4; r5 : t4 ⇒BEL o;
r6 : c4 ⇒BEL t3; r7 : c5,OBLo ⇒BEL t3;
r8 : c7 ⇒BEL ∼t3; r9 : c8 ⇒BEL ∼t3;
r10 :⇒OUT out ; r11 : t3 ⇒BEL out}.

We denoted tasks with ti, conditions with cj , the only obligation with o,
and the final outcome with out. In detail, r0 strictly proves +ΔBELt1, while r1
defeasibly proves +∂BELt2. The combination of these two tasks gives (defea-
sibly proves) condition c6, but the execution of t2 also triggers obligation o
(by proving +∂OBLo). Such an obligation is complied with by the execution of
task t4 through the sequential derivation of +∂BELt4 by r4 and +∂BELo by r5.
Now, rules r6 and r7 form a (winning) team defeater to prove t3: the superior-
ities among r6 � r9 and r7 � r8, let r8 and r9 to be defeated. We hence have
two ways to obtain t3. The only outcome is derived by r10, which is obtained
through r11. The positive extension is E+

(D) = {+ΔBELc1, . . . ,+ΔBELc6, +∂BELc1,
. . . ,+∂BELc6, +ΔBELt1, +∂BELt1, +∂BELt2, +∂OBLo, +∂BELc7, +∂BELt3, +∂BELt4,
+∂BELo, +∂OUT out,+∂BELout}.
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4 Visualisation Methods for Compliant Processes

We introduced a modal logic describing (1) what are the sequences of actions
(in terms of literals derivations) an organisation is able/allowed to perform in
a given setting/situation (2) to achieve a set of goals (3) while remaining norm
compliant with a regulative system. The next step is to define the methods to
represent/visualise such derivations (traces) in a compact, explicative manner.
We shall report two different approaches. The former, proposed by Olivieri et al.
in [28,29], adopts a backwards approach and ends up in visualising the process
through the BPM Notation. The latter, recently proposed by Ghanbari et al. in
[12], is otherwise based on the Petri net modelling language.

The algorithms proposed in [14,15] take as inputs (i) a modal logics and
(ii) (factual) literals describing a specific situation. The output is the positive
extension expressing which literals actually hold in that particular setting. This
reflects which norms are active and which tasks can be performed by the organ-
isation. Such literals and the rules where such literals appear in as antecedents
or as conclusions are used by both methods to visualise the final norm and goal
compliant business processes.

4.1 BPMN and the Backwards Approach

We hereafter analyse the approach proposed by Olivieri et al. [14,15]. The logic
described in Sect. 3 is expressive enough to be able to describe most-preferred to
least-preferred objectives. (Such objectives lie within the agent BDI paradigm
and are represented as reparative chains, where an outcome chain like ‘a 
 b’
characterises the idea that a is the most preferred outcome, but when a is not
attainable, then b becomes the new outcome the agent strives for. (It is out of
the scope of the present paper to go further in detail on outcome chains and
their implications on the various degrees of the agent’s commitment towards its
goals.)

The algorithms of [14,15] work in a backwards manner. They start by con-
sidering the end literals of the theory in the positive extension (the proved ones),
those representing the attainable outcomes. Exclusive choice patterns are cre-
ated among the outcomes from the same chain. The algorithms then navigate
backwards the derivation tree, rule by rule, until the facts of the theory are
met. Accordingly, only those rules with both conclusion and set of antecedents
in the positive extension are considered. Every time the algorithm considers a
(non-already visited) literal, a new node is created in the graph. Given a rule, an
edge is created between the antecedent of such a rule and its conclusion. If more
than one literal is present in the set of antecedents, an AND-join node is created
in between each literal in the set of antecedents and the conclusion. Finally, if
more than one rule contributes in proving a given literal, an OR-join structure
is made. The final steps of the algorithms consist in giving “more structure” to
the graph: (i) nodes representing condition and obligation literals are removed
and substituted by labels on edges, (ii) literals co-occurrences are identified,



Declarative Approaches for Compliance by Design 89

and lastly (iii) complex synthesis operations on the graph are performed to cre-
ate OR-split and AND-join patterns. The algorithms are proved to be sound,
complete, and to work in polynomial time.

4.2 The Petri Net Approach

In [12], a formal method to visualise and operationalise business rules in the
form of a Petri net is presented. (The reader in need is referred to AppendixA
for a brief excerpt on the Petri net formalism.) Figure 2 provides an overview of
the steps required in [12] to transform a set of rules into a Petri net, representing
the allowed behaviour of the business process according to those rules.

The process to be obtained is imperative and exclusively contains possible
execution paths. That is, it defines what can or should be executed, instead
of what must not be executed (as is normally the case for declarative process
specifications). Consequently, the rules are first pre-processed to remove those
rules that do not directly define possible executions of the process. As such, all
rules with literals that have not been proved can be removed, as these rules
cannot fire and have, therefore, no effect on the resulting process. Additionally,
negative tasks represent the absence of a task and can thus be removed from the
remaining rules (e.g., A,¬B ⇒ C would be A ⇒ C).

The rules are generally grouped in different input cases, each representing
a specific “scenario” or process instance. For each case, a partial Petri net is
obtained, representing the process according to the rules activated (i.e., rules
with antecedents and conclusion proved) for that case. That is, the traces of
each partial Petri net contain exactly all possible derivations from the rules of
its corresponding case. Each literal is represented by a transition in the Petri
net, whereas each rule is represented by a τ transition. As a result, each partial
Petri net essentially contains a sequence of transitions representing subsequent
activities and rules. Multiple rules with an identical antecedent and different
consequence result in concurrent branches in the partial Petri net. For instance,
rules A ⇒ B and A ⇒ C, would introduce two concurrent paths (with B and C,
respectively) after A, whereas B,C ⇒ D would merge both branches into a single
path with D. Each partial Petri net consists of sequences and/or concurrent
branches, as choices are represented by the different cases.

Subsequently, the partial Petri nets are merged into a consolidated Petri net,
representing the full process such that it does not contain any duplicate transition
labels (i.e., each activity is represented only once). Different paths following a

Fig. 2. Method overview (derived from [12]).
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Fig. 3. Consecutive XORs without dependencies.

Fig. 4. Consecutive XORs preserving dependencies.

mutual transition between different partial Petri nets result in exclusive paths
in the merged Petri net.

However, subsequent exclusive choices may not necessarily be independent.
That is, the allowed path at a certain XOR-split may be determined by the
preceding path from the previous XOR-split. Consider, for instance, two cases:
Case 1 = {r1 :⇒ A, r2 : A ⇒ C, r3 : C ⇒ D} and Case 2 = {r4 :⇒ B, r5 : B ⇒

C, r6 : C ⇒ E}. The (simplified) resulting merged Petri net would then look as
shown in Fig. 3. It is easy to see that the merged Petri net would allow two more
traces that are not allowed in the original derivations as specified by Cases 1
and 2 (i.e., 〈A,C, E〉 and 〈B,C,D〉 are not allowed).

This is resolved by adding τ transitions representing the underlying cases that
preserve dependencies of subsequent exclusive branches, without the necessity
of adding conditions. This is shown graphically in Fig. 4, which represents the
same process as depicted in Fig. 3 while maintaining consecutive dependencies as
specified in the rules. As such, after A, E is not possible, while D is not possible
in a trace with B.

Finally, unnecessary τ transitions (i.e., transitions whose removal does not
alter the possible visible traces of the net) can be removed by using the reduction
techniques as described in [26]. The resulting Petri net is an exact imperative
representation of the behaviour as allowed by the input rules.

5 A Brief Analysis of the Two Approaches

5.1 Pros and Cons of the BPMN Approach

Pros:

The modal logics presented before is rich of information regarding all the possible
actions and norms; moreover, the calculus of the extension is not only computa-
tionally efficient but also gives precise information concerning what is actually
attainable in every specific situation, and which norms are actually in force.
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– Methodologies of [28,29] fully exploit such information: the backwards app-
roach guarantees that no information is lost during the computation. There-
fore, the final graph shows which condition literals are used and where, as
well as which norms impact on the process and, again, exactly where (i.e.,
which tasks are influenced).

– We recall that the starting point of the synthesis algorithms was to consider
which the attainable outcomes were: those were embedded in exclusive choice
structures. This gives an immediate feedback to the front-end user about
which the alternative (the most to the least preferred) outcomes are in a
given setting.

– The merging process of different graphs (each of which representing different
initial settings) gives as input a single structured process graph where the
various alternatives are represented through XOR structures. Many XOR
variants were considered, depending on whether (i) there exists a preferred
XOR branch to be executed, (ii) none of the branches involved are to be
preferred to the others, and (iii) a branch that does not actually involve the
execution of any task and it is used to skip the run to the end of the XOR-join
(which is typically considered as the standard course of action).

Cons:

– The merging procedure is not fully operational: the algorithms can only han-
dle the creation of the XOR structures but is not even close to the deepness
reached by methods proposed in [12].

– A proper proof of completeness is missing.
– The OR-join gates created when more rules concur in achieving a node cannot

properly handle the resource consumption.

5.2 Pros and Cons of the Petri Net Approach

Pros:

– This approach has proven to be fast and has shown to outperform state-of-
the-art approaches.

– The resulting Petri net only allows behaviour that is allowed by the rules and
is, as such, guaranteed to be compliant to those rules. More specifically, a
condition-free representation of subsequent exclusive branches is created to
maintain their dependencies without duplicating activities. When required,
these dependencies can be removed automatically to generalise the behaviour
of the Petri net. Existing approaches, however, can only obtain a generalised
Petri net and are, therefore, in many cases not fully compliant with the input
rules.

– Full proofs of soundness and completeness were given.

Cons:

– The approach does not consider processes with loops (for the same reasons
of the other approach).



92 F. Olivieri et al.

– Subsequent dependencies are ensured and enforced by creating a specific coor-
dinating transition for each input case. Naturally, this may complicate the
resulting Petri net in scenarios with many input cases. However, the num-
ber of cases can be significantly reduced by merging, as together they may
represent full behaviour. Merging such cases is a direction for future work.

6 Related Work

Some other approaches attempted to create compliant business process by
design.

The defeasible modal logic we presented departs from the standard BDI
architecture and agent programming languages implementing it (e.g., 3APL-
2APL [6,7], Jason [3]), and extensions with norms in several respects (e.g.,
BOID by [4], while we refer the reader to [1] for an overview). While in the
above mentioned approaches the agent has to select (partially) predefined plans
from a plan library, we propose that the agent generates a business process on
the fly (corresponding to a set of plans) to meet the objectives without violating
the norms it is subject to.

Alechina et al. [2] present a BDI-based agent programming language based
on 2APL for norm-aware agents; a norm-aware agent can deliberate on its goals,
norms, and sanctions before deciding which plan to select and execute. A major
issue of this work is that if a goal triggers two (or more) sanctions, each of which
is lower in rank than the achievement of that goal, the agent will try to achieve
that particular goal even if the sum of the two sanctions is higher in rank.

Automated planning is a technique to organise actions with the aim of achiev-
ing some pre-specified goal starting from the current state of the system [11].
Each action features a set of preconditions, that must be satisfied prior to its
execution, and a set of effects, that specify the state change resulting from its
execution. There are frameworks to generate plans (e.g., KPG [22] and Golog
[10]), but these are typically based on classical AI planning and do not con-
sider norms. In addition, many automated planning approaches in the business
process domain focus on runtime adaptation of pre-specified processes, concern-
ing runtime repair instead of design time process generation based on rules (see
[23,36]). Automated planning techniques require a goal to be specified along
with an initial state. However, in case of multiple initial states, multiple possible
plans need to be generated, that must be merged in order to represent a full
business process [21]. As such, providing a business process model that supports
all possible traces as specified by the rules remains a challenge.

DECLARE provides an approach for declarative specifications of business
processes by means of constraints [30] and graphical representations to visualise
the constraints and the activities in the model [40]. However, the graphical rep-
resentation shows the exact constraints and does not provide an actual process
model imposed by the rules. In [32], Prescher et al. convert a DECLARE model
to a behaviourally equivalent Petri net. However, this approach leads to multiple
transitions representing the same activity and, therefore, an highly complicated
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model. Our approach, on the other hand, provides a model without additional
duplication of transitions. In [8], Giacomo et al. developed an extension on top
of BPMN, BPMN-D, which supports declarative process modelling. It allows to
transform DECLARE models into readable BPMN-D models. This approach,
however, does not support concurrency. Additionally, DECLARE is based on
Linear Temporal Logic, which is not able to represent certain complex norms
[13] and cannot, as such, be used for this purpose.

Sardina et al. [35] provide an account of goals in the view of declarative
aspects by integrating BDI failure mechanisms with Hierarchical Task Network
(HTN) planning techniques. HTN planning is notoriously undecidable even if
no variables are allowed, or PSPACE-hard if restrictions are given. The main
feature of their CANA is its detailed operational semantics where, if a plan fails,
alternative plans for achieving the goal are tried. Compared to theirs, the two
approaches presented in this paper have the advantage that they generate all
possible plans at design time.

7 Future Work

Business Process Compliance is an important field of study given the impor-
tance for enterprises to have business processes which have to be, at the same
time, efficient and compliant with the normative system. Scholars of the fiels
have studied, and proposed, different formalisms to describe workflows, busi-
ness processes, and norms. In the present work, we described two promising
approaches which lie in the school of modelling business processes by declarative
specifications. This school of thoughts differs from the “more stiffed” family of
imperative approaches since it gives knowledge about the relationships among
tasks, but most of all because it allows us to represent in the same framework
business and normative specifications.

The modal logics [14,15] described in Sect. 3 is a powerful tool exactly for this
reason. Still, some drawbacks need to be addressed in future lines of research:
(i) loops are not considered, and (ii) resources consumption.

A Petri Nets

Petri nets (PN) are a popular modelling language used to formalise business pro-
cesses [37]. Petri nets are mathematical models for the description of distributed
systems [31]. Petri nets are directed bi-graphs with nodes consisting of places and
transitions. Transitions within Petri nets represent events, while places represent
conditions. Arcs form directed edges between place-transition pairs. Places may
contain tokens. A distribution of tokens over the places is called a marking. A
transition is enabled and can “fire” when all its input places contain at least
one token. When a transition fires, one token is removed from each input place
and one token is put into each output place. A Petri net is defined formally as
follows [31]:
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Definition 1 (Petri net). A tuple (P,T, A, λ) is a labeled Petri net, where:

– P is a set of places
– T is a set of transitions, such that P ∩ T = ∅

– A ⊆ (P × T) ∪ (T × P) is a set of arcs
– λ : P ∪ T → L is a labelling function.

The Petri net state, often referred to as the net marking, M : P → N0 is a
function that associates a place p ∈ P with a natural number (viz., place tokens).
A marked net N = (P,T, A, λ,M0) is a Petri net (P,T, A, λ) together with an initial
marking M0.

Places and transitions are referred to as nodes. The preset of a node is denoted
by •y = {x ∈ P ∪ T | (x, y) ∈ A}, and the postset of a node is denoted by
y• = {z ∈ P ∪ T | (y, z) ∈ A}.

If ∀p ∈ •t : M(p) > 0, t is said to be enabled. The firing of t, denoted by
M

t
−→ M ′, leads to a new marking M ′, with M ′

(p) = M(p) − 1 if p ∈ •t \ t•,
M ′

(p) = M(p) + 1 if p ∈ t • \ • t, and M ′
(p) = M(p) otherwise. The marking Mn

is said to be reachable from M if there exists a sequence of transition firings
σ = t1t2 . . . tn such that M

t1
−→ M1

t2
−→ . . .

tn
−→ Mn.

A trace is a sequence λ(t1), λ(t2), . . . such that σ = t1, t2, . . . is a sequence of
firing transitions. However, certain control-flow behaviour (like exclusive parallel
branches) requires additional transitions that do not correspond to a task literal.
These transitions are commonly referred to as silent or τ transitions [9]. For
understandability purposes, we will add a label for each τ transition as well
throughout the paper. As such, the set of transition labels L comprises both
labels corresponding to task literals and labels corresponding to τ transitions. A
visible trace is a trace where all τ transitions have been removed (maintaining
the order of the transitions representing task literals). For the remainder of this
work, we shall refer to visible traces as traces.
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Abstract. Composite service selection refers to the process of selecting an
optimal set of web services out of a pool of available candidates based on their
quality of service and price. The goal is to logically compose these atomic web
services and create value-added composite services which in turn can be used to
develop service-based systems. Existing approaches to composite service selec‐
tion are mostly based on optimization and negotiation techniques. In this paper,
we study an emerging trend of composite service selection approaches based on
auction models. These techniques benefit from the dynamic pricing of auction
models compared to a fixed pricing approach and have the potential to incorporate
the dependencies that exist between services constituting a composition. We
propose a design framework that introduces two components which need to be
addressed when developing an auction-based model for composite service selec‐
tion: the elements in an auction-based model and a set of design decisions asso‐
ciated with those elements.

Keywords: Composite service selection · QoS-based service selection
Web services · Combinatorial auctions

1 Introduction

Composite web service selection is the process of selecting an “optimal” set of web
services that can collectively achieve a specific, complex functionality when logically
composed from a pool of available services. Optimality is defined based on the compo‐
site service requester’s requirements for the composite service QoS profile; i.e. its set
of quality attributes. Considering the growing number of available online web services
that can perform similar functionalities at different levels of quality and price, composite
service selection has been recognized as an important research problem in the context
of developing service-based systems (SBS) [1, 2].

The literature on composite service selection can be characterized as a continuum
with the following two extremes based on the assumption about the dynamicity of the
web service’s QoS profile: (1) being pre-determined and not-customizable, or (2) being
flexible and negotiable. Corresponding to each of the two extremes are the two important

© Springer International Publishing AG, part of Springer Nature 2018
A. Beheshti et al. (Eds.): ASSRI 2015/2017, LNBIP 234, pp. 101–115, 2018.
https://doi.org/10.1007/978-3-319-76587-7_7

http://orcid.org/0000-0003-2041-2929
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76587-7_7&domain=pdf


trends in the service selection literature: Optimization-based approaches which typi‐
cally assume a predetermined QoS profiles and, Negotiation-based approaches which
permit QoS profiles to be flexible and negotiable. However, regardless of the offered
QoS profiles being pre-determined or negotiable, the process of deciding the best set of
values for the quality and price of web services is far from trivial for either approach.

New proposals based on auction models have recently emerged in order to address
this issue. Auction-based approaches draw on theories and models adopted from
economics and auction theory. Application of auction models facilitates the price deter‐
mination for service providers and composite service requesters by providing feedback
to the auction participants. Moreover, a specific type of auction model known as combi‐
natorial auction allows the service providers and requesters to express their preferences
for combinations of services. This is particularly important for composite service selec‐
tion as the web services that constitute a composite service typically exhibit dependen‐
cies on each other based on a number of factors. These dependencies create comple‐
mentarity effects among these services, which in turn, affect the service providers’ and
requesters’ preferences for offering bundles of services.

In this paper, we present a comprehensive review of the emerging auction-based
approaches to composite service selection. In Sect. 2, we identify and elaborate on two
important issues in composite service selection problem which have not received
adequate attention from the research community. In Sect. 3, we discuss how auction
models have the potential to successfully address these issues. In Sect. 4, we propose a
design framework for developing auction-based models for composite service selection.
The framework has two components that need to be addressed when designing an
auction-based model: (1) the elements of an auction-based model and (2) a set of design
decisions associated to the elements of model. Section 5 concludes the paper.

2 Challenges in Composite Service Selection

The composite service selection problem is known to offer several challenges. An over‐
view of some of the important challenges and how they have been addressed in the
current literature is presented in [3]. However, there are additional issues that need to
be considered which can impact the practicality of the proposed approaches to service
selection. It is our contention that systematically addressing these issues will not only
lead to more realistic assumptions in formulating the service selection problem but it
will also enhance their potential application in real world settings.

2.1 Price Determination for Web Services

In the extant literature, there are two alternative assumptions about the pricing models
of web services. The first, which is also the more dominant, is that web services are
offered at a fixed, predetermined price. The second is that the price of each web service
is flexible and is typically determined through a negotiation process between the service
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requester and service providers. The first assumption is the basis of the optimization-
based composite service selection approaches and the second one is the basis for the
negotiation-based approaches.

In the first model, the price is fixed for all consumers and, in the best-case scenario,
we can imagine that when providers realize the need to change the price of their offers,
they have to determine a new price and update the web service specification accordingly.
This is a pricing strategy known as posted-price or fixed pricing [4]. This means that the
complexity of determining the price of a web service is completely left to the service
providers.

Such a pricing strategy can cause serious difficulties for web service providers and
requesters. From the pricing theory perspective, web services are considered to be prod‐
ucts with low specificity, meaning that it is possible to sell them over and over with a
very low marginal cost. This is due to the open, Internet-oriented and standards-based
interfaces of web services. As a result, service providers face the problem of pricing
their web services based on the supply and demand from the requesters and providers’
sides, rather than the cost of production.

However, such information about supply and demand is neither readily available,
nor easy to obtain. There is constant fluctuation in the supply and demand of web services
offered over the Internet due to its open and changing nature. This means that the service
providers need to constantly monitor the market to be able to set the prices at the most
profitable level. Clearly, such a continuous monitoring of the market can be costly and
time consuming. Considering the nature of web services in typically offering limited
functionality at a relatively low price, such a pricing strategy that requires continuous
monitoring of the market is unlikely to be profitable for service providers.

In the second pricing model, the price is completely flexible and determined through
(automated) negotiation process between the service providers’ and requester’s software
agents. This pricing model still has not found practical applications due to the complexity
associated with the automated negotiation process. The more recent proposals with the
negotiation-based pricing model have tried to reduce the complexity by creating a
simplified model of the negotiation process by imposing restrictive assumptions on the
strategies, tactics and utility functions of the negotiators. As a result, it is unlikely that
these approaches will find practical applications in the web services domain in near
future. Furthermore, the complexity underlying this model makes it very hard for the
service selection approaches to find globally optimum solutions.

2.2 Dependencies Between Constituent Web Services of a Composite Service

The dominant assumption in the existing service selection literature is that web services
are offered as independent entities. Even if a provider offers more than one service, the
offers are assumed to be independent of each other. In other words, providers cannot
offer combinations or bundles of web services. We argue that this assumption does not
exploit the dependencies that exist between the individual web services participating in
a composition.

Atomic web services that constitute the composite service are dependent on each
other based on factors such as:
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1. Execution time dependency: Participant services in a composition need to be
executed in a specific sequence to achieve the high-level goal of the composite
service.

2. Data dependency: This dependency exists when (part of) the output of one service
is consumed as (part of) the input of another service [5]. This dependency is also
known as input/output dependency [6] or message dependency [7].

3. Dependencies driven by different types of constraints: such as technical constraints
[8], technological constraints [9], business constraints [9], domain related depend‐
encies [10], and user constraints [6].

The identification, automatic discovery, and modelling of the inter-service depend‐
encies have been important research problems for the composite web service community
due to their applications in areas such as: (a) dynamic selection of a web service for a
process, mostly considering the message dependency among partner services [9, 11],
(b) monitoring the composite service for failure diagnosis and recovery [12], and (c)
SLA management including the creation, negotiation and handling of the SLA viola‐
tions [13].

While these applications mostly incorporate the point of view of composite service
requesters (or end-users) and their satisfaction from the composite service execution,
the inter-service dependencies can also affect the providers’ preferences about offering
web services. These dependencies can lead to complementarity effects among web serv‐
ices which create strong motivation for service providers to offer their services in
bundles. For example, a provider who can offer a set of sequential services in the
composition might be able to offer a discount if the service requester buys these services
as a bundle. Bundling can help the service provider internalize some of the costs related
to interface compatibility required for data exchange between the offered web services,
which leads to the possibility of cost reduction in service provisioning. Bundling may
also allow service providers to improve the quality of bundled services with competitive
prices [1]. For instance, when bundled services are executed on the same machine, the
provider can guarantee a lower execution time for the set of offered services. The
competitive price offers for bundles, in turn, can improve the provider’s competitive
power in the web services market. Increasing the consumer loyalty is another possible
advantage of bundling for the providers [14].

3 Auction-Based Approaches: Addressing Pricing and Bundling

3.1 Dynamic Pricing: Reducing the Complexity of Price Determination

Pricing has been a difficult business problem especially when it comes to pricing an item
which does not have a standard value. More formally, the price determination problem
is to price a finished product or service so as to maximize the total expected revenue
over the finite time horizon [15]. Setting the right price for a product or service goes
beyond the estimation of the cost and a minimum profit: rather, it is governed by a
complex set of variables which, among others, include supply and demand, competitor
pricing and the product or service lifecycle.
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Pricing can be divided into two categories: static (fixed) and dynamic. In a fixed
pricing approach, the prices are fixed by the sellers and might be changed in long term
based on market fluctuations [16, p. 30]. For many products and services, it is costly for
producers to frequently adjust the prices based on the fluctuations due to their high
frequency. In dynamic pricing, the price of a good or service is determined by the market.
There are four major configurations of dynamic pricing, depending on the number of
buyers and sellers involved (Fig. 1).

Buyers 
Many (Direct) Auction Exchange 

One Haggle (Negotiation) Reverse Auction

One Many
Sellers

Fig. 1. Categorization of dynamic pricing, adopted from Stein et al. [17]

In the context of composite service selection, negotiation has been employed by
some researchers to solve the composite service selection problem. The idea of nego‐
tiation-based service selection approaches is to have automated agents performing
negotiation on behalf of a service requester and the service providers in order to reach
an agreement on the price and quality of the offered services. However, to address the
inherent complexity of the negotiation process, these approaches need to: (1) rely on
simplifying assumptions and straightforward techniques to develop automated negotia‐
tors, and (2) address the composite service selection problem at a local level for a single
web service, rather than for a composite service. The fact that only simplified models
have been actualized means that the application of realistic automated negotiation tech‐
niques for the web service selection problem appears to be unfeasible, at least for the
near future.

Auctions are known to be the most widely used mechanism for dynamic pricing [18].
They have been proven to be a success in achieving dynamic pricing and also in solving
complex problems with the help of well-established theories from economics and mech‐
anism design. As a result, auction-based approaches to service selection have emerged
as a response to the price determination issue for single and composite services.

3.2 Combinatorial Auctions: Addressing the Dependencies

In traditional auctions, as we know them, one item is auctioned at a time. However, in
many auctions, bidders care about a combination of items that they want to win. Imagine
a buyer who wants to purchase an airline ticket to a destination and also hire a car at the
destination airport through an online auction site that sells different services to travelers.
In the traditional way of auctioning, she must attend two separate auctions for the two
items. However, if she wins only in the auction for the car rental, she will end up with
a car which is of no value to her. Such a bidder strongly prefers an auction model that
allows her to bid for the two items together as a bundle. In other words, the satisfaction
of such a bidder is determined by the simultaneous allocation of the items.
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In combinatorial auctions, multiple distinct items are simultaneously auctioned and
the bidders can bid for combination of items, or bundles. Bundling is particularly impor‐
tant when bidders have preferences not just for specific items but for bundles due to the
complementarity or substitutability effects that exist among the items [19].

Two items are said to be substitutes (have substitutability effect) if their combined
value is less than the sum of their individual values [20, p. 362]. An example of items
being substitutes is two tickets to two movies which are shown at the same time.
Complementarity is the opposite effect of substitutability: two items are said to be
complementary if their joint value exceeds the sum of their individual values [20, p.
362]. As an example, consider a left shoe and a right shoe.

Bundling of complementary or substitute items allows the bidders to more fully
express their preferences which often leads to greater economic efficiency (allocating
items to those who value them most) [19] and greater auction revenue [21, p. 8].

Combinatorial auctions have been proposed and/or applied for practical applications
in various industries. Examples include: allocating airport arrival and departure slots to
competing airlines [22]; supply chain management (industrial procurement) [23];
procurement of school meals [24]; and resource allocation in the cloud [25].

Combinatorial auctions can be either direct or procurement auctions. In the direct
combinatorial auction, there are multiple items or services for sale. While in the combi‐
natorial procurement auction, there is a buyer who is interested in a combination of
products or services and the sellers bid to provision these products or services. In prac‐
tice, combinatorial procurement auctions have been successfully applied by online plat‐
forms for industrial procurement. Examples of sourcing companies who have imple‐
mented combinatorial procurement auctions for strategic sourcing and supply chain
include Logistics.com1, CombineNet now part of SciQuest2, and TradeExtensions3.

4 Design Framework for Developing Auction-Based Models

The design of an auction-based mechanism for the composite service selection problem
requires answering the following two questions (Fig. 2):

1. What does an auction-based approach mean? What are the elements that build up an
auction model?

2. There are already a variety of auction models, standard and arbitrary, that have been
applied in other domains such as transportation, communication networks, resource
scheduling. How an auction-based mechanism in composite service selection is
different to other existing auction-based mechanisms?

1 <http://www.logistics.com/>.
2 <http://www.sciquest.com/>.
3 <http://www.tradeextensions.com/>.
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Fig. 2. Designing an auction-based mechanism for composite service selection

To answer the first question, we studied a variety of auction models designed for
different domains, in addition to the auction theory literature, to identify the auction
design elements. The second question needs to be answered based on the specific char‐
acteristics and technologies associated with web services and the current approaches for
the web service composition (WSC) and the composite service selection problems.
These specific characteristics differentiate an auction model for composite service selec‐
tion from other existing models. These characteristics lead to a set of design decisions
that need to be addressed when designing the elements of the auction-based model.

4.1 Auction Design Elements

Any auction designer needs to make decisions regarding three aspects of an auction,
which we have called auction design elements. Many researchers, such as Wurman et al.
[26] and Bichler et al. [27], have recognized these aspects, although under different
names. These elements are:

1. The auction protocol (the bidding language)

The auction protocol determines the structure of the messages sent from the bidders
to the auctioneer (the bid), the structure of the information feedback sent from the
auctioneer to the bidders, and the sequence of the message exchange between the
auction’s participants.

2. Allocation rules (the winner determination problem)

The set of allocation rules, more famously known as the winner determination
problem (WDP), determines which bidders have won and how the items are allocated
to them. The auction designer needs to consider two main components here: the auction
objective and the set of allocation constraints.
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In general, in auction theory, the design of an auction aims to achieve either of the
two objectives: efficiency or revenue maximization [28]. These two objectives are not
mutually exclusive, yet, it is not always possible to achieve them simultaneously.

However, these objective functions are achievable only if the auction is truthful (aka
incentive compatible). An auction is said to be truthful if, for each participant, truthful
reporting of their valuations for the item(s) under auction maximizes their utility,
regardless of other participants’ choices. In this setting, truthfulness is said to be the
dominant strategy for all participants [29]. Designing a truthful auction is a very complex
process and requires a deep knowledge of economics, mechanism design and auction
theory. Therefore, many researchers, who aim to model a resource allocation problem
as an auction, design the auction model’s elements based on the received bids, regardless
of the bids being truthful or strategically manipulated.

The second component of the allocation rule is the set of allocation constraints. There
are several types of allocation constraint that the auction designer might need to add to
the WDP formulation. One well-known constraint concerns the reservation price of the
seller (direct auction) or budget constraint of a buyer (reverse auction). There are other
allocation constraints which are important in reverse auctions. One such constraint is in
relation to the quality of the items to be procured. The quality constraint might be
demanded at the level of “a single item” or at the level of “a set of items”. For example,
the auctioneer might be interested in the delivery time of all items under auction collec‐
tively, and not in the individual items’ delivery time.

3. Payment rules (the pricing model/scheme or the incentive implications)

In the familiar form of auctions, the winners usually have to pay their bid as the price
to obtain the item. However, for many auctions, that is not the case. In auction design,
the pricing scheme is a strong measure employed by designers to install their desirable
properties in the auction. Through the payment rules, they install the appropriate incen‐
tives for the mechanism’s participants to guide their behavior in a certain way that will
lead to the mechanism’s desirable properties. The design of this component is very
complex, and is based on principles of mechanism design.

4.2 The Design Decisions

In this section, we discuss the design decisions that need to be addressed when designing
the elements of an auction model for composite service selection.

1. Decision regarding the auction model

Direct or reverse auction: Regarding the auction model, one of the first considerations
is to decide whether the auction for composite service selection is a direct auction or a
reverse auction. In a direct auction, the buyers bid to buy an item and the seller is the
bid-taker who decides the winners. As an example, consider an auction to sell art works.
In a reverse auction, the buyers bid to sell their items and the seller decides whom should
they procure the items from. Example includes an auction to sell spectrum rights to
telecommunication firms set up by governments [30].
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In composite service selection, the service requester requires a set of different serv‐
ices to achieve a specific goal and it is very likely that these services need to be procured
from different providers. Therefore, if the auction is designed as a direct auction, with
service providers as bid-takers and service requesters as bidders, the service requesters
may need to attend different auctions to procure all their required web services and, more
importantly, win in all these auctions to be able to create the composition. If they win
in all the auctions except for one, the composite service cannot be realized and the service
requester has to withdraw from all other auctions. In most auction settings, withdrawing
from an auction after winning it is not allowed or incurs a withdrawing cost. As a
conclusion, if the designer decides to have a direct auction for composite service selec‐
tion, they should consider additional mechanisms to guarantee the simultaneous allo‐
cation of all the services in the composition.

In a design based on procurement models, service requester is the bid-taker
(auctioneer) and the service providers bid to offer their services. The auction is consid‐
ered successful only if there are web services available for all the tasks of the composite
service, while satisfying the requesters’ preferences and constraints. Consequently, the
requester can commit to the result of a successful auction without concern for unwanted
costs.

Free disposal: To create the composite service, the service requester needs all the tasks
to be successfully auctioned and find service providers to provision them. In auction
theory, this is referred to as an auction without free disposal: the auctioneer has to sell
(procure) all the items and the bidders cannot accept more than what they had bid for
[31]. Lack of free disposal makes it difficult to apply approximation methods for
reducing the complexity of the problem.

Single item or combinatorial: As already discussed, an important issue in composite
service selection is the need to consider the dependencies between services constituent
a composition. The combinatorial auction model enables providers to more fully express
their preferences by offering the possibility of bidding for a combination of services.

However, combinatorial auctions have limitations in terms of the computational cost
of determining the winners. Composite service selection problem is proven to be NP-
complete [32]. This means that it is not possible to guarantee to find an optimal solution
within polynomial time. Combinatorial auctions are also proven to be NP-complete [33].
This indicates that the complexity of a composite service selection approach based on
combinatorial auctions is at least as hard as any of these two problems. Therefore, an
approach that aims to find optimal solution for composite service selection where
bundling is allowed, may not be scalable.

One possibility to reduce the complexity of the problem is to aim for finding near
optimal solutions using heuristic approaches, rather than optimal solutions. Many
heuristics have already been proposed to solve composite service selection [32, 34, 35]
or for combinatorial auctions [33]. However, it is not possible to apply any of these
heuristics directly to a composite service selection problem based on combinatorial
auctions. The heuristics in composite service selection do not support bundling of serv‐
ices and the heuristics of combinatorial auctions assume free disposal [31]. As discussed
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before, free disposal does not exist in composite service selection. Therefore, there is a
need to new heuristic approaches considering the properties of both composite service
selection and combinatorial auction problems.

One-shot or iterative: A one-shot auction consists of a single round of bidding. While
in an iterative auction, there are multiple rounds of bidding and, at the end of each round,
there is a flow of information from the auctioneer to the bidders about the current status
of the auction, for example, the amount of the current winning bid [36]. This information
helps the bidders to adjust their bids for the next round. The outcome of the auction will
be determined at the end of the last round.

Having an iterative auction for composite service selection implies that the providers
have to submit their bids, wait for the result of the first round of the auction, revise their
bids based on the information feedback from the first round and re-submit their bids.
They need to continue to do so until the final round of the auction. Therefore, a one-shot
auction would be much faster than an iterative auction. However, the bidders in iterative
auctions benefit from the information feedback to improve their bids and increase their
chance of winning the auction. At the same time, designing of iterative auctions is more
complex because of the extra decisions required to be made about the type and the time
of the information revealed to the bidders that can have many strategic implications.

Therefore, the decision regarding the auction model being one-shot or iterative needs
to be made based on the type of the required composite services and the service reques‐
ters and providers preferences regarding the time to determine the set of services to form
the composition [37].

For example, in service-based mobile applications, where services are required to
response close to real time, a one-shot auction can lead to a less time-consuming service
selection process. However, in scientific workflow applications where services are used
to process, transform and carry out the data in a distributed environment, service reques‐
ters may not be much concerned about a real time approach to find the set of services
they require.

Moreover, in our context, the items under auction are web services which mostly
offer small, limited, functionality at a relatively low price. Therefore, if the composite
service under auction is simple, with not many services involved, such as in the mobile
application scenario, it is likely that service providers would prefer to attend more
auctions for different composite services rather than spending more time in a multi-round
auction for the same composite service. However, in the context of scientific workflow
applications, the required composite services can be very complex, with hundreds of
services, resulting in more expensive compositions [37]. This can encourage service
providers to attend iterative auctions and improve their offers to win the auction.

Single-dimensional or multi-dimensional: In conventional auctions, the bidders only
express the price of what they are willing to buy or sell. This is known as a single-
dimensional auction where the only important aspect of a bid is the price. In a multi-
dimensional auction, other aspects of the item are also part of the bid, such as the quality.

An important aspect of web services is the non-functional properties or quality of
service attributes (QoS). Two providers that offer the same service functionality may
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have different values for the QoS attributes of their services. These attributes model the
competitive advantage that providers may have over each other [38]. Therefore, it is
important for the auction designer to consider the quality attribute when receiving the
bids and determining the winners of the auction.

2. Decisions regarding the bidding language

Based on the decisions regarding the auction model, the design of the bidding
language needs to support the auction model. For example, if the auction model is
combinatorial, the bidding language must support multi-item bidding. If the auction is
multi-dimensional, the bidding language needs to support more than the traditional
price-only bids. In addition to the price, bids need to specify the values offered for other
quality attributes such as response time, availability and reputation. Moreover, the
auction designer needs to decide on other aspects such as any restrictions on the number
of winning bids of a provider.

3. Decisions regarding the allocation rules

Objective function: If the auction is single dimensional, the objective function will be
based on price only. However, if the auction is multi-attribute, then the allocation rule
can be formulated either based on price or all the attributes. The first approach leads to
a priced-based formulation, such [39, 40], and the second approach results in a utility-
based formulation, such as [1, 41].

In the price-based approach, the objective function is formulated only based on the
price; either trying to minimize the cost for service requester or maximize the willing‐
ness-to-pay of requesters. In the utility-based approach, the aim of the auction is to
maximize the utility of the composite service requester from the execution of the
composite service based on all the quality of service attributes and price of the composite
service. In this approach, the objective function is similar to the ILP-based optimization-
based approaches: maximizing the sum of the utilities of the end-to-end quality attributes
(including the price) while taking into account the importance of each quality attribute
for the requester through assigning a weight to the attributes.

The main challenge for the utility-based formulation is elicitation of the weights for
different quality attributes from the service requester [3]. A utility maximizing objective
function usually forces the researchers to include unrealistic assumptions on the model;
such as the weights being known for the requesters and the quality attributes not being
correlated.

The price-based formulation excludes the need to specify the weights for quality
attributes, and at the same time, provides enough support for service requester to specify
their end-to-end quality requirements through adding extra constraints to the allocation
rule. Such a formulation assumes that service requesters are mainly concerned about
quality attributes meeting some criteria. In other words, they generally have a clear
understanding of what level of quality is acceptable for them, for example, what should
be the maximum response time of the composite service or its minimum availability.
This assumption is less restrictive than the assumption of having a clear and perfect
utility function that specifies the weight of different quality attributes toward each other,
especially when more than two or three quality attributes are involved.
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Allocation constraints: Service requesters may need to define different constraints
over the combination or configuration of the winning bids. One essential constraint is
to define the success of the auction being limited to the situation when the set of winning
bids can cover the provisioning of all the required services for composition. Without
any of the required services, the auction should not be declared successful.

Other constraints can be defined based on preferences and constraints of service
requesters or providers; such as constraints over the end-to-end quality of the composite
service, budget, interface compatibility among services, or configuration of winning
service providers.

4. Decisions regarding the payment rule

Auction designers use the pricing scheme to install properties such as incentive
compatibility in the mechanism. The well-known incentive compatible mechanism for
multiple items is called the Vickrey Clark Grove (VCG) mechanism [19]. The payment
rule in a VCG mechanism is so that any winner’s payment is independent from their
own valuations for the items (their bids). Therefore, bidders have no incentive for stra‐
tegically manipulating their declared valuations, as the manipulation will not increase
their gained utility [42, p. 219].

However, the VCG mechanism has serious drawbacks that make its application
rather impractical, including making bidding very complex for bidders, needs the
bidders to reveal many information about their valuations, possibility of very low
revenue outcome, highly susceptible to collusion, and most importantly, not being
budget-balanced which means that the mechanism need to be subsidized from outside
[43, 44]. Therefore, although in theory it is possible to adopt the VCG payment to achieve
an incentive-compatible mechanism, it does not suit practical applications.

Therefore, a popular alternative is to follow the first price auction model for the
payment where the winning bidders will pay or be paid (depending on the auction being
direct or reverse) the amount that they have bid for, and zero otherwise.

An auction based on such pricing rule may or may not be truthful. Therefore, the
price-based formulation of the objective function can minimize the cost for service
requester (reverse auction) or maximize the willingness-to-pay of requesters (in a direct
auction), which does not necessarily maximize the profit of providers nor is economi‐
cally efficient. Similarly, the utility maximizing formulation requires a pricing function
that makes the bidder truthful in all aspects of their bids, and not just the price. Therefore,
a payment rule based on the pay-your-bid model does not lead to profit maximizing nor
economically efficient auctions in this formulation either.

5 Conclusion

In this paper, we have addressed two important issues that have not received sufficient
research attention: the complexity of price determination for web services and the
dependencies between web services forming a composite service. Dealing with these
issues has the potential to improve the practicality of service selection approaches by
rendering the models of web service offers and composite services to be more realistic.
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We also discussed auction models with dynamic pricing and how they can facilitate the
price determination for single and composite services. Moreover, a specific type of
auction, known as combinatorial auctions, was introduced, that enables service providers
and requesters to explore the dependencies between web services of a composition and
utilize the dependencies to improve their offers.

Finally, we proposed a design framework that has two components which need to
be considered when developing an auction-based model for composite service selection:
(1) the elements of an auction-based model and (2) the design decisions that need to be
discussed with regard to the specific characteristics of web services and the service
providers’ and requesters’ preferences. This framework can improve the design and
development of new auction-based approaches and provide a basis for comparing
different auction-based approaches to composite service selection.
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Abstract. Together with the rise of social media and mobile comput-
ing, crowdsourcing increasingly is being relied on as a popular source
of information. Crowdsourcing techniques can be employed to solve a
wide range of problems, mainly Human Intelligence Tasks (HITs) which
are easy to do for human, but difficult or even impossible for comput-
ers. However, the quality of crowdsourced information always has been
an issue. Several methods have been proposed in order to increase the
chance of receiving high quality contributions from the crowd. In this
paper, we propose a novel approach to improve the quality of contribu-
tions in crowdsourcing tasks. We employ the game theory to motivate
people towards providing information of higher quality levels. We also
take into account players’ quality factors such as reputation score, exper-
tise and the level of agreement between players of the game to ensure
that the problem owner receives an outcome of an accepted quality level.
Simulation results demonstrate the efficacy of our proposed approach in
terms of improving quality of the contributions as well as the chance of
successful completion of the games, in comparison with state-of-the-art
similar methods.

1 Introduction

User-contributed or crowdsourced information is increasingly becoming com-
mon. Together with the rise of social media, it is progressively being relied on
as an alternate source of information that supplements, or in some instances
even replaces traditional information channels. An illustrative example is the
extensive use of Twitter (www.twitter.com) in supporting affected individuals
during the 2011 tsunami disaster in Japan for a range of relief functions rang-
ing from safety identification to displaced-persons locating, damage information
provision, volunteer organization, fund-raising, and moral support systems [1].

Despite the widespread use of crowdsourcing systems [2] and emergence of very
useful applications such as Be My Eyes (bemyeyes.org), Uber (www.uber.com),

c© Springer International Publishing AG, part of Springer Nature 2018
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MiFlight (miflightsapp.com/) and many more similar examples, obtaining high-
quality contribution is still an important issue in the success of a crowdsourcing
campaign. Although the volume, variety, velocity and veracity of human generated
data can raise serious challenges for which several techniques and solutions has
beenproposed [3,4], the quality of the received contributions is still one of themajor
concerns of the requesters. Several methods have been proposed to provide the task
owner (i.e., the requester) with high quality contributions [5–8].

Gamification (i.e., the application of game design techniques to solve non-
game problems) is one of the common techniques in which workers are motivated
to participate in online tasks, in the form of playing a game. In the ESP game [9,
10], for instance, online players contribute to image annotation tasks; in this way,
the images indexed by Google in 2004 (425,000,000 images could be annotated
in just 31 days).

In this paper, assuming that the tasks are defined in the form of multiple-
choices, we propose a novel game-theoretic approach to improve quality of
received contributions. The proposed approach is inspired by the Nash theory
[11], collaborative games [9] and online shepherding [12] ideas. We propose a
collaborative game in which two players collaboratively solve a problem. In the
proposed game, the maximum benefit is gained only when players agree on one
choice. On the other hand, since players are chosen anonymously, they cannot
collude on one choice. So, the only possible way for players to maximize their
benefit is to behave honestly, hoping that the other player also does the same.
Unlike the standard Nash game, our proposed approach encourages players to
revise their choices, if the quality of provided contributions does not seem good
enough. In summary the contributions of the paper are as follow:

– We have proposed a data model for representation and better understanding
of the multi-choice crowdsourcing tasks in the form of online games.

– We have proposed a new game-theoretic technique, inspired from Nash equi-
librium and online shepherding ideas, which improves the quality of contri-
butions received from the crowd by providing players with online feedback as
well as motivating them to change mind towards the higher qualities using
rewards. In a two stage process, we take into account several quality met-
rics such as reputation score, expertise and the players’ agreement level in
order to improve the quality of the game outcome, as well as, to increase the
successful completion chance of the game.

– We have implemented and evaluated our proposed game and the results show
a significant improvement in the quality of tasks, in comparison with other
related approaches.

The rest of the paper is organized as follows: In Sect. 2 we introduce the proposed
data model and notations. In Sect. 3 our game is proposed. Section 4 represents
the experimentation details and evaluation results. We study related work in
Sect. 5, and finally, we conclude in Sect. 6.

http://www.miflightsapp.com/
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2 Definitions and Basic Notations

Assume that in a crowdsourcing system, a set of NR requesters, denoted by
R = {ri|1 ≤ i ≤ NR}, submit their tasks expecting to hire workers to respond
to their requests. A set of NW workers, denoted by W = {wi|2 ≤ i ≤ NW }
select such tasks and contribute to the submitted problems. Each worker has
a set of expertise and a reputation score. We denote the reputation score of
the worker w by wρ and the set of worker’s expertise by wE . Furthermore, we
assume that each worker has a level of confidence, that we denote with the wκ.
Degree of confidence of a worker is the extent to which a worker is confident
that she has enough expertise to accomplish the task and her submitted answer
is right. Degree of confidence is well-known in academia when reviewers submit
their review on a research and the system asks them about their confidence of
their judgment. The wκ is a number in the range of [0, 1]. The higher the value
of wκ, the more confident the worker is about her choice.

Tasks are assumed to be simple multi-choice tasks. For complex task, how-
ever, the requester may decompose it to simple tasks and then submit them
eliciting for contributions [13,14]. As we refer to the Nash game-theoretic app-
roach when solving each simple task, we follow the notation of game theory and
call each generated simple task a game and denote it by g.

A game g consists of one question along with a set of choices. Let’s use
Υ = {υl|2 ≤ l ≤ L} to represent the set of choices available for a game. Moreover,
each game has a specific predefined set of requirements. The game may need
specific expertise (e,g,. knowing a specific language in a crowdsourced translation
task) to be accomplished. It may also require workers who are reputable enough
to provide trustable contributions. These requirements are defined and assigned
by the requester upon the task definition. We denote the set of required expertise
of a given game g by gE and the minimum level of accepted reputation score
by gρ.

3 The Proposed Game

In this section, inspired from the Nash theory, we propose a novel game theoretic
approach to solve multi-choice tasks, based on human intelligence and online
shepherding. Assume that two players w1 ad w2 have chosen the game g to play.
The steps of a typical HI game are represented in the Fig. 1 and are described
in the followings.

3.1 Contribution Collection

In the first step of the game, the contribution of the players to the given game
are collected. In order to collect such contributions, the game is prepared, sub-
mitted to the crowdsourcing platform and the players are selected. In the player
selection step, two players, say p1 and p2, are selected. There are several recruit-
ment scenarios which can be employed. However, to motivate more people to
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Fig. 1. Steps of a typical HI game.

contribute to the games, and also to increase the chance of faster recruitment,
our proposed game follows an open-to-all player selection scenario [6]. It sim-
ply means that, the first two players who apply for the game are recruited.
It is worth mentioning that, the players are selected anonymously and do not
know the identity of each other. Each selected player is given a short time to
read the question, see the choices, think, and make their decision. The selected
choice is submitted and collected as the contribution of the player. Players also
express their level of confidence along with their contributions. We denote the
contribution of the player p to the game g with cg

p and the level of confidence
corresponding to this contribution by κg

p.

3.2 Quality Check

In this step, the quality of the submitted contribution is assessed. The quality
of a contribution depends on two parameters: (i) suitability of the player to
participate in the game, and (ii) the level of agreement between the players. In
the followings, we describe these parameters in more details.

Table 1. Fuzzy rule base for defin-
ing F g

p according to ρg
p and Eg

p

Rule no. if ρg
p and Eg

p Then F g
p

1 Low Low VL
2 Low Med L
3 Low High M
4 Med Low L
5 Med Med M
6 Med High H
7 High Low M
8 High Med H
9 High High VH

Player Suitability Check. Quality of the
contribution of a player to a game is directly
impacted by the suitability of the player to
participate [5,6]. When a player takes part
in a game, we assign her a suitability score
to reflect how suitable she is to participate in
such a game. In other words, the suitability
score reflects the conformance between the
game requirements and the worker’s profile.
We denote the suitability score of the player p
to contribute to the game g by σg

p . We employ
four parameters in the suitability score com-
putations: reputation match, expertise match,
profile match and the level of confidence.
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Reputation match shows to what extent the reputation score of the player
matches the reputation requirement of the game. Recall that each game has
a minimum level of accepted reputation score denoted by gρ. We denote the
reputation match of the player p to the game g by ρg

p and calculate it as follows:

ρg
p =

{
pρ if pρ ≥ gρ

0 otherwise
(1)

Equation 1 says that the reputation of a player is taken into account, when
calculating her suitability score, only if her reputation score is greater than or
equal to the minimum level of reputation score required by the game. Otherwise,
the reputation score is deemed to be zero in further calculations.

Expertise match shows to what extent a player has the expertise and skills
that are required to be eligible to participate in a game. The expertise match of
the player p to the requirements of the game g is denoted by Eg

p and is calculated
as follows:

Eg
p =

|pE

⋂
gE |

|gE | (2)

In Eq. 2, pE is the set of expertise of the player p, and gE is the set of required
expertise of the game g.

Profile match shows the extent to which the profile of p matches requirements
of the g. We denote the profile match of the player p to the requirements of
the game g by F g

p . The F g
p is computed by combining ρg

p and Eg
p via a fuzzy

inference engine, i.e.,

F g
p = Fuzzy(ρg

p, E
g
p) (3)

Fuzzy inference system. We employ fuzzy logic to calculate the profile match
(F g

p ) of the player p to the requirements of the game g. Leveraging fuzzy logic
allows us to achieve a meaningful balance between ρg

p and Eg
p and the profile

match. We cover all possible combinations of ρg
p and Eg

p and address them by
using fuzzy logic in mimicking the human decision-making process. The inputs
to the fuzzy inference system are the crisp values of ρg

p and Eg
p , and the output is

F g
p . Figure 2(a) represents the membership function of ρg

p and Eg
p and Fig. 2(b)

depicts the F g
p membership function. Moreover, the fuzzy rule base for defining

F g
p according to ρg

p and Eg
p is depicted in Table 1.

Player’s Suitability Score. The suitability score of the player p depends
on her profile match (F g

p ) and her level of confidence (κg
p). We compute the

suitability score of the player p to take part in the game g as follows:

σg
p = F g

p × κg
p (4)
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Fig. 2. Membership functions of input and output linguistic variables

Players Agreement Check. Mutual agreement between workers is one of
the popular methods of quality control in crowdsourcing systems [5,9]. In our
proposed approach, the level of agreement between the players depends on the
distance between the choices submitted by them. Assume that υ1 is the contri-
bution of the player p1 and υ2 is the contribution of p2. We denote the agreement
between players with α and compute it as follows:

α =
(
1 − |υ1 − υ2|

L

) × ρ1 + ρ2
2

(5)

in which, L is the number of options in the multi-choice game and ρ1 and ρ2 are
the reputation scores of p1 and p2, respectively.

Computing Quality Score. Quality of the game outcome is the weight of
the outcome computed for the game. In other words, the quality of the game
outcome, independent of the outcome value, shows to what extent the requester
can trust the outcome received from the players. Outcome quality depends on
the players’ quality scores. Quality of players is reflected by their corresponding
suitability scores. So, the quality of the outcome depends on the suitability scores
of both players. Also, the agreement of the players on a choice can be used as a
supporting evidence for the outcome quality. Therefore, the quality depends on
the suitability scores of players along with their level of agreement. We denote
the quality of the game outcome by qg and calculate it as follows:

qg =

√√
σg

p1 × σg
p2 × α (6)

Quality of a player’s contribution directly impacts the reward she receives.
Higher qualities are compensated with higher rewards, and lower qualities will
result in lower income. Assume that gr is the amount of the reward specified
by the requester for the players who contribute to a game. The reward amount
each player receives is calculated as follows:

rg
p =

√
σg

p × α × gr (7)

in which rg
p is the reward received by player p for her contribution to the

game g.
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3.3 Changing Mind

Once the outcome quality is computed, it is compared to two predefined thresh-
olds: th1 and th2. If the outcome quality is less than th1, it means that the
outcome does not satisfy the minimum requirements and the computed outcome
is not only of very low quality, but also there is no hope to improve it by shepherd-
ing and providing online support to the players. So, we discard the outcome and
directly go to the compensation phase. On the other hand, if the outcome qual-
ity is higher than th2, it means that the outcome quality acceptable and does
not require further improvement. Therefore, the outcome is directly accepted
without online shepherding.

The third scenario happens when the quality is between th1 and th2. This
is the setting for which our game is designed. Players receive a reward based on
the quality of their contribution in the first round. In this round, we offer players
a new chance to increase their income by selecting a new choice. Refer to Eq. 7,
the maximum reward a player can receive based on her choice is obtained when
she has full agreement with the other player and the α = 1. More precisely, the
maximum obtainable reward for a player with suitability score of σg

p from the
contribution to a game g is:

Max
(
rg
p

)
=

√
σg

p × ρ1 + ρ2
2

× gr (8)

Since choosing a new option can lead to reduced agreement between players,
it may result in decreasing the players’ rewards. The minimum reward a player
p may gain from contribution to the game g is obtained when the value of α is
in its minimum level, i.e., refer to the Eq. 7:

Min
(
rg
p

)
=

√
σg

p × (
1 − L − 1

L

) × ρ1 + ρ2
2

× gr (9)

In the changing mind step, we reveal Min
(
rg
p

)
and Max

(
rg
p

)
values to the

players and let them choose to risk what they have for gaining more, or stay
on their choices. This will encourage players to do their best to gain the most
agreement with the other player. Since players do not know each other, and
they have no means to share their thoughts, they have to try their best to find
the right answer, knowing that the other party does the same. This can lead
to contributions with higher quality levels. Moreover, users who are confident of
their decision, will stay with their choice, while the people who are not sure might
use the opportunity of changing their mind to try their chance once again to gain
more.

After collecting the new possible contributions, they are evaluated again using
the methods presented in Eqs. 4 to 6. According to the computed quality level
of he contributions, the players are rewarded using the Eq. 7.
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3.4 Final Outcome

Once the contributions are collected and players are rewarded, the system builds
the final outcome of the game. The final outcome of the game depends on the
players’ profiles, their choices and their corresponding confidence levels. When
a player p selects a choice, say l, with the confidence level of κ in the game g,
from the p’s point of view, the l is the right answer with he confidence level
of κg

p. The credibility of the p’s opinion depends on her profile match with the
game requirements, i.e., F g

p . So, from the requester’s point of view, l is the right
answer with the credibility level of F g

p × κg
p.

Fig. 3. Distribution of un-
confidence.

On the other hand, one can say that p believes
that with the confidence level of (1 − κg

p) the right
answer is a choice different from the l. In other
words, κg

p percent of the credibility of the player

goes to the choice l and the rest, that is
(
(1−κg

p)×
F g

p

)
, goes to the rest of the choices. Moreover, we

believe that when a player selects l as her submit-
ted answer, the chance to find the right answer in
the choices around the l is more than the further
choices. For example, if a player has selected 5 as her choice out of the list of
numbers from 1 to 10, assuming that she has not submitted a random choice,
the chance to find the right answer around 5 is higher than others. Having this
intuition behind, we distribute the un-confidence of the player (1 − κg

p) among
the choices around the l. As represented in Fig. 3, one third of the un-confidence
goes to each of the (l + 1) and (l − 1), and one sixth goes to each of (l + 2) and
(l − 2).

Let’s call the credibility that each choice l(l ∈ 1...L) receives from the player
pi, the gain of l from pi, and denote it by γl

pi
. We calculate γl

pi
for each available

choice and each player. As a result, there are two gains available for each quality
level. For the choices too far (further than two steps), gain might be zero. So,
the overall gain of each choice will be:

γl = γl
p1

+ γl
p2

, l ∈ 1..L (10)

There are two ways to build the outcome of a multi-choice task: competition
and combination [15]. In the competition mode, one of the available options is
selected out of the list, as the game outcome. For instance, the option with the
highest gain is selected as the game outcome. If we denote the outcome of a
game with OUTg, then we can say that the

OUTg = o where ∀l ∈ {1..L} | γo ≥ γl (11)

In the combination mode, the final outcome of a task is the combination of all
collected answers. Despite the competition mode, in this method, the outcome
might not be one of the levels. The outcome is a real number in the range of
[1, L]. The weighted averaging method is one of the popular methods which is



124 M. Allahbakhsh et al.

employed to calculate such outcomes [16]. A simple weighted average is computed
as follows:

OUTg =
∑

1≤l≤L

i × (γl)2∑
1≤j≤L(γj)2

. (12)

4 Experimentation and Evaluation

In this section, we conduct a simulation-based evaluation to analyse the
behaviour of our proposed framework. First, we explain experimentation setup,
the metrics we use for performance evaluation and the datasets we used in the
experiments in Sect. 4.1. Then, we compare the performance of our proposed
framework with other methods in Sect. 4.2.

4.1 Experimentation Setup

To undertake the preliminary evaluations outlined herein, we chose to conduct
simulations, since real experiments in social participatory networks are difficult
to organize. Simulations afford a controlled environment where we can carefully
vary certain parameters and observe the impact on the system performance. Our
simulations have been conducted on a PC running Windows 10 professional and
having 8 GB of RAM. We used Matlab R2014a for developing the simulator.

We have also set th1 and th2 to 0.1 and 0.9, respectively. The intuition
behind this selection is based on the experience and believes that were reflected
in designing the fuzzy rules in Table 1.

Dataset. The dataset that we use for our experiment is the real web of trust
of Advogato.org [17]. Advogato.org is a web-based community of open source
software developers in which, site members rate each other in terms of their
trustworthiness. The result of these ratings among members is a rich web of trust,
which comprises of 14,019 users and 47,347 trust ratings. We also pre-processed
the dataset in order to remove the isolated users that have no connections. 174
users were identified as isolated and were removed.

To use this graph as a crowdsourcing system, members should have attributes
reflecting their social behavioural factors such as the reputation score, num-
ber of expertise and the level of confidence. We have computed a reputation
score for each member by calculating the average of all pairwise trust scores
the member received from his friends. The reputation score is a number in the
range of [0, 1].

In order to simulate a real-world scenario, and assign real values to other
attributes, we enriched the Advogato dataset using the Stackoverflow dataset1

created by the Stack Exchange, Inc. In other words, we extracted various statis-
tical parameters from Stackoverflow and used them as a guide to assign values

1 https://archive.org/details/stackexchange.

www.advogato.org/
www.advogato.org
https://archive.org/details/stackexchange
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to nodes’ main attributes in Advogato graph. We use the Programmer subset
of the Stackoverflow which contains 30060 posts (both questions and answers)
created by 12081 users. These users have earned 24863 badges based on their
activities in the community. The badges reflect the expertise of the participants.
Using the standard statistical estimation tools provided by Matlab� software
package, we have determined that in Stackoverflow dataset, number of badges
per participant follows a normal distribution X = N (5.57, 6.52) (where X is a
random variable). We used the above knowledge to initialize attributes for par-
ticipants. Specifically for ‘number of expertise’, we utilize the random variable X
and assign each participant a value k representing their number of expertise. We
then uniformly select k numbers from the range of [1, 20] as expertise values.
The intuition behind this selection is that based on literature, approximately
twenty different types of tasks can be identified in a typical crowdsourcing sys-
tem2 [18]. The participant’s expertise reflects how good he is in accomplishing
tasks of various types.

The other main attribute that should be assigned to each member is her aver-
age level of confidence. Later, we use the average level of confidence to assign
a level of confidence to each player when participating in a game. Literature
shows that, there is a positive correlation, with the correlation coefficient of
0.445, between the quality of a player (reflected in the quality of her contribu-
tions) and her average level of confidence [19]. In other words, when the quality
of a person increases, her level of confidence should increase as well.

Evaluation Method and Metrics. In order to evaluate the performance of
our proposed framework, we run the experiment for 10000 tasks. A simple exper-
imentation round contains the following steps: In the first step, we generate a
game. Also, a minimum level of accepted reputation score and a number of
required expertise is assigned to each task randomly. Furthermore, we assign
each task an answer, randomly selected out of the range of [1, L], and use it as a
measure to check the accuracy of the computed outcomes. Then, we choose two
players out of the members of Advogato community. This selection is performed
uniformly, meaning that all members have the same chance to be chosen as the
players.

Once the game is generated and players are recruited, players contribute
to the game based on the methods we explained in the Sect. 3. The players’
confidence level is generated according to the player’s average level of confidence.
The confidence level that supports each contribution, as well as the confidence
level which is used to decide on a changed decision are uniformly selected out
of the range of 0 and 2 ∗ (Average Confidence Level) of each player. If a player
decides to change her decision, her contribution is collected again and assessed
based on the proposed method.

In order to show the efficiency of our proposed approach, we compare its
performance with two other popular similar approaches. The first approach is
the ESP game [9]. As explain in Sect. 5, this game is the closest related prior work
2 http://gigaom.com/2010/11/19/18-tasks-you-can-crowdsource/.

http://gigaom.com/2010/11/19/18-tasks-you-can-crowdsource/
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to our approach. We refer to the ESP game in the comparison charts as ESP.
In addition, we also include a profile-based method, a well-known recruitment
strategy in crowdsourcing [6], in our comparisons.

The performance comparison between these three approaches is done based
on three evaluation metrics. The first metric is quality. The quality of the out-
come of a game is a desired quality that can give the requester a guide to decide
on the credibility of the outcome. Quality is calculated based on the Eq. 6. The
second parameter is the error rate. When we generate a game, we specify the
right answer and use it to determine the accuracy of the outcome provided by
the players. The game outcome is computed according to the Eq. 12. The error
rate reflects the distance between the game outcome and the answer of the task.
The successful completion of a game is the third performance comparison met-
ric. In the ESP game, when the players do not agree on an answer, the game
remains unsolved, i.e., it has not been completed successfully. Also in our pro-
posed approach, when the quality of an outcome is less than th1, we deem that
the game was not completed successfully. This metric is not applicable to the
profile based approach, so we use it just to compare our approach with the ESP
game. All results shown in charts are averaged over 10000 independent rounds
of the experiment.

4.2 Performance Comparison

In this section we compare the performance of our proposed method with ESP
game and Profile based approaches. Using the evaluation metrics defined in
the previous section, first, we compare the quality of outcome received from
the three approaches. The quality of outcome is illustrated in Fig. 4(a). The
horizontal axis of the chart shows the number of choices available to the players
and the vertical axis shows the average quality of the game outcome. As it is
expected, for both ESP and our approach, when the number of choices increases
the quality of outcomes decreases. The quality of outcome does not decrease
for the profile based approach because it only computes the quality based on
the profile match of the workers and agreement or disagreement of players is
not taken into account. The outcome quality of our approach is higher than the
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others, and decreases with a lower gradient, in comparison with the ESP, when
the number of choices increases. The reason for this quality improvement is the
fact that our approach leverages players’ quality factors along with their level
of agreement to compute the quality of contributions. The proposed method
also, controls the quality in a two-stage manner, to make sure that they meet a
minimum desired level of quality.
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Fig. 5. Successful completion rate
comparison.

The second evaluation metric is the error
rate of the three approaches. The results of
this comparison is depicted in Fig. 4(b). The
horizontal axis of the chart shows the num-
ber of available choices. We increase the num-
ber of choices from 2 to 10 and measure the
error in the task outcome. The vertical axis
shows the error rate. As we expected, when
the number of available choices increases, the
error rate is expected to increase as well. This
increment in error rate is observed in all three
approaches. But, as shown in Fig. 4(b), the
error rate of our proposed approach is always lower than the other two methods.
One can readily observe that the rate of increase in the error rate is lower with
our approach as compared to the others. Two-stage quality control mechanism
in our approach is responsible for this low error rate. Along with checking suit-
ability of players, our proposed approach makes sure that, if in the first round,
a game comes up with a low quality outcome, players are given a new chance
to revise their decision and move towards a higher quality decision, that conse-
quently decreases the error rate.

The third performance comparison metric is the successful completion rate
of the games. Some of the games can remain incomplete in both ESP and our
method. In the former, this is due to disagreement amongst the players. In the
latter, this is possible if the outcome is of low quality. Achieving a high rate of
successful completions of games is important for the success of the campaigns.
In Fig. 5, we illustrate the successful completion rate of the games in ESP and
our approach. The vertical axis of the chart shows the completion rate of the
games, as the number of choices available to players increase from 2 to 10, shown
in the horizontal axis. As one can see in the chart, the completion rate for our
approach reduces from 0.72 to 0.6 as the number of choices available increase
from 2 to 10. In contrast, for ESP the completion rate drops from 0.6 to 0.22
for the same range of choices. Thus, our game exhibits significantly improved
performance in successful completion of games.

In summary, the performance of our proposed approach is better than the
other two methods in all compared aspects.

5 Related Work

Quality control is a challenging issue in the success of a crowdsourcing campaign.
Addressing this issue has attracted lots of attention. Based on the literature,
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several parameters might impact the quality of contributions, mainly quality of
workers and quality of task [5,8,20–24]. Increasing the motivation of workers is
also shown to impact the quality of contributions [21,22,25,26].

In the area of incentive design, one of the most popular developments in
recent years has been titled as gamification. Gamification is defined as a process
of enhancing services with (motivational) affordances in order to invoke gameful
experiences and further behavioral outcomes [27]. Tomnod3 is an example which
uses images taken by Digital Globe satellites to pinpoint objects and places in
the aftermath of natural disasters and man-made catastrophes. Genes in Space4

is a mobile game that uses the collective force of players to analyze real genetic
data to help with cancer research. Smorball5 is another game in which, play-
ers are presented with phrases from scanned pages in the Biodiversity Heritage
Library and they are asked to type the words they see as quickly and accurately
as possible. The result makes historic literature more usable for institutions,
scholars, educators, and the public.

More similar to our work, gamification has been used in crowdsourcing [28].
In [29], authors have proposed a game called Wordsmith. Wordsmith is a single
player game in which players attend in an image labelling task. Players receive
feedback based on their contributions. While Feedbacks in Wordsmith motivate
users to improve their behaviour,they do not have the opportunity to change
their mind, and this is how our proposed game is different from Wordsmith. In
another similar game called Game of Words [30], authors propose a game for
collecting relevant keywords about a specific location. Game of Words is a single
player game in which players cannot change their mind and do not receive any
online support, while our proposed game tries to improve quality by relying on
opinion of two players and giving them feedback and the opportunity to change
their choice.

6 Conclusion

In this paper, we proposed a game-theoretic approach to improve quality of
the crowdsourced information. Inspired from the Nash equilibrium, our app-
roach leverages gamification techniques to motivate people towards providing
high quality contributions. The proposed approach also employs people quality
metrics such as reputation, expertise and agreement between players to ensure
that the collected contribution is of an accepted quality level. Using real world
datasets, simulations demonstrated that our method increases the quality of col-
lected contributions as well as the chance of successful completion of games, in
comparison with other state-of-the-art similar techniques.

Acknowledgements. The authors would like to acknowledge Professor Boualem
Benatallah at The University of New South Wales, Australia, for his invaluable sup-
ports and guidance.

3 http://www.tomnod.com/.
4 http://genesinspace.org/.
5 http://smorballgame.org/.
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Abstract. Content Delivery Networks are one of the most common ser-
vices in order to overcome performance problems caused by massive data
requests in popular web applications. CDNs improve clients’ perceived
quality of service by placing replica servers scattered around the globe
and consequently redirecting users to closer servers. While CDNs’ ulti-
mate goal is to improve the performance of data delivery, their own
efficiency can also be an issue to investigate. Due to the complexity of
these services, plenty of factors can impact the performance of CDNs. As
a result, the efficiency of CDNs can be measured using various metrics.
In this paper we review some of the well-known performance metrics
in the literature for evaluating CDNs. We also present some other mea-
sures including Fairness and Content Travel. In order to attain an overall
insight about a CDN, a Cost Function is also presented which incorpo-
rates most of the metrics in a single formula.

Keywords: Content Delivery Networks · Performance
Measurement · Metrics · QoS

1 Introduction

Recently, Internet-based services have turned into an inseparable part of peo-
ple’s everyday life. The rapid growth in the popularity of some services causes
them to face performance issues and bottlenecks in terms of latency, bandwidth
consumption, etc. In order to avoid performance related concerns as well as
improving QoS and QoE for end users, large-scale web applications deliver con-
tents through Content Delivery Networks. CDNs act as a trusted overlay net-
work that offers high-performance delivery of common Web objects, static data,
and rich multimedia content by distributing load among servers that are close
to the clients [1]. CDNs provide services that improve network performance
by maximizing bandwidth, improving accessibility and maintaining correctness
through content replication [2]. This is achieved by spreading some surrogate
servers across a geographic area. When a user issues a request for some content,
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the surrogate server, which is more proper than the others, will respond to that
request. Figure 1 shows a typical CDN architecture [3].

The very last few years have seen an astonishing development in CDNs’
technology, and today’s Internet content is largely delivered by major CDNs like
Akamai or Google CDN [4]. Facebook contents, for example are mainly hosted by
Akamai CDN servers [4]. Despite the commercial stability of CDNs, researches
to improve these systems are still ongoing. There are different research aspects
in CDNs e.g. Replica Server Placement, Request Routing Mechanisms, Caching
Policies, etc. which can in turn lead to improvements in the performance of
CDNs. However, due to complexity and intricate structure of CDNs, measuring
the performance of them can also be a subject of great interest. There are plenty
of factors which impact the performance of CDNs. As a consequence, several per-
formance metrics can be employed to investigate efficiency from different angles.
RTT (Round Trip Time), for example, is one of the most considered metrics
for evaluating CDNs in the literature. Although RTT can provide an accept-
able overview of how well CDNs performs, it does not necessarily reflect all
performance subtleties in these systems. In this paper we will discuss the exist-
ing performance metrics which are currently used to evaluate CDNs in details.
Furthermore, some new performance metrics will be presented.

Fig. 1. A typical CDN’s architecture [4]
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2 Literature Review

From the early ages of CDNs to the time being, clients’ perceived latency (AKA:
response time, Round Trip Time – RTT) has been the top priority metric for
researchers when measuring CDNs’ performance [4–6]. Akhtar et al. [7] employ
statistical functions operating basically on latency in order to evaluate users’
perceived performance in different commercial CDNs. While reducing latency is
the ultimate goal of CDNs, the performance of CDNs can also be measured from
other points of views.

Looking at some recent works, Hours et al. [8] examine the impact of DNS
resolving methods in CDNs on the performance of web browsing in terms of
External TTL and also Throughput (Mbps). Although geographical distance
can affect the performance of CDNs, few works use this metric for evaluations.
However, this metric has been employed in some recent works. In [9], authors
take physical distance between clients and servers as a metric to measure the
performance of AnyCast DNS resolving. Mapping distance is the term which
Chen et al. use to indicate the great circle distance between a client and the
server as a metric for evaluating CDNs [10]. They also introduce time to first
byte (TTFB) as another parameter which is basically the duration from when
the client makes a HTTP request for the base web page to when the first byte
of the requested web page was received by the client.

In [2], Pathan et al. mention performance measurement as an issue in CDNs.
They consider Cache hit ratio, Reserved bandwidth, Latency, Surrogate server
utilization and Reliability (packet loss) as important measures to investigate.

3 Metrics Discussion

In this section we present and discuss a variety of metrics which can be used
to evaluate CDNs’ performance. In abstract, some of the measures can be
seen from the clients’ point of view e.g. RTT (latency) and Throughput while
others belong to the internal architecture of CDNs like server cache misses,
fairness, etc.

Some metrics mentioned in this section have been employed in the literature
before, however we discuss them here in order to establish a comprehensive image
on the issue. We also introduce some other performance metrics to evaluate
CDNs including fairness, Content Travel and CDN Cost.

3.1 Latency (RTT)

As it was mentioned before, latency is the most straightforward metric for eval-
uating CDNs’ performance. In a large number of works, Round Trip Time is
considered as an appropriate measure to indicate users’ perceived latency. RTT
is the amount of time that takes an IP packet to travel from the source machine
to the target machine plus the time of receiving an ACK (Acknowledgement)
for that packet.
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RTT can be seen as a metric in different places and various forms, each of
which indicating the performance from a specific angle. Although RTT is usually
measured on the client side, it might be interesting if we take it into account on
the server side too. RTT on the client side depicts the amount of time users wait
for their requests, however this metric on the server side can be interpreted as
a ground to measure how fast are the communications of a server with respect
to its clients. This can lead to decisions like changing a server’s location or
strengthening its links.

Investigating RTT can be useful at different levels. As it is stated in [4],
RTT to any specific IP address consists of both the propagation delay and the
processing delay. Considering a large number of packet exchange, min RTT can
be assumed as an approximation for propagation delay. In other words, min RTT
can correspond to network distance between clients and servers. Mean RTT can
also be another noticeable variation of RTT which can be also a suitable factor
to evaluate the response time of clients and servers. In other words, mean RTT
indicates the average amount of time that clients or the servers wait for their
requests to be fulfilled.

Processing delay is a hidden metric which lies within RTT. We can assume the
difference between max RTT and min RTT in every TCP flow to approximate
processing delay for a given network element e.g. a replica server. Equation 1
indicates this metric. Mean processing delay of each network element equals to
the mean processing delay of all TCP flows toward that element. It can help to
evaluate how busy the servers are, for example.

PDelement =

(∑nflow

i=1 maxRTTflowi
− minRTTflowi

)

nflow
(1)

3.2 Cache Miss

Caching is a key element in CDNs. Improvement in content delivery is achieved
by caching web objects on surrogate servers which are located somewhere close
to the request source. Whenever a client is redirected to a surrogate server but
the requested object does not exist in that server, a cache miss occurs and
the surrogate server has to retrieve the object from origin server. Cache misses
can affect the performance of content delivery dramatically. There are plenty of
factors which influence cache miss ratio in surrogate servers. Cache size, caching
policies, prefetching mechanisms [11,12] and server congestion can be considered
as some of these factors. Not only does lower cache miss improve the quality of
services, it also indicates that server has imposed lower load on the network.
Depending on the investigation scenario, cache miss can be a proper metric to
measure surrogate servers’ performance in CDNs.

3.3 Throughput (Average Bits/Sec)

In computer networks throughput generally indicates the performance of network
elements in terms of data transmission rate per a time unit. It is usually expressed
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as average sent and/or received bits/sec. Interpreting throughput in CDNs may
not be as plain as other metrics. In fact, higher throughput can be considered as
both a negative or a positive phenomenon depending on the scenario conditions.

When higher throughput in servers results in lower latencies, we can claim
that servers have put more effort to deliver better quality services. On the other
hand, we can imagine a scenario in which overall throughput in servers is high
while no significant change is seen in the latency numbers. In this case we can say
that servers may have been uselessly busy because of improper topology or inef-
ficient caching. In [13] authors state that “even though most clients are served
by a geographically nearby CDN node, a sizeable fraction of clients’ experience
latencies several tens of milliseconds higher than other clients in the same region.
Second, we find that queueing delays often override the benefits of a client inter-
acting with a nearby server.” This indicates higher throughput of servers can
lead to lower response time in some cases. Similarly, as it is mentioned in [14],
latency can also be affected by throughput bottlenecks along the path between
client and server. In this case rethinking path selection mechanisms can be a
solution.

3.4 Geographical Distance

Sometimes the distance between clients and servers is approximated with min
RTT [4]. Although it can indicate the delay between a server and a client but
it may not be stable due to congestion or throughput bottlenecks. Geographical
location of clients and servers can be employed as a solid factor to measure the
distance between clients and servers. IP geolocation services [15] can be used to
provide this data. In a CDN evaluation scenario, if we provide the geographical
coordinates of clients and servers, we can eventually extract the average physical
distance of surrogate servers from their clients. Average client distances can tell
us how efficiently the surrogate servers are scattered in a given area. As this
value is higher the effectiveness of CDN drops.

3.5 Fairness

As it was mentioned before, there are multiple surrogate servers in a CDN.
It would be ideal to distribute the load among them equally. The worst case
scenario occurs when some servers work with their maximum capacity while
there are other idle servers available in the CDN. We can say that if the load
on servers is distributed approximately equal, the requests will be routed to the
surrogate servers fairly. The number of served requests by each server can be
used as a basis to calculate the fairness measure. In order to calculate fairness
we use Jain’s fairness index [16]:

J (S1, S2, ..., Sn) =
(
∑n

i=1 Si)
2

n× ∑n
i=1 Si

2 (2)

In this equation n is the number of servers and Si is the load amount tolerated
by server i (precisely, the number of requests served by server i but normalized
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to a value between 0 and 1). The result is a number between 0 and 1. As the
result of this equation is closer to 1, the load is distributed among the servers
more fairly.

3.6 Overall Consumed Bandwidth

CDN topology directly impacts the routes on which packets travel in the net-
work. As the surrogate servers are farther from users, the packets travel a longer
distance in the network. Therefore, more equipment (like routers) should be
involved in the process of request fulfilling and also more control packets should
be generated. Hence overall consumed bandwidth will rise. On the other hand, it
is rational to say that perceived response time by final users is directly propor-
tional to overall consumed bandwidth in the network. Under normal conditions,
more bandwidth consumption can be interpreted as the fact that the pack-
ets have traveled longer routes, so the users must have tolerated more delays.
Therefore, the amount of overall bandwidth used in a network can be regarded
as another decent measure to evaluate CDNs’ performance.

3.7 Content Travel Measure

As it was stated, it is desired that contents travel shorter routes through the
CDN network. If the overall delivered contents travel longer paths to reach their
destination, there will be some consequences for this incident:

• Obviously there will be an increase in average content delivery latency;
• More network equipment (e.g. routers) must be involved in content delivery

process. Therefore, more processing resources will be used;
• More bandwidth will be consumed in the whole network infrastructure.

As a result, we can say that when contents travel longer routes in the network,
CDNs performance diminishes in terms of latency, resource usage and band-
width consumption. If location information for the clients is provided for a CDN
scenario, it is possible to define a factor to measure this event. Mean travelled
distance by packets multiplied by overall contents size served in the network will
give us a measure for evaluating CDN’s performance for this phenomenon which
we call “Content Travel” measure. In a content delivery process, it gives us an
insight about the path length between a surrogate server and its clients and also
the content size served by that server, all integrated into a single value. As the
Content Travel value is higher, it can be said that the massive contents have
traveled longer routes in the network, therefore CDN has been affected in terms
of performance measures discussed above. One of the goals can be to minimize
this factor. Equation 3 describes this measure. First the mean distance between
request sources and each server must be calculated. Ds is the mean traveled
distance for requests (Dreqi

) destined to server S in kilometers. nreq indicates
the number of requests which have been sent to a specific server. Cearth is a
constant value which is considered to calculate the great circle distance between
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two points instead of a simple Euclidean distance. This value usually is set to
111 [16]. Then the Content Travel measure can be calculated for all servers in
the network. nS is the number of servers available in CDN and ServedSizeS
indicates the size of content served by Server S.

DS =
∑nreq

i=1 Dreqi

nreq
× Cearth

ContentTravel =
∑nS

S=1

(
DS × ServedSizeS

)

nS

(3)

3.8 CDN Cost

Finally, a cost function can be defined to summarize different parameters (from
different aspects). Its value shows how well the CDN has performed in a scenario.
Here we have picked some of the important metrics discussed above to build this
function. The CDNCost function is defined as follows:

CDNCost = w1RTTClients + w2RTTServers

+ w3Throuput + w4ContentTravel + w5 (1 − Fairness)
(4)

• RTTClients and RTTServers are the mean perceived RTT measure by Clients
and Servers.

• Throughput is the mean bits transferred in a second by all the devices working
in the network (clients, server and routers).

• Content Travel and Fairness are the parameters which were discussed earlier.
The fairness value is subtracted from 1 because we desire lower values for
CDN Cost measure while higher fairness values indicate better performance
in terms of this measure.

All the parameters in Eq. 4 must be scaled to a value between 0 and 1. CDN Cost
value is also a number between 0 and 1. As it is closer to 0, it means that CDN
is performing better. Every parameter in this formula has a weight coefficient
which reflects the importance of that parameter. Sum of all weights must be
equal to 1. For example, if we want to pay equal attention to all parameters
we should set all the weights equal to 0.2. By changing the weight values any
parameter can be bolded or faded out according to the desires of experimenter.

4 Experiments

In this section we employ some of the important metrics discussed in previous
sections for evaluating an example experiment. This experiment aims to inves-
tigate Replica Server Placement problem by simulating some approaches from
the literature including hotspot [5] and GeoIP clustering [17]. It is assumed that
in the CDN topology we have at most three replica servers for which we need to
choose a place (besides the one fixed origin server). Three different approaches
have been employed in order to determine a place for the replica servers:



138 S. J. Jafari et al.

1. Random selection: replica server places are selected randomly. This approach
is never used in reality but the results can give us an insight about the effec-
tiveness of other approaches.

2. HotSpot [5]: the main idea behind this approach is to put replica servers
where higher request rates are observed.

3. GeoIP Subtractive [17]: this approach uses client’s geographical coordinates
to cluster the users. It employs subtractive clustering for this purpose.

In the following we will execute the aforementioned approaches in a simula-
tion environment (using INET Framework under OMNet++) and then we will
evaluate the results. Six-month access log of a Swedish webapp is used to create
content and clients’ datasets for all scenarios. The dataset is called googlecreeper
and represents the search history of Swedish users. In all experiments the origin
server is placed in the US.

4.1 Scenario #1: Random Selection

The first scenario chooses two random Routers in the network infrastructure
and connects the surrogate servers to them. There is no rationale behind this
approach and it is only executed to be compared with other schemes. Suppose
that a router in Australia and another router in Iran are chosen as replicas for
this scenario. The origin server is connected to a router in the USA. Table 1
indicates the result of simulation using these configurations.

4.2 Scenario #2: HotSpot

HotSpot considers the places where most of the requests come from as a suitable
choice for placing the replica servers. With the given dataset and in a clas-
sic client-server network, simulation results indicated that the most congested
routers are somewhere in Sweden, Canada and Mexico. These are the top three
routers which receive the highest number of requests in the first hop. Hence,
HotSpot elects those areas to place replica servers. Table 2 shows the result of
simulation with this configuration.

Table 1. The result of Random Replica Server Selection

Module name Mean Max Min Receive Send Served Served Cache Average

RTT RTT RTT throughput throughput web content misses distances

(ms) (ms) (ms) (bit/sec) (bit/sec) objects size (MB) (KM)

originServer 230 870 180 3.25 23.30 353 22.21 - -

surrogateServer1

(AU)

240 1090 066 46.49 321.28 681 315.19 383 6105

surrogateServer2

(IR)

280 1109 120 210.63 1809.44 5063 1518.76 663 9546

Clients 230 1220 60 34.31 3.7 - - - -

Routers - - - 27.58 27.58 - - - -

Overall average 250 1220 65 28.42 28.42 - - - -
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Table 2. The result of HotSpot Replica Server Selection

Module name Mean Max Min Receive Send Served Served Cache Average

RTT RTT RTT throughput throughput web content misses distances

(ms) (ms) (ms) (bit/sec) (bit/sec) objects size (MB) (KM)

originServer 172 680 90 4.55 34.51 467 33.28 - -

surrogateServer1

(SE)

242 1320 66 143.10 1189.23 4017 1171.70 812 5106

surrogateServer2

(CA)

187 900 90 59.40 442.30 804 435.87 121 666

surrogateServer3

(MX)

174 1100 85 65.89 500.94 923 493.47 227 3219

Clients 178 1360 65 34.32 3.71 - - - -

Routers - - - 13.32 13.34 - - - -

Overall average 200 1360 65 15.45 15.45 - - - -

4.3 Scenario #3: GeoIP Subtractive

GeoIP Subtractive [17] is another approach that can be employed for replica
server placement problem. This scheme clusters clients according to their geo-
graphical location and places the servers near the cluster centers. Applying this
method on the given dataset gives us some coordinates in Canada, Sweden and
China as the best candidates to place replica servers. The results of simulation
using this configuration can be seen in Table 3.

Table 3. The result of simulation for GeoIP Subtractive Replica Server Selection

Module name Mean Max Min Receive Send Served Served Cache Average

RTT RTT RTT throughput throughput web content misses distances

(ms) (ms) (ms) (bit/sec) (bit/sec) objects size (MB) (KM) (KM)

originServer 179 0790 83 4.57 34.52 496 33.29 - -

surrogateServer1

(SE)

200 860 66 82.26 638.61 2436 628.12 562 888

surrogateServer2

(CA)

172 1100 63 114.02 941.524 1727 929.23 241 2886

surrogateServer3

(CN)

271 1055 65 72.13 552.45 1581 543.68 386 888

Clients 157 1140 65 33.778 3.655 - - - -

Routers - - - 9.073 9.087 - - - -

Overall average 186 1140 63 11.55 11.55 - - - -

5 Discussion

As it was demonstrated in the previous section, we employed some of the dis-
cussed metrics in this paper to evaluate three different scenarios for replica server
placement problem. In this section we will discuss these scenarios by scrutinizing
each of those metrics.
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5.1 RTT

Figure 2 indicates the observed RTT in different scenarios. Besides the mean
RTT of all modules in the network, RTT measure is also calculated for different
network elements which can give us useful information to analyze the network
components separately. For example, mean RTT among all clients indicates the
average response time tolerated by end users. RTT in replica servers can indicate
their distance from the machines they communicate with. In other words, as the
replica servers are closer to the clients, the RTT in replica servers will be lower.
Lower RTT in replica server tells us that they are placed in proper locations.
Beside the distance parameter, higher RTT in servers can also be a sign of longer
packet processing time. RTT in origin server shows the communication overhead
between the origin server and replica servers. This measure can influence of
object fetching when a cache miss occurs. Max and Min RTT exhibit the worst
and the best cases in terms of response time. As the simulation results show,
scenario #3 performs better in terms of all aspects of RTT measure. The reason
is that this approach has placed the replica servers where the average distance
between them and clients is minimized. Processing load has been insignificant
in these experiments.

5.2 Fairness

As it was mentioned in Sect. 3.5, fairness is another factor which can indicate
how the network’s load is distributed among replica servers. We can say that it is
unfair if a server is congested with massive amount of traffic while other servers
are idle. Since the request routing mechanism in these scenarios chooses the
nearest server in terms of network distance, placing servers in farther locations

Fig. 2. RTT in different scenarios
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Fig. 3. Jain’s fairness index

will result in pressure on some servers while others remain idle. On the other
hand, if the servers are scattered around the network appropriately, the load is
distributed among them fairly.

Jain’s fairness index can give us a good insight here. Fairness measure gives a
number between 0 and 1 for each scenario. As this measure is closer to 1, the load
is distributed among replica servers more fairly. Figure 3 illustrates Jain’s fairness
index for the simulated scenarios. As it stands out from the graph, Scenario #3
has operated more fairly than the others in distributing load among servers
equivalently.

5.3 Content Travel Measure

In this section we investigate Content Travel measure (explained in Sect. 3.7)
for the simulated scenarios. Each row in Table 4 demonstrates Content Travel
measure for a surrogate server in one scenario. More specifically it tells us the
mean distance of clients from that replica server, Served Content size by that
server and finally the calculated Content Travel measure for that server. As it
was mentioned before lower values in this measure indicate better performance
of a replica server in CDN.

Figure 4a indicates mean distance of clients from replica servers and mean
served content size by replica servers in two column groups. Also mean Content
Travel measure for each scenario can be seen in Fig. 4b. As the result shows,
scenario #3 has performed better in terms of Content Travel. In other words,
massive contents have traveled shorter paths in the aforementioned scenario.
This means the resources of CDN have been used more efficiently.
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Table 4. Content Travel statistics for simulated scenarios

Servers in different scenarios Mean distance Served Content Travel

of clients from content measure

servers (KM) size (MB) (MB KM)

Scenario #1: (Random) surrogateServer1 (AU) 6105 315.19 1924235

Scenario #1: (Random) surrogateServer2 (IR) 9546 1785.73 17046579

Scenario #2: (HotSpot) surrogateServer1 (SE) 5106 1171.70 5982700

Scenario #2: (HotSpot) surrogateServer2 (CA) 666 435.87 290289.4

Scenario #2: (HotSpot) surrogateServer3 (MX) 3219 493.4 1588255

Scenario #3: (GeIP-FCM) surrogateServer1 (SE) 5106 1171.70 5982700

Scenario #3: (GeIP-FCM) surrogateServer2 (CA) 2886 929.25 2681816

Scenario #4: (GeIP-Subtractive) surrogateServer1 (SE) 888 628.12 557770.6

Scenario #4: (GeIP-Subtractive) surrogateServer2 (CA) 2886 929.23 2681758

Scenario #4: (GeIP-Subtractive) surrogateServer3 (CN) 888 543.68 482787.8

(a) (b)

Fig. 4. Mean distance of clients from replica servers in different scenarios (a), Mean
Content Travel measure for each scenario (b)

5.4 Overall CDN Cost

Using various performance measures, CDN’s performance was evaluated from
different perspectives. In order to attain an insight about the overall perfor-
mance of a CDN topology, the CDN Cost measure was proposed above. All
the incorporated factors in this formula are normalized to a value between 0
and 1. The impact of each factor can be determined by a weight coefficient.
Sum of weights must be equal to 1. As the CDN Cost value is lower in a sce-
nario it means that CDN has performed better under the configurations of that
scenario. Figure 5 depicts the normalized values for different metrics in the sce-
narios we have discussed. The last column group indicates CDN Cost measure.
The weights for all factors is assumed to be equal (=0.2). This means that no
factor has priority over the others.

The results show that scenario #3 has performed better than the others. As
it is expected scenario #1, which had no rationale behind, is the worst.
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Fig. 5. CDN cost for the experimented scenarios

6 Conclusions

In this paper we reviewed and discussed common metrics for evaluating Con-
tent Delivery Network services. Furthermore, we introduced some other metrics
for this purpose including fairness, Content Travel and finally an overall Cost
Function to attain a big picture of CDN performance.

In order to compare the metrics in action we designed three simulation sce-
narios for Replica Server Selection problem. Key measures were extracted from
the simulation results. The experiments showed that investigating and improving
performance of CDNs is not limited to simply optimizing latencies. Depending on
scenario, different factors should be taken into account to analyze performance
of these services.

7 Motivating Scenario and Benefits for Organizations

In the past years, owners of large-scale web applications have been seeking solu-
tions to reduce the latency of their services which is inevitably caused by massive
requests. Content Delivery Networks offer a solution for this issue. CDN vendors
and researchers, consequently, have been working hard to come up with new ideas
for improving service qualities. In this path, measurement of quality has relied
mostly on the latency and delay which clients experience. However, there are
plenty of factors which impact the performance of CDNs. As the volume and vari-
ety of contents being transmitted over the Internet increases, CDNs themselves
might not work efficiently enough. This imposes extra costs for CDN vendors
and consequently for application owners. Investigating the performance in CDNs
from different angles can help organizations utilize their resources while deliver-
ing high quality services. The metrics discussed in this paper can be employed
by CDN stakeholders to achieve clearer pictures about the performance of these
systems.
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Abstract. Nowadays cloud services are being increasingly used by pro-
fessionals. A wide variety of cloud services are being introduced every
day, and each of which is designed to serve a set of specific purposes.
Currently, there is no cloud service specific search engine or a compre-
hensive directory that is available online. Therefore, cloud service cus-
tomers mainly select cloud services based on the word of mouth, which
is of low accuracy and lacks expressiveness. In this paper, we propose
a comprehensive cloud service search engine to enable users to perform
personalized search based on certain criteria including their own inten-
tion of use, cost and the features provided. Specifically, our cloud service
search engine focuses on: (1) extracting and identifying cloud services
automatically from the Web; (2) building a unified model to represent
the cloud service features; and (3) prototyping a search engine for online
cloud services. To this end, we propose a novel Service Detection and
Tracking (SDT) model for modeling Cloud services. Then based on the
SDT model, a cloud service search engine (CSSE) is implemented for
helping effectively discover cloud services, relevant service features and
service costs that are provided by the cloud service providers.

Keywords: Service discovery · Cloud service · Classification
Service identification

1 Introduction

Cloud computing has been growing rapidly in the past few years. It is a relatively
new computing paradigm that has the capability to deliver several services on
demand. In cloud computing, users are able to share a large pool of comput-
ing resources over the Internet with modest cost. Regardless of the computing
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resources’ quantity, location, and time, users can access the desirable comput-
ing resources [2]. In the area of cloud services, many research efforts have been
conducted to handle security [10], privacy [9], and trust management [7], but
cloud service discovery is still encountering challenges in terms of finding appro-
priate services to cloud users on the World Wide Web. With cloud comput-
ing, service discovery faces new challenges on the Internet due to a number of
reasons. Firstly, cloud services offer different service functions, e.g., processing
data, building business logics, and supporting infrastructure capabilities. Sec-
ondly, recent research has found that only 2% cloud service providers publish
their services following the Web Services Description Language (WSDL). And
the rest providers publish their services without considering any standards to
describe their services and resources [8]. This has made cloud service discovery
very challenging. Compared with Web services discovery, Web services in gen-
eral use standard languages, such as the Web Services Description Language
(WSDL), Unified Service Description Language (USDL), to expose their inter-
faces. Thirdly, the variety of Service Level Agreements (SLAs) between cloud
service users and cloud service providers increases the difficulty of discovering
cloud services.

Discovering service is widely considered an essential problem in many
research areas such as ubiquitous computing, mobile networks, peer-to-peer
(P2P) services, and service oriented computing [6,14]. In the past decade, service
discovery has been a very active research area, particularly in Web services [13].
However, for cloud services, challenges need to be reconsidered and solutions for
effective cloud service discovery are very limited.

To find a cloud service on the World Wide Web, a potential user normally
relies on a general-purpose search engine to find a suitable cloud service. How-
ever, using such kind of search engine for this purpose is a tedious task because
the search results provide large quantity of irrelevant cloud service search results,
including news, blogs, journal papers, wiki, and articles, etc. This is because the
term “Cloud” is a very general and widely used terminology. Therefore, the dif-
ficulty of discovering cloud services on the World Wide Web arises as a big and
challenging issue. For example, we can easily see that cloud is one of the most
important and popular terminologies in websites about meteorology. Moreover,
many websites talking about cloud service are not necessary the provider of any
cloud service. Some businesses also have nothing to do with cloud computing but
they may use cloud in their names or service descriptions (e.g., cloud9carwash1).
Figure 1 shows the first 100 search results from a current general-purpose search
engine (Google or Bing) using different Keywords, such as cloud service, cloud
storage, cloud service provider, cloud hosting, cloud software, cloud platform
or cloud infrastructure to search for cloud services. Furthermore, general search
engines are very weak in providing details about cloud service features (e.g.,
cloud service type, process limitation, storage maximums, memory capacity, and
so on). Considering all these limitations of general-purpose search engines, in this

1 http://www.cloud9carwash.com/.

http://www.cloud9carwash.com/
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work, we aim to design a cloud service search Engine to alleviate the aforemen-
tioned issues.

Fig. 1. The first 100 searching results from two most popular search engines (Google
and Bing) using different keywords, such as cloud service, cloud storage, cloud service
provider, cloud hosting, cloud software, cloud platform and/or cloud infrastructure to
search cloud services

In this paper, we focus on the design and implementation of a cloud service
search engine (CSSE). CSSE helps distinguish between cloud services and other
services available on the Internet. Furthermore, CSSE provides more details of
a service and its features which can support cloud service search users on how
to identify an appropriate cloud service towards their needs. The two main com-
ponents of CSSE include (i) a cloud service identifier and (ii) a cloud service
feature extractor. This identifier helps identify cloud services during the pro-
cess of cloud service discovery and the process of determining a cloud service
features. Moreover, the cloud service identifier can automatically identify cloud
service by utilizing a classification method. Then, the feature extractor deter-
mines/extracts a cloud service’s features using a cluster method and a novel
approach, called Service Tracking and Detection (SDT), to detect and track
other services. Finally, we can extract cloud service’s features that can be used
to facilitate the searching process. In a nutshell, the contributions of our work
are as follows:

– We design and develop a cloud service search engine to provide highly accurate
cloud service search results and provide useful details about cloud services’
features, which can facilitate cloud service selection from search users.

– The cloud service identifier is built by utilizing cloud service features extracted
from real cloud service providers.

– Inspired by the Topic Detection and Tracking [1], we propose a novel Service
Detection and Tracking (SDT) methodology for the detection of cloud services.

– We build a unified model to expose the cloud service’s features to a cloud
service search user to ease the process of searching and comparison among a
large amount of cloud services.
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– We conduct extensive experiments to validate our proposed approach. The
results demonstrate the applicability of our approach and its capability of
effectively identifying and extracting cloud services’ features from the World
Wide Web.

The remainder of the paper is organized as follows. Section 2 reviews the
related work. Section 3 presents our search engine (CSSE) architecture, including
details of cloud service identification and extraction of cloud service features.
Section 4 provides an implementation and our experimental study of our CSSE
search engine. Finally Sect. 5 offers concluding remarks.

2 Related Work

Nowadays, the most popular approach for discovering cloud service refer ontol-
ogy. Youseff et al. [16] classify cloud computing based on its components, consist-
ing of five layers: the applications, the software environment, the software infras-
tructure, the software kernel, and the software hardware. Each layer contains one
or more services depending on the level of abstraction. Further, each layer relies
on computing concepts to measure limitations and strengths. Another attempt
involves building an ontology based on the cloud business ontology model. Kang
and Sim [4] propose a cloud service discovery system that uses an ontology-based
approach to discover cloud services close to users’ requirements. However, cloud
service providers still need to register at the discovery system in order to publish
their cloud services. Furthermore, their work relies on software agents to perform
reasoning tasks (e.g., similarity reasoning, equivalent reasoning and numerical
reasoning). Yoo et al. [15] select a cloud service that best meets a user’s require-
ments by using a cloud ontology based on resource services. The authors use the
similarity computing degree of virtual cloud service physical resources to deter-
mine the best cloud service for users. Dastjerdi et al. [3] propose an approach
that uses ontology-based discovery for QoS-aware deployment of appliances on
IaaS providers. This approach support end user to meet their needs from range
of IaaS providers based on QoS preferences. However, the ontology design only
find the suited IaaS providers for end users. Furthermore, the ontology does not
support PaaS and SaaS providers.

Ma et al. [5] propose ontology-based resource management of cloud providers.
This cloud computing ontology defined the concepts that described their rela-
tions. However, the ontology has to meet cloud service requirement and has been
conducted in simulated environment. Rodŕıguez-Garćıa et al. [11,12] exploit an
automatic general ICT domain that can be used to discover the cloud services
best matching user needs. The authors use semantic annotation in order to
improve the cloud service discovery results. From cloud service descriptions,
semantic content can be extracted by using the annotation platform. Then, the
semantic content can be used by the semantic search engine to assist users in
finding those services that meet with their requirements and expectations.

In summary, these works did not consider the problem of how to use the cloud
service web content to automatically identify cloud service. Moreover, they did
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not provide adequate details about features of cloud services on the Internet.
To alleviate these issues, in this paper we aim to design and implement a cloud
service search engine to provide highly accurate cloud service search results and
provide useful details about cloud services’ features, which can facilitate cloud
service selection from search users.

3 Overview Cloud Service Search Engine

In this section, we first introduce our cloud service search engine (CSSE), then
spotlight on describing our approach on cloud service identification and building
cloud service profile.

Fig. 2. Cloud service directory

3.1 CSSE Architecture

Figure 2 depicts the main components of the cloud service search engine (CSSE),
which consists of six major layers: namely (1) Cloud Services Seeds Collection
Layer, (2) Cloud Services Extracting Data Layer, (3) Cloud Services Identifica-
tion Layer, (4) Cloud Services Cluster Layer, (5) Cloud Services profile Layer
and (6) Search Engine User Layer.



154 A. Alfazi et al.

Cloud Services Collector Layer: This layer is responsible for collecting pos-
sible cloud service seeds (i.e., the cloud services’ URLs) in real environments.
We initially collect cloud service seeds using two approaches. Firstly, we develop
the cloud service source collector module that is able to collect cloud services
automatically by crawling Web portals and indexes on search engines, such as
Google, Bing, and Baidu. Secondly, we develop the cloud service seed inquiry
based module that has the capability to inquire a cloud service and determine
whether this cloud service has been cached in cloud service seeds repository.
This inquiry can be done by both cloud service customers and cloud service
providers. Furthermore, if the cloud service users inquire about a seed registered
in the system, the system can return the inquiry result directly. Otherwise, the
seed will be sent to the Cloud Services Extracting Data Layer for obtaining the
essential details that can determine if the seed provides the cloud service.

Cloud Services Extracting Data Layer: This layer is responsible for extract-
ing essential content in the cloud service source such as description, keywords,
text content and hyper links. The cloud services’ content lead to support of
building automation cloud service identifier. The cloud services’ content can be
achieved automatically by filtering the cloud service source (i.e., cloud service
source html homepage to text). Then the cloud services’ content is sent to Cloud
Services Identification Layer while cloud service hyper links sources can be sent
to Cloud Service Cluster Layer if the source pass the Cloud Services Identifica-
tion Layer.

Cloud Services Identification Layer: This layer is responsible for identify-
ing cloud service provider. The Cloud Services identifier contains the process of
identifying features to determine whether a given source is cloud service or not.
This processing relies on classification method to realize the identification. The
identification can be updated automatically after identifying a new cloud ser-
vice provider to enhance identifying knowledge. Furthermore, the identifier only
focuses on cloud computing which does not include cloud mobile computing.
However, our cloud service directory can avoid the lack of success in identifying
a cloud service source. Because it allows cloud service provider to register their
services in our system, these cloud service sources can be added and can be
recognized by the identification as a new cloud service provider.

Cloud Services Clustering Layer: This layer is responsible for clustering
cloud service providers. The cloud service clustering is able to collect to the
most similar cloud service into clusters based on clustering method. The clusters
are built depend on two features which are cloud services’ text and cloud services’
hyper-links. Firstly, using cloud services’ text can lead to finding the most similar
cloud services into one cluster. Secondly, cloud service hyper-links can lead to
detecting the exact services the cluster provide. This clustering approach is able
to decrease the distance during detecting the service and tracking.
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Cloud Services Cloud Profile Layer: This layer is responsible for generating
cloud service profile based on the following processes:

1. Modelling : this process is responsible for building cloud service model. the
model is built based on the service features. In addition, we observe several
cloud services to identify the service features such as type, price, capacity.
Moreover, this model is used to find the service in a cluster by investigating
about the features. The process begins by selecting a cloud service provider
and determine the service features that provide. Then, we build JSON model
for this service. The JSON model includes many details about the cloud
service which are the cloud service features. More details can be shown in
Sect. 3.4.

2. Detecting and Tracking : this process is responsible for detecting and tracking
other cloud services based on service feature model. This processing can search
for the service inside the cluster by taking the JSON model which is built for
the service and track this model. The process of detecting and tracking can
investigate the whole cloud service websites to find the service. After we find
the service we directly build the cloud service model for the cloud service.

3. Extracting and Storing : this process is responsible for extracting and storing
the cloud service JSON model. The details of cloud services can be received
from Detecting and Tracking process. Then, we can store this details in JSON
model to support in building a cloud service search engine. We update this
process weakly to discover any different in the cloud service features.

Search Engine User Layer: This layer provides a Web interface for users to
search cloud services. A user can simply specify a searching keyword for finding
cloud services. She can also specify other constraints (e.g., categories like IaaS)
to narrow down the searching scope. Our system will contact the cloud service
profile repository. If it is found in the repository, the detailed information (e.g.,
access link, features, description) of satisfied cloud services will be returned to
the user.

3.2 Cloud Service Identification

In this section we demonstrate our approach to identify real cloud service
providers. The proposed approach is a task that uses both information retrieval
and machine learning techniques to identify cloud services. The approach of
identifying task consists of number of steps. Firstly, we aim to build documents
corpus which is cloud service sources. Therefore we assemble a large collection
of cloud services providers’ homepage and other homepage are highly related to
cloud service but they are not real cloud services. This documents corpus is gen-
erated from the cloud services’ homepage S = {s1, ....., sn}. Moreover, it exploits
5882 real cloud service and 5000 not cloud services to build classification method.
Then, a document matrix is built to include the documents and is vectorized
each document using the following weighting function t = tf/(tf − td) where tf
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denotes the term frequency, tf − td the other total terms appear in the docu-
ments s = {t1, ....., tn}. Since we achieve highly dimension of terms, we try to
reduce the dimensionality of the terms by using Latent Semantic Analysis (LSA)
which is implemented using randomized Singular Value Decomposition (SVD)
to build the document matrix. After we have built the document matrix we con-
sider each term that uses weighted function as features. Finally, we utilize the
cloud service text features to apply the classification method. We use k-Nearest
Neighbor Classification which uses a Given data matrix of cloud services’ terms
T = {t1, ....., tn} with K classifier and t vector s ∈ S. This classifier can find
the K nearest class to cloud service vector s. The classification method can be
helpful in distinguish between cloud service providers and non cloud services.

3.3 Cloud Service Clustering

Since using cloud service text features can be used to support identifying cloud
service, identifying the cloud service features is a totally different task and need
to extract new features and using different techniques. Therefore, we use clus-
tering approach to find the service features by adding the cloud services’ web
page hyper-links as features. The cloud services hyper-links features are used to
support in building cloud service profile features. In addition, we consider each
hyper-link occurring in cloud serviced home page as features to build the clus-
ters. This clustering can assign each cloud service provider as nearest as possible
to ease discovering the service type and its features. The process of clustering
consists of two methods. In the beginning, the clusters are built based on the
term vectors that are weighted by term frequency. After we cluster the cloud
services’ terms. Then, we use the cloud service hyper-link s = {h1, ....., hn} as
features weighted by Term Frequency that shows in cloud services home page.
Then, we apply K-Means which gives a number of clusters K that desirables
and improved iteratively the Euclidean distance between each data point and
the centroid nearest to it in our experiments. This processing is able to decrease
the distance during applying Service Detection and Tracking process because it
shows that the similar type of cloud service more frequently appear in the same
cluster.

3.4 Cloud Service Profile

In this section we demonstrate the process of generating cloud service profile.
The cloud service profile process will detect a service and tracking cloud services.
The process consists of three phases, including Cloud Service Modelling, Service
Detection and Tracking and Cloud Service Extracting and Storing. Algorithm1
describes the cloud service profile processes.

Cloud Service Modelling: Cloud service modelling is embedded in cloud ser-
vice features. This cloud service features have been achieved by observing several
of cloud services in real environments. In addition, the cloud services features are
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Algorithm 1. Cloud Service Profile Algorithm

Input: A set of cloud service sources belong to a cluster C = {S1, S2, . . .}, HF
vectors s1, s2, . . . , s|C| for each cloud service source in C, the number of nearest
cloud service is K, the target cloud service source St

Output: NS: a subset which contains K neerest cloud service sources of St from C

NS ← ∅;
while C is not empty do

NS ← ∅;
Add St to sub set cluster NS;
Remove St from C;
for each Si ∈ C do

Compute cosine(St, Si) based on HF vectors sSt and sj for cloud service
sources St and Sj ;
Add Si to subset NS;
Sort NS based on similarity score
Pick up top K cloud service sources in NS

end for
end while

Table 1. Cloud service features

Constant features Variable features

Cloud providers Cloud service CPU name

Cloud service name Cloud service CPU capacity

Cloud service URL Cloud service memory capacity

Cloud service HTML tag Cloud service storage capacity

Cloud service HTML ID tag Cloud service storage type

Cloud service HTML class tag Cloud service price

different from service to service. For example, VPS features are totally different
from storage features but they might share some common features see Fig. 3.
However, we add some of constant features for all cloud service types that are
provided by cloud service providers. Table 1 shows constant features and variable
features.

Service Detection and Tracking: In the Topic Detection and Tracking
(TDT) a topic is defined as a seminal event or activity, along with all directly
related events and activities [1]. In order to replace the cloud service instead
of topic, a cloud services is defined as a set of utilities that can provide several
services. In addition, this services can be shared with several of providers. There-
fore, the Service Detection and Tracking is a novel approach has been built to
discover a service then track the same type of service over punch of cloud service
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(a) Cloud Service VPS Godaddy (b) Cloud Service Storage Dropbox

Fig. 3. Cloud service modelling

providers. The service detection and tracking is able to compare the features of
different services. For example, if we pick up a service from a cluster and we
detect this service is VPS then we will track this service inside the cluster based
on cosine similarity score of hyper-links features because we assume this is VPS
cluster. However, the service tracking is not easy task because each cloud service
providers describe its service under different hyper-links. However, we observe
many cloud services describe their service features under hyper-links such as
plan, price, features or the name of service. Therefore, when we track a service
we target to investigate those four hyper-links if they are available on cloud
services’ homepage, otherwise we can manually discover the cloud service.

Cloud Service Extracting and Storing: The aim of this processing is to
extract cloud service features from cloud services inside the cluster. Therefore,
we search for this cloud service features s = {f1, ....., fn} inside the cluster then
we start collect the cloud services’ features. Our searching method uses initial
point to search inside cloud service page which can be the plan, price, features
or the name of service. This initial can be determined depend on the features
that we already made. For example, if we search about VPS, we can investigate
about VPS features such as memory capacity, storage capacity, CPU type, price
and operating system. In addition, if we find these features we can add it to
JSON model otherwise it become null.

4 Evaluation

4.1 Dataset: CSCE 2013

We use real-world cloud service sources metadata of the 5,883 valid cloud ser-
vices and 5,000 valid non-cloud services in our evaluation. This data was chosen
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because it has been verified by our previous research work [8]. This dataset
can easily provide labeling for our classification model. In our work, these Web
sources of cloud services and non-cloud services have been processed in two
phases. In the first phase, cloud service sources were fetched as HTML file.
Then, cloud service hyper-links were extracted. In the second phase, cloud ser-
vice sources were filtered to obtain only the cloud services sources text. In our
experiments, we removed the HTML tags and non-English cloud services in
the cloud services sources. To eliminate and filter the HTML tags, we used the
HTML Parser2. Next, we eliminated non-English cloud services metadata using
a language detection library3. Finally, the text features of the cloud service and
non-cloud service sources only contain English language cloud services. More-
over, we discarded any cloud service sources with less than 30 terms to enhance
our identification process. Then, we filtered the cloud services sources metadata
and finally obtained 4,397 cloud services sources and dismissed 845 cloud ser-
vices source text descriptions. Our final dataset comprises a total of 4,397 cloud
services sources and 4,030 non-cloud services which has been divided into (i) 75%
training data to build cloud service features model and (ii) 25% to test cloud
service features. By using cloud services features, we ran the experiments to gen-
erate cloud service identifying model effectively. Then, we conducted the second
experiment to show our model can effectively predict and detect cloud service.

4.2 Identifying Cloud Services

Based on our classification model, we ran the system to generate our cloud ser-
vices identification by using the K-Nearest Neighbour. Firstly, we built cloud
service corpus that contain 3,297 real cloud services and another non-cloud ser-
vice corpus that includes 3,023 non-cloud services. Then, we achieved 987,457
terms from cloud service document matrix with high sparsity. However, after
we removed the term sparsity the cloud service document matrix is still high
dimension. Therefore, we used Latent Semantic Analysis (LSA) to reduce the
dimension cloud document matrix and built our term features based on LSA
concept. We used different number of K concepts and we ran our classification
method. In the beginning, we ran the experiment with small number of K con-
cepts and we gradually increase the K concepts. Figure 4 show the accuracy of
term features using various k-nearest neighbor. In addition, it obtained high
accuracy if we increase the k in k-nearest neighbor which achieved 86% with
6-nearest neighbor and increase the K concepts. In addition, we can see that the
500 concepts are obtained high accuracy with 6-nearest neighbor. However, we
can notice that increasing the K of concepts can lead to decrease the identify-
ing process because increasing of terms drives our identification to increase the
noise data.

We also conducted an experiment to identify cloud services for proving the
precision and recall of our proposed cloud service identifier. In this experiment

2 http://htmlparser.sourceforge.net.
3 https://code.google.com/p/language.

http://htmlparser.sourceforge.net
https://code.google.com/p/language
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Fig. 4. Term features classification accuracy (%) using k-nearest neighbor classification,
with LSA dimension reduction cloud service.
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Fig. 5. The precision and recall using k-nearest neighbor classification, with LSA
dimension reduction cloud service

(see Fig. 5 for the results), we used LSA terms that extracted from cloud service
corpus then we run k-nearest neighbor model to determine the precision and
recall. Moreover, the precision represents the percentage rate of distinguishing
between cloud service or non-cloud service, whilst recall represents the percent-
age of cloud services identified. At the beginning, the experiment is started with
100 LSA terms then we increase the number respectively. We can see high rela-
tion between the number of LSA terms and precision and recall. we find that
the increasing the number of LSA terms can reduce out model precision but it
lead to increase the recall percent. Further more, we find that increasing the K
number can lead to increase the recall sharply.
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4.3 Cloud Service Profile

In order to determine the service, we ran our cloud profile algorithm to detect and
track the service. This algorithm can search for a specific service over punch of
cloud service providers. To ensure the accuracy of the results, we have labeled the
cloud services sources manually before we ran our algorithm. Then, we compared
our algorithm with manual processing. Figure 6 shows the precision result of
cloud profile algorithm. We can see that if we increase the number of cloud
service sources we increase the difficulty of detecting the service features because
the precision is decrease. However, we find that service which are popular in

Fig. 6. Cloud service profile

Fig. 7. Cloud service profile features
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real environments such as cloud VPS and Web Hosting can be found precisely
by our algorithm. Furthermore, we observed that some cloud service providers
show their service features under alternative hyper-links such as plan, features
and price.

Figure 7 shows that where mostly we can find that the cloud service features
inside the cloud services. From Fig. 7 we found the 36% of cloud service describe
their services under the service name hyper-links while 21% describe under the
features hyper-links. More over, 18% of cloud service providers described their
services under price hyper-link while only 9% of cloud services used plan hyper-
links to describe their services. However, 18% of cloud service providers describe
their services under specific name for the service which leads to difficulty in
finding the service and its features.

5 Conclusions

With the growing adoption of cloud computing, efficiently finding relevant cloud
services for customers is becoming a critical research issue. Unique characteristics
of cloud services such as lack of standardization, diverse and dynamic services
at different levels, make cloud services discovery a very challenging task. In this
paper, we have conducted a comprehensive analysis of the cloud services cur-
rently available on the Web. We have developed a cloud service search engine
that collects, extracts, and identifies cloud services. We have also provided details
about cloud service features. Based on the cloud service identifier information,
we have provided in-depth statistical analysis including the accuracy on cloud
providers under current search engine and the relationship between a cloud ser-
vice and its Web page profile. These results offer an overall view on the current
status of cloud services in the World Wide Web. The most intriguing finding is
the fact that cloud service web pages play a significant role in discovering cloud
services and applications. Furthermore, we have proposed a novel approach to
extract the service features based on our Service Detection and Tracking model
which significantly increases the accuracy of identifying the service features.
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Abstract. Deciding which features or requirements (or commonly
referred to as issues) to be implemented for the next release is an
important and integral part of any type of incremental development.
Existing approaches consider the next release problem as a single or
multi-objective optimization problem (on customer values and imple-
mentation costs) and thus adopt evolutionary search-based techniques
to address it. In this paper, we propose a novel approach to the next
release problem by mining historical releases to build a predictive model
for recommending if a requirement should be implemented for the next
release. Results from our experiments performed on a dataset of 22,400
issues in five large open source projects demonstrate the effectiveness of
our approach.

Keywords: Software as a Service (SaaS) · Next release problem
Software analytics

1 Introduction

Successful software products must continually evolve over time (Lehman’s laws
of software evolution [9]), which is realized through a series of software releases.
A release is a new version of an evolving product characterized by a collection of
newly implemented functionalities, bug fixes or modifications of existing func-
tionalities – all of which are commonly regarded as issues if the software project
is managed using an issue tracking system (e.g. JIRA). Determining issues to
be resolved in the next release is challenging for large and complex software
projects. Different practitioners are involved in the planning for a release, i.e.
the determination of which issues to be resolved for the next release, considering
the cost, resource constraints, customer values, and various other factors. This
is commonly known as the next release problem (NRP) [2,13] in requirement
engineering.

Existing approaches tend to model NRP as an optimization problem. The
implementation of a requirement (or issue) increases customer values but requires
some cost. Hence, those existing approaches search for the optimal set of issues
to be implemented for the next release of a software product. There may
c© Springer International Publishing AG, part of Springer Nature 2018
A. Beheshti et al. (Eds.): ASSRI 2015/2017, LNBIP 234, pp. 164–177, 2018.
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be a single criteria (e.g. maximizing customer value [2]) or multiple criteria
(e.g. maximizing customer value and minimizing cost [13]) for the optimality of
a solution. This search-based software engineering problem is known as NP-hard
(non-deterministic polynomial-time hardness) and most of existing approaches
leverage evolutionary techniques to find the optimal solutions.

State-of-the-art NRP techniques however have not leveraged historical data
from previous releases. As a software product evolves rapidly, many releases are
generated over time (in the sprit of continuous delivery to retain competitive
edge). Historical releases form a valuable knowledge which can be mined to
extract insights to inform decisions in planning for future releases. We propose
an approach to leverage the historical data on previous releases and build a
machinery to recommend which new issues should be resolved for the next release
using existing machine learning techniques. In addition, existing NRP techniques
were evaluated on small datasets (in the order of ten to hundreds of real issues)
or on artificially created issues. A data-driven approach to the NRP however
requires much larger datasets of real issues.

Fig. 1. An example of an issue assigned with a fix version

Many software projects today are managed through an issue tracking system
such as JIRA and Bugzilla. Versions are points-in-time for a project, which help
the team schedule and organize their releases (i.e. release planning). Issues are
assigned to a version, indicating that those issues are scheduled to resolve for that
version (i.e. a release). In JIRA, when an issue is opened, the “Fix Version(s)”
field is used for specifying the version the team plan to fix this issue in. Figure 1
shows an example of a new feature request recorded as issue LUCENE-6247 in
the Apache Lucene project. This issue is scheduled to be resolved in version 5.0.
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The first contribution of this paper is a study to understand how release plan-
ning is done in open source settings. We study the use of the “Fix Version(s)”
field in a number of large open source projects that use JIRA for issue tracking
and release management. Specifically, we seek to answer the following questions:

1. How many issues were assigned a fix version?
Answering this question helps us understand if assigning a fix version to an
issue is a common practice of release planning in open source settings.

2. When was an issue assigned to a fix version?
This question seeks to understand the common time when people start plan-
ning for the version in which an issue is resolved.

3. How frequently was the fix version of an issue changed?
Issues can be initially assigned to a version, and later reassigned to another
version. We would like to know the frequency of such changes throughout the
lifecyle of issues.

4. Who assigned the fix version?
With this question, we want to investigate who usually takes the role of release
planning.

5. How many fix versions were assigned to an issue?
An issue can be assigned to zero or more fix versions. This question seeks to
find out the common number of fix versions assigned to an issue.

The second contribution of this paper is a predictive model which recom-
mends whether an issue should be resolved for the next release. Our model
employs Random Forests [3], a machine learning ensemble method which is effec-
tive in many prediction tasks in software engineering [4,8]. Following the notions
of the next release problem, our model uses information associated with an issue
which reflect the effort/cost of resolving it, the degree of interests in having the
issue resolved, and the customer (i.e. the reporter) importance. Our prediction
model trained using Random Forest was able to achieve on average 72% preci-
sion, 70% recall, 71% F-measure, and 81% area under the ROC curve (AUC).

2 A Study of “Fix Version(s)”

2.1 Dataset

This section describes our study of the use of the “Fix Version(s)” field in five
large open source projects, namely Apache Hadoop Common, Apache Jackrab-
bit Content Repository, Apache Lucene - Core, JBoss Developer Studio, and
Mulesoft Mule. Issues from all of these projects are recorded in the JIRA issue
tracking system. We used the Representational State Transfer (REST) API1

provided by JIRA to query and collected the issue reports from those projects.
For each project, we collected all the closed issues which were recorded in its

issue tracking system until the time when this study was conducted. We then

1 https://docs.atlassian.com/jira/REST/latest/.

https://docs.atlassian.com/jira/REST/latest/
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Table 1. Dataset

Project # dates # collected issues # valid issues

Hadoop 2005-07-24 to 2016-03-17 10,863 6,841

Jackrabbit 2004-09-16 to 2015-10-22 3,860 2,790

JBoss 2007-03-16 to 2016-03-24 3,141 2,258

Lucene 2001-10-09 to 2016-03-14 7,110 4,826

Mule 2004-03-22 to 2016-03-14 8,924 5,685

Total 26,788 22,400

filtered out issues that were closed due to being marked as duplicate, invalid
or “wontfix”. For instance, we collected 10,863 closed issues in Hadoop from
2005-07-24 and 2016-03-17. After the filtering process, 6,841 issues remains in
our dataset. Table 1 summarizes the number of issues collected from the five
projects. In total our dataset consists of 22,400 issues from the five projects.

2.2 How Many Issues Were Assigned to a Fix Version?

We found that most of the valid issues across the five open source projects were
assigned with a fix version. In fact, 98% of the issues in Mule had a version
assigned to it. This number is 88% in Lucene, 90% in Jackrabbit, 92% in JBoss,
and 94% in Hadoop. Our findings suggest that assigning a fix version to issues
is a common practice of release planning in the open source projects that use
JIRA. The active use of the “Fix Version(s)” field within and across projects
indicate the validity of the fix versions for our study.

2.3 When Was an Issue Assigned to a Fix Version?

Fix version(s) can be assigned to an issue at different stages in the issue’s life.
While an issue is still open, the fix version assigned to the issue indicates a target,
i.e. the team aims to resolve the issue when that version is released. On the other
hand, when an issue is resolved or closed, the “Fix Version/s” field conveys the
version(s) that the issue was resolved in. For example, issue HADOOP-38162 in
project Apache Hadoop was initially assigned to version 0.18.0 when the issue
was created. However, at the time the issue was closed, it was associated with
version 0.19.0, indicating that it was actually resolved and shipped with version
0.19.0 (instead with version 0.18.0).

We processed the change logs of all the issues in our dataset to identify when
issues were first assigned to a fix version. We observed different patterns in the
projects from our findings (see Fig. 2). In Lucene and JBoss, a large number of
issues (47% and 57%) was assigned to a fix version at the time when the issues
were created. On the other hand, the majority of issues in Jackrabbit (40%) and

2 https://issues.apache.org/jira/browse/HADOOP-3816.

https://issues.apache.org/jira/browse/HADOOP-3816
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Mule (47%) did not have a fix version assigned when they were created, but
within the five days after that. Across the five projects, there is a small portion
of issues which were first assigned a fix version between 6 to 10 days after their
creation. 32% of the issues in Hadoop were not assigned to a fix version 10 days
after creation.

2.4 How Frequently Was the Fix Version of an Issue Changed?

An issue can be initially assigned to a fix version, and then at a later stage
reassigned to another version. Again, by processing the change log of each issue,
we counted the number of times the fix version of the issue were changed. Table 2
shows the distribution of the number of changes to the fix version of all issues
in the five projects. The result shows that the majority of the issues have been
assigned at least one fix version.

Changes which are done to the fix version field may be due to the changes in
release planning [6]. Other factors may include mistakes done by an individual
and issue not being able to be resolved by a designated deadline. Figure 3 shows
an example of mistakes done by an individual in the assignment of fix version
to the issue JCR-3665 of the Apache Jackrabbit project. The issue was initially

Fig. 2. The distribution of the time (with respect to the creation time) when an issue
was first assigned with a fix version
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Table 2. The distribution of the number of times the fix version of an issue was changed

Project min median mean max std

Hadoop 1 1 1.4 11 0.83

Jackrabbit 1 1 1.5 8 0.77

JBoss 1 1 1.9 14 1.49

Lucene 1 1 1.4 15 0.84

Mule 1 1 1.7 11 1.10

assigned to fix version 2.7.1 and was changed to fix version 2.7.2. Upon realizing
that the issue was indeed part of fix version 2.7.1, changes was made again to
reassign fix version 2.7.2 back to its initial target, i.e. fix version 2.7.1.

2.5 Who Assigned the Fix Version?

Each issue may involve a number of participants such as the person who cre-
ated the issue (i.e. the reporter), the developer who was assigned to resolve the

Fig. 3. Screenshot showing a mistake done by an individual on the fix version of an
issue
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issue (i.e. the assignee), or other people in the team. Those stakeholders may
also participate in planning which version an issue should be resolved in. Our
study has found that in Jackrabbit, Lucene, and Mule the issue reporter play a
dominant role in release planning for the issues they reported. For example, 63%
of the updates made to the “Fix Version(s)” field of all the collected issues in
Lucene were done by the reporters. In some other projects (Hadoop and JBoss),
the other team members have done this task most often. In all the five projects,
the assignees rarely updated the “Fix Version(s)” field (Table 3).

Table 3. The distribution of who assigned fix versions to issues

Project Reporter Assignee Someone else

Hadoop 34% 8% 58%

Jackrabbit 42% 19% 39%

JBoss 40% 18% 42%

Lucene 63% 17% 20%

Mule 41% 26% 33%

2.6 How Many Fix Versions Were Assigned to an Issue?

An issue can be assigned to zero or more versions, indicating that the team aims
to multiple targets. In most of the five projects, we found that the majority of
the issues (71% in Jackrabbit, 87% in JBoss and Hadoop, 73% in Mule) were
assigned to only one fix version. On the other hand, in Lucene issues assigned
with more than one versions are the majority, constituting 51%.

Fig. 4. Screenshot showing multiple fix versions assigned to an issue

In cases where issues were assigned to multiple fix versions, we have found
that the team was concurrently maintaining multiple branches of a product
(product variations). When a new feature was implemented or a bug was fixed,
they sometimes wanted it to be released with a newer version of those product
variations. For example, issue JCR-3949 in Apache Jackrabbit was a bug which
affected five existing versions 2.4.5, 2.6.5, 2.10.1, 2.8.1, and 2.11.3 (see Fig. 4).
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The Jackrabbit team planned to fix this bug and released the fix in the next
versions of those previous releases, e.g. release 2.4.6 is the next version of release
2.4.5. Note that these versions can be either external or internal releases.

3 Next Release Recommendation

The second part of our work is to build a machinery which recommends whether
an issue should be resolved for the next release. This machinery is built as a
predictive model which is trained using historical releases and issues. We used
the same dataset from the above study (Sect. 2.1) for both training and testing.
The predictive model is built as a classification which determines if an issue is
resolved for the next version (the true class) or not (the false class). We employed
Random Forests (RF), a randomized ensemble of decision trees. Random Forests
[3] is a significant improvements of the decision tree approach by generating many
classification and regression trees, each of which is built on a random resampling
of the data, with random subset of variables at each node split. Tree predictions
are then aggregated through voting. We trained 100 classification trees using the
randomeforest-matlab3 package for Matlab.

For the training and testing of our predictive model, we need to label each
issue (true or false) in our dataset (i.e. ground truths). We do so by obtaining
the fix version(s) assigned to each issue, and check if at least of these versions
was the next release (with respect to the time when it was assigned with the
issue), then we label the outcome of this issue as true (and false otherwise). To
determine if a version V was the next release or not, we obtained the time when
it was assigned to the issue, and get the released version U that was after and
closest to the point in time. If V and U are the same version, then V was in fact
the next release.

Our predictive model has a number of predictors which are features we
extracted from an issue. These features are relevant in the reasoning about the
selection of an issue for the next release. These features are also generic. This
means that we will be able to extract the same set of features from data in different
software projects. These software projects can be using JIRA as their issue track-
ing system or any other existing issue tracking systems. We divide those features
into three group: one reflecting the effort/cost of resolving an issue, one reflecting
the degree of interests in having an issue resolved, and one reflect the customer
(in this case the reporter) importance. These are generally the factors considered
in the next release problem [2,13] (Table 4).

The first group includes the issue type and two textual features derived from
the title and description of an issue. Each issue is assigned a type (e.g. Task, Bug,
New feature, Improvement, and Documentation) which indicates the nature of
the task associated with resolving the issue (e.g. fixing a bug or implementing
a new feature). Implementing a new feature might require more effort than fix-
ing bug. For example, in project Moodle “New Feature” issues were on average
assigned to 26 story points, while “Bug” issues were assigned to 11 story points.
3 https://code.google.com/archive/p/randomforest-matlab/.

https://code.google.com/archive/p/randomforest-matlab/
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Table 4. Features of an issue

Feature Description

Type Issue type

Priority Issue priority

Votes The number of votes for an issue

Watchers The number of people who are watching an issue

No. of comments The number of comments

Issue links The number of dependencies of an issues (including
blocking)

Readability and word length Readability and the length of title + description

Reporter reputation Reflect the reporter importance

Remaining time The time between the prediction time and the next
release date (i.e. how many dates left)

We also extract the length and the readability index of the title and the descrip-
tion of an issue. Previous studies (e.g. [7]) have shown that issue reports that are
easier to read are fixed faster. The length is measured in terms of the number of
words in the title and description, while we used Gunning Fox [10] to measure
the readability index.

The second group of features concern the degree of interests drawn by an
issue. First, the issue’s priority presents the order in which an issue should
be attended with respect to other issues. Issues with a higher priority may be
scheduled to be resolved first, and thus assigned with sooner releases. JIRA
allows stakeholders to vote for a particular issue, which is a form of expressing
their preference for that issue to be resolved or completed. JIRA also allows to
watch an issue, subscribing for notifications of any updates relating to that issue.
Thus, the number of votes and watchers of each issue are extracted. Furthermore,
highly interested issues tend to attract more activities such as comments. Thus,
we also extract the number of comments posted to an issue. We note that all of
these numbers were extracted up to the point where a prediction is made. For
example, although the final number of comments posted on an issue is 10, there
were only 4 comments made at Day 3 since the issue was created. If we want to
make a prediction at Day 3, then we use 4 as the input (rather than 10). This
is to avoid the leaking phenomenon in which “future” information was used to
build a prediction model.

In the next release problem, the customer’s importance to the company is
an essential factor in prioritizing requirements from different customers. In the
open source context, we model this as the reputation of the person who reported
an issue. Previous studies have used the reporter reputation to predict whether
a new bug report will receive immediate attention or not [7], or found that bugs
reported by low reputation people are less likely to be reopened [14], or used
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issue reporter’s reputation to predict the delay in resolving an issue [4]. For our
model, we use Hooimeijer’s submitter reputation [7] as follows:

reputation(D) =
|opened(D) ∩ fixed(D)|

|opened(D)| + 1

The reputation of a reporter D is measured as the ratio of the number of
issues that D has reported and resolved to the number of issues that D has
reported plus one.

Finally, there are interdependencies between issues, which is an important
factor that needs to consider in selecting issues for the next release. For example,
in order to implement a new functionality requested in an issue, one requires the
existence of another functionality requested in another issue, then both issues
need to be in the same release or the latter should be put in the earlier releases
than the former. To reflect this nature, we extract the number of links (e.g.
blocking, related to, etc.) an issue has with other issues. Our future work would
investigate to leverage the actual nature of the links (as done with using the
networked classification in previous work [5]).

4 Evaluation

4.1 Experimental Setting

The predictions of the next release have been made at three different prediction
times, day 0, day 6, and day 11 from the issue’s creation date, e.g. predictions
for an issue created on January, 1 2015 will be done at January, 1, 6, and 11
2015. We treated the predicting of the next release as binary classification i.e.
the true class means an issue that has been resolved for the next release, the
false class, in contrast, is an issue that has not been resolved for the next release.
Table 5 shows the number of issues in each class (True and False) across three
prediction times. We noted that the label of an issues (i.e. true and false) can be
changed corresponding to prediction times. For example, issue HADOOP-11301
in the Hadoop project was created on November, 12 2014. This issue falls into
the False class in the day 0 and 6 prediction. In the day 11 prediction, this issue
turns into the True class because it has been assigned to the release version
2.7.0 which the release date is on April, 04 2015. Note that the extraction of the
features is also associated to the prediction times.

We used 10-fold cross validation which an issue ith in every ten issues is
included in fold ith. We acknowledged that the number of issues in both classes
are imbalance (class imbalanced). There are only 20%–38% of issues fall into the
true class. To avoid a bias of classifiers to predict the majority class, we do so by
randomly selecting negative samples (i.e. the false class) as the same number of
issues in the true class in each prediction. For example, in the Hadoop project,
there are 1,336 true-issues at day 0 prediction. We randomly selected 1,336 false-
issues for our experiments. We employed Random Forests to train our classifiers
to predict whether an issue is resolved for the next release. We obtained 100
binary classification trees using the Random Forests for Matlab (see footnote 3).
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4.2 Performance Measures

The false samples are not of interest in predicting next release. Reporting the
average of precision/recall across classes is likely to overestimate the true per-
formance. The evaluation focus on the performance of predicting the true class.
The confusion matrix is then used to store the correct and incorrect predictions
made by a classifier. For example, if an issue is classified as true when it is true,
the classification is a true positive (tp). If the issue is classified as true when
actually it is false, then the classification is a false positive (fp). If the issue is
classified as false when it is in fact true, then the classification is a false negative
(fn). Finally, if the issue is classified as false and it is in fact false, then the
classification is true negative (tn). The values stored in the confusion matrix are
used to compute Precision, Recall, and F-measure to evaluate the performance
of the predictive models:

– Precision: The ratio of correctly predicted true issue over all the issues pre-
dicted as true issue. It is calculated as:

Prec =
tp

tp + fp

– Recall: The ratio of correctly predicted true issue over all of the actually true
issue. It is calculated as:

Re =
tp

tp + fn

– F-measure: Measures the weighted harmonic mean of the precision and recall.
It is calculated as:

F − measure =
2 ∗ Prec ∗ Re

Prec + Re

– Area Under the ROC Curve (AUC) is used to evaluate the degree of discrim-
ination achieved by the model. The value of AUC is ranged from 0 to 1 and
random prediction has AUC of 0.5. The advantage of AUC is that it is insensi-
tive to decision threshold like precision and recall. The higher AUC indicates
a better predictor.

4.3 Results

Table 6 shows the predictive performance in terms of precision, recall, F-measure,
and Area under ROC curve (AUC) across the three different prediction times.
The prediction at day 0 and day 6 achieved the highest F-measure – it achieves
0.72 F-measure averaging across all projects. In the Hadoop project, Random
forests achieves the highest precision and F-measure – it achieves 0.78 precision
and 0.77 F-measure (averaging across the three prediction times), while the
highest recall of 0.76 is achieved in the Lucene and Mule projects. Note that
all projects and all prediction times achieve AUC greater than 0.5. From the
results made at 3 different prediction times, we conclude that predictions made
at a later date does not improve the overall performance of the classifier. This
in return tells us that predictions on whether an issue is to be resolved for the
next release can be done upon the creation of the issue (day 0).
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Table 5. Experimental settings

Project Day 0 Day 6 Day 11 #issues

True False True False True False

Hadoop 1,336 5,097 1,354 5,079 1,370 5,063 6,433

Jackrabbit 875 1,635 983 1,527 979 1,531 2,510

JBoss 691 1,397 735 1,353 733 1,355 2,088

Lucene 1,640 2,600 1,793 2,447 1,826 2,414 4,240

Mule 2,084 3,463 2,067 3,480 2,054 3,493 5,547

Table 6. Experimental results

Project Day 0 Day 6 Day 11 Project Day 0 Day 6 Day 11

Hadoop Prec 0.74 0.81 0.79 Jackrabbit Prec 0.70 0.67 0.67

Re 0.69 0.78 0.79 Re 0.69 0.67 0.67

F 0.71 0.80 0.79 F 0.69 0.67 0.67

AUC 0.81 0.89 0.87 AUC 0.79 0.75 0.74

JBoss Prec 0.69 0.68 0.69 Lucene Prec 0.77 0.75 0.72

Re 0.61 0.59 0.54 Re 0.79 0.75 0.72

F 0.65 0.63 0.61 F 0.78 0.75 0.72

AUC 0.81 0.79 0.78 AUC 0.87 0.84 0.81

Mule Prec 0.73 0.72 0.72

Re 0.76 0.76 0.75

F 0.75 0.74 0.73

AUC 0.83 0.82 0.82

5 Related Work

Since the next release problem (NRP) was formally introduced by Bagnall et al.
[2], there has been a range of interests on addressing this problem. Bagnall
et al. considers it as a constraint optimization problem. Each requirement is
associated with a customer’s value and a certain cost of implementing it. There
are also interdependencies between requirements such as one requirement being
a prerequisite of another. Hence, the requirements are selected such that the
customer values are maximized under the constraint that the cost is kept under
a given threshold. A number of search-based techniques (e.g. using backbone
multi-level search as in [12] have been proposed to tackle this problem. Zhang
et al. [13] later approached the NRP as a multi-objective optimization problem
in which two (conflicting) objectives are considered: maximizing the customer
values and minimizing the cost. The solutions are then presented as a Pareto-
optimal front. Evolutionary techniques (e.g. genetic algorithms) are the common
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approach that have been used. In contrast with existing work, our approach
to the NRP leverage data mining (i.e. mining historical releases and machine
learning (i.e. building a predictive model for selecting issues to be resolved for
the next release).

The approach proposed here is relevant to the field of release engineering.
Release engineering as defined by Adams and McIntosh [1] is the process which
involves bringing individual code contributions from a developer’s workplace to
the end user in the form of software releases. Release engineering can be fur-
ther broken down into six different phases, code change integration, continuous
integration, build system specifications, infrastructure-as-code, deployment and
release. Throughout the lifecycle of a project, different tasks are to be performed
by release engineers, i.e. personnel involved in the development, maintenance and
the organization’s release infrastructure [1]. Our approach utilizes the historical
information available from issue repositories of open sourced projects. This is to
provide insights to release engineers in determining if an issue is to be resolved
by the next release.

6 Conclusions and Future Work

In this paper, we have presented the results from an empirical study on the use
of the “fix version” field for release planning in five large open source projects.
In these projects, our findings suggest that assigning fix version to issues is a
common practice in those projects (and possibly those using the JIRA tracking
system). Our study also found that most of the issues were assigned a fix version
at the time they were created and most of them changed only once. We also
found that reporters played a dominant role in release planning.

The NRP is a special case of the release planning problem [11] which deals
with decisions related to selecting and assigning features to a sequence of con-
secutive releases. Our approach can be extended to address the release plan-
ning problem by doing multi-class classification (instead of binary classification)
where each class represents a version. One of our future work involves inves-
tigating this approach. We will also look into using different machine learning
algorithms (e.g. SVM, Logistic Regression) to build a classifier and identify the
best performing algorithm.
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Abstract. Trust and privacy in social participatory sensing systems
have always been challenging issues. Trust and privacy are somehow
interconnected and interdependent concepts, and solutions that take into
account both of these two parameters simultaneously will result in bet-
ter people evaluation in the context of social participatory networks. In
this paper, we propose a trust and privacy aware framework for recruit-
ing workers in social participatory networks which controls and adjusts
the privacy and trustworthiness of workers accordingly. The proposed
method employs the reputation scores gained by a worker to adjust the
privacy settings from which the worker can benefit. This interdependency
helps requesters find more suitable workers. The simulation results show
the promising behavior of the proposed framework.

1 Introduction

Social participatory networks, as a means for enlisting human in online tasks,
have grown in popularity in past few years. Ushahidi (http://ushahidi.com) is
an example of such networks, which recruits people as workers, to participate in
online tasks or report events and incidents through multiple channels, including
SMS, email, Twitter, and the World Wide Web. Social participatory networks
enable individuals and organizations, as service requesters, to leverage an abun-
dant workforce to accomplish tasks such as describing a photo, proofreading a
text, etc.

The success of a typical social participatory network depends on overcoming
several challenges. The first challenge is recruiting sufficient number of well-
suited workers, i.e., those who satisfy the task’s requirements. An indicator for
this suitability is worker’s performance in a past series of similar tasks. With-
out assurance about the suitability of workers, verifying the validity of received
contributions may be difficult.

The second challenge is evaluating the trustworthiness of contributions in an
effort to weed out low fidelity/quality data. The open nature of social networks
c© Springer International Publishing AG, part of Springer Nature 2018
A. Beheshti et al. (Eds.): ASSRI 2015/2017, LNBIP 234, pp. 178–190, 2018.
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which allows everyone to contribute, while valuable for motivating workers, facil-
itates erroneous and untrusted data preparation. For instance, following the dev-
astation incurred due to Hurricane Sandy in the US in October 2012, social media
was flooded with misinformation and fake photos (see http://news.yahoo.com/
10-fake-photos-hurricane-sandy-075500934.html). While some of these were easy
to identify as fake data, several others were initially thought to be true. This
clearly highlights the need for a trust system which is responsible for perform-
ing necessary validations both from the perspective of data trustworthiness and
also the reliability of data contributors. The third challenge is providing a secure
and privacy-aware environment to contribute data. Social participatory networks
have always been subject to misbehaviour and malicious activities due to the
inherent openness. Workers may be dishonest, have insufficient skills and exper-
tise or biased interests. A common approach to detect such activities is consid-
ering the reputation score as evaluation criteria. Reputation score is a metric
reflecting the overall quality of a worker from the community’s point of view [1],
and is computed based on the information such as the history of the worker’s
past behaviour. Access to more information about a worker will inherently result
in a more accurate estimation of his reputation. On the other hand, availability
of such information depends on the worker’s privacy settings. Although several
reputation systems are proposed, the correlation between reputation and privacy
has not been efficiently investigated in literature.

In order to address the above-mentioned challenges, we propose a framework
that takes into account the reputation score and quality metrics of workers while
taking care of their privacy. This framework proposes to re-adjust privacy set-
tings of workers, when they lose or gain reputation. This framework consists of
several components. The first component is the Recruitment Module, which is
responsible for addressing the challenge of recruiting sufficient well-suited work-
ers. This module leverages friendship relations to identify suitable candidates
among friends and Friends of Friends (FoFs) and recruit them via the most
credible routes. The second component is the Trust Module, which is respon-
sible for addressing the challenge of assessing contribution trustworthiness. For
each received contribution, the trust module separately evaluates the quality of
contribution and the trustworthiness of the worker, and combines them to arrive
at a trustworthiness score for the contribution. To allow for better selection of
well-suited workers, the Reputation Module calculates a reputation score for
each worker by using the Google PageRank [2] algorithm. Finally, the Privacy
Module is responsible for preparing a privacy aware environment to cooperate.
In fact, the privacy module creates a correlation between reputation and pri-
vacy by enabling the system to adjust the workers’ privacy settings according to
their reputation scores. This enables the requester to observe more information
about the worker, to better judge the worker’s abilities and skills. Note that the
privacy adjustment is only performed for those who have accepted to contribute
to a task. It is done on a specific set of quality-related information and is based
on the worker’s permission granted to the system at the time of registration.

http://news.yahoo.com/10-fake-photos-hurricane-sandy-075500934.html
http://news.yahoo.com/10-fake-photos-hurricane-sandy-075500934.html
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Fig. 1. Framework architecture

2 The Proposed Framework

2.1 Overview

We represent a typical social participatory network as a graph with a set of
nodes representing social network members and a set of edges representing rela-
tionships between them. Each member has a profile that contains his attributes
and information. Some attributes represent the member’s personal information
such as name and address. Others include the settings and outcome of member’s
social behavior. Examples are the member’s reputation score, the history of his
previous transactions, the pairwise trust scores and the privacy settings that the
member adjusts for his sensitive information to identify its accessibility level.

As mentioned above, for a subset of profile information, the system is able
to re-adjust the privacy settings according to the alteration of member’s repu-
tation score. We refer to this subset as reputation-aware attributes. Location is
an example of reputation-aware attribute. The privacy settings for a person’s
location attribute can be adjusted in a way that provides access ranging from a
fine-grained level such as precise location (latitude, longitude) to a coarse-grained
description such as city or state.

2.2 Architecture

Figure 1 illustrates the overall architecture of our proposed framework. The social
network serves as the underlying publish-subscribe infrastructure for worker
recruitment. We assume that all the information about the social network struc-
ture and its members (i.e., their profile information and social relations) are kept
in a database. The database is responsible for sharing the information amongst
all framework components. Whenever a requester advertises a task (including
the specification of the task’s main requirements such as required expertise or
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location), a set of workers may apply to contribute. Requester can utilize the
recruitment module to select suitable workers. Provided contributions are then
evaluated by the trust module and a trust rating is assigned to each contribution.
Based on it, the pairwise trust rank between the requester and worker and the
worker’s reputation score are calculated in reputation module. The privacy mod-
ule then updates the worker’s privacy settings accordingly. More details about
the functionality of individual modules are provided in the following.

2.3 The Recruitment Module

The recruitment module consists of three components: The worker selection com-
ponent crawls the social graph up to L levels (friends and FoFs) to determine
eligible workers who can fulfill the task’s requirements. Next, route selection
component traverses the social graph to find the best route from requester to
each of eligible workers. The best route will be the route with highest trustwor-
thiness and highest privacy preservation. To do so, a credibility score, which is
the combination of the trust score and privacy score of the route, is calculated.
In case of multiple routes, the route with the highest credibility is chosen. Those
eligible workers for whom, the credibility of the route is greater than a prede-
fined threshold are considered as selected workers. Periodically (where a period
typically spans a certain number of tasks), the suggestion component provides
each requester with a list of well-behaved workers for further recruitment. More
details about the recruitment module can be found in [3].

2.4 The Trust Module

The trust module is responsible for maintaining and evaluating a comprehensive
trust rating for each contribution. There are two aspects that need to be con-
sidered: (1) Quality of Contribution (QoC) and (2) Trustworthiness of Worker
(ToW). As mentioned before, the database contains the required information
about workers. When a contribution is received by the trust module, the effective
parameters that contribute to these aspects are evaluated and then combined
to arrive at a single quantitative value for each. In order to quantify QoC, a
group of parameters must be evaluated such as: relevance to the campaign, ful-
filment of task requirements, etc. To quantify ToW, a set of personal and social
parameters should be evaluated. Personal parameters are the worker’s exper-
tise, his timely behavior, and his locality. Social parameters are the friendship
duration between the requester and the worker, and the timegap between their
consecutive interactions. These parameters are combined to arrive at a single
value for ToW. The two measures QoC and ToW then serve as inputs for the
fuzzy inference system, which computes the final objective Trustworthiness of
Contribution (ToC). More details on the calculation of ToC can be found in [4].

2.5 The Reputation Module

As mentioned above, the trust module assigns an objective trust rating (denoted
by ToC) to each contribution. In addition to the system’s objective assessment,
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the requester subjectively evaluates the trustworthiness of contributions. The
result of this subjective evaluation is denoted by RE (Requester Evaluation).
We assume that RE has a value in the range of (ToC − μ, ToC + μ), where
μ = 1 − ρr and ρr is the requester’s reputation score. RE has a value in the
range of [0, 1]. The reputation module leverages ToC, RE and ρr to update the
pairwise trust ranks between the requester and worker, using Eq. 1.

τrw =
{

τrw + |ToC + ρr × RE| : ToC > θ1
τrw + |ToC − ρr × RE| : ToC < θ2

(1)

where τrw is the pairwise trust between the requester r and the worker w, and
constants θ1 and θ2 are application specific thresholds. In experimentations, we
consider θ1 = 0.7 and θ2 = 0.35.

Once a reasonable number of contributions are received, the reputation mod-
ule calculates the reputation scores of workers. We follow the Google PageRank
model for calculating the reputation scores in which, the pairwise trust ranks
between requesters and workers are leveraged. More details on the calculation
of pairwise trusts and reputation scores can be found in [5].

2.6 The Privacy Module

Privacy preservation is a serious concern in social participatory networks and
several solutions have been proposed aiming at providing the maximum possible
privacy for the workers [6]. Although privacy preservation is crucial to the success
of a social network, sometimes workers misuse these privacy preservation options
to gain unfair benefits. They may provide low quality or fake contributions, and
at the same time, utilize the system’s privacy settings to avoid being uniquely
identified. By unique identification, we mean the disclosure of the real-world
identity of a person, i.e. his real name; real address, telephone number, etc.
This is different from the disclosure of the identity of members in most social
networks. Although the majority of profiles in social networks are created with
the name of people, there is no proof of identification to assure that the person
behind that profile is exactly the person he claimed to be. So, it is reasonable
to claim that the real-world identity of members is hidden in almost all social
networks.

In the following, we provide an example of such privacy setting abuse. Ama-
zon online market (www.amazon.com) hides the sensitive information such as
the real identity and location of the people who write reviews on products, due
to privacy reasons. Note that information such as real name, address, phone
number, e-mail address and a valid credit card must be provided by the mem-
bers at the time of registration. According to an article in The New York Times
in February 2004 [7], a glitch in the Canadian Amazon web site revealed the
real identity of a number of reviewers. The revealed information showed that a
notable portion of reviews on books were written by their own authors, publish-
ers or competitors. In fact, they misused the identity shield option of Amazon
to impersonate another person. These fake reviews may easily mislead buyers

http://www.amazon.com
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into purchasing these products. This is an obvious example of hiding behind the
system’s privacy settings.

In almost all online social networks, the privacy settings are either fixed
or under the complete control of users, and there is no correlation between a
member’s behavior, reflected in his reputation score, and the visibility of his
information. The lack of such interdependency leads to the problems such as
the example outlined above. In particular, problem arises because the sensitive
information of the reviewer is kept private by the system and any changes in his
reputation score does not lead to the disclosure of his private information. To
the best of our knowledge, none of the existing work in the area of reputation
management in research prototypes and social networking sites considers such
correlation.

One possible solution to such an issue is to adopt a mechanism in which, the
worker’s privacy settings can be dynamically adjusted by the system based on his
reputation score. Note that these changes only affect reputation-aware attributes
and the disclosure of which does not compromise the worker’s privacy. This will
deter workers from misbehaving as it can lead to adversely affect their reputation
and consequently, threaten their privacy. For this to work, workers must grant
the privacy adjustment permission to the system at the time of registration for
contributing in a task.

2.7 Reputation and Privacy Correlation

The main idea behind the functionality of privacy module is to adjust reputation
score and privacy settings of the workers interdependently. To do so, we adjust
the worker’s privacy settings based on his current reputation score. Such an
adjustment may result in hiding or disclosing more sensitive information about
the worker. In order to adjust privacy settings and reputation scores, we propose
an algorithm that leverages the above mentioned modules, as follows:

1. For each requester-worker pair, calculate the pairwise trusts
(
τrw

)
.

2. For each worker w, calculate the reputation score (ρw).
3. For each requester-worker pair, adjust the privacy settings

(
Qwr

)
(details in

the following).
4. Re-calculate

(
τrw

)
.

5. End.

The first two steps are performed by the trust and reputation modules. In the
following, we will explain the third step with more details.

2.8 Privacy Settings Update

Once reputation scores are calculated, the pairwise privacy settings between the
requester and workers are updated accordingly. The adjustment of pairwise pri-
vacy settings between the requester r and the worker w is based on the worker’s
reputation score (ρw). In particular, although the worker is able to pre-set the
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privacy settings of his reputation-aware information at his desired level, the
ability to retain these settings on the intended level depends directly on the
worker’s reputation score. In other words, a reputable worker will have the pri-
vacy settings closer to his desired level in comparison with a worker with lower
reputation. The adjustment of privacy settings is done based on the following
rule: If the reputation score of the worker (ρw) is decreased, we re-adjust the
privacy settings of his reputation-aware information to lower levels. On the con-
trary, if he gains reputation, we re-adjust the privacy settings to higher levels
up to the worker’s desired levels.

Assume that Qwr is the set of current privacy scores of worker w for
reputation-aware information, as observed by the requester r. Privacy scores
represent the numerical values of their corresponding privacy settings. Similarly,
assume that Uwr denotes w’s desired privacy scores, as observed by r. We first
compute the amount of change in the worker’s reputation score as follows:

δw =
ρj+1
w − ρjw

ρjw
(2)

In Eq. 2, ρjw and ρj+1
w are the worker’s reputation scores calculated in two

consecutive iterations. Assume that newQ = (1+ δw)×Qwr. Then, the updated
privacy scores are calculated as:

Qrw =
{

newQ : newQ < Uwr

Uwr : otherwise (3)

As reflected in Eq. 3, when newQ exceeds the user-defined privacy scores of
the worker, his privacy preferences are selected to prevent enforcing restrictions
higher than worker’s desired privacy scores.

3 Experimentation and Evaluation

To undertake the preliminary evaluations outlined herein, we chose to conduct
simulations. We developed a custom Java simulator for this purpose. The data
set that we use for our experiment is the real web of trust of Advogato.org [8],
which is a web-based community of software developers in which, site members
rate each other in terms of their trustworthiness. The result of these ratings is a
rich web of trust, which comprises of 14,019 users and 47, 347 trust ratings.

Whenever a task is launched, one of the Advogato users is selected to be the
requester. The worker selection component traverses the Advogato graph begin-
ning from the requester until level L (L = 3) to find suitable workers. Next, the
route selection component finds the best routes. Tasks are then exchanged and
trust server calculates ToC for each receiving contribution. Pairwise trust scores
along the routes are then updated based on the ToC achieved. The worker’s
reputation score and his privacy settings are then updated accordingly. We run
the simulation for 30 and 60 rounds, each round consisting of launching 30 tasks.

As mentioned before, the privacy adjustment is done for reputation-aware
attributes. For simplicity, we assume that the reputation aware attributes consist

http://www.advogato.org
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of two attributes: workers’ locality and the history of his previous contributions.
Then, for each attribute, we set the accessibility level based on its privacy score.
As for history of contribution, if the privacy score is 1, the accessibility will be
zero, meaning that nothing from the history of worker’s previous contributions
is accessible to the requester. If the score is 0.8, then the requester has access to
the history of the previous 6 months, and so on. Similar settings have been done
for the locality, ranging from access to the exact location to coarser dimensions.
Moreover, for each worker, we randomly assign a value between 0.6 and 0.8 to
his desired privacy score

(
Uwr

)
.

In order to observe the performance of the system in the presence of noise,
we artificially create situations in which, the quality of produced contributions
for a set of workers reduces for a period of time. Our goal is to observe whether
the system is able to rapidly detect such behavioural change and demonstrate
a reasonable reaction accordingly. The duration of behavioural change has been
set to be between the 10th and 20th rounds. During this transition period, the
QoC of the 2000 workers has been artificially reduced to an amount less than
0.2. We investigate the number of workers during the simulation. We expect to
see that the proposed framework is able to rapidly eliminate these workers from
the set of eligible workers.

In order to evaluate the performance of our proposed architecture, we
assumed four different settings, based on the different methods leveraged in
framework modules. Specifically, we compare the following:

– AVG-NP: Averaging is used to combine ToW and QoC, resulting in the ToC,
and the privacy settings are not updated.

– FUZZY-NP: The same as AVG-NP except that ToC is calculated through
leveraging fuzzy inference engine to combine ToW and QoC.

– FUZZY-P: The same as FUZZY-NP except that the privacy settings are also
updated.

As mentioned before, a ToC rating is calculated for each contribution in the
trust module, and those with ToC lower than a predefined threshold (which is
set to 0.5) are revoked from further calculations. We consider the overall trust
as the evaluation metric. The overall trust of a campaign is defined as overall∑n

i:1 ToCi

n in which, n is the number of non-revoked contributions. Greater overall
trust demonstrates better ability to achieve highly trustable contributions and
revoke untrusted ones. Overall trust has a value in the range of [0, 1].

As explained before, the worker selection component determines a set of eli-
gible workers. A subset of eligible workers, known as selected workers, consists
of those for whom, the credibility score of the route is greater than a predefined
credibility threshold (set to 0.6). Relevant to this selection process, we define the
notion of participation score as the ratio of selected workers to eligible workers.
Greater value of participation score demonstrates that the recruitment strategy
is better able to recruit more suitable workers using optimum routes. Participa-
tion score has a value in the range of [0, 1].

Figure 2 demonstrates the evolution of average overall trusts for all methods.
As this figure shows, the third method is able to achieve higher overall trust than
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the other methods. This clearly shows that ToC calculation via fuzzy inference
engine and updating the privacy settings result in recruiting highly qualified
workers and thus, obtaining trustworthy contributions.
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Figure 3 depicts the evolution of participation score for the second and third
methods which, as mentioned above, differ in not updating/updating the privacy
settings. As this figure shows, updating the privacy settings results in recruiting
more suitable workers. Worker selection process in both methods is limited to L
levels (L = 3). But since the third method takes worker’s privacy into account,
it results in the selection of a vast range of suitable workers. This improvement
is better understood when combined with the results in Fig. 2. In other words,
updating the privacy scores results in recruiting greater number of workers and
at the same time, achieving highly trustable contributions.

Figure 4 depicts the evolution of number of workers in the presence of noise.
As this figure shows, the number of workers encounters a decrease in the transi-
tion period (i.e., between the 10th and 20th rounds). However, the third method
is able to eliminate those workers who produce low quality contributions sharply
and then retain back to an acceptable level. This is due to the correct adjustment
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of fuzzy rules and also the correct update on privacy settings which results in
fast detection and elimination of malicious workers.

4 Related Work

Social networks have attracted the attention of various research groups rang-
ing from application developers to data mining researchers and crowdsourcing
systems. In particular, social networks can serve as an underlying substrate for
recruiting social network members as workers to participate in crowdsourcing
tasks. Several pieces of research show that the huge amount of data generated
by crowd workers, contains facts, processes and events [30] that seriously need
to be analyzed [25–29]. But, beside all these challenges, the quality of the con-
tributions is one of the most important issues that needs to be investigated.

In order to obtain quality outcome from social network members, a number
of trust related approaches have been presented which aim at evaluating the
quality and trustworthiness of contributions [9–12]. Authors in [11] presented an
extensive overview of existing trust systems that can be used to derive measures
of trust and reputation for Internet transactions. Also in [1], a survey on quality
control approaches has been presented which describes and classifies the state-
of-the-art according to the quality dimensions and factors both in task design
time and run time. In [13], the problem of extracting useful knowledge form
social network datasets is explored where privacy concerns restrict the accurate
analysis of these networks. It also proposed three trust score computation algo-
rithms, based on the k-anonymity and generalization models. In [14] provide a
survey on trust evaluation in E-Commerce. Amintoosi and her colleagues have
proposed a trust-based privacy-aware framework for selection of participants in
social participatory sensing systems [12]. Authors in [15] propose to address the
issue of modelling and quantification of trust, particularly in different contexts.

Privacy preservation is another challenge in the success of social participatory
networks. Due to the large amount of sensitive personal data in social networks,
various security and privacy challenges arise. In a study on more than 4,000
Facebook users, the members’ willingness to reveal large amounts of personal
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information have been quantified and observed that while personal data is gen-
erously provided, limiting privacy preferences are hardly used [16]. In fact, only
a small number of members change the default privacy preferences, which are
set to maximize the visibility of users’ proles. In a similar research conducted
on risk taking, trust and privacy concerns in Facebook and MySpace [17], it
has been suggested that social networking sites inform potential users that risk
taking and privacy concerns are potentially important concerns before individ-
uals sign-up and create profiles. In [18], it has been shown how one can exploit
a social network with mixed proles to predict the sensitive attributes of users.
Authors in [19] study role of factors such as personality of member, sensitivity of
information and the context in which information is revealed on the willingness
of people to reveal their private information. Moreover, Sicari and her colleagues
study trust and privacy challenges in Internet of Things [20]. In [21], researchers
study how the concepts of trust and privacy evolves, and how the users express
concerns about sharing their information in online social networks. Ye and col-
leagues investigate the impact of big data characteristics on the concept of trust
and privacy in big data era [22].

In order to evaluate the privacy settings in social participatory networks,
a framework to compute the privacy score of a social network user has been
proposed in [23], which has taken into account the privacy settings of users with
their profile items and developed mathematical models to estimate the sensitivity
and visibility of profile items.

In [24], authors examined the nature of the relationship between privacy,
trust and self-disclosure in online communities and indicated that privacy and
trust at a situational level interact such that high trust compensates for low
privacy, and vice versa.

The proposed methods so far, while some of them such as [23,24] study the
relationship between trust and privacy, none of them proposes how to change
them accordingly, or how to make users compensate for their misbehaviour or
change of their reputation scores, which is the main contribution of this paper.

5 Conclusion and Future Directions

In this paper we aim at addressing one of the trust and privacy issues in the con-
text of social participatory networks, particularly, the interdependency between
the workers’ reputation scores and their privacy settings. More precisely, when
a worker loses reputation, it will be fair to re-adjust her privacy settings and
reveal some of her non-critical information. This will not only deter low rep-
utation workers from misbehaviour, but it will protect requesters from being
harmed by letting them know more about low quality workers.

However, this interdependency and modification of privacy settings can raise
some challenges that need more investigations. The first challenge is to find opti-
mum initial values for privacy settings. Changing the workers’ privacy settings
directly impact the worker’s chance to be recruited. Thus, finding optimum pri-
vacy settings is challenging and depends on factors such as the type of the task,
the underlying social network, the worker’s personal preferences, etc.
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The second challenge may arise because of conflicts between the social net-
work privacy preservation system and updates in worker’s privacy settings. The
recruitment platform may decrease the worker’s privacy settings. This reduc-
tion, however may lead to the privacy leakage, if combined with other public
information available in worker’s profile.

Resolution of privacy attacks is another challenge. In this work, we have not
considered privacy attacks. However, social networks are subject to different types
of attacks such as collusion, Sybil attacks, etc., which need to be investigated.
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Abstract. Service-Oriented Architecture (SOA) governance is considered a key
success factor when using a service-oriented approach for aligning IT to business.
However, some organizations misinterpret the role of SOA inside the organization
and there is scarce empirical evidence about how SOA governance is applied in
practice. This research paper will study the position of SOA governance in rela‐
tion to Information Technology (IT) governance and Enterprise Architecture
(EA) governance inside the organization. Semi-structured interviews were
conducted with experts in the field. The findings illustrate how organizations
initially considered SOA governance as a separate entity; they recently started
seeing the relationships between SOA governance, IT governance, Enterprise
Architecture governance and corporate governance. In this paper, different views
and opinions are presented; nevertheless, they all lead to the conclusion that SOA
governance need to be considered at a higher level inside the organization and
organizations should not treat SOA governance as a separate entity from and IT
governance and EA governance.

Keywords: Corporate governance · IT governance · EA governance
SOA governance · Governance framework

1 Introduction

Service-Oriented Architecture (SOA) “is a strategy for constructing business-focused
software systems from loosely coupled, interoperable building blocks (called services)
that can be combined and re-used quickly, within and between enterprises, to meet
business needs” [1]. Most organizations face significant challenges implementing SOA
[2]. Governance is considered the key factor for successful SOA implementation [3],
however, it does not guarantee success [1].

In a business environment, IT governance and SOA governance are treated as sepa‐
rate entities. Even though most researchers agree that SOA governance is a subset of IT
governance, known IT governance frameworks such as ITIL and COBIT do not address
SOA specific challenges [2, 3]. Some researchers argue that IT governance and SOA
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governance have little in common. Others consider SOA governance as a subset of IT
governance; some others consider that SOA governance extends from IT governance to
corporate governance. Moreover, very few SOA and SOA governance research articles
address the connections with Enterprise Architecture (EA) and its governance. This
research paper will clarify the relationship of SOA governance to IT governance by
investigating the opinion of experts in the relevant field. Section 2 of this research paper
provides a background on IT governance and SOA governance as presented in the liter‐
ature before discussing and presenting the research problem. Section 3 addresses the
methodology used to address the research problem. The last two sections address the
findings and future work respectively.

2 Background of the Study

A literature review for relevant work in the field of SOA, SOA governance and IT
governance pertinent to this research study has been carried out. This section defines
important terms and keywords used and outlines the research problem.

2.1 Definitions

Governance is about bringing the right people to the table to have the right conversation
with the right process and best information available [4]. It helps to ensure that organ‐
izations build the right services, in the right way, at the right time [5]. Governance is
different from management and leadership.

Corporate governance is the system by which organizations are directed and
controlled. It consists of sub-governance like financial governance, human resource
governance, IT governance, risk governance, etc. Corporate governance means estab‐
lishing and enforcing how a group of people agrees to work together to achieve organ‐
izational objectives [6].

According to the IT Governance Institute, “IT governance is the responsibility of
executives and the board of directors, and consists of the leadership, organizational
structures and processes that ensure that the enterprise’s IT sustains and extends the
organization’s strategies and objectives” [7]. In their book ‘IT governance’, Weill and
Ross [8] define governance as “specifying the decision rights and accountability frame‐
work to encourage desirable behavior in the use of IT”, and they describe IT governance
as the “most important factor in generating business value from IT”. IT governance deals
with the structures, processes and relational mechanisms involved in IT decision
making, and highlights IT’s business supportive, or business driving [9].

Larrivee [10] defines SOA governance “as the guidelines by which we would use
SOA to produce the expected results of delivering information from back office appli‐
cations.” While Niemann [11] argues that SOA governance focuses on the smooth
adoption and successful operation of an SOA as the Enterprise Architecture (EA) in a
company and claims that the overall goals are SOA compliance and the guarantee of
reusability and standardization throughout the system. SOA governance is seen by [12,
13] as a continuous process that constantly ‘mediates’ between business requirements

194 G. Joukhadar and F. Rabhi



and the operational reality in an SOA system; its goal is to strengthen IT-Business
alignment.

2.2 Relationship Between Corporate Governance and IT Governance

Corporate governance issues can no longer be solved without considering IT due to the
business dependency on IT. Corporate governance should therefore drive and set IT
governance. At the same time, IT can influence strategic opportunities as outlined by
the enterprise and can provide critical input to strategic plans. That mean, IT governance
should be seen as a driver for corporate governance as it enables the enterprise to take
full advantage of its information if implemented properly. Therefore, IT governance and
corporate governance should not be considered as pure distinct disciplines, and IT
governance needs to be integrated into the overall governance structure of the enterprise.
More precisely, IT governance should be considered as corporate governance applied
to IT. IT is an integral part of the business and IT governance is an integral part of
corporate governance [14].

2.3 Relationship Between SOA Governance and IT Governance

SOA governance provides executives with the visibility and control necessary for IT
governance to be able to increase the business agility of their organizations, and it allows
them to interconnect brittle legacy IT infrastructure [15]. Some researchers see SOA
governance as a subset of IT Governance that only focuses on the lifecycle of services
and composite applications in an organization’s SOA [13, 16]. Others, argue that in SOA
world, successful governance can help accelerate SOA adoption and encourage the use
of SOA best practices for an organization [17]. Some others consider that there is a
common misconception that SOA governance is governance of an SOA and this indi‐
cates a fundamental misunderstanding of the role of SOA [15]. Bloomberg [15] argues
that when an enterprise adopts SOA, it should approach the organization of all of its IT
assets from a service-oriented perspective. As such, service orientation provides a broad
organizing principle for all aspects of IT in the company — including IT governance.
Therefore SOA governance is IT governance in the context of SOA, rather than gover‐
nance of SOA [15], it extends corporate governance and IT governance and it was
created as an extension or a specialization to traditional governance with a special
mission of delivering business value using the SOA style [12]. In conclusion, SOA
governance promises to augment the IT governance process, while mitigating its risks,
and facilitating the dialogue between business and IT users.

2.4 Governance Frameworks Current State

The literature review shows a lack around the relationship between SOA governance
and IT governance. Most researchers put aside IT governance while studying SOA
governance [2]. Nevertheless, recent years have witnessed few studies that have based
their SOA governance frameworks on existing IT governance frameworks and stated
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the need to complement SOA governance and IT governance frameworks. However,
these studies are narrow and are not based on strong empirical data.

In the area of IT governance, a number of existing frameworks cover all aspects of
IT and they provide structures, action scope, guidelines, reference processes, and best
practices, etc. [13]. However, they lack applicability concerning SOA specific chal‐
lenges, e.g., SOA lifecycle, SOA roadmap and SOA maturity challenges [11, 16]. Hence,
in order to meet SOA governance requirements, researchers claim that existing IT
governance frameworks need to be extended [11, 13]; or either SOA governance should
build upon and perhaps extend existing IT and operational governance [5]. For example,
COBIT - which is a widely accepted control framework for IT governance - has served
as a basis for many of the proposed SOA governance approaches [11, 18, 19]. However,
COBIT (version 4.1) does not completely cover SOA. It addresses evaluation processes,
governance structure and control mechanisms, but does not support some important
SOA governance aspects such as service lifecycle, service portfolio management, SOA
roadmap and SOA maturity [2].

2.5 The Research Problem

From the literature survey, we see many gaps. Firstly, there is not enough research on
the integration of SOA governance frameworks within IT governance frameworks.
Moreover, there are conflicting claims and inconsistencies in the literature concerning
the role of SOA governance during SOA adoption. The research of Weill and Ross [8]
showed that good IT governance has clear business benefits, “still the lack of such
governance did not mean game is over” [5]. According to Woolf [5, 13] research studies
and articles have shown it is not the case for SOA or SOA governance. SOA must be
governed in order to realize the potential of a service-based approach. Simultaneously
empirical research found that in everyday businesses, organizations are using IT gover‐
nance frameworks, like COBIT, to deal with SOA [18].

There are little empirical evidence on the implications and usage of the SOA gover‐
nance frameworks and how these frameworks are actually working in the most effective
way. However, there is so much that is not known and not researched and there are many
claims made in the literature that are not substantiated by empirical evidence. As a result,
there is confusion about the role and usage of SOA governance in the organization. To
the best of our knowledge, no publication exists which qualitatively studies the rela‐
tionship between IT governance and SOA governance, and compares the impact of
different IT and SOA governance frameworks. Therefore, there is a need to enhance the
business and technical meaning of IT governance and SOA governance and the rela‐
tionship between them. The purpose of this research study is to help understanding the
relationship between SOA governance and IT governance. For this reason, we need to
know if IT and SOA governance efforts are well integrated with overall corporate
governance arrangements in the organization and how effective are IT and SOA gover‐
nance arrangements within the organization [20–22]. This proposed research could well
provide executives with some guidelines on how to practice effective governance
(directing and controlling of IT resources).
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3 Research Methodology and Design

This paper is based on a research study about SOA governance in practice. The study
uses an interpretive qualitative research methodology based on semi-structured inter‐
views as a first phase and in-depth field-study in the second phase. This paper is based
on the first phase of the research.

The first phase of this research study involves conducting interviews with experts
who have experience with SOA governance in multiple companies and who participated
in several SOA projects. Twenty-eight interviews were conducted including three pilot
interviews. The role of the interviews is to acquire a broad view of SOA governance
issues at the time the study is done. The interviewees were selected and recruited through
professional networks of SOA/IT governance experts. The interviews took the form of
face-to-face personal interviews, online interviews or phone interviews. The questions
were open-ended where responses were questioned and discussed further. Consequently,
the respondents were able to clarify both the questions and the answers. The interviews
focused on the relation between corporate governance, IT governance and SOA gover‐
nance and extensively on the aspects of the governance frameworks used in practice.

The majority of the participants had a decision-making role or a consultancy role in
the organizations they worked for and their experience with service management and
SOA varies from four to more than twenty-five years. They have worked with a
minimum of two organizations and on different SOA projects in different sectors: tele‐
communication, government, financial services, information technology and services,
education, IT healthcare, computer software and software services and products. The
participants have occupied the roles of Systems Analyst, Project Manager, Technical
Architect, Enterprise Architect, Chief Architect, Chief Technology Officer, SOA Archi‐
tect, SOA Consultant, etc. At the time of the interviews, the participants were located
in Australia, South Africa, Canada, USA, South America, MEA, UK, Europe and India.

Data analysis is conducted during and after each phase. The interview transcripts are
being analyzed using Thematic Analysis. Coding in Thematic analysis helps the
researcher to build a systematic account of what has been observed and recorded [23].

4 Findings

4.1 Relationship Between IT Governance and SOA Governance

Most participants agree that SOA governance is not only a sub-set of IT governance,
but it gives organizations visibility and control over their SOA development and deploy‐
ment via establishment of policies, controls, and enforcement mechanisms; it also allows
the organization to be supportable long term. However, there were different opinions on
how to extend this definition into the business domain and how to position SOA gover‐
nance within the organization.

Participant 5 sees that the definition could be extended depending on how to define
the boundaries of SOA governance; i.e. where it runs into Centre of Excellence as well
how to define the mechanism. While according to participant 6, SOA governance is
about packaging up systems, allowing systems and processes to talk to each other’s and
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how they are aligned using an Enterprise Service Bus (ESB). Importantly participant 8
claims that IT governance can exist without SOA governance but poorly and often, that
is what happens. This is because there is varying degrees of maturity across organizations
Australian and international about their IT governance. Participant 13 sees that SOA
governance drives the business; it is not a set of rules but a decision making process;
therefore it is more about the approach taken and that approach is based on the culture
change that is developed inside the organization.

From a different perspective, participant 11 concludes that SOA governance has to
be considered part of corporate governance and its change management has to span
outside of IT. “SOA governance is a way of doing corporate governance that involves
IT and business people working together to determine what they are trying to achieve,
what are the roles and responsibilities that need to occur in order for that to create the
business capabilities that they are trying to do”. Participant 11 supports their claim by
saying that the corporate governance is responsible for delivering a vision and SOA is
responsible to achieve that vision. This requires change from a business side as much
as it requires deployment of different emerging technology.

On the other hand, participants 7, 15, 16, 19 and 26 consider that SOA governance
is also around Enterprise Architecture, which focuses on controlling part of the archi‐
tecture components within the organization. Participant 7 argues that the Enterprise
Architecture department should be responsible for the SOA governance framework. The
full picture according to participant 15 and 19 is as follows: corporate governance
followed by IT governance and then Enterprise Architecture (EA) governance where
SOA is a part of EA governance. According to participant 16, EA and SOA “go hand
in hand”; however, organizations need to have IT governance in place and they should
drive their SOA governance off that IT governance framework. Participant 26 sees SOA
governance is an extension of both IT governance and Enterprise Architecture gover‐
nance because IT governance and EA governance are actually both supporting the busi‐
ness therefore aligning the business objectives and business goals together gives a better
chance of realizing SOA benefits.

Participants 14 and 17 take a middle perspective between the different views
presented above, participant 17 claims that “EA should be part of the conversations; a
lot of vendors don’t mention it because they don’t have a good answer for it.” Similarly,
participant 14 divides SOA governance in two branches: SOA governance itself and the
service governance and claims that Enterprise Architecture defines how services are
operated.

In summary, participants of this research study agree that SOA governance is not
only the governance of SOA - a set of procedures and policies adapted within the organ‐
ization – but also it is also a matter of leverage tools that help to enforce and guide these
procedures. Therefore, SOA governance extends to IT governance, EA governance and
corporate governance. We conclude that the participants have different views on SOA
governance positioning within the organization; however, none of the participants
mentioned that their way is the only way. Fourteen participants claim that there is more
than one way for doing SOA governance and that depends on the organization’s attrib‐
utes (size, culture, needs, goals, location, etc.). The problem these days is not where to
place SOA governance within the organization; however, it is extremely important for
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organizations to understand the role of SOA governance; the challenge is to be able to
respond quickly because “organizations have been asked to govern things that they never
would have thought of before” according to participant 8; therefore organizations need
to be able to implement governance increasingly and more rapidly.

4.2 Governance Frameworks Used by Participants

In response to the question if organizations use IT/EA governance frameworks to
govern SOA, most participants argue that major organizations are aware and use IT
and EA governance frameworks: ITIL, COBIT, TOGAF, etc. (participants 7 and 8)
as well as other SOA governance frameworks from vendors: IBM, Oracle, the Open
Group, etc. (participants 14 and 16) or custom-build frameworks (participants 4, 6
and 9). Participant 8 claims that IT and SOA governance frameworks were seen as
separate things up until 5 years ago. It is now agreed by many participants that IT and
SOA governance frameworks need to be used simultaneously by organizations, but
it is still not the case in some organizations. For this reason, both IT governance
framework and SOA governance framework are complimentary and need to be set
up properly within the organization according to participant 9. Nevertheless, organ‐
izations have to see the difference between IT and SOA governance framework; the
difference is where they connect and where they fit into each other; that is mainly
through applications according to participant 7.

It is important to note that ITIL is seen more entrenched then COBIT by participant
8, and is the most used IT governance framework according to most participants of this
research. ITIL is used to evaluate and assess what IT capabilities and services organi‐
zations need to put in place. It certainly becomes a reasonably pervasive standard in
terms of assessing the requirements and capabilities for IT service functions and it is a
comprehensive library of processors and protocols, according to participant 6. Partici‐
pant 11 indicates that both ITIL and COBIT have evolved from an Enterprise Archi‐
tecture point of view i.e. managing IT within an enterprise and across an enterprise to
minimize its cost. “They are considered a cost minimizer not a benefit maximizer.”

Most participants of this research study believe that existing IT and EA governance
frameworks do not cover SOA governance. Participant 11 claims, “TOGAF is inade‐
quate in terms of what its framework can do because it does not deal with cross boundary
issues. ITIL is too narrow but it is very good when it comes to change management.”
For this, organizations need to use an SOA governance framework as well as IT gover‐
nance framework. Participant 7 for example recommends the OSIMM model from the
Open Group for assessing the maturity level. “It is always additional to the IT governance
framework or other Enterprise Architecture frameworks which they use.” However,
participant 19 claims that some organizations are using either ITIL or COBIT to govern
SOA, but the success depends on how much effort they want to put into it. “This is
because these frameworks are generic and the vendors’ frameworks have made a stab
beyond that by making it more specific to their technologies”.

From that perspective, some participants see that IT governance frameworks are
typically more mature than SOA governance frameworks. In some anomalous situations
(e.g. systems integration tasks), some organizations have decided to take in more
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repeatable scalable type approach; therefore organizations have built themselves some
methodology for SOA governance as stated by participants 4 and 6. Some participants
also claim to build their own SOA governance framework either from scratch or around
one of the vendors approach, while it is noted by all participants that none of the IT or
SOA governance frameworks have been taken off the shelf. “They are used as frame‐
works to guide the things that we should be doing” according to participant 6.

Participant 8 expresses their beliefs about vendor-based SOA governance frame‐
works that “they tend to be very product centric and they are very much driven around;
their stack is also aging; they are not keeping up with some of the newer trends that are
very prevalent in the more of the open source tools”. Participant 8 adds, “They are also
seen as a bit of a Novena”. They are seen as a great thing in principle, but their practices
are very hard to achieve and even harder to maintain. Therefore, many of the services
that tend to be developed around large organizations are duplicated.

In conclusion, it has been noted by many of the participants that the framework is
not their objective; they rely on the years of expertise that people have. For example,
participant 7 built their own SOA maturity roadmap against the OSIMM framework.
Similarly, participants 4, 8, 9, 14 and 16 and 19 had to either customize vendor-based
frameworks, built their own, or even do both.

4.3 Mechanisms Used to Select the Framework

Most of the participants interviewed agree that experience and communication are the
main bases when selecting or building a governance framework. According to partici‐
pant 5, discussion with the people who have the key decision in the organization is the
mechanism used to select and customize the framework. While according to participants
6, 9 and 13, the knowledge of experts is the main mechanism, and the experience of the
organization around formalization play an important role in studying the organizations’
position in terms of SOA. Similarly, some organizations choose their governance frame‐
work “because they selected a certain IT vendor for their SOA architecture and their
SOA technical equipment” according to participant 19.

5 Conclusion and Future Work

Participants of this research agree that organizations misinterpret the role of SOA and
SOA governance in the organization; however, it is noticeable that during the last few
years, organizations started to see the implication of implementing IT governance, EA
governance and SOA governance simultaneously.

None of the participants claims that the selected governance framework has ever
been problematic or could be a source of failure for SOA implementation because there
is always the opportunity to make modifications depending on the organizational needs
and requirements. Most participants agree that SOA governance should be the respon‐
sibility of the governance board, and the decision-making mechanisms should be made
outside the IT department considering IT advice and involvement. At the same time,
careful thought should be given to who need to be involved in the decision-making.
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As mentioned above, this paper focuses on the relationship between IT governance
and SOA governance as seen by practitioners. Additionally, this research study will
address the major aspects of the governance frameworks used in practice. Future work
of Phase I will focus on the importance and practical usage of SOA governance aspects.
When Phase I is completed, two organizations will be selected for Phase II – a field
research study: one organization that has been successful with SOA governance and
another one that attempted to implement SOA governance. This second phase will allow
having direct, in-depth contact with organizational participants, particularly through
interviews and direct observations of activities. Data collection in this phase relies on
observing, listening to members, taking notes, getting involved sometimes, and running
field interviews. Comparing and contrasting the results of the two phases will provide
grounding for the development of substantive theoretical claims regarding the relation‐
ship between IT governance and SOA governance and the importance and role of the
SOA governance aspects.
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Abstract. Ensembling well performing models has been proved to out-
perform individual models in semantic textual similarity task; however,
employing existing models still remains a challenge. In this paper, we
tackle this issue by providing a service oriented system to index a text simi-
larity model using RESTful services. We also propose a baseline approach,
based on an effective penalty-award weighting schema and word-level edit
distance, in which pairs of sentences are divided into two main categories
based on the number of substitution, insert, and delete required to convert
the first sentence to the second one. It is debated that, when the word-
level edit distance is very small, it is wiser to measure dissimilarity than
similarity. Using knowledge bases along with common natural language
processing tools, the proposed method tries to enhance the accuracy of
measuring similarity between two sentences. We compared the proposed
method with existing approaches, and we found that it produces promis-
ing results. Our source code is freely available on GitLab.

Keywords: Semantic textual similarity · Sentence similarity
Text similarity · Service oriented design

1 Introduction

Measuring similarity between two pieces of text is a fundamental task for many
natural language processing (NLP) tasks. Information retrieval (IR) systems aim
to find the most similar documents to a given query, virtual assistants seek for
the most similar utterances and corresponding commands for a user’s request
[11], and plagiarism detection systems are in quest of finding copies and poorly
paraphrased text pieces [18].

Even though it may seem a trivial task for humans to calculate textual
similarity, it is still a challenging problem in Natural Language Understanding
(NLU). Word matching is the traditional approach but barely are such systems
capable of detecting the similarity between phrases such as “short notice” and
“in the blink of an eye.” Since each model has its own cons and pros, it has
been noticed that most of the top-ranked groups in Semantic Textual Similarity
(STS) competition employed an ensemble of some other models and algorithms
c© Springer International Publishing AG, part of Springer Nature 2018
A. Beheshti et al. (Eds.): ASSRI 2015/2017, LNBIP 234, pp. 203–215, 2018.
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to enhance their accuracy [12]. Ensembling takes a lot of affords since it requires
data scientists to look for various papers, algorithms, and open-source software
which are written in many different programming languages. Because of the
wide usages of textual similarity systems and the fact that ensembling models
are more promising, it is of the paramount importance to host existing models
and algorithms.

The contribution of this paper is two-fold: we (1) propose a simple archi-
tecture for hosting textual similarity APIs, and (2) introduce a novel approach
based on a penalty-award system, which is also freely available for the public,
by employing knowledge resources, corpus statistics, and some heuristics. Our
approach is based on the idea that measuring dissimilarity is easier and accurate
than measuring similarity between two sentences with a small edit distance.

2 Concepts

Semantic Textual Similarity (STS), introduced in SemEval1-2012, aims
to measure the degree of semantic equivalence between two sentences. Given
two sentences, STS assigns a score between 0 and 5, with 5 indicating exact
equivalence and 0 meaning unrelatedness of the sentences. Table 1 gives a brief
description of five integer scores and their examples.

Table 1. STS score interpretation

Score Description

0 Sentences are taking about different topics

1 Sentences are inequivalent but on the same topic

2 Sentences are inequivalent but share some details

3 Sentences are roughly equivalent with some differences in important information

4 Sentences are virtually equivalent with some differences in unimportant details

5 Sentences are completely interchangeable without missing any information

Sentence Pair is a pair of sentences being measured. It could also be a pair of
words, pieces of text, or even documents. Dealing with text with various lengths
is by itself a big challenge, and requires different approaches. For example, a
simple dictionary or word embedding techniques [20,24] can be used to measure
semantic similarity between words, but for longer pieces of text the approach
needs some curations [16].

Word-Level Edit Distance (WLED), is the minimum number of word-
level edit operations (delete, insert, and substitution) required to transform one

1 International Workshop on Semantic Evaluation.
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sentence to another. For example, given the cost of all operations equals to one,
WLED of the following sentence pair is 2:

– I own a pretty car.
– I have a car.

because changing “own” to “have” and eliminating “pretty” will eventuate in
having the second sentence in the above-mentioned sentence pair.

Word Similarity Types is defined between words as presented in Table 2.
These types allow us to define more relations between words than just having a
binary relationship.

Table 2. Word similarity type

Type Description

1 Words are exactly the same

2 Both words are in another’s synonym set

3 Only one of the words is in another’s synonym set

4 Words have the same sequence of Latin letters and numbers

5 One of the words is abbreviation of another or it is part of the abbreviation of the
other word

6 Synonym sets of two words have intersections

7 Words are antonyms

8 Words have the same sequence of Latin letters

9 At least one of the words is in another’s related-word set

10 There is not any relationship between words

3 System Architecture

Semantic textual similarity, which has applications in machine translation, sum-
marization and many similar tasks, has recently become a hot topic among
researchers. As a result, in quest of finding accurate and reliable results, STS
became one of the primary tasks of SemEval since 2012 providing various
datasets for both monolingual and cross-lingual sentences making supervised
STS a reality.

By the advent of this task, every year, several teams take participate in this
challenge and provide various to measure semantic similarity of sentence pairs.
These solutions can be classified in three groups as follows [5]: Vector Space
Model, Text Alignment, and Machine Learning Algorithms. To achieve a better
accuracy, it is usual to take the advantages of all above mentioned approaches,
and it is also of paramount importance to pre-process sentences and normalized
them before taking any steps forward. Therefore, as it is depicted in Fig. 1, there
are at least two types of required tools for a STS system: (1) text preprocessors
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Fig. 1. System architecture

(2) STS algorithms which are handled by Ensembler and Repository Manager
in the proposed architecture (see Fig. 1).

The current design does not include repositories for knowledge bases, dic-
tionaries, and datasets. It is assumed that each algorithm (web API) has a
built-in set of datasets, word embedding, and knowledge resources. Even though
these types of resources are not included in our system, they are very beneficial
since they can be employed by researchers to facilitate the access to high-quality
datasets and knowledge resources without the hassle of searching; we leave this
for our future work.

Repository Manager is in charge of adding new preprocessors and algorithms
to the system. In this architecture, entries are nothing but web APIs including
their parameters, unique names, category, type of sentence pair (word, sentence,
paragraph, and document), and meta-data. For a similarity algorithm, we need to
store its name, accepted languages, similarity score range (usually between 0 and
1), and built-in API parameters such as keys. At the moment, our system only
supports a fixed schema for APIs, but for the later works we will work on making
it flexible by adding parameter mappings. Repository manager also provides an
API for users to search for existing similarity algorithms and preprocessors.

Ensembler is in charge of processing users’ requests by applying the prepro-
cessors and algorithms in the request. Required parameters. Ensembler returns
a list of scores with corresponding meta-data for each score (such as algorithm
name and score range.) Along with these set, it calculates a semantic similarity
value for the given sentence pair by a guilt-in regression model trained on avail-
able datasets and algorithms in the system. The main reason for offering a set of
measures is to provide a platform which does the much of feature engineering,
and scientists can focus on selecting features and models instead.

We also defined a default semantic similarity measure along with some com-
mon preprocessing functions in our prototype2 which are described in the fol-
lowing sections.

2 https://gitlab.com/mysilver/semantic-text-similarity.

https://gitlab.com/mysilver/semantic-text-similarity
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4 Built-in Preprocessors

While the system architecture allows adding pre-processors as web APIs, it has
several built-in preprocessors: Case Converter, Sentence Orderer, and Tokenizer.

Case Converter converts the letter of a given text to a proper sentence-case.
Uppercase and title-case sentences do not properly parsed with most NLP tools
which make this preprocessor necessary for many algorithms.

Sentence Orderer sorts two sentences in a sentence pair by their lengths.
Since most of algorithms employ machine learning methods and consequently
features obtained from the two sentences, ordering sentences can be a simple
but useful normalization. This idea stems from the fact that sometimes features
are based on a single sentence, and in the training process, a feature for different
training samples should be in the same position. For example, imagine we have
following features: (1) length of first sentence (2) length of second sentence.
Without ordering sentences, for all training samples the values of these features
could be interchangeable and incomparable.

Tokenizer includes realizing idioms and phrases in sentences in our system. By
definition, an idiom is a group of words having a special meaning which is not
deducible from individual words. As the definition goes, we cannot understand
the meaning of an idiom by looking at its individual words. For instance, in the
sentence “in the blink of an eye”, “in the blink of an eye” is a saying that should
not match with “eye blink.”

5 Built-in Semantic Similarity Method

The main idea in our methodology is to divide pairs of sentences into two different
categories which should be treated differently: (1) sentence pairs with a small
WLED, and (2) the rest of sentence pairs. The common sense indicates that, in
the first category, dissimilar words play more significant roles in measuring text
similarity than similar ones. To make this point clearer, let’s consider following
sentence pair:

– He was never invited to the party.
– He was invited to the party.

The only difference in these sentences is having an extra word “never” in the
first sentence. Having the knowledge about the rule of never in the sentence
and the fact that it is the only difference between two sentences, we are able
to detect that these two sentences are opposite. Therefore, it is easier to con-
sider differences than similarities. However, our observations indicate that as the
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number of differences increases, it is better to look on the bright side and consider
similarities. This idea leads us towards a divide-and-rule scenario:

1. Semantic similarity when WLED is small
2. Semantic similarity for the rest of sentences

However, we need to define “small”. Calculating WLED values depends on the
defined operations costs. However, we assign a cost of 1 for each operation and
consider threshold of 1 for determining small and big WLEDs.

5.1 Text Similarity for Small WLED

As we mentioned earlier, when there are only a few differences in the two sen-
tence, it is recommended to concentrate just on the differences. This paper
focuses on following sentence pairs which have WLED values of 0 or 1. Con-
sidering the range, we are left with three states:

– There is no different between sentences (WLED = 0)
– One of the sentences has one word more
– In the same position, two sentences have different words

The word-level edit-distance of zero indicates that two sentences are identical,
and without any assessment they have the maximum level of similarity.

In the second case, the sentences are exactly the same if the extra word is
omitted from its sentence. To determine level of similarity between two sen-
tences, the role of extra word plays a significance role. Contemplating on various
scenarios, we suggest checking the rules presented in Table 3 in see which one
applies first. It is worth noting that these rules are priorities from top to down.
For example, in the second rule, we know that the extra word is not changing
the sentiment of its sentence.

Table 3. Similarity score when one of the sentences has one word more

Score Rule/example

1 The extra word changes the sentiment of sentence
“They are friends” and “They are not friends”

5 The extra word is a stop-word
“The fishermen disappointed” and “Fishermen are disappointed”

3 The extra word is a noun
“A man is playing a flute” and “A man is playing a bamboo flute”

4 The extra word is a verb
“A man is playing the cello” and “A man seated is playing the cello”

4 The extra word is an adjective
“A young child is riding a horse” and “A child is riding a horse”

5 The extra word is an adverb
“Equip specifically with furniture” and “Equip with furniture”
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Table 4. Similarity score when two sentences have different words in the same position

Score Type Example

5 2 “Introductory portion of a story” and “Introductory section of a story”

5 3 “Rabbit is running from an eagle” and “Hare is running from an eagle”

5 4 “We are all friends with @helen” and “We are all friends with Helen”

4 6 “To vibrate in a different pattern” and “To vibrate in a definite pattern”

1 7 “Enemies will return soon” and “Friends will return soon”

3 8 “I will be in Spain on 2th Jan” and “I will be in Spain on 4th Jan”

3 9 “The man is playing the guitar” and “The girl is playing the guitar”

The third state happens when two sentences have different words in the same
position and the rest of two sentences are the same; comparison of those words
and determining similarity type of words can give us how similar two sentences is
in this case. Heuristic assigned scores for each case when based on word similarity
type is presented in Table 4. For the case of having the last word-similarity type,
it is possible to assign a similarity based on the knowledge about stop-words,
sentiment analysis, and part of speech tags of words.

5.2 Text Similarity for Bigger WLED

As previously mentioned, as operation cost of editing increases, the role of similar
words grows as well. In order to measure similarity of such sentences, we focus
on similarities and penalize differences. Our similarity function considers two
factors:

– Similarity of first sentence words to those of second sentence
– Similarity of sentiments of two sentences

Equation 1 is a top level view of how we calculate similarity of two sentences.
In this equation, corealign and scoresentiment calculate similarity of words and
sentiments of sentences s and s′. Since we have two different approaches towards
sentence pairs based on their WLED, it is necessary to scale similarity score
between 0 to 5. Using Eq. 2, similarity score can be converted to its appropriate
class; where score comes from Eq. 1 and Max is the maximum score can be yield
using Eq. 1. This helps us to use both methods in as single similarity function
(or a feature in machine learning models) simultaneously.

Sim(s, s′) = scorealign(s, s′) + scoresentiment(s, s′, scorealign(s, s′)) (1)

Class(score) = 5|score + Max|/(2Max) (2)

Word Alignment, the task of finding translation relationships between two
pieces of text in natural language processing, is one of the most popular approach
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in finding textual similarity. Here we employ a greedy similarity function using
word alignment in Eq. 3.

scorealign(s, s′) =
1
|s|

∑

t∈s

max
t′∈s′

{sim(t, t′)} (3)

According to Eq. 3, similarity of s = {t1, t2, ..., t|s|} and s′ = {t′1, t′2, ..., t′|s|}
equals to mean of word alignments. We also need a similarity function to mea-
sure how much two words are similar. We have three factors in measuring word
similarity: (1) inverse document frequency (idf) of first word, (2) first word part
of speech (POS) score [30,31], and (3) similarity type score of two words. idf
is a widely used coefficient in text processing systems to mitigate the impact
of high-frequency words; the second factor gives a coefficient for POS tags, and
the third factor is based on word similarity type defined in Table 2. To calculate
similarity of two words, we suggest Eq. 4:

sim(t, t′) = idf(t) ×
{
reward(pos(t)) × wsts(t, t′) wst(t, t′) � threshold

penalty(pos(t)) × wsts(t, t′) otherwise
(4)

where wsts stands for word similarity type score; we have assumed that word
similarity types (wst) are ranked in order of significance and those ranked below
threshold have a positive role as opposed to the rest. Function wsts also assigns
a coefficient for the word similarity type for t and t′. Moreover, reward and
penalty are functions of part-of-speech, and for a given part-of-speech return a
proper score.

Sentiment Similarity is defined as a function of s, s′, and their word alignment
score as presented in Eq. 5:

scoresentiment(s, s′, score) =

{
r(Max− |score|) equalsentiments

p(Max− |score|) otherwise
(5)

where score has been calculated by scorealign, Max is the maximum possible
value for scorealign, r is a coefficient to reward sentimentally equal sentence, and
p is to penalize dissimilar sentences regarding their sentiments. The idea behind
sentiment scoring is the fact that semantically similar sentences are supposed to
be also sentimentally equal. The final similarity value is the sum of sentiment
and word alignment scores.

6 Implementation

We implemented our method using regression and enriched it with a few features
(e.g. ngram, Levenshtein distance [22], Jaccard coefficient, and KullbackLeibler
divergence [15]) along with WLED based feature we introduced.
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We obtained Stanford CoreNLP toolkit [17] to analysis natural languages
and performed lemmatization, part of speech tagging, sentiment analysis, pars-
ing, and named entity recognition. Natural language understanding also requires
having knowledge about relations among words. Knowledge resources such as
WordNet [21] and BabelNet [23] provide invaluable information needed for mea-
suring semantic similarity. In this paper, we obtained WordNet, Collins English
online dictionary, and Roget’s Thesaurus [19] to find synonyms, antonyms, and
related words for each of words in a sentence.

7 Evaluation and Comparison

In order to train and test the proposed model, we downloaded the standard
datasets available on SemEval website and tested using the datasets released
from 2015 to 2017. The past datasets used for developing purposes and parameter
configuration.

During the developing time, we manually defined Reward and penalty func-
tions (provided in Table 5), and left the parameter optimization for our future
work; wsts is also defined as Table 6 with t (in Eq. 4) tuned to 5 3. Finally, r and
p in Eq. 5 are set to 0 and 0.05 respectively.

Table 5. Part-of-speech coefficients

Function/POS Nouns Verbs Adjectives Adverbs Unknown

Reward 5 5 3 1 4

Penalty −14 −8 −2.5 −0.5 −6

Table 6. Similarity type coefficients

Similarity type 1 2 3 4 5 6 7 8 9 10

Coefficients 1.3 1.3 1.3 1.2 1 0.6 1 0.5 0.5 1

After setting variables and preparing datasets, we compared our model with
top results available on SemEval special page containing competition results in
2015 to 2017.

The results of evaluation for 2015 datasets are presented in Table 7. We
have compared our models (WLED and Enriched WLED with other features)
with top-4 teams named as DLS@CU [28], ExBThemis [14], Samsung [13], and
NeRoSim [5]. Even though the WLED model is not among top results, it shows
an acceptable performance. The common sense indicates that using this feature
along with those employed in top-results can be very effective.
3 It means only word similarity Type 1 to 5 positively contribute to the semantic

similarity of two sentences.
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Table 7. Evaluation results for datasets in 2015 [2]

Dataset/Team Enriched WLED WLED NeRoSim Samsung ExBThemis DLS@CU

Answers-forums 0.7078 0.5677 0.6940 0.6589 0.6946 0.7390

Answers-students 0.7734 0.6984 0.7446 0.7827 0.7784 0.7725

Belief 0.7431 0.6145 0.7512 0.7029 0.7482 0.7491

Headlines 0.8224 0.7814 0.8077 0.8342 0.8245 0.8250

Images 0.8709 0.8258 0.8647 0.8701 0.8527 0.8644

Mean correlation 0.7980 0.7241 0.7849 0.7920 0.7942 0.8015

Table 8. Evaluation results for datasets in 2016 [4]

Dataset/Team Enriched WLED WLED NaCTeM MayoNLP UWB Samsung Poland

Answer-answer 0.6601 0.5977 0.6143 0.6024 0.6426 0.6625

Headlines 0.8158 0.7729 0.7726 0.8046 0.7802 0.8194

Plagiarism 0.8233 0.7643 0.8050 0.8148 0.8182 0.8303

Postediting 0.8769 0.7987 0.8484 0.8286 0.8177 0.8751

Question-question 0.7293 0.7305 0.7471 0.6937 0.7466 0.7465

Mean correlation 0.7812 0.7315 0.7487 0.7561 0.7573 0.7781

Table 9. Evaluation results for datasets in 2017 [12]

Dataset/Team Enriched WLED WLED BIT ECNU DT TEAM RTV

English-to-English 0.8384 0.7404 0.8400 0.8518 0.8536 0.8547

In the same way, the proposed method was compared to 2016 datasets
and top-rank teams (Samsung Poland NLP [26], UWB [10], MayoNLP [1], and
NaCTeM [25]); the results are available in Table 8. In these datasets Enriched
WLED model outperforms all teams.

As opposed to prior years, it is not easy to outperform participants in 2017.
Evaluating our models by using 2017-dataset, we found ourselves ranked 5 by
having a correlation of 0.8384 for Enriched WLED and 0.7403 for WLED. The
best result for this dataset has a correlation of 85.47. Even though our system
worked quite well but we are not among the top three results. There are sev-
eral reasons behind the performance improvement in this year: (1) top ranked
teams used deep learning techniques, and (2) they employed ensembling of well-
performed techniques [12]. Moreover, Enriching WLED model by a few basic
features also indicates that ensembling is very effective in STS. This observation
suggests to have a system to index numerous textual similarity functions as we
provided in Sect. 3 (Table 9).
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8 Related Work

Semantic textual similarity solutions can be classified in three groups as fol-
lows [5]: Vector Space Model, Text Alignment, and Supervised Machine Learn-
ing Algorithms. However, top-ranked models usually are an ensemble of various
approaches [12]. A detailed evaluation of prior STS participants, algorithms, and
systems can also be found in comparative studies in [2–4,12].

To the extent of our knowledge, there are only a few open source projects for
determining semantic similarity of sentences. To the extent of our knowledge,
DKPro Similarity [6] is the best system available and it provides many simple
but not very advanced features. TakeLab’s top performing system [29] from
SemEval 2012 is freely available for Python, and DLS@CU’s word alignment
system [27] (the top performing team in SemEval 2014) is another open-source
Python code. Unfortunately, newly implemented systems are not available for
the public, and data scientists need to implement their own versions which is
both time-consuming and costly.

Beside having open-source software systems, there are also a few web APIs
to measure textual similarities. RxNLP Text Similarity API4 is an static version
of such system which only supports 3 basic similarity measures (cosine, dice, and
Jaccard). Dandelion Text Similarity API5 also provides an endpoint to measure
semantic similarity of short pieces of text. The output of this endpoint is just
a number between 0 to 1 and they do not provide a list of features. Given the
importance of measuring textual similarity and its wide range applications, to
the extent of our knowledge, there is not any comprehensive web API providing
an easy endpoint to calculate advanced textual similarity measures.

9 Conclusion

In this paper, we proposed a novel edit-distance based feature for measuring
semantic similarity of two sentences and then investigated its effectiveness. We
discussed the reason why we should have a system to gather textual similarity
APIs and proposed an architecture for such a system. As our future works, we
will work on the semantic similarity API repository system, and gather related
APIs and algorithms. This is a big challenge since there only a few basic web APIs
and most of the algorithms must be implemented manually. Another challenge is
to motivate STS scientists to provide compatible APIs for the public to mitigate
the hassle of measuring textual similarity. We believe this can be solved by
advertising scientific works. Adding new features (especially those powered by
deep learning), benefiting from NLP tasks such as word sense disambiguation and
coreference resolution [7–9], parameter optimization, and applying deep learning
techniques are other tasks to enrich our System in future.

4 http://www.rxnlp.com/api-reference/text-similarity-api-reference/.
5 https://dandelion.eu/docs/api/datatxt/sim/v1/.

http://www.rxnlp.com/api-reference/text-similarity-api-reference/
https://dandelion.eu/docs/api/datatxt/sim/v1/
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Abstract. This paper investigates several aspects of logistics and supply chain
management such as advantages of a full model of logistics and supply chain
management. In addition, it also details a series of challenges in logistics and
supply chain management in general and in the computer and video game industry
in particular. It also focuses on some popular models and the common trend in
logistics and supply chain management. Especially, it analyses the logistics and
supply chain model of Ubisoft Australia – a computer and video game publisher.
By conducting interviews and observations together with gathering company
internal records, it points out some potential problems of Ubisoft Australia with
the software system, communication and information flow in inbound logistic and
non-conforming returns. Finally, several recommendations are made for future
improvements.

Keywords: Reverse logistics · Supply chain management
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1 Introduction

Recently, globalization has widely spread out all over the world and brought many
benefits for international business. Although global expansion offers a huge number of
opportunities, it is undeniable that there are also several disadvantages. Among those
challenges, fierce competition is of most concern for all business owners. Consequently,
the effective logistics and supply chain management that provides the best customer
services, high quality of products and cost-effectiveness has become the key factor that
directly affects the survival of an organization [1]. For the computer and video game
industry, according to [2, 3], it is an extremely competitive industry that evolves rapidly,
which features a new generation of consoles, where technologies and new companies
can appear or disappear at each generation. As a result, in order to remain profitable and
competitive it is essential to have an agile, adaptable and efficient supply chain. In other
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words, this industry requires a dynamic logistics and supply chain management
providing the right services and products to the right location at the right time with the
right quantity and quality for a competitive price [3].

Having realized the increasing importance of logistics and supply chain management
as an effective and efficient process to maximize profitability as well as minimize the
cost, Ubisoft Australia has been developing this process since the business was expanded
to Australia in 2001. However, a recent review of logistics and supply chain management
activities identified a number of potential problems due to several factors such as higher
level of customer service requirements together with the fierce competition from rivals
[23, 24]. This study aims to review the logistic and supply chain management mechanism
at Ubisoft Australia, to identify the challenges, to make recommendation to reduce the
limitations, and to propose suggestions for future developments. To achieve this, a
combinatorial methodology is proposed and implemented in the case study environment.

The rest of the paper is organized as follows. Section 2 represents the literature
review related to this study. Section 3 describes the research methodology. Section 4
provides the results and a brief discussion. Finally, Sect. 5 concludes the paper and
presents some further research directions.

2 Literature Review

Logistics and supply chain process is described as a flow of activities involved, directly
or indirectly, from materials sourcing to the distribution of finished products to
customers [4]. In details, this process includes all parties such as material sourcing,
material purchasing, inbound logistics, operations and outbound logistics to ensure that
the customer’s requests are received and fulfilled [5]. According to Khalili-Damghani
et al. (2015), this process is mainly known as the flow of traditional logistics or the
process of forward logistics. Forward logistics is divided into two phases: inbound
logistics and outbound logistics. Inbound logistics includes all aspects of material
sourcing, material purchasing, transporting to factories. Meanwhile, outbound logistics
handles the rest of the process such as the transportation of the finished goods to ware‐
houses or distribution centers, then from the warehouses or distribution centers to
customers. In general, forward logistics has been considered as an essential fundamental
of an organization operations to ensure the input and output of products or services [6].

Customer service and satisfaction are crucial for staying in the business and
competing in the marketplace as well as fulfilling regulatory obligations in countries
such as Australia. For this to happen, logistics and supply chain process is not limited
to the forward logistic. It has expanded to the process of dealing with faulty stock which
is called reverse logistics that consists of all parties involved such as faulty stock
collecting, sorting, repairing, re-manufacturing and recycling [7].

Reverse logistics has been more and more popular because it has been considered
as one of the effective solutions that help the companies improve customer service level
and reduce the negative impacts of faulty stock on the environment [8]. Therefore, it
plays an important role in gaining competitive advantages, increasing the corporate
social responsibilities as well as the reputation of the companies [25]. A full model of
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logistics and supply chain process that integrates both forward and reverse logistics are
shown in Fig. 1. It is definitely important to have a logistics model that is operational
and cost effective in both forward and reverse logistics [9].

Fig. 1. Integrated forward and reverse logistics process [8].

2.1 Logistics and Supply Chain Management Challenges

The integrated model of logistics and supply chain process is a complex system that
gives not only a certain number of opportunities but plenty of challenges also. Im and
Deek (2011) claimed that software integration is one of the most challenging elements
in the process of logistics and supply chain management [10]. It is undeniable that soft‐
ware integration has brought many advantages to effective control and operations of
purchasing, transportation, manufacturing, inventory, and payment [11]. However, due
to the integration of many functions with the involvement of many parties (the company
itself, material suppliers, manufacturers and even customers), software integration has
become complicated and difficult for the company’s operations. Likewise, the researches
of Enriquez et al. (2015) and Gambetti and Giovanardi (2013) also point out the chal‐
lenges in logistics and supply chain management [12, 13]. However, they focus on other
aspects that are called communication flow and information flow in global logistics and
supply chain management. Poor communication leads to different problems in the supply
chain such as sending wrong products and quantities to customers, missing or late deliv‐
eries which impact on delivery in full on time (DIFOT).

Another challenge in logistics and supply chain management that has been more and
more of concern is faulty stock returns or reverse logistics [7]. Reverse logistics process
is to deal with the collecting, handling and returning of faulty stock which increases time
and cost in the supply chain. Besides the above challenges, demand forecast, network
relationship building, transportation, inventory and green logistics and supply chain, in
general, are also considerable problems in logistics and supply chain management in
general [14].

In the computer and video game industry, the logistics and supply chain management
has not been limited only to these challenges but also to some other typical challenges such
as embargo issues and digital – physical distribution [15, 16]. It is usual within the video
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games industry to have a strict global launch date for a new product. Failure to control
access to a new product can have repercussions in territories beyond our own country.
Product may be destined for store, end-user customers or journalists who are reviewing the
product and it is important that strict delivery guidelines are adhered to. Distributors such
as Ubisoft must have a calculated and extensive control over all areas of the supply chain to
ensure that street dates are adhered to. Embargos are placed on stores preventing them from
selling any stock early. Attention is paid to delivery schedules to avoid having stock deliv‐
ered too early thus reducing the risk of street dates being breached [17].

Another challenge that has been of concern to all game publishers in recent times is
the increase in digital distribution. Although the increase of digital distribution has
brought many advantages, there is a very large number of obstacles which have implied
negative impacts on a retail chain, or which could even lead to the disappearance of
retail outlets in the future [15]. However, it is argued that physical distribution has its
own strengths which help this form of distribution continue running in the video game
industry, especially the “hands-on experience” at retail outlets that the digital distribu‐
tion can never have. Therefore, in the future, although the physical distribution has
declined, dual distribution channels will be maintained.

2.2 Popular Logistics and Supply Chain Management Models

A 3PL model is a form of outsourcing activities that are related to logistics and distri‐
bution. The benefits that a 3PL provider can offer are a vast resource network, expertise,
scalability and flexibility, continuous optimization, time and money saving. Obviously,
with a 3PL provider, the company does not spend time to take care of the behind-the-
scenes tasks; therefore, the company can focus on other tasks such as sales, marketing
and business development [18].

Drop shipping is another method in logistics and supply chain management in which
the goods are directly delivered to customers without passing through the distribution
centers or warehouses. Therefore, the sellers can save time and costs for warehouse,
stocks, inventory, shipping and administration fees.

In contrast with the drop shipping model, the “hub and spokes” model is enhanced
with a distribution center (“hub”) when the goods are consolidated before delivering to
customers (“spokes”). Strategically the hub is usually at a good location that is more
convenient for the product transportations from suppliers/manufacturers to the “hub”
than from the “hub” to the “spokes” [5].

Under the pressure of fierce competition in the global market, companies are forced
to change or think of new methods to improve their process, customer satisfaction and
stay ahead in the game with their rivals. In recent times, anticipatory shipping technique
has been considered as the latest approach in logistics and supply chain management
patented by Amazon. This method is mainly based on Big Data and predictive analysis.
In detail, based on the “previous browsing behaviors” and buying decisions of
customers, Amazon can predict which items and the quantity their customers would like
to buy in the near future; then they will arrange delivery to an Amazon hub in the
geographically related region before their customers officially purchase these items. The
key strengths of this method are faster delivery and additional sales. Although this
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method still has much debate about its pros and cons, it has still been considered as an
innovation in logistics and supply chain management [19].

2.3 Ubisoft Australia Logistics and Supply Chain Model

Ubisoft is a world leader in creating, publishing and distributing of interactive enter‐
tainment and services, especially computer and video games. As per game revenues
ranking, Ubisoft Group has become one of the top 10 public companies with a rich
portfolio of world-renowned brands [20]. Through its worldwide network of business
offices and studios, Ubisoft provides memorable gaming experiences across all popular
platforms [21]. Ubisoft Australia is a branch of the global Ubisoft group. It is a business
office with around 30 staff allocated in four teams - Marketing, Sales, Finance and
Operations. The business sells products not only to retailers in Australia and New
Zealand but also to online games stores.

The logistics and supply chain model of Ubisoft Australia has been considered as a
typically full model with forward logistics, reverse logistics and 3PL with the combi‐
nation of drop shipping and “hub and spokes” logistics model as presented in Fig. 2.
The inbound flow from production is managed in conjunction with the head office team
to draw stock from local factories as well as manufacturers in other parts of the world.
Depending on demand volumes orders can be shipped directly from manufacturers to
the retail/wholesale distribution centre or channeled through the 3PL warehouse. Stock
can be cross-docked through the 3PL for urgently required orders; or stored at the ware‐
house until required. Utilizing the 3PLs courier partnerships, stock is transported to its
required destination based on the needs of Ubisoft’s customers. The orders are trans‐
ported to the courier’s main distribution centres before being redirected to regional DC’s
and depots. Finally, they are delivered to the store docks either by the courier or sub-
contractors. In some cases, the orders then become inducted into the retailer’s supply
chain for distribution to their own store network. In circumstances where customers need

Fig. 2. Flow chart of Ubisoft supply chain.
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to return stock to Ubisoft, an authorization is sought by the customer. Once this request
has been approved, goods are collected from either the store or their reverse logistic
warehouse using the 3PL’s carrier. Once returned to the warehouse the goods are
checked for conformity before reworking or destruction.

3 Methodology

The proposed methodology is a general research methodology that can be used in other
domains as well as in the computer and video game industry. The methodology is
organized in three phases: (1) Data collection, (2) Data analysis and (3) Suggestions that
are detailed in the following sub-sections (Table 1).

Table 1. Interview questions.

Question Description
Q1 Which aspects of Ubisoft’s supply chain are you most concerned about? Please can

you explain your concerns?
Q2 As a 3PL of Ubisoft, could you please let us know the advantages and disadvantages

you have met when processing Ubisoft orders?
Q3 Could you please tell me more details about the stock returns and stock destruction?
Q4 How can we know that the stock destruction process was completed?

3.1 Data Collection

The research focuses on both qualitative and quantitative data. The qualitative data
includes in-depth structured interviews and personally structured observations. This also
paves the way for the quantitative data collection.

• Qualitative Data

The first in-depth interview is conducted with Ubisoft Australia operations team (one
Operation Director and two Operation Coordinators) with open-ended questions
regarding the aspects of logistics and supply chain system of Ubisoft Australia with
more concerns and their reasons. The second in-depth interview is conducted with 3PL
warehouse supervisor with open-ended questions about the advantages and disadvan‐
tages when processing Ubisoft orders and how they dealt with the stock returns.

Another source of data is structured observations about the communication and
information flow of inbound logistics of Ubisoft Australia.

• Quantitative Data

The following quantitative data is collected:

– Stock return quantity in 2014 and 2015.
– Ubisoft terms and conditions of stock returns.
– Pictures of stock return reasons.
– Competitors’ activities about stock returns.
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3.2 Data Analysis

In the data analysis stage, a thematic analysis is conducted to look across all the data to
identify the common issues that recur, and identify the main themes that summarizes all
the views collected. This is the most common method for descriptive qualitative projects.
The key stages in a thematic analysis are to:

1. Read and annotate transcripts.
2. Identify themes.
3. Develop a coding scheme.
4. Code the data.

3.3 Suggestions

This phase follows immediately behind data analysis to provide some suggestions for
improvements. Suggestion is a creative process during which new concepts, models and
functions of artifacts are demonstrated.

4 Results

4.1 Interviews

The results of interviews with Ubisoft Operation team and 3PL warehouse supervisor
are summarized as follows:

Q1. According to Operation Coordinator 1, the software system that has been used at
Ubisoft for nearly one year is very complicated and slow. It takes more time to
handle the works in comparison with the old one. The software problem is also
confirmed by Operation Coordinator 2 when he claimed that sometimes, the errors
occurred and caused the interruption of the daily workflow. There was no choice
to input the records into the system manually in order to keep the workflow running
smoothly, which takes time to raise SOS-tickets to IT team at head office in France
for checking and giving further instructions.

Q2. Another issue which was raised by Operation Coordinator 1 is the return authori‐
zation. At present, although Ubisoft does not have many stock returns, if this issue
is not managed well, it will become an issue in the future. As a result, the increase
of non-conforming returns is implied. Same as Operation Coordinator 1, Operation
Director also worried about non-conforming returns and its consequences on how
to maintain good customer service but not increase costs. Finally, another concern
is related to embargo commitment. It is a feature of the computer and video game
industry. So far, Ubisoft Australia has never had the problem with retailers about
embargo commitments. According to 3PL Supervisor, her company and Ubisoft
have had a long time working together so the advantages are that they have a good
relationship and they are familiar with all requested procedures and documents as
well as commitments with Ubisoft. With regard to disadvantage, stock returns have
become a matter of most concern.
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Q3. 3PL Supervisor claimed that there are several difficulties. The first issue is related
to the receipt of stock returns. Some retailers, such as retailer 1, retailer 4 and
retailer 5, have consolidation of stock return so it does not take a lot of time to
receive the returns. However, retailer 2 is another case because its stores make
independent claims and returns; therefore, it takes more time to handle the receipt
of stock returns. Another issue is about the time consumed in sorting because there
are many stock returns without labelling. The last issue that is also related to time-
consuming is non-conforming stock returns. With these returns, it really takes time
to separate, check, and report to Ubisoft the quantity in details and wait for the
instructions from Ubisoft. It is related to not only time-consumption but extra cost
also.

Q4. The process of stock returns and stock destruction is completed when a certificate
of destruction that clearly mentions the destruction quantity is issued to Ubisoft
right after the stock return destruction finishing, stated by 3PL Supervisor.

4.2 Observations

The observations show the typical flow of communication and information of Ubisoft
Australia inbound logistics has seven stages as below as well as presented in Fig. 3:

1. Ubisoft Australia places a demand to Ubisoft head office in France.
2. Ubisoft head office places orders to Material/Component Suppliers and Local Manu‐

facturers, and contacts Forwarder companies.
3. If there is no problem about materials/components, Local Manufacturers will go

ahead with production.
4. If not, Local Manufacturers will contact Ubisoft head office and Ubisoft Australia.
5. Ubisoft Australia comes back to Ubisoft head office.
6. Ubisoft head office checks with Material/Component Suppliers.
7. Then Ubisoft head office updates the information to all parties (Ubisoft Australia,

Forwarder companies and Local Manufacturers).

Fig. 3. Flow chart of communication in inbound logistic.

From the above communication and information flow, it is clear that Ubisoft head
office has controlled all information and played the main role in communication with
all parties.
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4.3 Quantitative Data

• Stock return quantity in 2014 and 2015: As per internal reports of Ubisoft Australia,
total stock return quantity in 2014 was 5,352 units; meanwhile, the total stock return
quantity in 2015 was 14,976 units. It means the stock return quantity was nearly triple
in the period from 2014 to 2015 (Fig. 4).

Fig. 4. Stock return quantity [22].

• Ubisoft terms and conditions of stock returns: As per terms and conditions of stock
returns, Ubisoft Australia only accepts the returns of the stock with the below condi‐
tions:
– The stock is faulty and
– The stock is purchased from Ubisoft Australia directly, and
– The stock carries the valid return authorization from Ubisoft Australia, and
– All authorized returns must be sent back within 30 days of receiving the return

authorization
Overall, these terms and conditions of stock returns aim to prevent the returns of non-
conforming stock.

• Stock return nonconformity evidence: Some evidence of stock returns that were
collected while Ubisoft Operation team had a random check of the stock returns
before destruction show some reasons for return such as “Didn’t like it” or “Seven-
day return”. Actually “Didn’t like it” return and “Seven-day return” are not promotion
programs of Ubisoft Australia, but for some retailers to attract their customers. These
reasons are obviously out of Ubisoft Australia terms and conditions for stock returns.
In other words, it shows that the retailers do not strictly implement the Ubisoft
Australia terms and conditions of stock return.

• Competitors’ activities about stock returns: Through competitors’ activities, all
competitors have used ullage agreements with their retailers and each competitor has
its own terms and conditions to deal with the problem of stock returns. In general,
these terms and conditions are almost the same and they aim to limit the cost and
quantity of stock returns, especially non-conforming returns. However, at present,
stock returns and non-conforming returns are unavoidable.
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4.4 Challenges Identified

From the data analysis, three main potential problems related to Ubisoft Australia logis‐
tics and supply chain management are determined:

• Ubisoft recently implemented a global Enterprise Resource Planning (ERP) system
in the Australian subsidiary. Switching from a bespoke localized system to one
designed to manage a multi-site global enterprise has impacted flows within the
supply chain due to inflexibility. The reliance on technical support facilities in other
countries and other time zones has led to a less responsive process of error correction
and bug fixing. There have also been issues with the change management process as
a result of this implementation. As is typical in new system integrations, it can take
many months for the users to be comfortable with the new tool.

• Ubisoft uses the resources and buying power of its head office to drive competitive
costs and service levels from major manufacturing partners. At the same time the
local Ubisoft team is able to use their geographic proximity and logistics skills to
coordinate reactive and personalized procedures to facilitate the efficient manufacture
and delivery of goods. Sometimes there are ambiguities in the roles of the centralized
office acting as both a supply partner and a head-office. Obviously, Ubisoft Australia
have not shared all necessary information and not been involved in whole commu‐
nication loop with all related parties to support the local manufacturers promptly,
especially whenever the local manufacturers have problems with their input. There‐
fore, there is a very large potential of delays in production.

• Based on the current returns policy, volumes of product returned under a faulty status
will inevitably increase in direct proportion to the number of units sold into retail. It
is clear from examining random samples of returned goods that many of these prod‐
ucts would fall under a category of non-conformance. In other words, Ubisoft should
not be obligated to facilitate the return of these products or issue a subsequent credit.

4.5 Recommendations

Recommendation 1: It is clear that supply could be improved and obstacles more easily
overcome with a greater sharing of information by the central office. Similarly offering
the local office more autonomy in the decision making whilst still exercising the
purchasing power over suppliers would lead to a more versatile logistics flow.
Recommendation 2: Regarding communication and information flow in inbound logis‐
tics, to avoid potential delays for production, Ubisoft Australia should be more active
and involved in material delivery management as well as production control. In detail,
the communication and information flow should be changed as represented in Fig. 5.

1. Ubisoft Australia sends the demand request to Ubisoft head office in France.
2. Ubisoft head office places the material orders to material suppliers, bulk orders to

local manufacturers then shares information about BOM (Bill of Materials), speci‐
fying which material items are placed at which suppliers and delivery schedule of
all materials with Ubisoft Australia.
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3. Ubisoft Australia will follow up the rest of the process. For example, they will
directly contact material suppliers to remind them of the shipment schedule to ensure
the materials are shipped on-time, then they should contact forwarder company for
shipment arrangement, and they should closely work with local manufacturers to
update the shipment schedule of all materials/components so that the local manu‐
facturers can arrange their production plan accordingly.

4. In case the local manufacturers have problems with material/components delays or
material quality, they will contact Ubisoft Australia.

5. Ubisoft Australia has to double check with material suppliers and freight forwarder
company.

6. Ubisoft Australia then updates local manufacturers with required information from
material suppliers and forwarder companies.

This communication and information flow helps Ubisoft Australia work closely with all
related parties and proactively solve the problems in inbound logistics instead of relying
on head office in France. Therefore, the potential delays in local production can be
considerably avoided.

Fig. 5. Suggested information flow in inbound logistics.

Recommendation 3: With the stock returns problem, there are several ways to deal with
this problem

• Instead of random checking, a suitable sampling system of returns quantity should
be used to find out which ones are really defective and authorize returns. It is better
to keep a regular record and reporting made of non-conforming product and that this
information be shared with relevant parties including the retailers who have returned
the goods.

• Refuse credit for non-conforming returns or challenge non-conforming returns
(reverse credits).
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• Change the model of return by return collection – repair – resale the good ones and
destroy the unrepaired ones instead of destroying all returns. In some circumstances
it may be possible to refurbish returned products for resale (as is the practice in the
video industry) thus reducing production costs and the impact on the environment
due to over-production.

• There may be opportunities to establish an ullage agreement with some retailers
which would see them managing their own faulty/damaged items without returning
the goods. This would see them receiving extended rebate terms as an off-set for
absorbing the costs of faulty returns from their own customers. The issue with this
is that the distributor never has the ability to check or derive proof of any faults in
their games. On the other had it dramatically reduces the costs of the reverse logistic
function.

4.6 Implications for Practice

• Software system: The software system was designed not only for Ubisoft Australia
and supply chain management but for the worldwide system and other purposes also,
for example, accounting and financial control. Moreover, this software system has
been run for nearly one year; that is long enough to know which problems or which
difficulties have been caused. Therefore, it is really necessary and urgent to re-design
and upgrade the software system so that it is significantly more convenient for all
related stakeholders.

• Inbound logistics: Potentials of material delays that affect bulk production can be
totally avoided with a better communication and information flow. In other words,
Ubisoft Australia Operation Coordinator might spend more time following all mate‐
rial delivery schedules, working closely with material suppliers and forwarder
companies as well as local manufacturers.

• The effects of stock return on sales volume: Although the stock return was suddenly
increased (5,352 units in 2014 – 14,976 units in 2015) and Ubisoft Australia has
found some non-conforming returns by random checks, as per Ubisoft terms and
conditions of stock return, they could refuse credit for non-conforming returns or
challenge non-conforming returns (reverse credits) but they did not do this because
they have been totally aware of the negative impacts on sales volume and the impor‐
tance of the good relationship building with retailers. In other words, they have
accepted this cost of non-conforming returns as the “cost of doing business” [22].

• Consequences of non-conforming returns: There are two kinds of non-conforming
returns. The first one is faulty but returned without authorization from Ubisoft. The
other one is not faulty but has implied the sales returns. At present, Ubisoft and all
rivals in computer and video game industry are trying to deal with the non-
conforming returns smoothly to avoid the conflicts and the negative impacts on their
business relationship with the retailers. However, the solutions that they have applied
cannot solve this problem thoroughly.

• For future development: To maintain the sustainable development and stay ahead in
the game with their rivals, Ubisoft Australia is forced to change or think of new
methods to improve their processes for cost saving and customer satisfaction.

Logistics and Supply Chain Management Investigation 227



• Software integration with retailers: Currently, Ubisoft Australia software is only
integrated with local manufacturers. However, a better collaboration with retailers
via software integration might avoid the sales return. Information integration such
as sell-through data and stock in store currently exists between Ubisoft and some of
its retailers. There is also some use of vendor managed inventory at store which is
managed via a third party. With the emergence of new supply-chain focused retailers
into the Australian market customer satisfaction will be improved by finding greater
synergies with the retailer’s supply models. It can help Ubisoft Australia to control
the available stock at retailers’ stores and adjust their supply. A good example of this
method is the cooperation between P&G and Amazon that helps both P&G and
Amazon save cost, allocate and control the stock and inventory well. This solution
has also contributed to the limit of sales returns because both Ubisoft Australia and
retailers have a better collaboration in demand forecasts and stock allocation as well
as inventory.

• Logistics and supply chain model: At present, Ubisoft Australia uses a typically full
model with forward logistics, reverse logistics and 3PL with the combination of drop
shipping and “hub and spokes” logistics model. To save the cost of distribution center
operations and utilize the advantages of the new trend in logistics and supply chain
management, Ubisoft can consider the logistics and supply chain model with forward
logistics, reverse logistics and 3PL with the combination of drop shipping and antic‐
ipatory shipping instead of “hub and spokes” logistics. This new logistics and supply
chain model allows Ubisoft not only to cut cost for distribution center administration
fees but to enhance a higher level of customer services also with anticipatory shipping
method as the stock will be delivered faster than the old way. However, due to the
embargo commitments with retailers – a key feature in the computer and video game
industry – anticipatory shipping should be applied for re-orders. For the new releases,
Ubisoft Australia just needs the drop shipping.

5 Conclusion and Future Work

The paper reviews several aspects of logistics and supply chain management in general
and in the computer and video game industry in particular. In addition, it analyses the
logistics and supply chain model of Ubisoft Australia – a computer and video game
publisher. The results highlight the problems of Ubisoft Australia in the software system
and communication and information flow in inbound logistic and non-conforming return
areas. Finally, several recommendations are proposed to cease the problems.

This research offers several directions for future research such as the disadvantages
of drop shipping, anticipatory shipping, software system integration between publishers
and retailers/customers, as well as the difficulties related to a higher level of demand
forecasts in the computer and video game industry in general and in Ubisoft Group -
Ubisoft Australia in particular.
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