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Chapter 1
Introduction to Optical Waveguides

Essam M. A. Elkaramany, Mohamed Farhat O. Hameed
and S. S. A. Obayya

Abstract This chapter presents an introduction to the optical waveguides including
planar and nonplanar structures. Additionally, an analysis of planner waveguides
based on ray-optical approach and Maxwell’s equations approach is investigated. In
this context, types of modes, dispersion, cutoff frequency, and effective thickness of
the optical waveguides are discussed thoroughly. Further, the different numerical
techniques and their based mode solvers which are used to analyze optical
waveguides are summarized in brief. Finally, the coupling mechanisms to the
optical waveguide are introduced including transversal coupling techniques and the
longitudinal coupling techniques.

Keywords Optical waveguides ⋅ Dispersion curves ⋅ Coupling techniques
Numerical techniques
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1.1 Introduction—Historical Review

The concept of optical waveguides is mainly based on the electromagnetic theory of
light and its interaction with the matter. The first attempt to use light waves for
communication was in 1880, when Alexander Graham Bell invented his “photo-
phone” shortly after his invention of the telephone in 1876. He used modulated
sunlight to transmit speech through air to the receiver at 200 m apart. In 1899,
David D. Smith of Indianapolis has used a bent glass rod as a surgical lamp [1]. In
1926, Clarence W. Hansell in a laboratory at RCA proposed the fundamentals of
optical fiber communications system and patented a design for transmission of
images over bundles of glass fibers from remote locations. The concept of trans-
mitting multiple wavelengths in optic fibers originated in the 1930s. At that time, no
suitable light source was available that could reliably be used as an information
carrier. In 1952, Prof. H. H. Hopkins began his research to develop bundles of glass
fibers as an endoscope [2], which was produced and marketed in 1966.

Since the discovery of the laser in 1960, enormous steps of waveguiding phe-
nomena with carrier waves at optical frequencies began. Kao and Hockham in 1966
suggested that optical fibers based on silica glass could provide the necessary
transmission medium if metallic and other impurities could be removed [3]. Their
paper triggered serious research in developing low-loss optical fibers, and the first
low-loss single-mode optical fibers were fabricated in 1970 by Kapron, Keck, and
Maurer in USA [4]. They managed to get silica fibers with a loss of about 17 dB/km
at a wavelength of 633 nm. By 1985, extremely low-loss glass fibers (<0.2 dB/km)
were routinely produced where the distance between two consecutive repeaters (used
for amplifying and reshaping the attenuated signals) could be as large as 250 km.

In recent times, the idea of the confined propagation of light in optical waveg-
uides goes far beyond the telecommunications area. Biomedical applications
include imaging and sensing in many medical specialties that are developed where
optical waveguides in integrated photonics are used to confine and transmit light
along tens or hundreds of micrometers. Additionally, optical waveguides can be
used as passive and active devices such as fibers [5], waveguide couplers [6],
optical routers [7], polarization rotators [8–10], polarization splitters [11], polarizers
[12], multiplexer-demultiplexer [13, 14], sensors [15, 16], and modulators. This is
due to the developments of rapid and efficient numerical methods for computational
simulations and the related advancements in optical technologies in laser science
and material fabrication.

In this chapter, the fundamentals of optical waveguides are discussed including
waveguides structure, properties of guided modes, Maxwell’s field equations, wave
equation and its solutions, boundary conditions, operation, coupling and numerical
methods.

4 E. M. A. Elkaramany et al.



1.2 Optical Waveguides Structures

Optical waveguides are basically dielectric waveguides which guide the light beam
from one place to another. They are fundamental parts of optical communications
systems and optical integrated circuits. The basic structure of a dielectric waveguide
consists of a core which is longitudinally extended high-index optical medium and
is transversely surrounded by the cladding low-index media. The guided optical
wave propagates through the high-index material along the longitudinal direction of
the waveguide. Generally, the dimensions of a waveguide should have the same
order of magnitude as the wavelength used.

Optical waveguides can be classified according to their geometry, mode profile,
refractive index distribution, materials, and the number of dimensions where the
light is confined [17]. Generally, the characteristics of a waveguide are determined
by the transverse profile of its dielectric constant εr(x, y), which is independent on
the longitudinal direction. The optically isotropic waveguide can be categorized
with a single spatially dependent transverse profile of the index of refraction n(x, y).

According to their geometry, the optical waveguides can be categorized by three
basic structures: planar, rectangular channel, and cylindrical channel. Common
optical waveguides can also be classified based on mode structure as single mode
and multiple modes.

In a planar waveguide, Fig. 1.1a, the core is sandwiched between cladding
layers in only one direction, say the x-direction, with an index profile n1(x) > n2(x),
n3(x), while the upper and lower cladding layers are called the cover and the
substrate, respectively. The core should have a refractive index higher than the
refractive indices of the cover and the substrate. As a result, light beam is trapped
within the core by total internal reflection.

In cylindrical channel, Fig. 1.1b, a central core region is surrounded by the
cladding material. Of course, to confine the light within the core, the core must have
a higher refractive index than that of the cladding.

In a nonplanar waveguide, Fig. 1.1c, a rectangular channel is sandwiched
between an underlying planar substrate and the upper medium, which is usually air.
Again, it is necessary for the channel to have a refractive index greater than that of

Fig. 1.1 Schematics of optical waveguides: a planar waveguide, b cylindrical channel, and
c nonplanar waveguide

1 Introduction to Optical Waveguides 5



the substrate to trap the light within the channel. In this case, the refractive index n
(x, y) is a function of both x- and y-coordinates. The rectangular channel represents
the best choice for fabricating integrated photonic devices.

Optical waveguides can be classified based on the number of dimensions where
the light rays are confined. In planar waveguides, the confinement of light takes
place in a single direction and so the propagating light will diffract in the plane of
the core. In contrast, in the case of nonplanar waveguides, shown in Fig. 1.1c, the
confinement of light takes place in two directions and thus diffraction is avoided,
forcing the light propagation to occur only along the main axis of the structure.
Further, photonic crystal structure can confine the light in three dimensions. In this
case, the light confinement is based on Bragg reflection. Photonic crystals have very
interesting properties and have been proposed in several devices, such as waveg-
uide bends, drop filters, couplers, and resonators [18].

Classification of optical waveguides according to the materials and refractive
index distributions results in various optical waveguide structures. A waveguide
where the index profile has abrupt changes between the core and the cladding, as
shown in Fig. 1.2a, is called a step-index waveguide. However, the index profile of
graded-index waveguide varies gradually, as shown in Fig. 1.2b, where the
refractive index of the core varies as a function of the radial distance [19].

Most of the waveguides of the different applications are nonplanar waveguides
where the index profile n(x, y) is a function of both transverse coordinates x and
y. The main difference between the common types of channel waveguides is in the
shape and the size of the film deposited onto the substrate. The most common types
of channel waveguide structures include:

(i) The strip-loaded waveguide, Fig. 1.3a, is formed by loading a planar
waveguide with a dielectric strip of index n2 < n1 or a metal strip to facilitate
optical confinement in the y-direction. In this case, the core of the waveguide
is the n1 region under the loading strip.

(ii) The rib waveguide, Fig. 1.3b, has a structure similar to that of a strip
waveguide, but the strip has the same index n1 as the high-index planar layer
beneath it and is part of the waveguiding core.

Fig. 1.2 a Step-index waveguide and b graded-index waveguide

6 E. M. A. Elkaramany et al.



(iii) The buried channel waveguide, Fig. 1.3c, can be produced by increasing the
refractive index of a certain zone of the substrate by the diffusion methods
[2]. The waveguiding core can have any cross-sectional geometry especially
the preferred rectangular shape.

(iv) The ridge waveguide, Fig. 1.3d, has a structure that looks like a strip
waveguide, but the strip, or the ridge, on top of its planar structure has a high
index and is actually the waveguiding core. A ridge waveguide has strong
optical confinement because it is surrounded on three sides by low-index air
region (or cladding material).

(v) The diffused waveguide, Fig. 1.3e, is formed by creating a high-index region
in a substrate through diffusion of dopants, such as LiNbO3 waveguide with a
core formed by Ti diffusion. Because of the diffusion process, the core
boundaries in the substrate are not sharply defined.

Generally, optical waveguides can be analyzed by solving Maxwell’s equations
or their reduced wave equation, with appropriate boundary conditions determined
by their geometry and the materials properties. The main issue is to analyze the
supported modes of the waveguide which is an eigenvalue problem. Analytical
solutions of waveguides modes are only available in few simple cases such as
planner waveguide which is invariant along the waveguide axis. The optical
waveguides are in general open structures with a transverse plane cross section;
therefore, propagating, radiation, and evanescent modes exist. The most practical
waveguides have usually complex geometries with non-uniform structure in the
direction of wave propagation such as waveguide tapers, gratings, photonic crystal
waveguides, Y-splitters, S-bends, and helical waveguides. Another examples are
the waveguides with structures composed of nonlinear, anisotropic, or metamate-
rials. In these cases, numerical methods are needed for computing complex modes
and to simulate the light wave propagation.

n1
n2

n3

n1

n1

n3

(a) (b)

n2
n1

(c)

n1

n2

(d) (e)

n2

n1

Fig. 1.3 Common types of
nonplanar waveguides, a the
strip-loaded waveguides,
b the rib waveguides, c the
buried channel waveguides,
d the ridge waveguides, and
e the diffused waveguides

1 Introduction to Optical Waveguides 7



1.3 Analysis of Planner Waveguides

In this section, the analysis of planar, step-index, waveguides will be introduced.
Firstly, a simple ray-optical picture based on total internal reflection (TIR) will be
used to describe the optical confinement of light in a waveguide and introduce the
concept of guided modes. Next, Maxwell’s equations are used to derive the discrete
nature of these guided modes. At the end of the section, the analysis of the
graded-index planner waveguides is discussed.

1.3.1 Ray-Optical Approach

Consider the case of the guided mode propagating along an optical waveguide via
series of total internal reflections at the core–substrate and core–cladding interfaces,
as shown in Fig. 1.4a. The critical angle at the core–substrate interface is
θc1 = sin− 1 ns

nco
and that at the core–cladding interface is θc2 = sin− 1 nc

nco
. Then, the

angle θ must be greater than the critical angles at both interfaces (θ > θc1, θc2) to
have total internal reflection. In this case, light is confined in the waveguide cor-
responding to a guided mode which propagates along the waveguide in a zigzag
path.

The important parameter to be considered in this analysis is the propagation
constant, which is used to characterize waveguide modes. As shown in Fig. 1.4b,
the orthogonal components of the propagation constant, kx in x-direction and
kz = β, in z-direction are related by the “k-vector triangle”. The plane wave prop-
agation constant in the wave-normal direction is defined as k= konco = 2π

λo
nco, where

λo is the free space wavelength of light. From the figure, the propagation constants
along the x- and z-directions are:

Fig. 1.4 a Guided mode propagating along an optical waveguide and b the k-vector triangle

8 E. M. A. Elkaramany et al.



kx = konco cos θ ð1:1Þ

kz = β= konco sin θ ð1:2Þ

For lossless waveguides, kz is equivalent to the mode propagation constant in an
infinite medium with an index of nco sin θ. Hence, the effective indices of modes, N,
is defined as:

N =
kz
ko

= nco sin θ ð1:3Þ

which specifies the ratio of the wave velocity in a vacuum to that in the direction of
propagation (z). Hence, the guided propagating mode along the z-direction sees the
effective index N.

Since θ can only have values greater than the critical angles at the core–substrate
and core–substrate interfaces, then, in the practical case where ns > na, the guided
modes can be only supported in the range,

nco >N > ns ð1:4Þ

Now, considering the “zigzag” wave in the waveguide, as shown in Fig. 1.5,
where (sb) is parallel to the wave fronts of rays (oa) and (bc), the optical path
difference in the optical field due to a complete round-trip passage is δ = nco
(sa + ab). If the thickness of the core is d, it may be seen from the geometry of the
figure that

δ=2 nco d cos θ ð1:5Þ

which is equivalent to a phase shift = 2ko nco d cosθ.
An additional phase shifts ϕ1 and ϕ2 are associated with the internal reflections

in the lower and upper interfaces. These phase shifts depend on the angle θ and on
the polarization of the propagated wave. Figure 1.6a shows the transverse magnetic
(TM) wave in which the magnetic field is confined in the transverse plane,

a c
s

bo

d

Fig. 1.5 Diagram to
calculate the optical path
difference due to a complete
round-trip passage
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while Fig. 1.6b presents the transverse electric (TE) wave where the electric field is
confined in the transverse plane.

By applying the boundary conditions at the two interfaces, the reflection coef-
ficients of the fields at the interfaces can be obtained [20]. The reflection coefficient
r(= |r|ejϕ) at the interface between two media n1 and n2 (n1 > n2) is given by:

rTE =
cos θ−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2
n1

� �2
− sin2θ

r

cos θ+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2
n1

� �2
− sin2θ

r ð1:6aÞ

rTM =

n2
n1

� �2
cos θ−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2
n1

� �2
− sin2θ

r

n2
n1

� �2
cos θ+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2
n1

� �2
− sin2θ

r ð1:6bÞ

And the phase change due to the reflection ϕ is given by:

ϕ n1, n2ð Þ =2 tan− 1 n2
n1

� �2ν
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N2 − n22
n21 −N2

� �s" #
ð1:7Þ

where

ν=0 for TE polarization

= 1 for TM polarization

N = n1 sinθ is the effective index (see Eq. 1.3).
The reflection coefficient r has the following properties:

• If θ< θc = sin− 1 n2
n1

� �
, r is real and 0 < |r| < 1

• If θ> θc = sin− 1 n2
n1

� �
, |r| = 1, case of total internal reflection (there is no

propagation in medium n2).

Fig. 1.6 Types of the polarization of the propagated wave a TM waves and b TE waves
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Figure 1.7a shows the variation of the magnitude of the reflection coefficient |r|
with the incident angle θ for n1 = 1.5 and n2 = 1.0, while Fig. 1.7b shows the
variation of the phase of the reflection coefficient ϕ with the incident angle θ.
Accordingly, the phase shifts ϕ1 (at core–substrate interface) and ϕ2 (at core–
cladding interface) are given by,

ϕ1 nco , nsð Þ =2 tan− 1 ns
nco

� �2ν
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N2 − n2s
n2co −N2

� �s" #
ð1:8Þ

ϕ2 nco, ncð Þ =2 tan− 1 nc
nco

� �2ν
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N2 − n2c
n2co −N2

� �s" #
ð1:9Þ

In order to maintain light propagation within the core, it is important that the
light undergoes constructive interference and the total phase difference should be a
multiple of 2π. Therefore, the condition for constructive interference is given by,

2kd cos θ−ϕ1 −ϕ2 = 2mπ ð1:10Þ

where m is an integer ≥ 0. Equation 1.10 can be written as,

2ko d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn2co −N2

mÞ
q

=ϕ1 +ϕ2 + 2mπ ð1:11Þ

where Nm = nco sin θm, which depends on the mode order m.
Equation 1.11 indicates that light propagates within a medium as discrete modes

of effective indices Nm that depend on the mode order m. Such guided mode
dispersion equation reveals that only a discrete number of guiding modes can exist
for fixed values of ns, nco, na, d, and ko. Therefore, only rays with certain bounce
angles, θm, related to certain values of m, can propagate as guided modes.
The zeroth-order mode corresponds to a ray propagating with an angle, θ(m = 0)

Fig. 1.7 Variation of reflection coefficient r with the incident angle θ, a magnitude of r and
b phase of r

1 Introduction to Optical Waveguides 11



closest to 90° with the highest effective index. For higher-order modes, θm
decreases until it approaches the critical angle at the core/cladding interface so that
N tends to na and the condition of total internal reflection is no longer satisfied. This
is known as cutoff condition where the light is no longer confined in the guiding
layer but leaks into the cladding region. This limits the number of higher-order
modes that may propagate in the core region. In summary,

• The number of modes that can be supported depends on the thickness d of the
core, ns, nco, na, and ko.

• For given ns, nco, na, and d, there is a cutoff frequency ωc below which
waveguiding cannot occur. This frequency corresponds to a long wavelength

cutoff λc = 2π
koc

� �
.

• The waveguide condition (1.11) describes discrete values of the propagation
constant βm for guided modes corresponding to the mode number m, where
βm = koncocosθm.

• The critical angles at the lower and upper interfaces do not depend on the
polarization of the wave, while the phase shifts, ϕ1(θ) and ϕ2(θ), caused by the
internal reflection at a given angle θ rely on the polarization. So, TE and TM
waves have different solutions for condition (1.11), resulting in different propa-
gation constant βm and different mode characteristics for a given mode number m.

• For a given polarization, solution of the waveguide condition yields a smaller
value of θ with a corresponding smaller value of β for a larger value of
m. Therefore, β0 > β1 > β2 > . . .

• The guided mode with m = 0 is called the fundamental mode while those with
m ≠ 0 are called higher-order modes.

The optic-ray approach cannot be used to determine the guided mode electric field
distribution, and hence, it is necessary to consider the Maxwell’s equations approach.

1.3.2 TE and TM Field Distribution—Maxwell’s Equations
Approach

The analysis of the planar waveguides can be driven from Maxwell’s equation. For
a source free, homogeneous, linear, isotropic, and lossless dielectric medium,
Maxwell’s equations can be written as follows:

∇xE= −
∂B
∂t

ð1:12aÞ

∇xH = −
∂E
∂t

ð1:12bÞ

12 E. M. A. Elkaramany et al.



∇ ⋅E=0 ð1:12cÞ

∇ ⋅D=0 ð1:12dÞ

where D = εE and B = μH. For the planner geometry shown in Fig. 1.5, it implies

that no variation in y-direction ∂

∂y =0
� �

. Recalling that ∂

∂t = jω for harmonic vari-

ations and ∂

∂z = jβ for mode propagation in z-direction, the traveling fields in the
waveguide can be expressed as,

Eðx, z, tÞ=EðxÞejðωt− βzÞ ð1:13aÞ

Hðx, z, tÞ=HðxÞejðωt− βzÞ ð1:13bÞ

Substitution of Eqs. 1.13a and 1.13b into Maxwell’s equations, these equations
are separated into two different modes with orthogonal polarization. The first is the
TE mode where the electric field is polarized in y-direction (normal to the propa-
gation direction) and consists of the field components (Hz, Ey, Hx). The second is
the TM mode where the magnetic field is polarized in y-direction and consists of the
field components (Ez, Hy, Ex). Each of these fields components obeys the wave
equation which can be expressed as,

∂FðxÞ
∂x2

+ k2on
2 − β2

	 

EyðxÞ=0 ð1:14Þ

where F = E(x) or H(x) and n=
ffiffiffiffi
εr

p
.

The guiding condition in the core layer for both guiding modes depends on the
field distributions functions E(x) and H(x) that have an exponential decay outside
the core (as x approaches +∞, and a standing wave inside the core in the range
0 < x < d, where d is the thickness of the guide).

Considering the guiding TE mode, Eq. 1.14 for the field component Ey(x) for the
three layers can be expressed as,

∂EyðxÞ
∂x2

+ γ21EyðxÞ=0 in the core layer nco ð1:15aÞ

∂EyðxÞ
∂x2

− γ22EyðxÞ=0 in the substrate layer ns ð1:15bÞ

∂EyðxÞ
∂x2

− γ23EyðxÞ=0 in the cladding layer nc ð1:15cÞ

where
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γ21 = k2on
2
co − β2 ð1:16aÞ

γ22 = β2 − k2on
2
s ð1:16bÞ

γ23 = β2 − k2on
2
c ð1:16cÞ

Since konco ≥ β ≥ kons ≥ konc, β= konco sin θ, the last choices ensure the
guiding condition in the core γ21 ≥ 0

	 

and evanescent waves into substrate and

cladding layers γ22 ≥ 0, γ23 ≥ 0
	 


.
Using Eqs. 1.15a, 1.15b, 1.15c, the electric field Ey can be expressed as,

EyðxÞ=A sin γ1x+Bcosγ1x − d< x<0 ð1:17aÞ

=Ceγ2ðx+ dÞ −∞< x< − d ð1:17bÞ

=De− γ3x 0< x<∞ ð1:17cÞ

where A, B, C, and D are constants that can be determined by matching the
boundary conditions at the two interfaces. The boundary conditions require the
continuity of Ey and its derivative ∂Ey

∂x (or the component Hz) across the interfaces.
Using these conditions, the constants are given by [21]:

A= −
γ3
γ1

ð1:18aÞ

B=D ð1:18bÞ

C=Dðcos γ1d+
γ3
γ1

sin γ1dÞ ð1:18cÞ

and

γ1d= tan− 1 γ2 + γ3
γ1 −

γ2γ3
γ1

 !
= tan− 1 γ3

γ1

� �
+ tan− 1 γ2

γ1

� �
+mπ ð1:19Þ

where m is an integer ≥ 0 that defines the mode order.
The constant D can be determined by using the normalization condition [22, 23]

and is given by,

Dm =2γ1,m
ωμo

βm d+ 1
γ3,m

+ 1
γ2,m

� �
γ21,m + γ23,m
	 


0
@

1
A

1
2

ð1:20Þ

Figure 1.8 shows the field distributions for the first two orders well guiding
modes TE0 and TE1, where konco ≥ β ≥ kons ≥ konc.
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The propagation constant of a waveguide mode βm, (and therefore Nm,where
βm = koNm), can be obtained from Eq. 1.16a, 1.16b, 1.16c with known values of nc,
nco, ns, and d. If konco ≥ kons ≥ β ≥ kona in which γ22 < 0, the field varies sinu-
soidally in the substrate and the optical energy is confined at the core–cladding
interface. In this case, light propagates in the substrate as shown in Fig. 1.9a as a
substrate mode. If konco ≥ kons ≥ kona ≥ β where γ22 and γ23 < 0, the field varies
sinusoidally in both the substrate and the cladding regions and the optical energy
radiates in the three mediums as shown in Fig. 1.9b.

Similar analysis can be done for the TM mode case (Hy, Ex, Ez). The boundary
conditions at the interfaces lead to the following dispersion equation,

γ1d= tan− 1
γ1

n2co
n2s
γ2 +

n2co
n2c
γ3

� �
γ21 −

n2co
n2s

n2co
n2c
γ2γ3

0
@

1
A= tan− 1 nco

nc

γ3
γ1

� �
+ tan− 1 nco

ns

γ2
γ1

� �
+mπ

ð1:21Þ

And by using the normalization condition [10, 11], one can get,

Dm =2
ωεo
βmde

� �1
2

ð1:22Þ

where de is given by,

de =

n2co
n2c
γ3

� �2
+ γ21

n2co
n2c
γ3

� �2
0
B@

1
CA d

n2co
+

1
n2cγ3

γ23 + γ21
n2co
n2c
γ3

� �2
+ γ21

0
B@

1
CA+

1
n2s γ2

γ22 + γ21
n2co
n2s
γ2

� �2
+ γ21

0
B@

1
CA

2
64

3
75

ð1:23Þ

Fig. 1.8 Field distributions
for the first two orders modes
TE0 and TE1
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1.3.3 Dispersion Curves

Equations 1.19 and 1.21 are referred as the dispersion relation for TE and TM
modes, respectively. When the refractive indices of the substrate and cladding
regions are constant, Fig. 1.10a shows the variation of the effective index N as a
function of the core thickness for different TE guided modes of order m with
nco = 2.224, ns = 2.19, and nc = 1 at λ = 632 nm [21]. Figure 1.10b shows the
dispersion relation for TM guided modes.

It can be noted from Fig. 1.10 that for a certain guided mode m, the effective
index increases by increasing the thickness toward a maximum value. Also, for a
certain mode m, there exists a minimal thickness, corresponds to a minimal value
for N below which the mode m cannot by supported. This thickness is known as the
cutoff thickness. Using the dispersion relations, the cutoff thickness can be
expressed as follows,

dcut− off TEmð Þ=
mπ + tan− 1 n2s − n2c

n2co − n2s

� �1
2

ko n2co − n2s
	 
1

2
ð1:24Þ

Fig. 1.9 a Field distribution
of substrate mode and b field
distribution of cladding mode

Fig. 1.10 Variation of the effective index N as a function of the core thickness for the a TE
modes, and b TM modes
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dcut − off TMmð Þ=
mπ + tan− 1 nco

nc

� �2 n2s − n2c
n2co − n2s

� �1
2

� �

ko n2co − n2s
	 
1

2
ð1:25Þ

Note that the cutoff thickness for the TMm mode is always ≥ that of the TEm

mode. For the symmetric waveguide (ns = nc = n), the cutoff thickness for both TE
and TM modes is equal to,

dcut − off =
mπ

ko n2co − n2
	 
1

2
ð1:26Þ

For the fundamental mode (m = 0), the cutoff thickness is equal to zero, so, this
mode always exists. Equations 1.24 and 1.25 can be used to calculate the maximum
number of the guided modes supported by a certain waveguide structure. In this
regard, it is necessary to find the guided mode order which corresponds to a guide
cutoff thickness similar to the guide thickness considered. Complete analysis can be
found in [21]. The maximum number of modes M is given by,

M = nearst integer to
1
π

� �
dko n2co − n2s
	 
1

2 − tan− 1 n2
n1

� �2ν
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2s − n2c
n2co − n2s

� �s !" #

ð1:27aÞ

For symmetric waveguide ns = nc, it leads to,

M = nearst integer to
dko
π

n2co − n2s
	 
1

2

� �
ð1:27bÞ

Therefore, to fabricate single-mode waveguides for a fixed wavelength, the
values of d, nco, and ns need to be carefully chosen such that 1 < M < 2.

Fig. 1.11 Effect of the
thickness d on the number of
modes M
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Figure 1.11 shows the effect of the thickness d on the number of modes M for
both TE and TM guided modes at index difference Δn = 0.02.

1.3.4 Effective Thickness

The optic-ray undergoing total internal reflection penetrates into the substrate and
the cladding, as evanescent waves as indicated in Fig. 1.12. From that point of
view, we can consider that light travels within a core with a different thickness
called the guide effective thickness [24].

The guide effective thickness can be written as:

deff = d+ δ12 + δ13 ð1:28Þ

where δ12 and δ13 are given by [24],

δ1i =
1

ko
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N2
m − n2i

	 
q i=2, 3 for TE modes ð1:29Þ

=
1

ko
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N2
m − n2i

	 
q
N2
m

n2i
+ N2

m
n2co

− 1
h i for TM modes ð1:30Þ

which depends on the mode order m.
It may be seen from Fig. 1.12 that there exists a lateral displacement of 2ds and

2dc on the two interfaces core–substrate and core–cladding, respectively. These
displacements are known as the Goos–Hänchen effect and are given by,

di =
Nm

δ1i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2co −N2

m

	 
q i=2 ðfor substrateÞ, 3 ðfor claddingÞ ð1:31Þ

d 

2dc

2ds

δ13

δ12

deffθ θ

Fig. 1.12 Effective thickness
of the guide deff
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1.4 Numerical Methods

Analytical solution for modes and corresponding propagation constants are avail-
able for a limited number of ideal, simple waveguide constrictions. In general,
waveguides with complex structures that are non-uniform in the direction of
propagation are now basic parts of integrated optical circuits, for example a bent
waveguide to turn the direction of propagation, a Y-branch to split one waveguide
into two parts, S-bend waveguide to introduce a lateral displacement, and a taper to
excite a waveguide or to connect two waveguides of different geometries. To
simulate the light wave propagation in these structures, accurate and efficient
numerical methods are needed. Many commercial CAD software based on different
approaches are now available to analyze different complex waveguides. In this
section, many mode solvers which are used to analyze optical waveguides are
classified according to the used numerical technique.

1.4.1 Finite Element Technique (FEM) [25–27]

The finite element method (FEM) is used to find an approximate solution of partial
differential equations (PDE) for structures with complex geometries or boundary
conditions. The computational domain is divided into small elements such as tri-
angles and rectangles of various shapes which allow the use of an efficient irregular
grid. The FEM can be used for mode solving and propagation problems. The FEM
uses two approaches to solve waveguide problems: the variational method and the
weighted residual method. Both approaches lead to the same eigenvalue equation
that should be solved to get the resonance modes. Many software based on the FEM
are available. For more details about the software packages, see optical waveguides:
numerical modeling Web site (http://optical-waveguides-modeling.net/index.jsp).
Examples of software packages are:

• FEMLAB (sold by COMSOL Multiphysics).
• EMFlex (by Weidlinger Associates).
• FemSIM (sold by RSoft).
• FIMMWAVE-FEM-Solver (sold by Photon Design).
• JCMwave (sold by JCMwave).
• PDE2D (sold by Visual Numerics).
• EMAP (free software developed by Lawrence Livermore National Laboratory).
• EMSolve (free software developed by Lawrence Livermore National

Laboratory).
• FlexPDE (sold by PDE Solutions).
• FreeFem++ (developed by O. Pironneau, F. Hecht, and A. Le Hyaric at

Université Pierre et Marie Curie Laboratoire Jacques-Louis Lions).
• PdnMesh (Free software).
• HFSS (sold by Ansoft).
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• Concerto-Opera-Soprano (sold by Vector Fields), used for microwave
waveguides.

• WaveSim (sold by Field Precision).Used for microwave waveguides.

1.4.2 Plane Wave Expansion (PWE) Method [28]

The plane wave expansion (PWE) is based on the expansion of the fields in terms of
complete basis of definite-frequency states (for example, plane waves with a finite
cutoff) to solve the resultant linear eigenvalue problem. Examples of software
packages which are based on PWE include:

• Band SOLVE software (sold by RSoft).
• Waveguide Mode Solver (Free software).

1.4.3 Transfer Matrix Method (TMM) [29]

TMM is used efficiently when the waveguide structure consists of a few more easily
solvable components. The waveguide is divided into a number of layers. Then, at
certain frequency, we can use analytical, finite difference, or any other methods to
compute the transfer matrix, relating field parameters at one end of a layer, with
those at the other end. The mode vectors are obtained from the eigenvalues of the
resulting matrix. Examples of software packages based on the TMM are:

• GratingMOD™ (sold by RSoft).
• TMM Mode Solver and Anisotropic TMM Mode Solver (Free codes developed

by Henri Uranus—University of Twente).
• WAVEGUIDE (Free software developed by the Southern Methodist University

group).

1.4.4 Beam Propagation Method BPM [30]

BPM is used in the practical waveguides where the relative variation in refractive
index is small enough to approximate scalar wave equation to form the Helmholtz
equation. The BPMs include different approaches such as the fast Fourier transform
(FFT-BPM) [31, 32], finite difference BPM, [33, 34], finite element BPM [35], etc.

Examples of software packages based on BPM include:

• Beam PROPTM software (sold by RSoft Inc.).
• OlympIOs BPM (sold by C2 V).
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• OptiBPM (sold by Optiwave).
• OptoDesigner (sold by PhoeniX).

Many other software packages with different approximation approaches which
can be used to analyze the optical waveguides are also available. Examples of these
software packages that are based on finite difference time domain (FDTD) tech-
nique [36] are,

• FDTD Solutions (sold by Lumerical).
• XFdtd (sold by Remcom).
• EMPLab2D/EMPLab3D (sold by EM Photonics).
• GMES (Free software. Python package developed at GIST to model photonic

systems).

1.5 Coupling Techniques

The coupling techniques that can be employed to excite a guided mode into an
optical waveguide are discussed in this section. This is important to study and
evaluate optical properties and propagation characteristics of the waveguide and
also for the practical use of this component in integrated optical circuits. These
techniques can be divided into two categories: the transversal coupling techniques
and the longitudinal coupling techniques.

1.5.1 The Transversal Coupling Techniques

The aim of these techniques is to couple the incident light directly into waveguides
through its cross section. Two main transversal coupling techniques are discussed
here: end coupling and taper coupling.

1.5.1.1 End Coupling

This method is probably the easiest method of coupling light into a waveguide. As
shown in Fig. 1.13, a laser source is used to generate a light beam which is focused
into the cross section of the waveguide through a microscope objective lens. For its
simplicity, this method is suitable for practical use in optical integrated circuits.
Although this technique is simple and practical, it has some drawbacks. In this
regard, the end coupling configuration does not allow excitation with a selective
guided mode. Besides, very accurate alignment is needed to avoid instability
problems. So, an optical fiber or another waveguide may be used. Additionally,
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a very high optical polishing of the guide cross section is needed to avoid optical
diffusion losses. This reduces the coupling efficiency [21, 37].

1.5.1.2 Taper Coupling

In this configuration, the concept of cutoff thickness is used [38], where a tapered
structure is created on the waveguide surface over a distance of 10 to 100 times the
wavelength as shown in Fig. 1.14. The incident light can be progressively coupled
into or out from the waveguide throughout the tapered structure, while the cutoff
thickness of the guided mode is reached. The taper allows a continuous variation of
the reflection angle around the critical angle. This technique is of great interest with
high-index thin films where it is difficult to find a high-index transparent prism [38].
However, the taper coupling has some drawbacks [21]: it is a destructive method
due to the created tapered structure on the surface of the guide; low coupling
efficiency; and it is difficult to excite selective guided modes.

Fig. 1.13 End coupling
technique using a a direct
coupling and b a coupling
guide

Fig. 1.14 Taper coupling
technique
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1.5.2 The Longitudinal Coupling Techniques

In these methods, coupling device as prism or grating is used to couple the light
across the surface of the waveguide. These techniques require that the longitudinal
component of the wave vector should be equal to the guided mode propagation
constant.

1.5.2.1 Prism Coupling

This method is the most frequently technique for optical waveguide characteriza-
tion. As mentioned before in Sect. 1.3.1, for light confinement within the guide, the
following condition should be satisfied,

nco >N > ns ≥ nc

thus,

βm = konco sin θm ≥ kons ≥ konc ð1:32Þ

where cladding index nc is usually air. This condition cannot be satisfied if the beam
is directly incident on the surface of the waveguide. In order to excite guided
modes, it is necessary to use a high-index incident medium. As shown in Fig. 1.15,
a high-index prism is used to couple the laser beam into the waveguide. To maintain
a very small air gap, (of order of half a wavelength) between the prism and the
guide surface, spring-loaded clamps are used to press the prism onto the surface of
the waveguide [39].

When the angle between the incident light and normal to the prism base exceeds
the critical angle at the prism–air interface, total internal reflection occurs at the
base of the prism and a stationary wave is formed inside the prism. In the air gap, an
evanescent wave exists. If the phase matching condition is satisfied such that the
propagation constant of the light passing through the prism is equal to the

Fig. 1.15 Prism coupling
technique
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propagation constant of the guided mode, the coupling of the incident light into the
guided mode is obtained. This can only occur when

np sinψ = nco sin θm ð1:33Þ

where np is the prism refractive index. Figure 1.16 shows the excitation of guided
modes throughout the evanescent waves created in the air gap between the prism
and the guiding layer.

The coupling efficiency mainly depends on [21]:

• The thickness of air gap which can be controlled by the pressure applied to the
prism by the clamps.

• The incident beam profile and the incident beam section at the base of the prism,
which are related to the optical setup and the used laser source.

The main attractive feature of the prism coupling technique is the ability to select
and alter individual modes by altering the angle ψ . Also, such configuration can be
used to characterize the waveguide by coupling the propagating light out of the guide
in order to image it onto a screen. Usually, the prisms used in this technique were
made from rutile (Ti02), which has refractive indices, no = 2.584 and ne = 2.872 at
wavelength of 633 nm.

1.5.2.2 Grating Coupler

In this technique, a periodic grating structure of period Ω is fabricated on the
surface of the waveguide as shown in Fig. 1.17. This technique was first developed
by Dakss et al. [40]. When a light laser beam with propagation vector βo is incident
on the grating region, the light is diffracted and components of a period 2π/Ω appear

Fig. 1.16 Excitation of
guided modes using prism
coupling technique

24 E. M. A. Elkaramany et al.



in the longitudinal component of the wave vector [41, 42]. These wave components
have propagation constant,

β= βo +2π
γ

Ω
ð1:34Þ

where γ is the diffraction order, integer: 0, +1, +2, +3, …
Thus, light can be coupled to guided modes m when the propagation vector of

the guided mode βm fulfills the phase matching condition in relation (1.34).
The coupling efficiency is optimal for specific values of the incident angle θ that

are solutions of the phase matching relation. It depends on many factors: the grating
structure (the grating period Ω and the grating depth Δh), the form of the incidental
beam, and the zone of coupling [21]. Coupling coefficient of 75% has already been
reported [41].
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Chapter 2
Fundamentals of Photonic Crystals

Essam M. A. Elkaramany, Mohamed Farhat O. Hameed
and S. S. A. Obayya

Abstract In this chapter, the basic principles of photonic crystal (PhC) structures
and their possible applications are presented. In this context, one-dimensional
photonic crystals, Bloch’s theorem including Maxwell’s equations in periodic
media, are discussed thoroughly. Additionally, the different types of defects,
bandgap size, and the relation between the Brillouin zone and the reciprocal lattice
are introduced. Further, the different types of PhCs such as one-dimensional,
two-dimensional, and three-dimensional structures are presented in detail.
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2.1 Introduction

Photonic crystals (PhCs) are inhomogeneous materials with periodic structure
where dielectric properties vary periodically in space on the order of the light
wavelength [1–4]. Perhaps, Lord Rayleigh was the first scientist who studied this
structure in 1887 when he formulated a precise theory for the reflective properties of
a crystalline mineral with periodic twinning planes and identified its bandgap
property. Although multilayer structures as films received intensive study over the
last century, the term photonic crystal was first used by Yablonovitch [5] and John
[6], in 1987. In this context, they proposed PhCs as materials that could localize
light and inhibit spontaneous emission of atoms if a light source is embedded in
such a crystal. They demonstrated the analogy between the electronic and the
photonic crystals and explained that PhCs with periodic dielectric constants deal
with photons in a similar way as semiconductor crystal structures behave with
electrons. Both electronic and photonic crystals are governed by the Bloch–Floquet
theorem. However, for PhCs, Maxwell’s equations are used to describe their
behavior, while the Schrödinger equation is used to describe the behavior of
electronic crystal. Although this fundamental difference does exist, electronic and
photonic crystals share many properties due to the periodic nature of both materials.
In this regard, the semiconductor crystal structure has periodic potential which
results in a “forbidden gap” for electrons, while PhCs’ periodic structures result in a
forbidden bandgap for photons.

After 1987, the number of research papers concerning photonic crystals began to
grow exponentially. However, due to the fabrication difficulty of these structures at
optical scales, early studies were either theoretical or in the microwave centimeter
scale. This fact is due to a property of the electromagnetic fields known as scale
invariance. Additionally, solutions for centimeter-scale structure at microwave
frequencies are the same as for nanometer-scale structures at optical frequencies. By
1991, Yablonovitch has demonstrated the first three-dimensional photonic bandgap
in the microwave regime [7]. In 1996, Thomas Krauss made the first demonstration
of a two-dimensional photonic crystal at optical wavelengths [8]. This opened up
the way for semiconductor photonic crystals’ fabrication in the same manner of the
semiconductor industry.

The main concept of the PhCs is the periodic reflections and refractions at the
boundaries of the alternating dielectric materials. Since the periodicity is in order of
the light wavelength, the phase difference of the interfered waves is an important
factor that determines the optical response of such a structure. This can be used to
establish destructive interference where light cannot propagate through the structure
at certain frequency bands and specific incident angles. The frequency bands at
which the waves cannot propagate are referred as photonic bandgap (PBG).
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2.2 One-Dimensional Photonic Crystals—Bloch’s
Theorem

One-dimensional photonic crystal structures are easy to construct by stacking
alternating layers of different refractive indices on top of each other. Such periodic
structures were discovered and used in many applications many years ago before
people thought about photonic crystals.

The basic concepts of photonics can be best understood from a study of the
simple one-dimensional crystal model shown in Fig. 2.1. It consists of alternating
layers of dielectrics, ε1 and ε2, with thickness of a1 and a2, respectively. In this
study, the effect of normal incident plane electromagnetic wave (Ex, Hy) of
wavelength λ, from the left is investigated. As in the case of thin films, there are
reflections and transmissions from each interface. At particular frequencies, the
reflections and transmissions in the propagation direction can destructively interfere
in such a way that there is no forward traveling wave and all the energy is reflected
back. The crystal behaves as a mirror at this frequency. In order to analyze the fields
in the crystal, we must solve Maxwell’s equations in periodic media.

2.2.1 Maxwell’s Equations in Periodic Media—Bloch–
Floquet Theorem

Assuming time-harmonic fields with time dependence eiωt, and using the two
Maxwell’s curl equations, the electric field is governed by the wave equation

∂
2

∂z2
Ex zð Þ− ω

c

� �2
ε zð ÞEx zð Þ=0 ð2:1Þ

with the periodic dielectric constant given by

ε zð Þ= ε1 in the first medium 1

= ε2 in the secondmedium 2
ð2:2Þ

With a period, a = a1 + a2.

Fig. 2.1 One-dimensional
photonic crystal
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Equation (2.1) is a single Hermitian generalized eigenproblem where the

eigenvalues ω
c

� �2 are real and the eigenstates Ex(z) are complete and orthogonal.
Since the eigenoperator is periodic (due to the periodicity of ε(z) = ε(z + a)),

then we can apply Bloch–Floquet theorem. In this context, the solutions of the
eigenstates of a Hermitian eigen-problem whose operator is a periodic function of
position z, can be chosen of the form:

eikz ⋅ EðkÞ
x ð2:3Þ

where EðkÞ
x is a periodic function of k. So, the solutions of the electric field can be

expressed as

EðkÞ
x zð Þ= ∑

r=∞

r= −∞
Are

i k+ 2πr
að Þz, r=0, ± 1, ± 2, . . . . ð2:4Þ

Note that the basic functions ei
2πr
a z, r=0, ± 1, ± 2, . . . ., are complete and

orthogonal.
Using Fourier series expansion, periodic function ε(z) may be expanded as

follows:

ε zð Þ= ∑
r=∞

r= −∞
Brei

2πr
a z ð2:5Þ

The Fourier coefficients Br can be obtained from the orthogonality relation as
follows:

Br =
1
a

Za

z=0

ε zð Þe− i2πra zdz ð2:6Þ

Using Eq. (2.2), the coefficients Br are given by

Br = ε1
a1
a

+ ε2
a2
a

for r =0

=
i

2πr
ε1 − ε2ð Þ e− i2πra a1 − 1

� �
for r≠ 0

ð2:7Þ

Substituting the expansions for Ex(z) and ε(z) into the wave Eq. (2.1) with a

prefactor of ei k+ 2πr
að Þz zero, we get:

ðk+ 2πr
a
Þ2Ar − ∑

∞

r= −∞

ω

c

� �2
Br− r′Ar′ =0, r′ =0, ± 1, ± 2, . . . . ð2:8Þ
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From which we obtain a system of linear coupled equations for the coefficients
Ar for different values of r. To get non-trivial solutions, the values of ω must satisfy
the characteristic equation given by

det

⋯ ⋯ ⋯ ⋯ ⋯ ⋯
⋯ ðk− 2π

a Þ2 − ðωcÞ2β0 − ðωcÞ2β− 1 − ðωcÞ2β− 2 ⋯ ⋯
⋯ − ðωcÞ2β1 ðkÞ2 − ðωcÞ2β0 − ðωcÞ2β− 1 ⋯ ⋯
⋯ − ðωcÞ2β2 − ðωcÞ2β1 ðk+ 2π

a Þ2 − ðωcÞ2β0 ⋯ ⋯
⋯ ⋯ ⋯ ⋯ ⋯ ⋯

����������

����������
=0

ð2:9Þ

According to the Bloch theorem, the solution is assumed as periodic and satisfies
the relation Ex z+ að Þ= eikaEx zð Þ of a periodic system. The wave number k specifies
the eigensolutions E kð Þ

x , which is periodic with respect to k. Also, the solutions of
Eqs. (2.7) and (2.8) for k and for k+ 2πr

a

� �
at an integer r are identical with the same

values of ω. This is because the two values for k lead to the same form in Eq. (2.4),
which may be seen by renumbering the coefficient Ar. Since the set of wave
numbers k+ 2πr

a

� �
, r=0, ± 1, ± 2, . . . , give identical solutions, all possible solu-

tions of Eq. (2.9) are covered by running k over the first Brillouin zone (BZ), which
is given by

−
π

a
≤ k ≤

π

a
ð2:10Þ

In summary:

• Since E kð Þ
x is periodic, we only need to consider this eigenvalue problem over a

finite domain (the unit cell of periodicity). Mathematically, eigenvalue problems
with finite domains result in discrete eigenvalues and eigenvectors [9].

• Accordingly, there are only a discrete set of eigenvalues, ωp, p = 1, 2, …, and
periodic functions E kð Þ

x zð Þ, for each k. This can be seen if we consider the
eigenstates for the wave vector k+ 2π

a

� �
in the form of Eq. (2.3). In this case, the

complex exponential will have a term ei
2π
að Þz which is periodic and can be

absorbed into E kð Þ
x zð Þ. But since E kð Þ

x zð Þ for each k is distinct, this implies that the
solutions for k+ 2π

a

� �
are the same as those for k.

• As a result, we do not need to use the entire range of k, and it is sufficient to
solve the eigenproblem for a finite range of k. In our case, this is the first
Brillouin zone of the crystal − π

a ≤ k ≤ π
a

� �
.

• For any given value of k in the first BZ, Eq. (2.9) gives a set of eigenvalues
ω1(k), ω2(k), …, ωp(k), …, which are continuous functions of k.

• The number of eigenvalues is fixed by the size of the matrix truncated by
Eq. (2.9).

• As k varies, each of the eigenvalues changes gradually.
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• When plotted for all k, ωp(k) forms the so-called band structure of the photonic
crystal.

• These are the dispersion curves of the photonic bands of the one-dimensional
system.

• The subscript p of wp(k) is called the band index.

Figure 2.2 shows the band diagram that plots ωp(k) as a function of k in the
Brillouin zone. The bandgaps are the regions of frequencies where there is no
associated k in the crystal. This is the photonic bandgap. The width of the nor-
malized bandgap Δω

ω increases as the ratio between the two dielectrics ε1
ε2 gets larger

[1]. Note that k is imaginary for ω in the bandgap and the wave at this frequency is
evanescent. Thus, plane waves with frequency in the bandgap cannot enter the
crystal and all of the energy is reflected back [1, 9]. This is similar to metallic
waveguide where frequencies below a certain value (cutoff) cannot enter the guide.
In the case of photonic crystals, these ranges are discrete bands.

Whenever the photonic crystal has a rotation, mirror reflection, or inversion
symmetry, then wp(k) functions have that symmetry as well [1]. Consequently, we
do not need to consider them at every k point in the Brillouin zone. The smallest
region within the Brillouin zone where the functions wp(k) are not related by the
symmetry is called the irreducible Brillouin zone (region 0 ≤ k ≤ π

aÞ as shown in
Fig. 2.2.

2.2.2 Bandgap Size

The useful parameter that can be used to describe the bandgap is the (gap–midgap)
ratio which is independent of the scale of the crystal. If ωm is the frequency at the
middle of the gap, the gap–midgap ratio is defined as (Δωωm

), expressed as a per-
centage. In one-dimensional crystal with normal incidence, the gap–midgap ratio

Fig. 2.2 Bandgaps for
one-dimensional photonic
crystal
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depends on the dielectric contrast (Δεε ) and relative width of structure a1
a

� �
. The

dependence of the gap–midgap ratio can be summarized as follows:

• For weak periodicity (Δεε ≪ 1) or small relative width a1
a

� �
, the gap–midgap ratio

can be approximated by [1]

Δω
ωm

≈
Δε
ε

sin πa1
a

� �
π

. ð2:11Þ

• More generally, the gap is maximized if a1 n1 = a2 n2 [10], where n1 and n2 are
the refractive indices of the structure, where n=

ffiffiffi
ε

p
. In this case, it may be

shown that the midgap frequency is given by,

ωm =
n1 + n2
4n1n2

2πc
a

ð2:12Þ

which corresponds to the vacuum wavelength λm = 2πc
ωm

, and the thicknesses of

the layers in this case are exactly quarter wavelength a1 = λm
4n1

, a2 = λm
4n2

. For the gap
between the first two bands of this structure, the gap–midgap ratio is given by

Δω
ωm

=
4
π
sin− 1 Δnj j

n1 + n2

� 	
ð2:13Þ

If the one-dimensional crystal is excited with white light at normal incidence, it
reflects colors corresponding to the bandgap frequencies. If we change the angle of
the incoming light, it sees larger crystal spacing due to the inclined path, so the
bandgaps are shifted, and different colors are reflected. This is a natural phe-
nomenon called iridescence.

2.2.3 The Relation Between the Brillouin Zone
and the Reciprocal Lattice

In crystallography, a Bravais lattice is an infinite array of discrete points (that may
be atoms, molecules, group of atoms or molecules) which can be generated in the
three-dimensional case by three primitive vectors A⃗1, A⃗2, and A ⃗3, so that every
lattice point can be written as

R ⃗= rA ⃗1 + qA⃗2 + sA ⃗3, r, q, s=0, ± 1, ± 2, . . . . ð2:14Þ

So, for any choice of position vector R ⃗, the lattice looks exactly the same.
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The primitive unit cell of the crystal is defined as the volume of space that, when
translated through all the vectors of a Bravais lattice, just fills all of space without
either overlapping itself or leaving voids [11].

A vector V ⃗ belonging to the primitive cell can be expressed as

V ⃗= αA ⃗1 + βA ⃗2 + γA⃗3, 0≤ α, β, γ ≤ 1 ð2:15Þ

where a periodic function can be expressed as

f V ⃗
� �

= f V ⃗+ R⃗
� �

ð2:16Þ

The reciprocal lattice is defined as the set of vectors k ⃗ generated by its three
reciprocal primitive vectors, defined by,

k ⃗1 = 2π
A ⃗2xA ⃗3

A ⃗1. A⃗2xA ⃗3
� � ð2:17aÞ

k ⃗2 = 2π
A ⃗3xA ⃗1

A ⃗2. A⃗3xA ⃗1
� � ð2:17bÞ

k ⃗3 = 2π
A ⃗1xA ⃗2

A ⃗3. A⃗1xA ⃗2
� � ð2:17cÞ

In two-dimensional case in the xy plane, the reciprocal primitive vectors can be
obtained by letting A ⃗3 = az⃗ where a ⃗z is the unit vector perpendicular to the xy plane
of the primitive set vectors A ⃗1 and A⃗2, since both lie in the xy plane. The vector k ⃗3 is
perpendicular to the xy plane and thus can be safely neglected.

It can be proved that the Brillouin zone for a Bravais lattice is the primitive unit
cell of the reciprocal lattice. Consequently, band diagrams for a given lattice are
periodic functions over its reciprocal lattice. This can be easily seen in the
one-dimensional crystal with periodicity a shown in Fig. 2.1. It should be noted that
the primitive vector is a ⃗= aaz⃗ and every lattice point can be written as

R⃗= ra ⃗, r=0, ± 1, ± 2, . . . . ð2:18Þ

Further, the primitive cell of the reciprocal lattice shown in Fig. 2.3 is defined by
the vector

k ⃗=
2π
a
a ⃗ ð2:19Þ
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which defines the width of the Brillouin zone 2π
a

� �
in this case. Also from the

symmetry, the reduced Brillouin zone is determined by the two points Γ (center of
the Brillouin zone) and X (edge of Brillouin zone) that correspond to k ⃗z =0 and
k ⃗z = π

a az⃗, respectively.

2.3 Two-Dimensional Photonic Crystals

Recently, attention is given in making materials with a periodic variation in
refractive index in two and three dimensions for different reasons. This leads to
many subsequent developments in theory, techniques of fabrication, and their
applications. Nowadays, the goal of such devices is to make integrated circuits that
combine both electronic and optical functions.

Yablanovitch, in 1987 [5], suggested that an omnidirectional bandgap could be
created with photonic crystals that were periodic in more than one dimension.
Two-dimensional photonic crystals have a periodic geometry in two directions and
are homogeneous in the third. Two examples may be realized by fabricating regular
arrays of cylindrical pillars in a substrate as shown in Fig. 2.4a, or by drilling a
regular pattern of air holes as shown in Fig. 2.4b. Many two-dimensional patterns
are realized for many applications in integrated optics.

The two-dimensional photonic crystals can be analyzed by a similar way to the
one-dimensional case. The differences between 1D and 2D photonic crystals can be
summarized as follows:

• Two vectors in the two directions of the crystal are used to determine the Bloch
state.

• The reciprocal lattice is also two-dimensional lattice; consequently, the Brillouin
zones are areas. For example, the square lattice with periodicity a in both
directions, shown in Fig. 2.5a, has a reciprocal lattice shown in Fig. 2.5b.

• The Brillouin zone is a two-dimensional region of wave vectors, so the bands
ω(k) are actually surfaces, but practically the band extrema always occur at the
high-symmetry directions (along the boundaries of the irreducible zone).

Fig. 2.3 Reciprocal lattice
for one-dimensional photonic
crystal

2 Fundamentals of Photonic Crystals 37



Therefore, to identify the bandgap, it is conventional to only plot the bands
along these boundaries.

The reciprocal lattice vectors in this case are given by

k ⃗1 =
2π
a
ax⃗ ð2:20aÞ

k ⃗2 =
2π
a
ay⃗ ð2:20bÞ

where the Brillouin zone is the shaded square with sides of length 2π/a. Conse-
quently, due to the three types of symmetries: up/down symmetry, left/right sym-
metry, and 90° rotation symmetry, the irreducible Brillouin zone is a right triangle
of base and height π/a determined by the three points Γ (center of the Brillouin
zone), X (center of a side), and M (center of an edge) that correspond to k ⃗x, y =0,

k ⃗x, y = π
a ax⃗, and k ⃗x, y = π

a ax⃗ +
π
a ay⃗, respectively.

Polarization of light must be taken into account in the two-dimensional case. The
beam can be decomposed into two different polarizations: transverse electric (TE),

Fig. 2.4 a Cylindrical pillars lattice and b cylindrical veins lattice

Fig. 2.5 a Square lattice with primitive vectors and b its reciprocal lattice
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in which the beam is polarized perpendicular to the plane of periodicity, and
transverse magnetic (TM), where the beam is polarized in the plane of periodicity.
In one-dimensional photonic crystal, polarization is not taken into consideration
because the crystal is isotropic in the plane normal to the direction of propagation.

The photonic bandgap diagram can be constructed by plotting the eigenvalues
along the vertical axis as the Bloch wave vector is varied. Figure 2.6 shows the
photonic bandgap diagram for TE and TM polarization defined on the path around
the irreducible Brillouin zone ΓXMΓ [1], of a square lattice of isolated ε rods. In
this case, the TM bandgaps are favored. Since the Brillouin zone in
two-dimensional case is area, the complete bandgap diagram consists actually from
sheets as shown in Fig. 2.7. There is an infinite set of eigenfrequencies associated
with each point in the Brillouin zone.

Figure 2.8a shows another example of a photonic crystal of air holes arranged in
a hexagonal lattice [1]. In this case, the primitive vectors of the unit cell are

A⃗1 = aa ⃗x, A⃗2 =
a
2

− a ⃗x +
ffiffiffi
3

p
ay⃗

� �
ð2:21Þ

and the reciprocal lattice vectors in this case are given by

k ⃗1 =
2π
a
ðax⃗ + 1ffiffiffi

3
p ay⃗Þ, k ⃗2 =

4π

a
ffiffiffi
3

p ay⃗ ð2:22Þ

where

k ⃗1
��� ���= k ⃗2

��� ���= 4π

a
ffiffiffi
3

p

The Brillouin zone for this crystal is the Wigner–Seitz cell for the unit cell of the
reciprocal lattice [11]. The Wigner–Seitz cell is the space volume surrounding a
point in the lattice that is closer to that point than any other point. This is indicated
by the shaded hexagonal shown in Fig. 2.8b.

Fig. 2.6 Bandgaps for square
lattice of isolated ε rods—TM
bandgaps are favored
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The irreducible Brillouin zone is the triangle ΓMK which is constructed by using
symmetry considerations. The three corners of the irreducible Brillouin zone are

Fig. 2.7 a First-order band diagram and b complete bandgap diagram for the square crystal

Fig. 2.8 a Crystal and its primitive vectors and b reciprocal cell and Brillouin zone
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Γ: k
!

x, y =0, K: k ⃗x, y =
2π
3a

ay⃗ and M: k ⃗x, y =
2π
3a

ax⃗ +
2πffiffiffi
3

p
a
ay⃗ ð2:23Þ

The band diagram is plotted along the edges of the irreducible Brillouin zone.
The frequency axis is normalized by the lattice spacing a. As shown in Fig. 2.9, the
crystal exhibits a complete bandgap for which both TM and TE polarized light
cannot propagate through the photonic crystal structure.

2.4 Three-Dimensional Photonic Crystals

The three-dimensional photonic crystal is a dielectric structure which is periodic
along three different axes in space. Practically, the three-dimensional photonic
crystals are the most interesting objects to study. If the right crystal structure is
chosen with sufficient index contrast, the crystal can be designed so that light
cannot propagate within a certain frequency range.

The possibility of the three-dimensional photonic bandgaps was early suggested
by Yablonovitch [5] and John [6]. Beginning from 1989, many realistic designs with
a complete photonic bandgap have been suggested [12–16]. Recently, huge number
of three-dimensional photonic bandgap structures was developed and fabricated.
One of the early microstructures for infrared light is the woodpile crystal [13, 15]
shown in Fig. 2.10 [17]. It is constructed by stacking alternating layers of dielectric
silicon logs (usually rectangular) with alternating orthogonal orientations. Therefore,
the third and fourth layers will have the same orientation as the first and second
layers but are offset by half of the horizontal spacing. In this manner, the dielectric
logs form a face-centered cubic lattice stacked in the [001] direction. The photonic
bandgap of the woodpile crystal with ε = 13 logs in air is shown in Fig. 2.11.

Three-dimensional photonic crystals can be constructed by stacking a sequence
of two-dimensional different layers. An example is shown in Fig. 2.12, where a
hexagonal lattice of dielectric rods in air is stacked on another dielectric layer with
holes. Figure 2.13 shows the photonic band diagram for this structure with ε = 12.
More details are given by Johnson and Joannopoulos [18].

Fig. 2.9 Band diagram of
hexagonal crystal in Fig. 2.8a

2 Fundamentals of Photonic Crystals 41



2.5 Defects in Photonic Crystals

In the previous sections, we were interested in finding bandgaps of photonic crystal
structures. For the frequencies inside the gap, no modes are allowed to propagate. If
the periodicity of the lattice is perturbed due to a predesigned defect, we can permit
a localized defect mode or set of modes that have frequencies within the gap. At
these frequencies, light may be trapped or allowed to propagate at the position of
the defect in the lattice. At the same time, this light cannot leak into the crystal
because it is in the bandgap.

Fig. 2.11 Photonic bandgap diagram for the woodpile photonic crystal [17]

Fig. 2.10 Woodpile photonic
crystal image by electron
microscope [17]
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Considering the gap of the one-dimensional photonic crystal, the wave number
is imaginary inside the gap and the states decay exponentially. As we traverse the
gap, the decay constant grows toward the gap center, then decreases again, and
disappears at the lower edge of the gap [1]. However, if a defect is introduced in the

Fig. 2.12 Three-dimensional photonic crystal formed by stacking of two different layers [18]

Fig. 2.13 Photonic bandgap of the dimensional photonic crystal formed by stacking of two
different layers in Fig. 2.12 [18]
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lattice by adding a layer of material 2, as shown in Fig. 2.14a, the structure is no
longer periodic and it is found that the defect can terminate the exponential growth
and permits an evanescent mode as shown in Fig. 2.14b. Figure 2.15a, b shows the
transmittance curve as a function of frequency for a crystal without defect and that
with defect, respectively.

In two-dimensional case, we have many options to introduce defects within the
crystal. A point defect (Fig. 2.16a) or a line defect (Fig. 2.16b) can be introduced
by removing rods or replacing them with another rod of different sizes, shapes, or
refractive indexes. In this case, a localized defect-induced state is trapped at the
location of the defect but it cannot penetrate into the rest of the crystal, since it has a
frequency in its bandgap [19, 20]. This can be physically explained as follows: The
crystal reflects the light of certain frequencies due to its bandgap. By introducing a
defect within it, we create a cavity surrounded by reflecting walls. If this cavity has
the proper dimensions to support a mode in the bandgap of the crystal, then the light
cannot escape and a localized mode can be created [21].

Nowadays, the techniques of introducing defects in the photonic crystal open the
door to the future of “optical semiconductors” which can be used in many appli-
cations: photonic crystal fibers, lasers, waveguides, optical logic circuit, add–drop
filters, all-optical transistors, amplifiers, biological sensors, routers, photonic inte-
grated circuits, optical computing. We are going to discuss some of these appli-
cations in the rest of this chapter.

2.5.1 Photonic Crystal Fibers

The simplest design of the photonic crystal fibers (PCFs) [22, 23] is shown in
Fig. 2.17 where tiny cylindrical air holes arranged in triangular lattice are patterned
into a fiber. With proper dimensions of the holes and core (which acts as defect),
light cannot propagate in the cladding region due to the photonic bandgap. In this
case, light can be confined in a solid or hollow core with a lower refractive index. In
comparison with conventional optical fibers, photonic crystal fiber depends on
bandgap effect, and the core may be of low index or air. However, optical fiber

Fig. 2.14 a One-dimensional lattice with defect and b bandgap with defect mode
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Fig. 2.15 Transmittance curve as a function of frequency of the a lattice without defect and of the
b lattice with defect

Fig. 2.16 2D photonic crystal a with a point defect and b with a line defect

Fig. 2.17 Photonic crystal
fiber
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contains high index core and is based on total internal reflection (TIR) principle. In
this manner, extremely low loss photonic crystal fibers with air or vacuum core can
be created [24].

2.5.2 Photonic Crystal Planar Waveguides

Photonic crystal waveguides can be fabricated by introducing a line defect in the
crystal which supports a mode that is in the bandgap. This mode is forbidden from
propagating in the bulk of the crystal because it falls in the bandgap, as shown in
Fig. 2.18, which shows the electric field (Ez) pattern in a line defect formed by
removing a row of rods from a square lattice of dielectric rods in air.

When a bend occurs in the waveguide, a line defect of the same shape is
introduced as shown in Fig. 2.19. It is impossible for light to escape since it cannot
propagate in the bulk crystal. Therefore, the mode is forced to propagate through
the line defect which takes the shape of a sharp bend, leading to lossless

Fig. 2.18 Optical line-defect waveguide

Fig. 2.19 Optical waveguide
bend
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propagation. In conventional fibers, it is impossible to bend the fiber with radius of
order of light wavelength because the TIR conditions will fail leading to leaky
modes. The calculations show that guiding of light around such a sharp 90° corner
is possible with high efficiency (up to 98%) [25, 26].

Optical waveguide splitter which divides the power equally in an input
waveguide between two output waveguides can be realized as shown in Fig. 2.20.
In this case, obstructions are made between the junction and the outputs (by adding
a single rod before each of the output waveguide) to weaken the coupling between
the two outputs in order to increase the transmission [27].

A channel drop filter based on photonic crystal structure can be designed to
transfer a narrow bandwidth from one waveguide to another waveguide by creating
two different cavity modes between the two line waveguides (simply by removing
two rods), as shown in Fig. 2.21. The filter redirects a very narrow bandwidth
around a single mode to the output port, while other frequencies propagate directly
along the top waveguide. By carful design of the two cavity modes, it is possible to
get 100% dropping in one direction of the output waveguide [28, 29].

2.5.3 Optical Logic Circuits

Optical logic gates are considered as key elements in optical processing and
communication systems which make the important functions at the nodes of net-
work such as data encoding and decoding, pattern matching, recognition, and
various switching operations. Most of conventional designs suffer from certain

Fig. 2.20 Optical waveguide
T-splitter
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limitations such as big size, difficult to perform chip-scale integration, high power
consumption, low speed, and the spontaneous emission noise. Nowadays, photonic
crystal technology is applicable to optical logic gates because of their compact size,
high speed, low power consumption, and versatile functions [30]. Recently, many
design techniques were reported to build the optical logic gates [31, 32]: photonic
crystal based on nonlinear materials [33, 34], self-collimated beams [35, 36], gra-
phene photonic crystals [37], photonic crystal with liquid crystal materials [38], and
multi-mode interference [39–42].

2.5.4 Optical Transistors

The aim of optical transistor is to switch or amplify optical signals. If we can
control the incident light signal on an optical transistor, then the intensity of light
beam emitted from the transistor’s output can be changed. Such a device is the
optical analog of the electronic transistor that forms the basis of modern electronic
devices. Output power is supplied by an additional optical source. Optical tran-
sistors have applications in optical computing and fiber optic communication net-
works. Recently, many design techniques for optical transistors were reported [43–
46]. With optical logic integrated circuits and optical transistor technology, the road
toward optical integrated circuits and optical computing is possible. Unlimited
speeds, huge storage density, minimal cross talk, and interference are some of the
advantages that we expect in the future.

2.5.5 Photonic Crystal Polarization Handling Devices

The optical properties of integrated photonic circuits are usually
polarization-dependent. Polarization rotators (PRs) [47–49] and polarization split-
ters [50–52] can simply remove this dependence, which makes any optical element

Fig. 2.21 Optical channel drop filter
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polarization independent. Therefore, PR is a key element of integrated photonic
circuits that can control the polarization of the propagating wave. In this context,
high tunable nematic liquid crystal (NLC) PCF PR has been proposed with a strong
polarization conversion ratio of 99.81% and a device length of 1072 µm [47].
Further, single- and multiple-sectioned passive PRs based on silica PCF with
L-shaped core region have been presented in [48]. The single- and
multiple-sectioned PCF PRs offer nearly 100% polarization conversion ratio with
device lengths of 1743 m and 1265 m, respectively [48]. Furthermore, a silica
PCF PR with a slanted rectangular core region has been reported with a nearly
100% polarization conversion ratio with a device length of 2839 µm at wavelength
of 1.55 µm [49].

Recently, PCF couplers have attracted much interest in recent years due to their
different applications in communication systems. The PCF couplers [50–52] can be
obtained by making two adjacent defects in the photonic crystal structure. In
addition, they have short coupling length with more flexibility design. The PCF
couplers can be used as a polarization splitter [52–54], broadband directional
coupler [55], wavelength division multiplex components [50, 56–58], and filters
[59]. This can increase the bandwidth of the communication systems by increasing
the amount of sent data using different wavelengths or different polarizations.

2.5.6 Photonic Crystal Biosensors

Recently, surface plasmon resonance (SPR) PCF-based biosensors have attracted
immense research interest worldwide [60–64]. The PCF biosensors depend on the
coupling between the leaky core mode and the SPR mode along the metal layers
inside the PCF structure. The SPR PCF sensors are widely used due to their high
sensitivity with molecular labels free [65]. Further, they overcome the miniatur-
ization and integration problems associated with the commercial SPR sensors based
on the conventional prism-coupled configuration [66]. Furthermore, 2D photonic
crystal structures [67, 68] can be effectively used for refractive index monitoring
which has great applications in biomedical sectors.
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Chapter 3
Basic Principles of Surface Plasmon
Resonance

A. M. Heikal, Mohamed Farhat O. Hameed and S. S. A. Obayya

Abstract In this chapter, the basic concept concerning the surface plasmon phe-
nomena is presented. Different types of surface plasmon wave (localized and
propagating) are reviewed. Moreover, the thin metallic film surface plasmon
waveguide is analyzed in order to show the symmetric and asymmetric modes.
Finally, other types of surface plasmon waveguides are discussed to show the
trade-off between the confinement of the field profile and the attenuation loss.

Keywords Plasmon ⋅ Plasmonic ⋅ Slab waveguide ⋅ Symmetric mode
Asymmetric mode ⋅ Surface plasmon mode ⋅ Attenuation loss
Diffraction limit

3.1 Introduction

‘Plasmonics’ is a relatively new term in photonics which refers to applications or
phenomena where the surface plasmon (SP) is introduced [1]. The SPs can be
defined as the interaction of surface electrons of metals with electromagnetic waves.

A. M. Heikal ⋅ S. S. A. Obayya
Center for Photonics and Smart Materials, Zewail City of Science and Technology,
October Gardens, 6th of October City, Giza, Egypt
e-mail: aheikal@zewailcity.edu.eg

S. S. A. Obayya
e-mail: sobayya@zewailcity.edu.eg

M. F. O. Hameed (✉)
Center for Photonics and Smart Materials and Nanotechnology Engineering Program,
Zewail City of Science and Technology, October Gardens, 6th of October City, Giza, Egypt
e-mail: mfarahat@zewailcity.edu.eg

A. M. Heikal ⋅ S. S. A. Obayya
Electronics and Communication Engineering Department, Faculty of Engineering,
Mansoura University, Mansoura, Egypt

M. F. O. Hameed
Mathematics and Engineering Physics Department, Faculty of Engineering,
Mansoura University, Mansoura, Egypt

© Springer International Publishing AG, part of Springer Nature 2019
M. F. O. Hameed and S. Obayya (eds.), Computational
Photonic Sensors, https://doi.org/10.1007/978-3-319-76556-3_3

53

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76556-3_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76556-3_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76556-3_3&amp;domain=pdf


However, the difference between the characteristics of surface electrons and those
in the bulk of metals has been known for a long time, only recently have the surface
plasmons phenomena attracted the attention of scientist and engineers from varying
disciplines. The great development in technology enables the fabrication and
implementation of nanometallic structures. Therefore, the surface plasmon has
many applications in photonics communication devices [2–4], sensing [5–8], and
materials science; thanks to its ability to confine the electromagnetic fields at the
interface between metal and dielectric [9–11]. Generally, plasmonic sensing devices
are categorized into two types: propagating surface plasmon resonance (SPR) sen-
sors and localized surface plasmon resonance (LSPR) sensors. Moreover, over the
past several years, there has been remarkable progress in the design, fabrication,
and application development of plasmonic PCF devices.

3.1.1 Propagating Surface Plasmons (PSPs)

While the optical field is confined in higher refractive index region in dielectric
waveguides. Surface plasmons travel along dielectric and metal interfaces. For a
planar interface of a metal and a dielectric, the electromagnetic field is confined at
the interface [12]. The field decays exponentially in both metal and dielectric in the
direction perpendicular to the interface. The interfaces can be complicated
geometries or even be periodic (grating). For certain geometries, the electromag-
netic field of surface plasmon waveguides can be confined in a few nanometres. An
example is a very thin dielectric film embedded between metal claddings metal–
insulator–metal (MIM) structure [13]. Since electromagnetic field components
decay in metal much faster than in dielectric, the effective thickness of this type of
waveguide is just a few nanometres. Moreover, dielectric waveguides have a
fundamental limit for the mode size, the diffraction limit. The diffraction limit
principle states that the dimensions of optical mode of a dielectric waveguide
cannot be smaller than half the wavelength in the core [14]. However, SP
waveguides led to more compact optical systems instead of the conventional
dielectric waveguides.

3.1.2 Localized Surface Plasmons (LSPs)

If light is incident on a metallic nanoparticle, free electrons of the nanoparticle
respond to the electromagnetic field. When the diameter of the particle is much
smaller than the wavelength of field, the free electrons move in phase and oscillate
with a certain frequency. This frequency depends on the shape, size, and material of
the particle. Moreover, the properties of the surrounding cladding and the wave-
length of the exciting light have a great effect on the oscillation of these free
electrons. The electric dipole model can be used to implement theoretically,
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the electron oscillation over a very small localized distance. Energy builds up in the
dipole field to a level that the near field of the dipole could be enhanced by several
orders of magnitude compared to the exciting field. The confinement of free elec-
trons to a very small volume leads to electromagnetic field enhancement. This
phenomenon is the main idea for a number of applications including single
molecule detection [15], microscopy [16], and small particle manipulation [17]. The
nanoparticle strong near field encourages nonlinear effects that can be used for
novel applications such as all-optical switching. When metallic nanoparticles are
arranged close enough to interact with each other, each particle can be modelled by
an electric dipole that couples to the next one. A single-dimensional array of
particles has been used as a waveguide [18] with a very small cross section. Sharp
bends have also been presented [19]. Two-dimensional arrays of particles can be
adjusted to form gratings with different capabilities [20].

3.2 Single-Interface Surface Plasmon Waveguide (SPWG)

Consider the interface between a dielectric and a metal as shown in Fig. 3.1. Using
Maxwell equations, by assuming a harmonic time variation (∂ ̸∂t= jω) with no
charge (ρ=0), no current (J =0) and ∂ ̸∂y=0

∇×E= − jωμH ð3:1Þ

∇×H = jωεE ð3:2Þ

Equations (3.1) and (3.2) can be decoupled into two sets of equations for
transverse electric (TE) and transverse magnetic (TM) modes:

The TE mode (no z component for the electric field):

∂Ey

∂z
= jωμHx ð3:3Þ

Fig. 3.1 a Single-interface SPWG schematic showing the electric field lines. b Amplitudes of
magnetic and normal electric fields above and below the interface indicating the penetration depth
in each region
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∂Ey

∂x
= − jωμHz ð3:4Þ

∂Hx

∂z
−

∂Hz

∂x
= jωεEy ð3:5Þ

The TM mode (no z component for the magnetic field):

∂Hy

∂z
= − jωεEx ð3:6Þ

∂Hy

∂x
= jωεEz ð3:7Þ

∂Ex

∂z
−

∂Ez

∂x
= − jωμHy ð3:8Þ

In the TE case for a guided mode with propagation constant β in z direction we
can separate the z coordinate dependence as

Ey x, zð Þ=Ey xð Þe− jβz ð3:9Þ

Equations (3.3)–(3.5) result in the wave equation

d2Ey

dx2
+ ω2με− β2
� �

Ey =0 ð3:10Þ

The solutions to the wave equation are exponential functions. Considering that a
physical solution cannot contain unbounded growth as distance increases from the
interface [12] then,

Ey =
A1e− kx1x, x > 0
A2ekx2x, x < 0

�
ð3:11Þ

where A1 and A2 are constants and kx is the x component of the wave vector
given by

β2 − k2x1, 2 =ω2με0ε1, 2 ð3:12Þ

The interface conditions rule that Ey and Hz (or equivalently
∂Ey

∂x ) must be con-
tinuous at x = 0. The first condition leads to A1 = A2 which makes the second
condition unsatisfiable. This means that a single planar interface between two media
cannot support TE modes. For the case of TM waves, however, things turn out to be
different. Here, we have
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d2Hy

dx2
+ ω2με− β2
� �

Hy =0 ð3:13Þ

with the solution

Hy =
A1e− kx1x, x > 0
A2ekx2x , x < 0

�
ð3:14Þ

with kx 1,2 given by (3.12). Interface conditions demand Hy and 1
ε
∂Hy

∂x be continuous
across the interface leading to A1 = A2 and

kx1
ε1

= −
kx2
ε2

ð3:15Þ

First, we notice that (3.15) requires ε1 and ε2 have different signs (if they are
real). Using (3.12) in (3.15), the dispersion equation can be found as

β= k0
ε1ε2

ε1 + ε2

� �1
2

ð3:16Þ

where k0 =ω
ffiffiffiffiffiffiffi
με0

p
wave number of vacuum is used. In practice, ε1 is commonly a

dielectric material with small or negligible loss and ε2 = ε′2 − jε′′2 is a metal with
ε
0
2 < 0 and ε′2

�� ��> ε′′2 . In this case, real and imaginary parts of the propagation
constant in (3.16) can be written as [12]

β′ = k0
ε1ε′2

ε1 + ε′2

� �1
2

ð3:17Þ

β′′ = k0
ε1ε′2

ε1 + ε′2

� �3
2 ε′′2

2 ε′2
� �2 ð3:18Þ

For β′ to be real, we must have ε′1
�� ��> ε′′1 . Additionally, β

′′ is defined as the decay
of the guided mode due to the loss of metal represented by ε′′2 . In a metal and
dielectric interface, oscillation of free electrons of metal at the surface (surface
plasmons) is the main reason of the guided SP mode. Electric field lines at the
surface are shown in Fig. 3.1. Maximum of the field occurs at the interface and
decays exponentially. If metal has no damping loss, the decay constant in the
dielectric kx1 < β, but in the metal kx2 > β. This means that the fields decay faster in
metal than they do in dielectric.

The dispersion of single-interface surface plasmon waveguide for an interface
between air and a metal is shown in Fig. 3.2. The dielectric permittivity of the
lossless metal can be obtained from Drude model:
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ε2 = 1−
ωp

ω

	 
2
ð3:19Þ

where ωp is the plasma frequency for silver (ωp =2π × 2.18 × 1 015 rad ̸s). In the
dielectric, the light line can be calculated by ω = kc

nd
where c is the speed of light in

free space, k is the wavenumber in the dielectric, and nd is the dielectric refractive
index. This line is represented by a dotted line in Fig. 3.2. Due to momentum
(k) mismatch, any field whose dispersion curve comes below the dotted line cannot
propagate in that dielectric and is called nonradiative field. However, fields whose
dispersion curves fall in the left side of light line can propagate into the dielectric
region (‘radiative’ fields). The dispersion curve of single-interface surface plasmon
waveguide has two regions, the nonradiative zone and the radiative zone.

It may be seen from Fig. 3.2 that there is a discontinuity at ω= ωpffiffi
2

p where

ε2j j= ε1 = 1. In the ideal case (lossless) when frequency increases and reaches the
discontinuity, the frequency propagation constant becomes very large, and phase
and group velocities approach zero. In the practical case (losses are included), the
propagation constant is bounded and it reaches a maximum which depends on the
loss value. As mentioned before, the maximum of fields of the surface plasmon
mode occurs at the interface and decays exponentially into the surrounding zone.
Skin depth (xd) can be defined as the distance at which the dominant field com-
ponent approaches 1/e times its maximum value.

xd =
1
kx1

= 1
k0

ε1 + ε
0
2

− ε21

	 
1
2

, x > 0

1
kx2

= 1
k0

ε1 + ε
0
2

− ε22

	 
1
2

, x < 0

8><
>: ð3:20Þ

where k0 = 2π
λ and ε1, ε2 can be obtained using the Drude model [12]. At

λ = 1.55 µm, the skin depth in air (silver/air interface is considered) is xd1 = 2.66 μm

Fig. 3.2 Dispersion curve for
single-interface surface
plasmon waveguide
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while xd2 = 22.82 nm in the silver layer. Therefore, the field expansion into the
dielectric is over hundred times that in metal.

The main disadvantage of the single-interface surface plasmon waveguide is the
very short propagation length due to metal loss. The imaginary part of the metal
permittivity leads to a complex propagation constant and fields decrease expo-
nentially by exp − β′′

�� ��z� �
. The propagation length can be defined as the distance by

which the intensity of electromagnetic field attenuates to 1/e from its maximum
value. However, intensity is proportional to exp − 2 β′′

�� ��z� �
, the propagation length

is L= 1
2 β′′j j where β′′ is imaginary part of complex propagation constant. Also,

α=2 β′′
�� �� is called the attenuation constant. For silver/air interface at the wavelength

of 1.55 µm the propagation length is about 299 µm and the attenuation constant is
32 cm−1. The very small propagation of field into the metal is enough to cause a
large attenuation value that limits the application of single-interface surface plas-
mon waveguide at visible and near-infrared wavelengths.

3.3 Thin Metallic Film Surface Plasmon Waveguide

Now, consider the existence of guided modes for insulator–metallic–insulator
(MIM) structure as shown in Fig. 3.3. The film of thickness h is embedded between
two dielectrics and z is the direction of propagation. Dielectrics in zones 1 and 3
have refractive indices n1 and n3, respectively. For the TE mode, the solution to the
eigenvalue Eq. (3.10) can be obtained by applying the radiation boundary condition
for regions 1 and 3 [21]:

Ey =
A1 ekx1x x≤ − h

2
A2 cosh kx2xð Þ+A3 sinh kx2xð Þ − h

2 ≤ x≤ h
2

A4 e− kx3x x≥ h
2

8<
: ð3:21Þ

where A1 to A4 are constants and wavenumbers kx1, kx2, and kx3 in the x-direction
are calculated, as before, from

Fig. 3.3 Thin film surface
plasmon waveguide
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β2 − k2xi =ω2με0εi, i=1, 2, 3 ð3:22Þ

At the two interfaces, the electric field component Ey and its derivative must be
continuous. Therefore, four algebraic equations with four unknown constants A1 to
A4 are obtained:

A1 e− kx1h2 −A2 cosh − kx2
h
2

� �
−A3 sinh − kx2

h
2

� �
=0

A1 kx1e− kx1h2 −A2 kx2 sinh − kx2
h
2

� �
−A3 kx2 cosh − kx2

h
2

� �
=0

−A4 e− kx3h2 +A2 cosh kx2
h
2

� �
+A3 sinh kx2

h
2

� �
=0

A4 kx1e− kx3h2 +A2 kx2 sinh kx2
h
2

� �
+A3 kx2 cosh kx2

h
2

� �
=0

ð3:23Þ

Since the equations are homogenous, in order to have nontrivial solutions for the
constants, the determinant of the system of equations must be zero:

D=

e− kx1h2 − cosh − kx2 h
2

� �
− sinh − kx2 h

2

� �
0

kx1e− kx1h2 − kx2 sinh − kx2 h
2

� �
− kx2 cosh − kx2 h

2

� �
0

0 cosh kx2 h
2

� �
sinh kx2 h

2

� �
− e− kx3h2

0 kx2 sinh kx2 h
2

� �
kx2 cosh kx2 h

2

� �
kx1e− kx1h2

���������

���������
=0 ð3:24Þ

After simplification, one can obtain

tanh kx2hð Þ 1+
kx1kx3
k2x2

� �
+

kx1
kx2

+
kx3
kx2

� �
=0 ð3:25Þ

or

tanh kx2hð Þ 1+ s1s3ð Þ+ s1 + s3ð Þ=0 ð3:26Þ

where

s1 =
kx1
kx2

, s3 =
kx3
kx2

ð3:27Þ

For lossless waveguides (neither metallic nor dielectric loss), where β is real and
positive, there is no solution for Eq. (3.26) for β. Therefore, TE guided modes
cannot exist in a thin film surface plasmon waveguide.
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Now, consider TM guided modes supported by the thin film structure. Here,

Hy =
A1 ekx1x x≤ − h

2
A2 cosh kx2xð Þ+A3 sinh kx2xð Þ − h

2 ≤ x≤ h
2

A4 e− kx3x x≥ h
2

8<
: ð3:28Þ

with the x-direction wavenumbers given by

β2 − k2xi =ω2με0εi, i=1, 2, 3 ð3:29Þ

Applying the boundary conditions at the two interfaces. These are the continuity
of Hy and 1

ε
dHy

dy which generate four equations:

A1e− kx1h2 −A2 cosh − kx2
h
2

� �
−A3 sinh − kx2

h
2

� �
=0

A1
kx1
ε1

e− kx1h2 −A2
kx2
ε2

sinh − kx2
h
2

� �
−A3

kx2
ε2

cosh − kx2
h
2

� �
=0

−A4e− kx3h2 +A2 cosh kx2
h
2

� �
+A3 sinh kx2

h
2

� �
=0

A4
kx3
ε3

e− kx3h2 +A2
kx2
ε2

sinh kx2
h
2

� �
+A3

kx2
ε2

cosh kx2
h
2

� �
=0

ð3:30Þ

Setting the determinant of the above equations to zero brings us to the same
dispersion equation given by (3.26) [21]:

tanh kx2hð Þ 1+ s1s3ð Þ+ s1 + s3ð Þ=0 ð3:31Þ

But with the following definition

s1 =
ε2
ε1

kx1
kx2

, s3 =
ε2
ε3

kx3
kx2

ð3:32Þ

From this equation, s1 and s3 are negative real numbers. Therefore, the first term
of (3.31) is positive, while the second term is negative and hence there are solutions
to that equation. Specifically, there are one or two solutions which rely on the
structure parameters. Before considering the general case, we take a look at two
special cases,

Case 1: Very thick film (h→∞)
From (3.31) as kx2h is very large, tanh kx2hð Þ is replaced with unity. As a result, the
equation becomes

1+ s1ð Þ 1+ s3ð Þ=0 ð3:33Þ

with the solution s1 = −1 or s3 = −1. Using (3.29) and (3.32), the dispersion
relations for a single MI interface given in (3.16) can be obtained:
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β= k0
ε1ε2

ε1 + ε2

� �1
2

ð3:34Þ

Or

β= k0
ε3ε2

ε3 + ε2

� �1
2

ð3:35Þ

Therefore, for a very thick metal film there are two independent surface plasmon
modes at each interface. Each mode decays exponentially into the film, therefore,
for very thick films; the two modes cannot be coupled. When the film becomes
thinner coupling occurs and give rise to two ‘super modes’ as shown in Fig. 3.4.

Case 2: Symmetric structure, (ε1 = ε3)
The dispersion Eq. (3.31) becomes

tanh kx2hð Þ= − 2s1
1 + s21

ð3:36Þ

which after some algebraic manipulation changes to

tanh
kx2h
2

� �
+ s1

� �
s1tanh

kx2h
2

� �
+1

� �
=0 ð3:37Þ

giving two equations

tanh
kx2h
2

� �
= − s1 ð3:38Þ

tanh
kx2h
2

� �
= −

1
s1

ð3:39Þ

Figure 3.4 shows symmetric and asymmetric modes in thin film surface plasmon
waveguide formed by coupling of SPP modes. It is clear that by putting A3 = 0 in

Fig. 3.4 Symmetric and
asymmetric modes in thin film
surface plasmon waveguide
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the Eqs. (3.30), (3.38) is obtained, which is the dispersion equation of a mode at
A3 = 0. This mode is a symmetric mode. However, Eq. (3.39) is the dispersion
relation of asymmetric mode at A2 = 0.

Figure 3.5 shows the effect of the film thickness on real and imaginary parts of
the propagation constants of symmetric and asymmetric mode. In this study, the
values shown are the normalized to the free space wavenumber (the effective
indices of guided modes). Further, it is assumed that ε1 = ε3 = 10.23 and
ε2 = −115.37−j11.14 (dielectric constant of silver at λ = 1550 nm [21]). At small
metal thicknesses h, the real part of effective index of the symmetric mode con-
verges to the refractive index of dielectric claddings. It is evident from the sym-
metric mode profile in Fig. 3.5 that as the film thickness reaches zero, the
symmetric mode becomes similar to a plane wave propagating in the dielectric
medium surrounding the film. Moreover, the symmetric mode loss which is pro-
portional to the imaginary part of the effective index reaches zero. However, in
asymmetric mode case, the real effective index increases unboundedly as film
thickness decreases to zero. Therefore, the mode becomes more and more confined
inside the film. The asymmetric mode cannot be supported by the dielectric region
when film thickness approaches zero as the sign of Hy field component should be
changed suddenly. Therefore, the asymmetric mode is compressed inside the film.
Additionally, the asymmetric mode loss is larger than that of the symmetric mode.
The symmetric and asymmetric modes are also called long-range and short-range
surface plasmon modes (LRSP and SRSP), respectively. When the film thickness

Fig. 3.5 Variation of the
a real part and b imaginary
part of the propagation
constant of the symmetric and
asymmetric modes of thin
surface plasmon waveguide
with film thickness h
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increases, propagation constants of the modes get closer and in the limit of thick
film they degenerate, as previously explained. Figure 3.6 shows the frequency
dispersion of the LRSP and SRSP modes for a 20 nm thick film embedded in
dielectric materials of ε1 = ε3 = 1. The Drude model is used for calculating the
dielectric constant of metal with a plasma frequency ωp =2π × 2.19 × 1015 rad ̸s.
Additionally, the frequencies are normalized to the plasma frequency while the
propagation constants are normalized to the free space wavenumber at the plasma
frequency (kp). As the two modes are below the light line, they cannot travel in the
dielectric zones and are bound to the metal interface. At large propagation con-
stants, the normalized frequencies of the two modes become constant and reach a
frequency called the surface plasmon frequency. It is clear from the dispersion
Eqs. (3.38) and (3.39) that when β→∞, tanh kx2h

2

� �
→ 1, s1 → ε2

ε1
and both dispersion

equations give ω∞ = ωpffiffiffiffiffiffiffiffi
1+ ε1

p which is the surface plasmon frequency of

single-interface surface plasmon waveguide. This is because at very large propa-
gation constants, the guided wavelength is very small and the film appears as a very
thick to the modes.

In the general case, where ε1 ≠ ε3 the two modes are quasi-symmetric and
quasi-asymmetric. Figure 3.7 shows the mode profiles for an asymmetric structure
with ε1 < ε3. The major difference between symmetric and asymmetric thin film
surface plasmon waveguides is the existence of a cut-off film thickness for the
symmetric mode in an asymmetric structure [21]. For metal films thinner than the
cut-off value, the symmetric mode stops propagating. Similarly, there is a cut-off
wavelength above which the symmetric mode stops propagating. Figure 3.8 shows
the real and imaginary parts of the propagation constant of an asymmetric surface
plasmon waveguide. The parameters of the surface plasmon waveguide are similar
to those used for Fig. 3.5 except that ε3 = 11. At cut-off, if ε1 < ε3 and the lateral
wavenumber (kx) in region 3 is zero, by applying (3.29) one can obtain:

β= k0
ffiffiffiffiffi
ε3

p ð3:40Þ

Fig. 3.6 Dispersion curves
for symmetric and
asymmetric modes of thin
film SP waveguide
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Fig. 3.7 a Quasi-symmetric
mode and b quasi-asymmetric
mode for asymmetric thin film
surface plasmon waveguide

Fig. 3.8 Variation of the
a real part and b imaginary
part of the propagation
constant with thickness h for
asymmetric film
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Therefore, the propagation constant for lossless dielectrics at cut-off is real. This
is confirmed by Fig. 3.8, as waveguide loss drops dramatically near cut-off. Other
lateral wavenumbers are obtained as follow:

kx1 = k0 ε3 − ε1ð Þ12 ð3:41Þ

kx2 = k0 ε3 − ε2ð Þ12 ð3:42Þ

Using these relations in the dispersion Eq. (3.31), an analytical formula is
obtained for the cut-off film thickness where metal loss is neglected [21]

hc =
1

2k0 ε3 − ε2ð Þ12
ln

ε1 ε3 − ε2ð Þ12 − ε2 ε3 − ε1ð Þ12
ε1 ε3 − ε2ð Þ12 + ε2 ε3 − ε1ð Þ12

 !
ð3:43Þ

which is valid when

ε2j j
ε1

ε3 − ε1
ε3 − ε2

� �1
2

< 1 ð3:44Þ

Symmetric modes of thin film tolerate only a small amount of structural asym-
metry, especially, at longer wavelengths. For a surface plasmon waveguide with
ε3 = 11 and a Drude metal with plasma frequency of ωp =1.36 × 1016 rad ̸s,
Fig. 3.9 shows the cut-off film thickness as a function of ε1. The plotted curves 1, 2,
and 3 are corresponding to wavelengths of 1 µm, 1.3 µm, and 1.55 µm, respectively.

Fig. 3.9 Variation of the
cut-off thickness hc with the
permittivity of the dielectric in
region 1 for asymmetric thin
film
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3.4 Metal–Insulator–Metal (MIM) Surface Plasmon
Waveguide

The planer MIM structure similar to the IMI structure does not support TE mode.
However, it supports two TM SP modes; one symmetric and one asymmetric.
Moreover, there are ordinary TE/TM modes of the conventional type considered in
the introductory waveguide theory (where the structure is usually called the parallel
plate waveguide). Unlike surface modes, the ordinary modes do not decay away
from metal interfaces into the dielectric region and metal claddings act merely as
reflectors. The energy carried by the ordinary modes is concentrated in the dielectric
region rather than metal surfaces. As a result, the dielectric layer should be
reasonably thick where these type of modes depends on the geometry of the
metallic grooves. The supported modes are called channel plasmon polariton
(CPPs) modes. Now consider surface modes, for a symmetric structure with
ε1 = ε3 = − 116.37− j11.12 and ε2 = 11.3 at λ = 1.55 µm, Fig. 3.10 shows the
variation of propagation constant with dielectric film thickness. It is clear that from
Figs. 3.5 and 3.10 there are a number of differences between MIM and IMI surface
plasmon waveguides. A lower cut-off thickness for the asymmetric mode of MIM
structure exists even for a symmetric structure. Second, the symmetric mode loss is
huge and increases as the dielectric layer thickness decreases. This makes the
structure impractical for many applications. For a very thick dielectric layer, the
propagation constants and losses of the two modes reach their corresponding values
of a single-interface structure. Therefore, the propagation losses of both modes are
always larger than the losses of a single-interface surface plasmon waveguide.
Since the electromagnetic field decays much faster in metal than it does in
dielectric, the spatial extent of the surface plasmon modes in the MIM configuration
can be dramatically less compared to mode sizes in the IMI counterpart. This makes
the MIM structure attractive for subwavelength and nanophotonic applications. But
as a waveguide, its use is restricted to very short distances.

3.5 Other Types of Surface Plasmon Waveguide

Other than the three simple geometries considered in the previous sections,
numerous types of surface plasmon waveguides with more complex geometries
shown in Fig. 3.11 are discussed in this section. The main purpose of these struc-
tures is to achieve low loss and well-confined long-range surface plasmon modes.
Such structures are the backbone of the implementation of a high density optical and
optoelectronic integrated systems. Ease of in- and out-coupling of SPP modes to free
space, optical fibres, or other waveguides is another important design consideration.

The first three surface plasmon waveguides shown in Fig. 3.11a–c are called
nanowires. The cylindrical shell nanowire shown in Fig. 3.11b with large radius has
lower losses than the solid cylinder in Fig. 3.11a [22, 23]. Further, the shell
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waveguide supports one LRSP mode and when the radius is large it becomes
similar to the LRSP mode of an IMI structure. Additionally, the square cross section
SPWG presented in Fig. 3.11c not only supports low loss LRSP modes, but also
can be coupled favourably to optical fibre. Such planar feature makes the fabri-
cation easier compared to Fig. 3.11a, b. Because of its symmetry, the square cross
section waveguide supports two degenerate TE and TM modes polarized perpen-
dicularly. Modal power loss as low as 0.14 dB/mm with a coupling loss of 3 dB to
a single mode fibre is expected computationally [21]. The square waveguide is also
a limiting case of Fig. 3.11g with equal metal width and thickness. Therefore, the
supported modes by the square metallic structure are the evolved versions of those
obtained by the design in Fig. 3.11g.

The waveguides in Fig. 3.11d–f are 1D geometries which support LRSP modes
[21–23]. Further, these waveguides contain high index dielectric slabs close to the
metal slab. Individually, these dielectric slabs have their well-known conventional
modes and therefore, when they get closer to the metal slab their conventional
modes couple to SPP modes of metal slab to form hybrid modes. Since part of the
field is guided outside the metal slab, its LRSP modal loss is lower than that of
metal slab LRSP mode with carefully selected structural parameters. The low index
gaps adjacent to the metal slab in Fig. 3.11e, f push the LRSP of those structures
toward cut-off where the loss decreases dramatically. The structural parameters,
therefore, should be selected to operate near the cut-off case. The problem, how-
ever, is the sensitivity to layer thicknesses as a slight offset leaves the LRSP mode

Fig. 3.10 Variations of the
a real and b imaginary parts
of the propagation constant of
the MIM structure modes with
dielectric thickness h
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in the cut-off region. If the low index slabs in Fig. 3.11e are filled with a high index
material while the high index claddings are replaced with a low index material, the
loss will be increased compared to the IMI system with enhanced modal confine-
ment which indicates the loss-confinement trade-off.

In order to achieve good confinement in both transverse directions, structures
shown in Fig. 3.11g–k have been introduced.

The thin metal stripe SPWG in Fig. 3.11g is the most extensively studied one
among the two-dimensional SPWGs. Reducing the width of a metal slab to a finite
value makes the modal loss smaller with a dramatic change in the mode spectrum.
Unlike its metal slab counterpart, the propagation characteristics of metal stripe
SPWG cannot be calculated analytically and the computational effort involved is
considerably greater. The metal stripe SPWG supports four fundamental bounded
modes [24, 25] as opposed to only two bounded modes of the IMI structure.
Further, higher order modes can exist depending on the structural parameters. One
of the fundamental modes referred to as ss0b acquires a large propagation length with

Fig. 3.11 Various types of surface plasmon waveguides
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asymmetric structure (ε1 = ε2) and a reasonable small film thickness. The mode is,
accordingly, named LRSP mode. Similar to the metal slab structure, there is a
loss-confinement trade-off as the film thickness varies. However, the loss in the
finite width stripe can be orders of magnitude lower than that of the metal slab
waveguide. Additionally, the LRSP mode can be efficiently excited using
end-recoupling to dielectric waveguides and optical fibre [24, 25]. Reference [26]
demonstrated the propagation of the LRSP in SPWG with a gold stripe of 8 µm
wide, and 20 nm thick embedded in SiO2 at the communications wavelength of
1550 nm with a modal loss of 0.9 dB/mm. Modal losses of smaller than 0.1 dB/mm
at the same wavelength have been theoretically predicted.

The structure of Fig. 3.11h is obtained by embedding a metal stripe in a
dielectric slab waveguide. In this case, the modes are hybrid SPP-dielectric modes.
Such a structure can alleviate the attenuation-confinement trade-off compared to
design of Fig. 3.11g [27]. The propagation length of a 6 µm wide and 10 nm thick
gold stripe in BCB material was equal to several millimetres at the 1550 nm
wavelength [28].

The SPWG in Fig. 3.11j comprises a metal slab passing through a buried
rectangular dielectric waveguide. The modes are similar to the modes of IMI
waveguide [29], except they are laterally confined due to the higher index of the
buried channel. If the slab is thin enough, the waveguide will support an LRSP
mode [25]. The waveguide of Fig. 3.11i can be considered as the 2D generalization
of waveguide presented in Fig. 3.11e which adds lateral confinement to the benefits
of the former [25, 26]. Reference [25] reports the simulation results of a structure
with a gold stripe of 1 µm × 20 nm cross section, εl = (1.45)2, εh = (1.6)2

operating at λ = 850 nm. Without the low index nanolayers, the LRSP mode size
was 1.76 µm and the 1/e propagation length was 935 µm. With 25 nm thick
nanolayers, the mode swelled to a size of 7.18 µm while the propagation range
reached 2.65 cm. Further increasing the nanolayers thickness pushes the mode
toward cut-off. At a critical thickness, the mode stops being bounded to the film and
the mode size is infinitely large similar to the waveguide of Fig. 3.11e.

Finally, the asymmetric structure shown in Fig. 3.11k can be designed in such a
way to support a tightly confined long-range SPP mode. Reference [28] shows that
at λ = 1.55 µm, a propagation length of over 3 mm with a mode size of 1.6 µm can
be achieved. Most of structures shown in Fig. 3.11 are very complicated to get an
accurate analytical solution for the guided mode. Therefore, a numerical model for
those structures is needed in order to investigate their characteristics.

3.6 Summary

In this chapter, the definition of surface plasmons has been presented. It is the
interaction between surface electrons at metal/dielectric interface and the electro-
magnetic wave of light. Plasmonic waveguide can be considered as a metal-
insulator-metal (MIM) or insulator-metal-insulator (IMI) waveguide. Plasmonic
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waveguides enable the propagation of light behind the diffraction limit. However,
plasmonic waveguides suffer from metal damping losses. The traditional planer
MIM and IMI waveguides have been studied. Both of them can support symmetric
and asymmetric plasmonic modes. However, MIM waveguide has a high con-
finement; it has also a high metal damping losses compared to IMI waveguide.
Also, different geometries of plasmonic waveguides have been presented. Such
waveguides are designed for different proposes depending on the application.
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Chapter 4
Introduction to Silicon Photonics

Mohamed Farhat O. Hameed, A. Samy Saadeldin,
Essam M. A. Elkaramany and S. S. A. Obayya

Abstract This chapter reviews the fundamentals of the silicon on insulator
(SOI) technology due to its advantages. The chapter starts with an introduction to
the SOI followed by the different waveguides based on the SOI technology and
their advantages. Further, the novel platforms that have been recently emerging
beside the SOI are also presented. Finally, various fabrication processes for per-
forming the SOI wafer are introduced in more detail.
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4.1 Silicon on Insulator (SOI): Introduction

Silicon (Si) is the greatest semiconductor material due to its advantages such as
high-quality native oxide, stable under high temperature, easy to form a single
crystal with high purity, available in abundance, and superior electrical and thermal
characteristics. Additionally, the SiO2 can be successfully grown on a silicon layer.
Further, the Si is the most predominant semiconductor material for electronic
applications. Additionally, for the telecommunication wavelengths, the silicon leads
to a very high optical confinement when combined into waveguiding structures.

SOI wafers consist of multilayer semiconductor/dielectric structures that
enhance the performance of the advanced Si devices. The SOI wafers usually
comprise of a top layer of single crystalline silicon separated by an insulating layer
(usually SiO2), from the bulk substrate as shown in Fig. 4.1 or directly supported by
an insulating substrate. The thickness of the crystalline silicon thin layer ranges
from 10 nm to a few micrometers, depending on the required application. However,
the SiO2 layer which is usually called buried oxide (BOX) has a thickness range
from 50 nm to several hundreds of nm.

SOI devices and circuits have many advantages compared to their equivalent of
bulk silicon. Almost the factor that leads to these advantages is the complete
dielectric isolation of the devices from one another. This will prevent the pene-
tration of the optical modes to the below silicon substrate. Further, the SOI is
compatible with CMOS integrated circuit (IC). Therefore, the integration of pho-
tonic devices into CMOS IC can be fabricated. In this regard, low propagation loss
single-mode waveguides have been reported in SiO2 and Si/SiO2 structures. Cur-
rently, many integrated circuit companies use SOI wafers for their advanced per-
formance. Digital logic circuits, such as microprocessors, run faster in SOI than in
bulk Si for the same supply voltage. Alternatively, power consumption of SOI chips
can be reduced by lowering their operating voltage, while still keeping the clock
rate. The SOI literature is very extensive, and it includes many books and review
articles including materials, technology, and applications [1–6]. In this context, the
SOI technology is widely used in many applications such as large volume inte-
grated circuit (LVIC), power integrated circuits, microelectromechanical systems

Fig. 4.1 Silicon on insulator
(SOI) structure
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(MEMS), integrated optics, high-temperature applications, and the
high-performance applications including microprocessors, digital signal processors
(DSPs). Recently, SOI technology is widely used in nanophotonic applications
where optical devices such as optical waveguides, optical transistors, and optical
logic circuits are now available. With optical devices technology, the road toward
optical integrated circuits and optical computing is possible. Unlimited speeds,
huge storage density, minimal crosstalk, and interference are some of the advan-
tages that we expect in the future.

The optical circuits have been designed in 1969 by Stewart Miller who inves-
tigated a miniature form of laser beam circuitry [7]. The proposed super chip has a
set of integrated optical components, which have the ability to transfer us to the
light generation. This includes guiding, modulation, manipulation, detection, and
amplification. Starting from mid-1980, the research effort increased rapidly toward
the design and fabrication of optical IC components [8–10]. The following section
includes the main features of optical waveguide, which is the most important ele-
ments of integrated optical system.

4.2 Optical Waveguide Development

The optical waveguide is one of the main elements of any integrated optical system.
Starting from the latest years in 1960s, and over 1970s and 1980s, a large number of
researches have been reported on the planar optical waveguides [11–18]. Soref et al.
proposed a single crystal silicon waveguide [19, 20]. However, these devices were
fabricated using highly doped silicon substrates, while other substrate configura-
tions such as Silicon on Sapphire (SOS) [21] and SOI [22, 23] were employed
subsequently. In the late 1980s and early 1990s, the silicon waveguide started to
make use of the fabrication methods in the semiconductor industry. In this context,
separation by implantation of oxygen (SIMOX) substrates and bond and etch-back
SOI (BSOI and BESOI) [24, 25] have been used where different early optical
waveguide designs were produced [22, 26–29]. In [28], Davies et al. have presented
an optical waveguide by SIMOX technology with 4 dB/cm measured loss. Further,
multiple layer waveguide has been reported using SIMOX technique in [23, 29].
Although some of the initial work yielded very large losses, the loss was rapidly
decreased to respectable levels. Weiss et al. [30] reported a 2 μm thick planar
waveguide with 30 dB/cm losses in SIMOX structure. In order to reduce the loss,
many attempts were done by Rickman et al. [31] based on the BOX thickness.

In [32], a planar waveguide of thickness 0.2 μm with a 0.5 μm BOX layer
thickness was reported with losses less than 1 dB/cm. The coupling loss for Si layer
of few microns can be decreased by increasing the BOX layer thickness greater than
0.4 μm. Starting from the early 1990s, the optical loss was decreased rapidly. In
1991 [33], a silicon rib waveguide with 0.4 dB/cm loss was presented. Further, by
1994 [34], the loss was decreased to a similar level of pure Si for transverse electric
(TE) polarized light at a wavelength of 1.5 μm. Consequently, the Si is a practicable
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waveguiding material with low propagation loss. In these early investigations, most
of the work was carried out on relatively large waveguides with several microns in
cross-sectional dimensions [35, 36]. However, such very small waveguides have
very high losses. The high loss is due to the weak confinement through the
waveguides and/or highly surface roughness. Starting from 2000s, the researchers
aimed to design micro- and nanophotonics circuits. The coupling of the light to
these small waveguides is still a problem, particularly for very small, submicron,
waveguides [37–43]. Most of the applications require a single-mode optical
waveguide. In order to obtain a single-mode planar SOI-based waveguides, the
thickness of the over layer should equal to several hundred nanometers. The geo-
metrical constraints for implementing a large cross-sectional single-mode rib
waveguides were determined by Petermann et al. [44]. Additionally, Soref et al.
[45] have reported the cross-sectional dimensions of a single-mode rib waveguide
as follows,

a
b
≤ 0.3+

r
ffiffiffiffiffiffiffiffiffiffiffiffi

1− r2
p assuming 2b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n21 − n22

q

≥ 1
� �

ð4:1Þ

where a, b, r, n1, and n2 are defined in Fig. 4.2. Further, λ is the light wavelength in
free space. This work was realized based on SOI by Rickman et al. [34, 35]. The
geometrical constraints for single-mode waveguides have attracted the attention of
researchers again as reported in [46–48]. Additionally, the polarization dependence
of submicron waveguides is investigated [49].

Recently, the silicon photonics offers a very inexpensive strongly integrated
electronic-photonic platform, based on the advanced silicon technology [50–52].
This platform can collect an ultra-compact photonic devices and electronic circuits.
The required optical waveguide should have properties that can combine photonic
devices together like wavelength filters and modulators. In addition, the propaga-
tion loss is another important parameter that should be as low as possible to con-
struct and integrate these photonic functions. The following requirements must be

Fig. 4.2 Single-mode SOI
rib waveguide
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obtained for the electronic–photonic integration, which is the most important merit
of silicon photonics:

• Waveguides should be implemented with Si electronic devices on the same
platform or on Si substrate.

• The fabrication processes of the waveguide should not be harm for electronic
devices and vice versa.

• Waveguide materials must be compatible with Si electronics.
• The interference of the geometrical criteria should be isolated between photonic

layout and electronic layout.

4.3 Slot Waveguide Based on Silicon on Insulator

The slot waveguide is one of the most usable waveguides in the last decade due to
the strong confinement of the light in the low index region [53]. The slot waveguide
consists [54] of two strips waveguides separated by a distance called slot region. The
two strips have refractive index higher than that of the slot region as shown in
Fig. 4.3. It is evident from this figure that the slot region is vertically aligned
between the two strips waveguide. Therefore, it is also called vertical slot waveg-
uide, where n1 refers to the high index region while n2 indicates the low index region
(slot region) and n3 depicts the cladding region, which surrounds the slot waveguide.

The basic working principle of the slot waveguide is based on the boundary
condition of the electric field at materials interface with high index contrast. The
boundary condition of the normal component of the electric field at material
interface is given by:

Dn1 =Dn2 ð4:2Þ
En1

En2
=

ε2
ε1

ð4:3Þ

Fig. 4.3 Slot waveguide
based on SOI
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where D is the electric displacement field, E is the electric field, ε is the dielectric
constant, n indicates the normal component, and 1 and 2 refer to high index region
and low index region, respectively.

Since ε = n2, and due to the high index contrast (n1 ≫ n2), the En2 will be
much larger than En1, i.e., En2 ≫ En1. Given that the slot dimension is comparable
to the exponential decay length of the dominant mode of the guided-wave structure,
the resulting E-field normal to the high index contrast interfaces is enhanced in the
slot and remains high across it. The slot waveguide offers much higher power
density than that in the high index regions. Since wave propagation is due to total
internal reflection, there is no interference effect involved and the slot structure
exhibits very low wavelength sensitivity [50]. Figure 4.4 shows the norm of the
electric field distribution of a SOI slot waveguide with a SiO2 filled 50 nm wide slot
region for (a) TE and (b) TM mode, respectively, at an operating wavelength
λ = 1550 nm. The Comsol Multiphysics software [55] based on full vectorial finite
element method is used for calculating the modes shown in Fig. 4.4. It is evident
from this figure that the TE mode has stronger confinement in the slot region than
TM mode due to the discontinuity of the normal component (x-component in this
case) of the electric field at the high index contrast interface. Figure 4.5 shows the
norm of the electric field plot of the TE mode along the x-axis at the center of the
waveguide.

Multiple slot regions in the same guided-wave structure have also been proposed
in order to increase the optical field in the low refractive index regions [56]. The
horizontal slot waveguide shown in Fig. 4.6 can be also used to obtain a strong
confinement in the slot region for TM mode [57]. In this regard, the strong light
confinement mode is the TM mode because the normal component of the electric
field now becomes the y-component. Figure 4.7 depicts the norm of the electric
field distribution of the TM mode for the SOI horizontal slot waveguide at
λ = 1550 nm.

The slot waveguides have many advantages over conventional waveguides such
as high E-field amplitude, high optical power, and high optical intensity in low
index materials which leads to strong interaction between fields and surrounding

Fig. 4.4 Norm of the E-field distribution at wavelength 1550 nm for a TE mode and b TM mode
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Fig. 4.5 Norm of the electric
field of the TE mode along
x-axis

Fig. 4.6 Horizontal slot
waveguide based on SOI

Fig. 4.7 Norm of the E-field
distribution at wavelength
1550 nm for TM mode
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materials. Therefore, the slot waveguide can be used in many applications with high
efficiency such as all-optical switching [58], optical amplification [59], and polar-
ization handling devices [60] on integrated photonics. Further, the slot waveguide
can be used to produce highly sensitive optical sensing devices [61] or to enhance
the efficiency of near-field optics probes.

4.4 Recent Technologies in Photonic Platforms

Novel platforms have been newly reported due to different imperfections of SOI
photonics [62]. These shortcomings are due to the use of:

• Si top layer as a waveguide core.
• SiO2 lower cladding layer.

To overcome the first group of imperfections, many heterogeneous platforms
such as chalcogenide glass, silicon nitride, and semiconductors have been proposed
to replace the Si top layer of SOI [63–66]. However, silicon has several key
advantages, which collectively set it apart from other materials. Namely, it allows
high index contrast, high stability as a monocrystalline material with excellent
thermal and mechanical properties; offers a transparency window bridging the
near-to-mid-IR with no absorption peaks interrupting it; and it can be easily inte-
grated with electronics.

The BOX layer can produce high optical loss in the mid-IR range at λ = 3 μm
and above 4 μm [67], so, it is not an ideal platform for the integrated photonics in
mid-IR range. Such high loss can be reduced by increasing the top Si device layer at
the expense of increasing the system size. Therefore, the solution of the short-
comings due to the SiO2 BOX layer and alternative platforms such as silicon
nitride, sapphire, and lithium niobate has been investigated for Si photonics. The Si
core can be grown on the top of the alternative substrate which acts as a mechanical
support and lower cladding layer. Additionally, these alternative platforms have low
optical loss in mid-IR range, high thermal conductivity, enhanced dispersion
engineering, may have single polarization behavior, and they are easy for fabri-
cation. Another SOI platform for mid-IR applications is silicon on silicon [68]. In
the fact, before the SOI platform, the doped silicon on silicon was used as Si
photonics platform [69]. However, this platform was unattractive due to the very
low index contrast with free-carrier loss. The following subsections present various
encouraging high contrast platforms.
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4.4.1 Silicon on Sapphire (SOS)

Silicon on Sapphire (SOS) is one of SOI semiconductor technologies. It is formed
by depositing a thin layer of silicon onto a sapphire wafer at high temperature. At
first, the sapphire wafers of the SOS are grown as a large crystal in a controlled
environment to get an extremely pure single crystal of sapphire, which is cut at an
angle of about 60° along the “R-plane” which is the (1102) plane. This plane has a
remarkable compatibility with the plane (100) in the silicon crystal, so that a thin
layer of silicon can be easily deposited onto sapphire wafer at high temperature.

Practical applications of SOS started in 1960 when researchers at the RCA
Laboratories in Princeton, New Jersey, worked on its fabrication. The researchers
also realized the speed and low-power benefits of SOS which can be used for
commercial applications. Perhaps, the first published report about SOS is by Harold
Manasevit and William Simpson at 1964 [70].

The Si-based electronics usually uses sapphire (Al2O3) substrate due to its
insulating properties and its inherent resistance to radiation [68]. Therefore, it was
first used in aerospace and military applications. Also, sapphire offers transparency
up to roughly 5 μm, so it can be used for applications in mid-IR range and
high-performance radio frequency (RF) applications [71–79].

Further, SOS substrates are obtainable at relatively inexpensive cost for large or
small amount and can be bought in small amount even in a single-unit quantity.
Consequently, the SOS will be most attractive substrate for laboratory research to
investigate more advanced applications. Additionally, the processing of the SOS
substrate is strongly similar to that of the SOI, and hence, the same tools and
process can be used.

There are some other Si-based platforms available with several merits over SOS,
as may be seen later. However, these other Si-based platforms require important
post-processing or preparation for the substrate. Thus, SOS will likely stand on its
own for some time in the domain of shorter-wavelength studies in the mid-IR. The
following subsections will review some of the new substrates for Si photonics in
mid-IR range, which permit propagation at longer wavelengths than that with SOS
substrates.

4.4.2 Silicon on Nitride (SON)

The BOX layer (SiO2) here will be replaced with the silicon nitride which offers
transparency up to λ = 6.7 μm. This new platform is called silicon on nitride
(SON) which has been reported and investigated theoretically in [80, 81]. The
silicon nitride has a relatively low refractive index (∼ 2) which offers a strong
confinement which is necessary for practical operation at longer wavelengths.
However, the higher refractive index of cladding silicon nitride (n > 2, depending
on silicon fraction) compared with sapphire (n ∼ 1.7) also reduces the available
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photonic band gap in photonic crystal structures. Furthermore, at ∼ λ = 3.4 μm,
SON waveguides are also more lossy (5.2 dB/cm) compared to SOS ridge
waveguides (2.1 dB/cm) [82]. The fabrication steps of the SON can be summarized
as follows: silicon nitride (SiNx) is deposited on SOI wafer, and then, a spin on
glass assisted bonding is used between SiO2 and the SiNx followed by splitting the
backside. Finally, the Si device is placed on the top of SiNx layer (buried layer).

4.4.3 Silicon on Calcium Fluoride

Calcium fluoride (CaF2) is another substrate for mid-IR range that has been
investigated (transparent up to λ = 8 μm wavelength). Chen et al. [83], in 2014,
reported the first experimentally study for silicon on calcium fluoride. The paring
and compressing with a flexible temporary substrate are the methodology to transfer
the silicon layer into a final CaF2 substrate, with an area of 1.5 × 0.8 cm2. This
shows encouraging elementary performance for crystalline silicon on CaF2 as a
platform.

4.5 Fabrication Methods

This section quickly addresses the most common technologies of fabrication of the
SOI wafers. Several novel techniques for fabricating SOI wafers have been
developed starting from 1970 [84]. The most common methods are separation by
implantation of oxygen (SIMOX), bonded silicon on insulator (BSOI), epitaxial
layer transfer (Eltran®), and Smart Cut™ technologies. This section also summa-
rizes the fabrication steps for each method.

4.5.1 Separation by IMplantation of OXygen (SIMOX)
Technology

The SIMOX technology is based on using the oxygen ion beam and very
high-temperature annealing (T > 1300 °C) to implant a (SiO2) buried oxide layer
(BOX) [85–90]. The manufacturing steps are illustrated in Fig. 4.8.
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4.5.2 Bonded Silicon on Insulator (BSOI) and Bond
and Etch-Back Silicon on Insulator (BESOI)
Processes

These technologies depend on the direct bonding of silicon wafers prepared with
hydrophilic oxide surfaces (native, chemical deposited, or thermally grown oxides)
[91–94]. High-temperature annealing processes were tuned to strengthen adhesion
after the direct bonding.

Figure 4.9 shows the steps for SOI fabrication by BSOI method. The steps can
be summarized as follows:

• Cleaning and conditioning the two initial wafers surfaces (wafer A and wafer
B).

• Growing (thermally) or depositing an oxide layer on the surface of wafer A and/
or wafer B.

• Preparing the surfaces for direct bonding by smoothing and cleaning.
• Direct bonding and annealing to strengthen adhesion.
• Thinning by grinding, or chemical processes (wet or dry etching), or lift-off

techniques.

4.5.3 Eltran® Process

The development of the epitaxial layer transfer technique (Eltran®) was done by
Canon for SOI fabrication [95]. It uses the porous Si layer and their mechanical and
structural properties besides epitaxy and direct wafer bonding technologies. The
improvement of the growth and surface preparation of bulk Si wafer for

Fig. 4.8 Typical steps used in SIMOX process
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microelectronics applications has attracted the researchers’ attention for several
decades. So it is applicable now to perform very high goodness wafers in large
diameters.

The use of the epitaxial layers is a way to manufacture SOI wafer with low
threading defects densities. The Eltran® technique to perform a SOI wafer as shown
in Fig. 4.10 can be summarized in the following steps:

• The porous Si layers are formed on the initial wafer surface.
• Growing high-quality epitaxial layers on top of these porous layers.

Fig. 4.9 Typical steps used in BSOI process

Fig. 4.10 Eltran® process as described to produce SOI wafers
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• Partially oxidizing the epitaxial layers thermally.
• Bonding the initial wafer to the final handling Si wafer.
• Splitting the porous Si layer by water jet.
• Smoothing the SOI wafer by H2 annealing. (the rest part of the initial wafer can

be reused).

One of the advantages of the Eltran® SOI wafers is the highly controllable of the
epitaxial layer thickness with a few nanometers to several micrometers. This con-
trollable thickness depends on the changing of the conditions of the growth. Also,
the buried oxide layer thickness can be controlled independently on the SOI
thickness. Another advantage of the Eltran® is using the H2 annealing process
which makes the SOI layer surface thin and smooth. This process has thickness
uniformity greater than the conventional chemical mechanical polishing
(CMP) which produces unacceptable variation in the thickness.

4.5.4 Smart Cut™ Technology

The principle of this technique is the direct bonding between two wafers. Fig-
ure 4.11 shows the manufacturing steps of a SOI wafer by Smart CutTM, which can
be summarized as follows [96, 97]:

• Oxidizing the first Si wafer (wafer A) thermally.
• Inducing a buried weak zone by ion implantation (hydrogen or helium) in the

oxidized wafer A.
• Bonding the implanted wafer A to the second wafer (wafer B) after cleaning.

The second wafer is preferred to be a thick layer hard enough to allow splitting.

Fig. 4.11 Smart CutTM process for producing SOI wafers
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• Splitting the weakened zone in the wafer A, in order to grow a thin layer onto
the wafer B.

• Cleaning the surfaces after splitting. (the rest part of the wafer A (the separated
part) can be reused).

The smart CutTM technique has many merits, such as perfect similarity in
thickness and the high quality of the grown layer. Additionally, the rest of the first
wafer can be recycled as a new wafer. Besides, Smart CutTM is a highly generic and
flexible technique because it can be used to perform a broad set of single crystal
layer on top of many various supports.

References

1. G.K. Celler, Silicon-on-insulator structures: fabrication. Encycl. Adv. Mater. (1994)
2. J.P. Colinge, Soi materials, in Silicon-on-Insulator Technology: Materials to VLSI, 2nd edn.

(Springer, US, 1997)
3. B. Aspar, A.J. Auberton-Hervé, Silicon wafer bonding technology for VLSI and MEMS

applications, in Inspec, Emis processing, vol. 1 (2002)
4. A. Marshall, S. Natarajan, SOI Design (Springer Science & Business Media, 2002)
5. M. Alexe, U. Gösele (eds.), Wafer Bonding: Applications and Technology, vol. 75. (Springer

Science & Business Media, 2013)
6. O. Kononchuk, B.Y. Nguyen, Silicon-on-Insulator (SOI) Technology: Manufacture and

Applications (Elsevier, 2014)
7. S.E. Miller, Integrated optics: an introduction. Bell Labs Tech. J. 48(7), 2059–2069 (1969)
8. G.T. Reed, A.P. Knights, Silicon Photonics: An Introduction (Wiley, 2004)
9. R. Soref, The past, present, and future of silicon photonics. IEEE J. Sel. Top. Quant. Electron.

12(6), 1678–1687 (2006)
10. L. Pavesi, D.J. Lockwood (eds.), Silicon Photonics III: Systems and Applications, vol. 122,

(Springer Science & Business Media, 2016)
11. J.N. Polky, G.L. Mitchell, Metal-clad planar dielectric waveguide for integrated optics. JOSA

64(3), 274–279 (1974)
12. J. Nezval, WKB approximation for optical modes in a periodic planar waveguide. Opt.

Commun. 42(5), 320–322 (1982)
13. H.M. De Ruiter, Limits on the propagation constants of planar optical waveguide modes.

Appl. Opt. 20(5), 731–732 (1981)
14. T. Tamir, Leaky waves in planar optical waveguides. Nouvelle Revue d’Optique 6(5), 273

(1975)
15. F. Payne, Generalized transverse resonance model for planar optical waveguides, in Tenth

European Conference on Optical Communications, ECOC ‘84 (1984)
16. M. Kawachi, M. Yasu, T. Edahiro, Fabrication of SiO2-TiO2 glass planar optical waveguides

by flame hydrolysis deposition. Electron. Lett. 19(15), 583–584 (1983)
17. O. Hanaizumi, M. Miyagi, S. Kawakami, Low radiation loss Y-junctions in planar dielectric

optical waveguides. Opt. Commun. 51(4), 236–238 (1984)
18. H. Jerominek, Z. Opilski, J. Kadziela, Some elements of integrated-optics circuits based on

planar gradient glass waveguides. Opt. Appl. 13(2), 159–168 (1983)
19. R. Soref, J. Larenzo, All-silicon active and passive guided-wave components for λ = 1.3 and

1.6 µm. IEEE J. Quant. Electron. 22(6), 873–879 (1986)
20. R.A. Soref, J.P. Lorenzo, Single-crystal silicon: a new material for 1.3 and 1.6 μm

integrated-optical components. Electron. Lett. 21(21), 953–954 (1985)

86 M. F. O. Hameed et al.



21. D.J. Albares, R.A. Soref, Silicon-on-Sapphire waveguides, in Proceedings of SPIE:
Integrated Optical Circuit Engineering IV, vol. 704 (1987), pp. 24–25

22. E. Cortesi, F. Namavar, R.A. Soref, Novel silicon-on-insulator structures for silicon
waveguides, in SOS/SOI Technology Conference (IEEE, Oct 1989), p. 109

23. F. Namavar, E. Cortesi, R.A. Soref, P. Sioshansi, On the formation of thick and multiple layer
SIMOX structures and their applications, in Ion Beam Processing of Advanced Electronic
Materials Symposium (1989), p. 147

24. G.T. Reed, L. Jinhua, C.K. Tang, L. Chenglu, P.L.F. Hemment, A.G. Rickman, Silicon on
insulator optical waveguides formed by direct wafer bonding. Mater. Sci. Eng., B 15(2), 156–
159 (1992)

25. A.F. Evans, D.G. Hall, W.P. Maszara, Propagation loss measurements in silicon-on-insulator
optical waveguides formed by the bond-and-etchback process. Appl. Phys. Lett. 59(14),
1667–1669 (1991)

26. N.M. Kassim, H.P. Ho, T.M. Benson, D.E. Daveias, Assessment of SIMOX material by
optical waveguide losses, in ESSDERC ‘90 on 20th European Solid State Device Research
Conference (IEEE, Oct 1990), pp. 5–8

27. B.L. Weiss, G.T. Reed, The transmission properties of optical waveguides in SIMOX
structures. Opt. Quant. Electron. 23(8), 1061–1065 (1991)

28. D.E. Davies, M. Burnham, T.M. Benson, N.M. Kassim, M. Seifouri, Optical waveguides and
SIMOX characterisation, in SOS/SOI Technology Conference (IEEE, Oct 1989), pp. 160–161

29. R.A. Soref, E. Cortesi, F. Namavar, L. Friedman, Vertically integrated silicon-on-insulator
waveguides. IEEE Photonics Technol. Lett. 3(1), 22–24 (1991)

30. B. Weiss, G. Reed, S. Toh, R. Soref, F. Namavar, Optical waveguides in SIMOX structures.
IEEE Photon. Technol. Lett. 3(1), 19–21 (1991)

31. A. Rickman, G.T. Reed, B.L. Weiss, F. Namavar, Low-loss planar optical waveguides
fabricated in SIMOX material. IEEE Photon. Technol. Lett. 4(6), 633–635 (1992)

32. B.N. Kurdi, D.G. Hall, Optical waveguides in oxygen-implanted buried-oxide
silicon-on-insulator structures. Opt. Lett. 13(2), 175–177 (1988)

33. J. Schmidtchen, A. Splett, B. Schuppert, K. Petermann, Low loss integrated-optical
rib-waveguides in SOI, in 1991 IEEE International Proceedings of the SOI Conference
(IEEE, 1991), pp. 142–143

34. A.G. Rickman, G.T. Reed, F. Namavar, Silicon-on-insulator optical rib waveguide loss and
mode characteristics. J. Lightwave Technol. 12(10), 1771–1776 (1994)

35. A.G. Rickman, G.T. Reed, Silicon-on-insulator optical rib waveguides: loss, mode
characteristics, bends and y-junctions. IEEE Proc. Optoelectron. 141(6), pp. 391–393 (1994)

36. C.K. Tang, A.K. Kewell, G.T. Reed, A.G. Rickman, F. Namavar, Development of a library of
low-loss silicon-on-insulator optoelectronic devices. IEEE Proc. Optoelectron. 143(5), 312–
315 (1996)

37. A.G. Rickman, G.T. Reed, F. Namavar, Silicon-on-insulator optical rib waveguide circuits for
fiber optic sensors. Proc. SPIE Distrib. Multipl. Fiber Opt. Sens. III 2071, 190–196 (1993)

38. A. Sure, T. Dillon, J. Murakowski, C. Lin, D. Pustai, D.W. Prather, Fabrication and
characterization of three-dimensional silicon tapers. Opt. Express 11(26), 3555–3561 (2003)

39. Z. Lu, P. Yao, S. Venkataraman, D. Pustai, C. Lin, G. Schneider, J. Murakowski, S. Shi, D.W.
Prather, June. Fiber-to-waveguide evanescent coupler for planar integration of silicon
optoelectronic devices, in Photonics Packaging and Integration IV, vol. 5358 (International
Society for Optics and Photonics, 2004), pp. 102–111

40. G.Z. Masanovic, V.M. Passaro, G.T. Reed, Dual grating-assisted directional coupling
between fibers and thin semiconductor waveguides. IEEE Photonics Technol. Lett. 15(10),
1395–1397 (2003)

41. V.R. Almeida, R.R. Panepucci, M. Lipson, Nanotaper for compact mode conversion. Opt.
Lett. 28(15), 1302–1304 (2003)

42. M. Lipson, Overcoming the limitations of microelectronics using Si nanophotonics: solving
the coupling, modulation and switching challenges. Nanotechnology 15(10), S622 (2004)

4 Introduction to Silicon Photonics 87



43. T. Shoji, T. Tsuchizawa, T. Watanabe, K. Yamada, H. Morita, Low loss mode size converter
from 0.3 µm square Si wire waveguides to singlemode fibres. Electron. Lett. 38(25), 1669–
1670 (2002)

44. K. Petermann, Properties of optical rib-guides with large cross-section. Aeu Int. J. Electron.
Commun. 30(3), 139–140 (1976)

45. R.A. Soref, J. Schmidtchen, K. Petermann, Large single-mode rib waveguides in GeSi-Si and
Si-on-SiO/sub 2. IEEE J. Quantum Electron. 27(8), 1971–1974 (1991)

46. S.P. Pogossian, L. Vescan, A. Vonsovici, The single-mode condition for semiconductor rib
waveguides with large cross section. J. Lightwave Technol. 16(10), 1851–1853 (1998)

47. O. Powell, Single-mode condition for silicon rib waveguides. J. Lightwave Technol. 20(10),
1851–1855 (2002)

48. O. Powell, Erratum to: Single-mode condition for silicon rib waveguides. J. Lightwave
Technol. 21(3), 868 (2003)

49. S.P. Chan, C.E. Png, S.T. Lim, G.T. Reed, V.M.N. Passaro, Single mode, polarisation
independent waveguides in silicon-on-insulator. in 2004 Ist IEEE International Conference
on Group Iv Photonics, Jan 2004 (pp. 115–117)

50. T. Tsuchizawa, K. Yamada, H. Fukuda, T. Watanabe, J.I. Takahashi, M. Takahashi, T. Shoji,
E. Tamechika, S.I. Itabashi, H. Morita, Microphotonics devices based on silicon microfab-
rication technology. IEEE J. Sel. Top. Quantum Electron. 11(1), 232–240 (2005)

51. H. Yamada, T. Chu, S. Ishida, Y. Arakawa, Si photonic wire waveguide devices. IEEE J. Sel.
Top. Quantum Electron. 12(6), 1371–1379 (2006)

52. T. Chu, H. Yamada, S. Nakamura, M. Ishizaka, M. Tokushima, Y. Urino, S. Ishida, Y.
Arakawa, Ultra-small silicon photonic wire waveguide devices. IEICE Trans. Electron. 92(2),
217–223 (2009)

53. V.R. Almeida, Q. Xu, C.A. Barrios, M. Lipson, Guiding and confining light in void
nanostructure. Opt. Lett. 29(11), 1209–1211 (2004)

54. Q. Xu, V.R. Almeida, R.R. Panepucci, M. Lipson, Experimental demonstration of guiding
and confining light in nanometer-size low-refractive-index material. Opt. Lett. 29(14), 1626–
1628 (2004)

55. https://www.comsol.com/
56. X. Tu, X. Xu, S. Chen, J. Yu, Q. Wang, Simulation demonstration and experimental

fabrication of a multiple-slot waveguide. IEEE Photonics Technol. Lett. 20(5), 333–335
(2008)

57. E. Jordana, J.M. Fedeli, P. Lyan, J.P. Colonna, P. Gautier, N. Daldosso, L. Pavesi, Y. Lebour,
P. Pellegrino, B. Garrido, J. Blasco, Deep-UV lithography fabrication of slot waveguides and
sandwiched waveguides for nonlinear applications. in 2007 4th IEEE International Confer-
ence on Group IV Photonics (IEEE, Sept 2007), pp. 1–3

58. C.A. Barrios, High-performance all-optical silicon microswitch. Electron. Lett. 40(14), 862–
863 (2004)

59. C.A. Barrios, M. Lipson, Electrically driven silicon resonant light emitting device based on
slot-waveguide. Opt. Express 13(25), 10092–10101 (2005)

60. M.F.O. Hameed, R. Zaghloul, S.I. Azzam, S.S. Obayya, Ultrashort hybrid plasmonic
transverse electric pass polarizer for silicon-on-insulator platform. Opt. Eng. 56(1), 017107–
017107 (2017)

61. M.F.O. Hameed, A.S. Saadeldin, E.M. Elkaramany, S.S. Obayya, label-free highly sensitive
hybrid plasmonic biosensor for the detection of DNA hybridization. J. Lightwave Technol. 35
(22), 4851–4858 (2017)

62. J. Chiles, S. Fathpour, Silicon photonics beyond silicon-on-insulator. J. Opt. 19(5), 053001
(2017)

63. B.J. Eggleton, B. Luther-Davies, K. Richardson, Chalcogenide photonics. Nat. Photonics 5
(3), 141–148 (2011)

64. Y.C. Chang, V. Paeder, L. Hvozdara, J.M. Hartmann, H.P. Herzig, Low-loss germanium strip
waveguides on silicon for the mid-infrared. Opt. Lett. 37(14), 2883–2885 (2012)

88 M. F. O. Hameed et al.

https://www.comsol.com/


65. D.F. Logan, M. Giguere, A. Villeneuve, A.S. Helmy, Widely tunable mid-infrared generation
via frequency conversion in semiconductor waveguides. Opt. Lett. 38(21), 4457–4460 (2013)

66. P. Tai Lin, V. Singh, L. Kimerling, A. Murthy Agarwal, Planar silicon nitride mid-infrared
devices. Appl. Phys. Lett. 102(25), 251121 (2013)

67. R. Kitamura, L. Pilon, M. Jonasz, Optical constants of silica glass from extreme ultraviolet to
far infrared at near room temperature. Appl. Opt. 46(33), 8118–8133 (2007)

68. A. Sciuto, A. Alessandria, S. Libertino, S. Coffa, G. Coppola, Design, fabrication, and testing
of an integrated Si-based light modulator: experimental evidence of plasma redistribution.
in Symposium on Integrated Optoelectronic Devices (International Society for Optics and
Photonics, Mar 2002), pp. 54–61

69. R. Soref, J. Larenzo, All-silicon active and passive guided-wave components for λ = 1.3 and
1.6 µm. IEEE J. Quant. Electron. 22(6), 873–879 (1986)

70. H.M. Manasevit, W.I. Simpson, Single-Crystal Silicon on a Sapphire Substrate. J. Appl. Phys.
35(4), 1349–1351 (1964)

71. M. Roser, S.R. Clayton, P.R. de La Houssaye, G.A. Garcia, High-mobility fully depleted
thin-film SOS MOSFET’s. IEEE Trans. Electron Devices 39(11), 2665–2666 (1992)

72. E. Culurciello, Silicon-on-sapphire circuits and systems (McGraw-Hill Inc., 2009)
73. T. Baehr-Jones, A. Spott, R. Ilic, A. Spott, B. Penkov, W. Asher, M. Hochberg,

Silicon-on-sapphire integrated waveguides for the mid-infrared. Opt. Express 18(12),
12127–12135 (2010)

74. E.R. Dobrovinskaya, L.A. Lytvynov, V. Pishchik, Sapphire: Material, Manufacturing,
Applications (Springer Science & Business Media, 2009)

75. F. Li, S.D. Jackson, C. Grillet, E. Magi, D. Hudson, S.J. Madden, Y. Moghe, C. O’Brien, A.
Read, S.G. Duvall, P. Atanackovic, Low propagation loss silicon-on-sapphire waveguides for
the mid-infrared. Opt. Express 19(16), 15212–15220 (2011)

76. Z. Cheng, X. Chen, C.Y. Wong, K. Xu, C.K. Fung, Y.M. Chen, H.K. Tsang, Mid-infrared
grating couplers for silicon-on-sapphire waveguides. IEEE Photonics J. 4(1), 104–113 (2012)

77. Y. Zou, S. Chakravarty, P. Wray, R.T. Chen, Experimental demonstration of propagation
characteristics of mid-infrared photonic crystal waveguides in silicon-on-sapphire. Opt.
Express 23(5), 6965–6975 (2015)

78. Y. Zou, S. Chakravarty, R.T. Chen, Mid-infrared silicon-on-sapphire waveguide coupled
photonic crystal microcavities. Appl. Phys. Lett. 107(8), 081109 (2015)

79. Y. Zou, S. Chakravarty, P. Wray, R.T. Chen, Mid-infrared holey and slotted photonic crystal
waveguides in silicon-on-sapphire for chemical warfare simulant detection. Sens. Actuator B
Chem. 221, 1094–1103 (2015)

80. Y. Yue, L. Zhang, H. Huang, R.G. Beausoleil, A.E. Willner, Silicon-on-nitride waveguide
with ultralow dispersion over an octave-spanning mid-infrared wavelength range. IEEE
Photonics J. 4(1), 126–132 (2012)

81. S. Khan, J. Chiles, J. Ma, S. Fathpour, Silicon-on-nitride waveguides for mid-and
near-infrared integrated photonics. Appl. Phys. Lett. 102(12), 121104 (2013)

82. Y. Zou, H. Subbaraman, S. Chakravarty, X. Xu, A. Hosseini, W.C. Lai, P. Wray, R.T. Chen,
Grating-coupled silicon-on-sapphire integrated slot waveguides operating at mid-infrared
wavelengths. Opt. Lett. 39(10), 3070–3073 (2014)

83. Y. Chen, H. Lin, J. Hu, M. Li, Heterogeneously integrated silicon photonics for the
mid-infrared and spectroscopic sensing. ACS Nano 8(7), 6955–6961 (2014)

84. G.K. Celler, S. Cristoloveanu, Frontiers of silicon-on-insulator. J. Appl. Phys. 93(9), 4955–
4978 (2003)

85. Q.Y. Tong, U. Goesele, Semiconductor Wafer Bonding: Science and Technology (Wiley,
1999)

86. F. Namavar, E. Cortesi, B. Buchanan, P. Sioshansi, Proceedings of IEEE SOS/SOI
Technology Workshop (1989), p. 117

87. T. Abe, M. Nakano, T. Ito, Silicon-On-insulator Technology and Devices, vol. 61, ed. by D.
N. Schmidt (The Electrochemical Society, Pennington, New Jersey, 1990), pp. 90–96

4 Introduction to Silicon Photonics 89



88. K. Mitani, U.M. Gösele, Wafer bonding technology for silicon-on-insulator applications: a
review. J. Electron. Mater. 21(7), 669–676 (1992)

89. O. Kononchuk, B.Y. Nguyen, Silicon-on-insulator (SOI) Technology: Manufacture and
Applications (Elsevier, 2014)

90. A. Marshall, S. Natarajan, SOI Design (Springer Science & Business Media, 2002)
91. P. Mumola, G. Gardopee, T. Feng, A. Ledger, P. Clapis, P. Miller, Proceedings of the

Semiconductor Wafer Bonding: Science, Technology and Applications, vol. 410, ed. by M.A.
Schmidt, T. Abe, C.E. Hunt, H. Baumgart (The Electrochemical Socity, Pennington, New
Jersey, 1993), pp. 93–29

92. K. Mitani, SEMI Silicon on insulator (SOI), Manufacturing technology. Semicon. West 98,
H1 (1998)

93. D. Godbey, H. Hughes, F. Kub, M. Twigg, L. Palkuti, P. Leonov, J. Wang, A SiO. 7GeO.
3 strained-layer etch stop for the generation of thin layer undoped silicon. Appl. Phys. Lett. 56
(4), 373–375 (1990)

94. T. Yonehara, Silicon Wafer Bonding Technology for VLSI and MEMS Applications, in EMIS
Processing Series n° 1, Chapter 4, vol. 53, ed. by S.S. Iyer, A.J. Auberton-Herve (2002)

95. T. Yonehara, ELTRAN; novel SOI wafer technology. JSAP Int. 4, 10–16 (2001)
96. R.S. Burton, T.E. Schlesinger, Comparative analysis of the method-of-lines for

three-dimensional curved dielectric waveguides. J. Lightwave Technol. 14(2), 209–216
(1996)

97. N. Dagli, C. Fonstad, Analysis of rib dielectric waveguides. IEEE J. Quant. Electron. 21(4),
315–321 (1985)

90 M. F. O. Hameed et al.



Chapter 5
Basic Principles of Biosensing

Mohamed Farhat O. Hameed, A. Samy Saadeldin,
Essam M. A. Elkaramany and S. S. A. Obayya

Abstract Recently, optical sensors have been improved extensively due to the
rising need of sensing applications in different specialties such as, medicine, mil-
itary, environment, food quality control. The improvement of the photonic tech-
nologies based on the CMOS compatible silicon-on-insulator (SOI) and photonic
crystal structures improves the sensing performance significantly. This chapter
presents the basic principles of the sensing process. Additionally, it introduces the
different configurations of optical sensors based on working principle, sensor
design, and detection purpose.
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5.1 Introduction

The optical sensor is an attractive technique for sensing applications. This is due to
its high sensitivity, electrical and chemical passive nature, and immunity from
electromagnetic interference. In some implementations, optical sensors have also
lightweight with small-size devices. The sensing is a process of getting information
from the environment which is the main function of the sensor [1]. This process
consists of three stages: the sensing element, the transmission of the received
information to processor, and information analysis. The interaction between the
sensing element and the environment affects some features of the sensing element.
The optical sensor depends on the detection of the change in intensity, phase,
polarization, or resonance wavelength of the optical field due to the interaction with
the environment. These features changes are the received information which is
transmitted to the processing unit. The final stage, analysis, depends on the sensing
mechanism and application. A schematic diagram for the sensing process is shown
in Fig. 5.1.

The electric field of the light wave can be represented mathematically as

E ⃗ r ⃗, tð Þ= Eo
�!

sinðk ⃗ ⋅ r ⃗−ωt+φoÞ ð5:1Þ

where Eo is the amplitude of the electric field, k is the wave number vector, ω is the
angular frequency, and φo is the initial phase constant. The features of the sensing
element can be one or some of these terms (depending on the application) of the
electric field of the light wave represented in Eq. 5.1. Figure 5.2 shows how each
feature can affect the electric field of the light wave. For example, the refractive

Fig. 5.1 Optical sensing system
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index (RI)-based sensor can detect the change in RI by two mechanisms. In the first
one, the wavelength of the optical signal can be monitored through an optical
spectrum analyzer (OSA), while in the second technique, the intensity changes of
the output signal can be detected by using a photodetector (PD). Further, the phase
change can be used as a sensing element based on interferometer structures such as
Mach–Zehnder interferometer (MZI). The MZI depends on measuring the phase
difference between its two arms. This phase shift is due to a perturbation occurrence
in the sensing arm of the interferometer. Therefore, the output signal of that arm
will differ in phase from the output signal of the other arms (reference arm). The
polarization is also a feature that can be used in the sensing applications. Further,
the polarimetric measurement can be used as a pressure sensor. The principle is
based on monitoring the light intensity at the sensor output, modulated by the effect
of applied pressure. In particular, by using input and output linear polarizers, it is
possible to control the passage of only certain orientations of plane-polarized light,
properly set by the input polarizer. Polarization changes induced by pressure
influence alter the current state of light polarization proportionally to the pressure
strength. Consequently, if the polarization state at the sensor output is not equal to
that of the output polarizer, propagation of light is inhibited resulting in a light
intensity reduction.

5.2 Classifications of the Optical Sensors

The optical sensors can be classified by different manners [2]. One of these clas-
sifications is based on the working principle. Another classification relies on the
detection purpose. Also, the optical sensors can be categorized based on the sen-
sor’s configuration. These different classifications are shown in Fig. 5.3.

Fig. 5.2 Different sensing mechanisms
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5.2.1 Classification Based on the Working Principle

5.2.1.1 Intensity-Modulated Optical Sensors

Intensity-modulated sensors are one of the earliest types and perhaps the simplest
type of optical sensors. In this technique, the intensity of the transmitted light
through the optical sensors will be modulated by different methods as bending,
reflectance, or changing the propagation medium. The merits of this technique are
ease of fabrication, simple detection system, simple signal processing requirements,
and its low-cost performance.

Unlike the other sensing principles, a simple arrangement can be used to obtain
the intensity modulation. However, the decrease of the sensor reliability occurs due
to the attenuation and intensity instability of the signal due to bending, coupling
misalignments, source power fluctuation, etc. To overcome this problem, the
intensity referencing can be used where a portion of the input optical power is taken

Classifications of the optical 
sensors

Working Principle

Intensity-modulated
sensors: Detection through 

light power

Phase-modulated
(interferometric) sensors: 
Detection using the phase 

of the light beam

Polarization-modulated
(polarimetric) sensors: 
Detection of changes in 
the polarization state of 

the light

Wavelength-modulated 
(spectrometric) sensors: 

Detection of changes in the 
(resonance) wavelength 

change of the light

Detection Purpose

Biosensors: DNA,
blood flow, glucose

sensors, etc.

Chemical sensors: pH
content, gas sensors,
spectroscopic study,

etc.

Physical sensors:
Temperature,strain,

pressure, etc.

Sensor’s 
Configuration

Surface plasmon
resonance-based

sensors

Interferometer-based
sensors

Op cal ring resonator
based sensors

Photonic crystal based
sensors

Fig. 5.3 Different classifications of the optical sensors
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to observe the variation of the input power. A model of this method is shown in
Fig. 5.4 [3]. In this case, the ratio between the power of the modulated signal to the
power of the reference signal is used.

5.2.1.2 Phase-Modulated Optical Sensors

Phase-modulated sensors are based on detecting the phase difference of the light
propagating on two different paths. These sensors are also called interferometric
sensors. The interferometric sensors have high sensitivity due to the detection of the
smallest change in the measurands. In this technique, the input light is split into two
equal beams. One of these beams acts as a reference arm while the other beam is
affected by the external stimuli. At the output of the sensor, these beams are
re-merged which leads to forming an interference pattern. This pattern depends on
the phase difference between the two beams which are linked to the amount of the
measurand.

5.2.1.3 Wavelength-Modulated (Spectrometric) Optical Sensors

Wavelength-modulated sensors exhibit a change- in the propagating optical
wavelength when interacted by an external perturbation. In this section, some
common wavelength-based sensors will be discussed such as fluorescence sensors
and Raman spectroscopy.

(1) Fluorescence sensors

Fluorescence technique depends on a light source directed to the receptors that is
fixed on the sensing region to start the electronic transitions. The receptors will
absorb the electromagnetic energy from the light source to reach an excited state.
Then the receptors will return to its normal state by radiating a photon. This radiated
photon is known as fluorescence [4]. When the receptors bind with the target
molecules, the radiated photons change its energy (wavelength). This change in the
energy of the radiated photon is an indication to the occurrence of the binding. The
target molecules are labelled with fluorescent tags, such as dyes. The intensity of

Fig. 5.4 Reference arm configuration
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the emitted fluorescence indicates the interaction strength between the target and the
receptor molecules [5].

(2) Raman Spectroscopy

Raman spectroscopy depends on light scattering by molecules which lead to an
exchange of energy between incident photon and scattered molecules. This
exchange of energy may be from the scattered photon to the incident one or vice
versa. This method could be mentioned either as Raman to Stokes scattering if the
scattered photon has energy less than that of the incident one. However, Raman to
anti-Stokes scattering occurs if the scattered photon has higher energy than that of
the incident photon [6]. In Raman to Stokes scattering, the light interacts with the
sample molecules with low-energy level to transfer to higher-energy level. Then the
molecule radiates a photon in order to go back to the lower-energy level. The dif-
ference between incident and emitted photon energy is employed to change
the vibration state of the molecule. However, in Raman to anti-Stokes scattering,
the light interacts with the sample molecules with high-energy level to go to low-
energy level with a photon radiation [7]. Raman signals are very weak and need
high-precision optical receptors and powerful sources. This kind of sensors over-
comes some of the shortcomings of fluorescence sensing such as the ability to sense
analytes which do not exhibit fluorescence.

5.2.1.4 Polarization-Modulated (Polarimetric) Optical Sensors

The polarization state of the light wave that propagates along the optical sensor
changes due to the difference in the phase velocity of the two polarization com-
ponents in a birefringent sensor. The polarization state of the propagated light can
be modulated by stress, strain, pressure, and temperature applied on the sensor. The
polarimetric sensor can measure the polarization variation, and hence, the sensing
parameter can be related [8]. For example, a symmetric deformation effect or
temperature variation in a single-mode fiber influences the propagation constant (β)
of the supported modes because of the changes in the fiber length (L) and the
refractive indices of the core and the cladding regions. Under the influence of
longitudinal strain (ε) or temperature (T), for single-mode fiber polarimetric sen-
sors, the change in the phase difference can be written as [9]

δ Δφð Þ
δX

=Δβ
∂L
∂X

+ L
∂ Δβð Þ
∂X

ð5:2Þ

where X stands for temperature, pressure, or strain.
The change in polarization can be observed as a change in intensity as shown in

Eq. 5.3. By correlating the output change in intensity due to the measurand, a
polarimetric fiber sensor can be effectively used as a sensor for a variety of
applications.
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Is λð Þ= I0
2
½1+ cos Δφð Þ� ð5:3Þ

5.2.2 Classification Based on the Sensor’s Configuration

5.2.2.1 Surface Plasmon Resonance

Surface plasmon resonance (SPR) [10–12] is one of the successful optical tech-
niques which has applications in chemical and biochemical sensing [13]. In SPR
technique, a transverse magnetic-polarized light causes the excitation of oscillations
of electron density at the metal-dielectric interface [14]. This oscillation of electrons
produces a wave known as surface plasmon wave (SPW). When the incident light
(which carries energy as well as momentum) and the surface plasmon wave are
matched, a resonance occurs which results in a sharp dip in the reflected light
intensity as represented in Fig. 5.5.

The incident angle, wavelength of the light, and the dielectric constant for both
metal and substrate are the parameters that affect the resonance condition. The
sensing mechanism depends on the monitoring of the incident angle when the
wavelength remains constant. The sharp dip occurs at the resonance angle. Simi-
larly, the sensing mechanism can be through the monitoring of the wavelength
while the incident angle remains constant. The resonance occurs at a specific
wavelength. The dielectric media refractive index affects both the resonance inci-
dent angle and the resonance wavelength. So any variation in such refractive index
will change the resonance wavelength or the resonance incident angle. The main

Fig. 5.5 Sensor chip detects the refractive index change in the immediate vicinity of a surface
layer by the plasmonic resonance which is observed as a sharp shadow in the reflected light at an
angle that depends on the effective index of the mode at the surface; this angle will be shifted when
target-receptor binding occurs
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coupling methods for SPR sensors are prism coupling [15], waveguide coupling
[16], and optical fiber coupling [17] as illustrated in Fig. 5.6. In the prism coupling
technique shown in Fig. 5.6a, the excitation of the SPW is done by the evanescent
field that is produced by the total reflected light at the interface between the prism
and the metal layer. This evanescent field penetrates the metallic layer, and at the
resonance condition, the propagation constants of the SPW and the evanescent field
are matched. The matched propagation constant, as illustrated in Eq. 5.4, can excite
the SPW.

2π
λ
np sin θ= βsp. ð5:4Þ

where λ is the incident wavelength, np is the prism refractive index, θ is the incident
angle, and βsp is the propagation constant of the SPW. However, the prism con-
figuration is huge and hard to integrate. The SPW can be excited by the waveguide
coupling to overcome the shortage in the prism coupling as shown in Fig. 5.6b. It is
robust and easy to integrate with electrical and optical components. The excitation
of the SPW through the waveguide is similarly to that of the prism coupling. Also,
the optical fiber could be used to excite the SPW as shown in Fig. 5.6c where a part
of the optical fiber is cut and replaced by a metal film.

Fig. 5.6 Different coupling methods for SPR sensor configuration, a prism coupling, b waveguide
coupling, and c optical fiber coupling
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5.2.2.2 Interferometric Optical Sensors

This type of sensors is based on detecting the optical phase change due to the
light propagation along the sensor. Among the interferometer configuration,
Mach–Zehnder architecture has high sensitivity for label-free optical biosensing.
The interaction between the guided light through the sensor structure and the
sensing region (analyte, in case of biosensing) is done through the evanescent field
of the light. Alternatively, the core of the waveguide can be infiltrated by the
analyte in case of slot/hollow waveguides.

The Mach–Zender interferometers (MZIs) can guide the light from the source
into two single-mode waveguides. One of these waveguides has a sensing arm with
the sensing layer, while the other one acts as a reference arm [18] as shown in
Fig. 5.7.

The smallest change in the refractive index (homogenous sensing) or the
thickness of the sensing layer (surface sensing) affects the effective index (Δneff) of
the propagated mode which induces a phase shift in the propagated light wave in
the sensing arm. This phase shift is equal to Δneff k0 L, where k0 is the free-space
wave number, L is the length of the sensing region. However, the reference arm has
no contact with the sensing medium, and hence, no phase change occurs. The
output of the MZI is the combination between the two separated waveguides
(sensing arm and reference arm). Therefore, an interference occurs due to the phase
shift φ produced by the effective indices difference between the sensing and ref-
erence arms. The interference converts this phase shift into a modulation of the
optical output intensity satisfying the condition

IOUT
IIN

=
1
2
1+ cosφ½ � ð5:5Þ

where IOUT/IIN is the ratio between optical output and input intensity of the MZI.
The phase shift φ is defined as

Δφ= k0L nSeff − nReff
h i

ð5:6Þ

Fig. 5.7 Mach–Zehnder interferometer configuration
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where (neff
S
–neff

R ) is the effective index difference between the sensing and reference
arm.

The input optical power (Iin) is divided into the sensing arm and the reference
arm, each with power of Iin/2. If there is no phase delay (i.e., Δφ = 0), the light of
the two arm will be merged at the output of the MZI. In this case, the output power
will equal to the input power (i.e., Iout = Iin). However, if there is a phase delay
(i.e., Δφ ≠ 0), the output power will be different from the input power (i.e.,
Iout ≠ Iin) as follows:

IOUT = IIN cos2
φ

2
= IIN cos2

πΔneff L
λ

ð5:7Þ

It is worth noting that as the length of the sensor increases, the sensing signal
will be increased. Further, the MZI sensor has a cosine-dependent intensity func-
tion. Therefore, the maximum and minimum of the cosine function makes the signal
change is difficult to resolve near these values in comparable to linear intensity
response sensors.

The sensitivity S of the Mach–Zehnder interferometer sensor can be expressed as
follows:

S=
2πL
λ

SW ð5:8Þ

where Sw is the waveguide sensitivity. The sensitivity can be expressed for
homogeneous sensing as follows:

S=
2πL
λ

∂neff
∂nc

� �
ð5:9Þ

However, for surface sensing, S is given by

S=
2πL
λ

∂neff
∂ρ

� �
ð5:10Þ

where neff is the effective index of the propagating supported mode through the
waveguide, nc is the cladding medium refractive index, and ρ is the thickness of
molecular layer deposited on guiding cover medium interface. The sensitivity of
Mach–Zehnder-based sensor relies on sensing arm length, L. Further, the sensitivity
of the MZI sensor may be affected by an external stimulus such as temperature
which can cause an undesired shift in the propagating mode. Thus, a trade-off
between device length and device sensitivity should be taken into account [19].
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5.2.2.3 Ring Resonator Optical Sensors

Optical microring resonator is an emerging biosensing technology that has recently
been under intensive investigation [20–23] for achieving high sensitivity. The
microring resonator sensor has reduced the device size by some orders of magnitude
without reducing the device sensitivity. Recently, the slot waveguide incorporated
with ring resonator biosensors can achieve high sensitivity because of the light
confinement in the slot region which allows a large light interaction with the sensing
material. This configuration could be used as a biosensor by fixing the receptors on
the top of the waveguide. When the flowing fluid, that includes the target molecules,
be in contact with the receptors, the binding will occur at the surface of the
waveguide. This binding will change the layer thickness on the surface of the
waveguide or change the refractive index of that layer. As a result, the optical mode
effective index will be changed which shifts the resonance wavelength by

Δλ=
Δneff ⋅ λres

ng
ð5:11Þ

where Δneff is the effective index change due to the binding, λres is the initial
resonance wavelength, and ng is the group index of the slot waveguide at the
resonance wavelength and is given by:

ng = neff − λ
Δneff
Δλ

ð5:12Þ

To enhance the sensor performance, the shift in the resonance wavelength, due
to the binding event, should be increased as much as possible. This can be achieved
by increasing the light-sensing medium interaction. At the resonance wavelength,
the light is highly coupled to the ring resonator where a minimum transmission
occurs in the slot-waveguide. Thus, the resonance wavelength (λres) can be detected
by the photodetectors at the output port of the slot-waveguide.

A top view of the slot waveguide incorporated with a ring resonator is illustrated
in Fig. 5.8. The light is coupled from the straight waveguide to the ring waveguide.
The light wave that has wavelength that matches the resonance wavelength of the
resonator is the only wave that can be coupled to the ring waveguide and vice versa.
The slot waveguide consists of two nanowires close to each other and grown on a
lower cladding layer. The sensing medium is the surface of the whole device that is
in contact with the environment.

It is worth noting that many biosensors have been reported based on a slot
waveguide incorporated ring resonators systems [24–27]. However, the ring res-
onator suffers from bending and coupling losses with the bus waveguides. There-
fore, it is aimed to replace the ring resonator design with another device with
smaller footprint. In [28, 29], a nanometer-scaled straight slotted resonator is
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incorporated with hybrid plasmonic slot-waveguide for DNA hybridization sensing
instead of the microring resonator.

5.2.2.4 Photonic Crystal Optical Sensors

Another different configuration of optical sensors is the photonic crystal (PhC) [30]
that has attracted intense interest in biosensing applications [31–35]. The PhC is a
periodic structure with a photonic bandgap where the propagation through the PhC
structure is forbidden. However, by inserting a defect in the periodic structure, a
resonant mode can propagate in the PhC as shown in Fig. 5.9a. So, the
transmission/reflection spectrum will have a sharp peak in the photonic bandgap
due to the defect mode. The position of the sharp peak of the defect mode is
strongly sensitive to the refractive index of the surrounding medium. Therefore, it
could be used as a sensing signal to the change in refractive index (RI) due to the
interaction between the receptors and the target molecules for biosensing applica-
tions. Beside the PhC waveguide sensors, there is another class of PhC sensors
based on photonic crystal fiber (PCF) [36–41]. The PCF is a fiber cable with
periodic air holes in the cladding region as shown in Fig. 5.9b. The PCF is an
encouraging platform for sensing applications due to two main points. Firstly, the
air holes can be used as a fluidic channel. Secondly, PCF has advantage in terms of
light confinement mechanism that increases the interaction between the light and
the sensing material which improves the sensor performance. Furthermore, the PCF
air holes can act as holder for sample of volume up to a several nL/cm which is a
desirable feature for biosensing applications.

5.3 Summary

Various optical sensing mechanisms have been reviewed in this chapter such as
intensity-modulated sensors, phase-modulated sensors, and wavelength-modulated
sensors. Additionally, different optical sensor configurations have been represented
such as surface plasmon resonance, interferometric, optical ring resonator, and
photonic crystal sensors.

Fig. 5.8 Top view of the
slot-waveguide-based
microring resonator
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Part II
Computational Modelling Techniques



Chapter 6
Finite Element Method for Sensing
Applications

Khaled S. R. Atia, Souvik Ghosh, Ahmed M. Heikal,
Mohamed Farhat O. Hameed, B. M. A. Rahman and S. S. A. Obayya

Abstract In this chapter, the fundamentals of the nodal finite element method
(FEM) are presented, including the first-order element and second-order element.
The nodal FEM is introduced for the scalar concept of the propagation constant of
2D waveguide cross section. Then, it is extended to include the time domain
analysis under perfectly matched layer absorbing boundary conditions. A simple
sensor based on optical grating is thereafter simulated using the time domain FEM.
Also, the full vectorial analysis is discussed through the application of the penalty
function method on the nodal FEM and the vector finite element method (VFEM).

K. S. R. Atia ⋅ A. M. Heikal ⋅ S. S. A. Obayya
Centre for Photonics and Smart Materials, Zewail City of Science and Technology,
October Gardens, 6th of October City, Giza, Egypt
e-mail: Kh.satia@gmail.com

K. S. R. Atia
Advanced Research Complex, University of Ottawa, Ottawa ON K1N 6N5, Canada

A. M. Heikal
e-mail: aheikal@zewailcity.edu.eg

S. S. A. Obayya
e-mail: sobayya@zewailcity.edu.eg

S. Ghosh ⋅ B. M. A. Rahman
School of Mathematics, Computer Science and Engineering,
City University of London, London EC1V 0HB, England
e-mail: B.M.A.Rahman@city.ac.uk

A. M. Heikal ⋅ S. S. A. Obayya
Faculty of Engineering, Department of Electronics and Communication Engineering,
Mansoura University, Mansoura, Egypt

M. F. O. Hameed (✉)
Center for Photonics and Smart Materials and Nanotechnology Engineering Program,
Zewail City of Science and Technology, October Gardens, 6th of October City, Giza, Egypt
e-mail: mfarahat@zewailcity.edu.eg

M. F. O. Hameed
Mathematics and Engineering Physics Department, Faculty of Engineering,
Mansoura University, Mansoura, Egypt

© Springer International Publishing AG, part of Springer Nature 2019
M. F. O. Hameed and S. Obayya (eds.), Computational
Photonic Sensors, https://doi.org/10.1007/978-3-319-76556-3_6

109

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76556-3_6&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76556-3_6&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76556-3_6&amp;domain=pdf


For the penalty function method, a global weighting factor is used to incorporate the
effect of the divergence-free equation. In the VFEM, nodes are used to represent the
orthogonal component of the field while the edges are used to represent the tan-
gential component for accurate application of the boundary conditions. Finally,
surface plasmon resonance photonic crystal fiber biosensor is introduced as an
example of the full vectorial analysis using the VFEM.

Keywords Finite element method ⋅ Finite element time domain
Penalty function method ⋅ Full-vector finite element method ⋅ Edge finite
element method

6.1 Introduction

In the finite element method (FEM) [1–5], corresponding functions, to which a
variational principle is applied, are used where the computational domain is divided
into so-called elements. Then, an equivalent discretization model for each element is
constructed. After that, all element contributions in the analysis region are assem-
bled. The FEM can be considered as a special type of Rayleigh–Ritz method, where
piecewise polynomial functions are utilized for trial functions and a finite number of
unknowns are used instead of the infinite degrees of freedom in the actual system. In
analytical techniques without subdivision, analytical functions defined over the
analysis region are used to describe the system. Therefore, these types of methods
succeed only in simple geometries. The finite difference method (FDM) [6, 7] is one
of the well-known forms of discretization process. FDM traditionally uses regular
grids, where a rectangular grid with nodes at the intersection interface discretizes the
computational window. Unfortunately, regular grids fail to describe curved and
irregularly shaped geometries. The reason behind that is these nodes at the inter-
section of grid lines cannot be adjusted to set on the boundary of curved structures.
Further, regular grids are not capable of accurately modeling fast variations in the
field. On the other side, the FEM divides the analysis regions into elements, but,
dissimilar to the FDM, these elements can take various shapes such as triangles or
rectangles for 2D analysis and tetrahedral for 3D analysis. By using these shapes, the
FEM allows using irregular grids. Hence, the FEM is more capable of modeling fast
variation in the field than the FDM. Also, this approach can be easily extended to
inhomogeneous and anisotropic materials. Moreover, the FEM technique can be
constructed by the Galerkin method which is a weighted residual method as well as
the variational method. The discussions, in this chapter, are restricted only to the
Galerkin method. After the introduction, the rest of this chapter is organized as
follows: An overview of the finite element method is presented. Then, the scalar
finite element method for optical waveguide mode analysis is introduced. After that,
the FEM is adopted for time domain analysis. Then, the penalty function method and
the vector finite element are discussed for the full vectorial analysis of optical
waveguides. Relying on the full vectorial analysis, a surface plasmon resonance
photonic crystal fiber biosensor is investigated.
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6.2 Finite Element Method Overview

6.2.1 Finite Element Procedure

The fundamental steps to build up the analysis of any photonic model using FEM
can be listed as follows:

1. Discretization of the structure of one’s interest into many smaller elements
domains;

2. Setup of the interpolating equation by the values at the elemental nodes or
boundaries to determine unknown parameter. It may be field or potential;

3. Assembling the individual equations of discretized elements to form global
eigenvalue equations;

4. Solving the global equations using eigenvalue matrix solver;
5. Finally, post-processing of the eigenvalues and corresponding eigenvectors to

obtain desired unknown parameters.

6.2.2 Computational Domain Discretization

The desired domain over which finite element method can be applied needs to be
discretized into a large number of small domains, called elements. These elements
can be chosen in such a way that its shape and size match closely with the geometry
and the boundary curvatures of the computational domain of interest. These small
elements altogether form a mesh that can be regular and irregular. Compared to the
regular mesh distribution, the irregular mesh is much efficient in representing the
desired domain. Finer elements can be accommodated in the regions of particular
interest and coarse elements elsewhere. Thus, irregular meshing provides greater
accuracy over regular meshing. For photonic computations, smaller mesh elements
should be considered in the thin, narrow, and pointed regions, where the electro-
magnetic fields vary rapidly. In the areas where fields show a nearly constant
distribution, a few elements might be sufficient for computations. It is also very
important to select the shape and size of the boundary elements carefully so that
those can match the complete boundary shape as far as possible. For that, several
elemental geometries can be followed such as straight edge elements,
iso-parametric elements, infinite elements, and edge elements. The straight edge
elements include the triangles, rectangles, and quadrilaterals for 2D domains and
tetrahedrals, prisms, bricks, and pyramids for 3D domains. These are mostly useful
for the domains with less curved boundaries. The iso-parametric or curvilinear
elements have curvatures on the edges, and their nodal positional coordinates are
defined by the transformation of the local Cartesian coordinate to the global
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curvilinear coordinates. These are useful for the geometries with curved boundaries.
Higher-order elements are also applicable for these types of element family. For an
open-space or unbounded photonic problem, the infinite mesh elements can be very
useful. The shape function for the infinite elements decays exponentially in the
directions, where the field extends to the infinity [8, 9]. Also, the perfectly matched
layer based on coordinate stretching can efficiently truncate the computational
domain causing the outgoing waves to decay without reflecting back to the com-
putational domain.

6.2.3 Setup Element Interpolation

Once the domain is discretized with suitable elements, it is necessary to represent
the element shape functions in terms of the variational unknown parameters. With
the help of polynomial interpolation function or shape function, any continuous
function over the computational domain can be approximated. The chosen function
should have continuity within and across the boundaries of the elements. Without
the continuity, the functions are not eligible for variational formulations and the
electromagnetic field or potential cannot be calculated by summing up the indi-
vidual contributions of elements. For a unique shape function for a specific element,
the number of terms must be equal to the number of nodes in the element. The
Pascal triangular structure in Fig. 6.1 exhibits a nice graphical representation of the
relation between the element nodes number and the number of terms in the poly-
nomial for a 2D domain discretization.

Fig. 6.1 Pascal triangle
exhibiting the relationship
between element nodes
number and the number of
terms in the shape
function (Ni)
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To construct the shape functions for the elements of different types, we introduce
the Lagrange interpolation polynomials (Li). For a linear triangular (2D) element
and tetrahedral (3D) element, these Lagrange polynomials, which are also known as
the area coordinates, are given by

Li =
1
2Ae

ai + bix+ ciy½ � for 2D ð6:1Þ

Li =
1
2Ve

ai + bix+ ciy+ diz½ � for 3D ð6:2Þ

where Ae and Ve are the area and volume of the 2D triangular and 3D tetrahedral
element, respectively. The subscript e denotes the element number. The ai, bi, ci,
and di are constant coefficients.

If we consider a point Q inside a discretized element, as shown in Fig. 6.2, we
can get sub-elements from each element (sub-triangles and sub-tetrahedrals from
triangular and tetrahedral elements, respectively). Now, the area and volume of
those subregions can be expressed as follows:

The area defined by the point Q and nodes 2 and 3 is

A=
1
2

1 x y

1 x2 y2
1 x3 y3

2
64

3
75

=
1
2

x2y3 − x3y2ð Þ+ y2 − y3ð Þx+ x3 − x2ð Þy½ �

ð6:3Þ

Fig. 6.2 a Linear triangular elements for 2D discretization and b linear tetrahedral elements for
3D discretization. The Q is taken as any point inside the element of arbitrary coordinate (x, y) for
2D and (x, y, z) for 3D
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Similarly, the volume defined by the point Q and nodes 2, 3, and 4 is

V =
1
6

1 x y z
1 x2 y2 z2
1 x3 y3 z3
1 x4 y4 z4

2
664

3
775 ð6:4Þ

Reutilizing those constant coefficients (aei , b
e
i , c

e
i for 2D and aei , b

e
i , c

e
i , d

e
i for 3D),

the Le
i functions for the all three nodes of a triangular element can be defined as

L1
L2
L3

2
4

3
5=

1
Ae

A1

A2

A3

2
4

3
5= 1

2Ae

a1 b1 c1
a2 b2 c2
a3 b3 c3

2
4

3
5 ð6:5Þ

Here, the Lagrange functions depend on the choice of point Q in the element.
Similarly, for a 3D tetrahedral element, the Lagrange functions can be defined in a
compact matrix form as

L1
L2
L3
L4

2
64

3
75=

1
Ve

A1

A2
A3

A4

2
64

3
75=

1
6Ve

a1 b1 c1 d1
a2 b2 c2 d2
a3 b3 c3 d3
a4 b4 c4 d4

2
664

3
775 ð6:6Þ

For 2D and 3D elements, the Lagrange functions depend on the elemental area
and volume, respectively. Thus, these functions are also called as area and volume
coordinates for 2D and 3D problems.

To formulate the shape function, at first each node of the element (linear and
quadratic triangular or tetrahedral) is numbered as shown in Fig. 6.3. For a 2D
element, the node numbers consist of three digits, whereas for a 3D element, it has
four digits. The number of digits depends on the number of area or volume coor-
dinates (Lagrange functions) required to define an element. For example, three area
and four volume coordinates need to define 2D triangular and 3D tetrahedral ele-
ments, respectively. The nodes 1, 2, and 3 of a 2D linear triangular element are
numbered as (100), (010), and (001), respectively. Thus, the shape function (Ne

i )
correlated with node i can be expressed as [7]

Ne
i =Q nð Þ

p L1Q nð Þ
q L2Q nð Þ

r L3, p + q+ r = n ð6:7Þ

where p, q, r denote the individual digits of a node number and n denotes the
element order. For example, p, q, and r of node 1 have the values of 1, 0, and 0,
respectively. Here, the first multiplied term can be defined as

Q nð Þ
p L1 =

n
p!

∏
p− 1

m=0

�
ðm+1ÞL1 −m

�
ð6:8Þ
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The other multiplied terms, Q nð Þ
q L2 and Q nð Þ

r L3, are defined as [8], where Q nð Þ
0 is

taken as 1. Thus, the relations between the shape functions and corresponding
Lagrange polynomials for a linear triangular element shown in Fig. 6.3a can be
formed with the help of Eqs. 6.7 and 6.8 as

N1 =Q 1ð Þ
p= 1L1Q

1ð Þ
q= 0L2Q

1ð Þ
r = 0L3 = L1

N2 =Q 1ð Þ
p= 0L1Q

1ð Þ
q= 1L2Q

1ð Þ
r = 0L3 = L2

N3 =Q 1ð Þ
p=0L1Q

1ð Þ
q=0L2Q

1ð Þ
r=1L3 = L3

ð6:9Þ

Similarly, for a 2D quadratic triangular element shown in Fig. 6.3b, the element
order is 2 and we can get the shape functions as

Fig. 6.3 Linear and quadratic elements and their node numbering scheme depending on the
element order. a and b are the linear and quadratic 2D triangular elements, respectively. c and d are
the liner and quadratic 3D tetrahedral elements, respectively
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N1 =Q 2ð Þ
p=2L1Q

2ð Þ
q=0L2Q

2ð Þ
r=0L3 =L1 2L1 − 1ð Þ

N2 =Q 2ð Þ
p=0L1Q

2ð Þ
q=2L2Q

2ð Þ
r=0L3 =L2 2L2 − 1ð Þ

N3 =Q 2ð Þ
p=0L1Q

2ð Þ
q=0L2Q

2ð Þ
r=3L3 =L3 2L3 − 1ð Þ

N4 =Q 2ð Þ
p=1L1Q

2ð Þ
q=1L2Q

2ð Þ
r=0L3 = 4L1L2

N5 =Q 2ð Þ
p=0L1Q

2ð Þ
q=1L2Q

2ð Þ
r=1L3 = 4L2L3

N6 =Q 2ð Þ
p=1L1Q

2ð Þ
q=0L2Q

2ð Þ
r=1L3 = 4L1L3

ð6:10Þ

In a similar fashion, a three-dimensional domain can be discretized with linear
and quadratic tetrahedral elements (first order and second order). The numbering
scheme of those elements is shown in Fig. 6.3c, d. The shape functions for those
elements can also be written with the help of Eqs. 6.7 and 6.8 as

N1 =Q 1ð Þ
p=1L1Q

1ð Þ
q=0L2Q

1ð Þ
r=0L3Q

1ð Þ
s=0L4 = L1 ð6:11Þ

and following the same steps for the other nodes,

N2 = L2, N3 = L3, N4 =L4 ð6:12Þ

Similar to the case of quadratic tetrahedral element, the shape functions can be
listed as

N1 =L1 2L1 − 1ð Þ,N2 = L2 2L2 − 1ð Þ,N3 = L3 2L3 − 1ð Þ,N4 = 4L1L2,

N5 = 4L1L3,N6 = 4L1L4,N7 = 4L2L3,N9 = 4L3L4,N10 = 4L2L4
ð6:13Þ

Once the domain is discretized with sufficient number of elements of user’s
choice, any unknown function ϕ inside the element can be approximated in terms of
the element coordinates and constant coefficients as

ϕe
i = ai + bix+ ciy For 2D ð6:14Þ

ϕe
i = ai + bix+ ciy+ diz for 3D ð6:15Þ

with i being the node number per element

i=1, 2, 3, 4 ð6:16Þ

Next, by solving the constant coefficients (aei , b
e
i , c

e
i and d

e
i ) in terms of ϕe

i and
also solving the shape functions (Ni) for the specific element, the unknown function
can be interpolated for an element as

ϕe = ∑
n

i
Niψ

e
i ð6:17Þ
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6.3 Scalar Finite Element Method for Mode Analysis

The main advantages of the scalar finite element method (SC-FEM) are that the
matrices produced in the eigenvalue equations are symmetric and small [10]. Also,
SC-FEM does not suffer from the spurious problem. However, SC-FEM gives
accurate results only when a homogeneous medium is considered or, in other
words, when the boundary conditions are assumed, the field and its derivative are
continuous. Here, we discuss the analysis of a 2D cross-sectional waveguide using
the SC-FEM. However, the full vectorial analysis is discussed later in this chapter
throughout the application of the penalty function method, and by introducing the
vector finite element method, the field values are vectors and stored in the element
edges. In SC-FEM, the nodal finite element is used where the field values are stored
in the nodes.

There are two ways to solve optical waveguide problems [1, 11–13]: the vari-
ational methods and the weighted residual methods. Both methods yield similar
eigenvalue equations which need to be solved.

In the variational methods, the computational domain shown in Fig. 6.4 is
divided into number of segments and the variational principle is applied to the sum
of the discretized functions of all segments.

In the variational principle, the solution of the waveguide problem requires to
already know the function. Unlike the variational principle, the governing partial
differential equation of electromagnetic wave propagation is already known.
Therefore, the weighted residual methods, especially the Galerkin method, are very
powerful in solving the electromagnetic wave equations.

6.3.1 Galerkin Method

The Galerkin method is a very powerful and a widely used tool not only in
the FEM but also in the analysis methods such as spectral methods [14, 15].

Fig. 6.4 Analysis domain
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In this section, the Galerkin method is used to obtain the effective index neff by
solving the scalar wave equation.

∂

∂x
p
∂ϕ

∂x

� �
+

∂

∂y
p
∂ϕ

∂y

� �
+ k20 q− n2eff p

� �
ϕ=0 ð6:18Þ

with

ϕ p q

TE-wave Ex 1 εr
TM-wave Hx 1 ̸εr 1

where ϕ is the wave function, k0 is the free-space wave number, and εr is the
material permittivity. Ex and Hx are, respectively, the electric field and magnetic
field in the x-direction. Since ϕ is the exact solution to the wave equation, the
right-hand side of Eq. 6.18 is definitely zero. However, the exact solution ϕ cannot
be known. Therefore, an approximate solution ϕ ̃ to the wave equation is introduced.
Thus, the previous equation can be rewritten as

∂

∂x
p
∂ϕ ̃
∂x

� �
+

∂

∂y
p
∂ϕ ̃
∂y

� �
+ k20 q− n2eff p

� �
ϕ ̃=R ð6:19Þ

We have to note that substituting the approximate solution ϕ ̃ in Eq. 6.18 makes
the right-hand side does not equal zero; instead, the right-hand side equals the error
residual R. The error residual R can be minimized thereafter by averagely forcing
the error residual R to equal zero in the whole computational domain. Since the
electromagnetic field is concentrated in the core where the refractive index is higher
than the cladding, the weighting function must be introduced when forcing R to
equal zero. By introducing the weight function ψ , we haveZ Z

ψ
∂

∂x
p
∂ϕ ̃
∂x

� �
+

∂

∂y
p
∂ϕ ̃
∂y

� �
+ k20 q− n2eff p

� �
ϕ ̃

� �
dxdy=0 ð6:20Þ

This procedure is termed as “the weighted residual method” in which the dif-
ferential equation is multiplied by a weight function and the integration over the
analysis domain is set to zero. Applying integration by parts or Green’s divergence
theorem to the derivative term, we get

−
Z Z

p
∂ψ

∂x
∂ϕ ̃
∂x

+
∂ψ

∂y
∂ϕ ̃
∂y

� �
dxdy+

Z Z
ψk20 q− n2eff p
� �

ϕ ̃ dxdy

+
Z
Γ
pψ

∂ϕ ̃
∂n

⋅ n dΓ
� 	

=0
ð6:21Þ

118 K. S. R. Atia et al.



where ∫ ΓdΓ is the line integral calculated at the boundary Γ surrounding the
computational domain and ∂ ̸∂n is the derivative with respect to the normal vector
n. The Green divergence theorem converts the second derivative term in the inte-
gration of Eq. 6.20 into a first-order derivative and a line integral Eq. 6.21. The
Galerkin method expands the wave function ϕ ̃ and the weight function ψ using the
same basis function.

As mentioned before, the computational domain is firstly divided into small
regions called elements. Then, the Galerkin procedure is applied to each element.
After that, the contributions from all elements are summed up. The equation for
element e in the divided elements can be expressed as

−
Z Z

Ωe

p
∂ψ e

∂x
∂ϕẽ

∂x
+

∂ψ e

∂y
∂ϕẽ

∂y

� �
dxdy+

Z Z
Ωe

ψ ek
2
0 q− n2eff p
� �

ϕ ̃e dx dy

+ ∫
Γe

pψ e
∂ϕẽ

∂n
⋅ n dΓe

" #
=0

ð6:22Þ

ϕ ̃e and ψ e in element e are expressed using the same basis functions:

ϕ ̃e =ψ e = ∑
Me

i
ϕeiNi = Ne½ �T ϕef g ð6:23Þ

Here, Me is the number of nodes in element e and T denotes transpose. ϕef g and
Ne½ � can be expressed as

ϕef g= ϕ1 ϕ2 ϕ3 . . . ϕMe


 � ð6:24Þ

Ne½ �= N1 N2 N3 . . . NMe½ �T ð6:25Þ

We have to note that the expansion coefficient ϕei and the basis function Ni

resemble the field component and the shape function. By substituting Eq. 6.23 into
Eq. 6.22, we get

ϕef gT
Z Z

e
− p

∂ Ne½ �
∂x

Ne½ �T
∂x

+
Ne½ �
∂y

Ne½ �T
∂y

( )
dxdy ϕef g

+ ϕef gTk20
Z Z

e
q− n2eff p
� �

Ne½ � Ne½ �Tdxdy ϕef g+
Z
Γe

pψ e
∂ϕẽ

∂n
⋅ n dΓe

� 	
=0

ð6:26Þ

We can rewrite the previous equation as

ϕef gT Ae½ �+ k20 Be½ �− β2 Ce½ �
 �
ϕef g+

Z
Γe

pϕẽ
∂ϕẽ

∂n
⋅ n dΓe

� 	
=0 ð6:27Þ
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with

Ae½ �=
Z Z

e
− p

∂ Ne½ �
∂x

Ne½ �T
∂x

+
Ne½ �
∂y

Ne½ �T
∂y

( )
dxdy ð6:28Þ

Be½ �=
Z Z

e
q Ne½ � Ne½ �Tdxdy ð6:29Þ

and

Ce½ �=
Z Z

e
p Ne½ � Ne½ �Tdxdy ð6:30Þ

where β is the propagation constant and β2 = k20n
2
eff is the eigenvalue of the

eigenvalue equation. Now, we sum up the contribution from all elements in the
computational domain. Therefore, we get

∑
e

ϕef gT Ae½ �+ k20 Be½ �− β2 Ce½ �
 �
ϕef g+ ∑

e

Z
Γe

pϕẽ
∂ϕẽ

∂n
⋅ n dΓe

� 	
=0 ð6:31Þ

where Σe extends over all elements in the computational domain. For simplicity, the
previous equation can be written as

ϕf gT A½ �+ k20 B½ �− β2 C½ �
 �
ϕf g+ ∑

e

Z
Γe

pϕẽ
∂ϕẽ

∂n
⋅ n dΓe

� 	
=0 ð6:32Þ

where ϕf g, A½ �, B½ �, and C½ � are expressed as

ϕf g= ∑
e

ϕef g A½ �= ∑
e

Ae½ � B½ �= ∑
e

Be½ � C½ �= ∑
e

Ce½ � ð6:33Þ

If we assume ϕẽ and its normal derivative ∂ϕ ̃e ̸∂n are continuous at the
boundaries between elements, the second term in Eq. 6.32 is reduced to only a line
integral surrounding the computational domain as the inner line integral cancels out
each other. It is worth mentioning that this assumption is valid only for certain type
of problems in which the computational domain contains only one material or when
the difference between the dielectric constants in the computational domain is not
significant. Finally, Eq. 6.32 can be written as

ϕf gT A½ �+ k20 B½ �− β2 C½ �
 �
ϕf g+ ∑

e
∮ Γϕ

̃ ∂ϕ
̃

∂n
⋅ n dΓ

� 	
=0 ð6:34Þ
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When Neumann ∂ϕ ̃ ̸∂n=0ð Þ or Dirichlet ϕ ̃=0ð Þ boundary conditions are
assumed, we can neglect the second term in Eq. 6.34 leaving only the first term.
Since ϕf gT cannot equal zero, we can divide both sides by ϕf gT leading to

A½ �+ k20 B½ �− β2 C½ �
 �
ϕf g=0 ð6:35Þ

6.3.2 Stiffness and Mass Matrices

Here, the matrix elements for the first-order and second-order triangular elements
are discussed. Starting from the eigenvalue equation (Eq. 6.35) derived earlier,

A½ �+ k20 B½ �− β2 C½ �
 �
ϕf g=0 ð6:36Þ

where

A½ �= ∑
e

Z Z
e
− p

∂ Ne½ �
∂x

Ne½ �T
∂x

+
Ne½ �
∂y

Ne½ �T
∂y

( )
dxdy

B½ �= ∑
e

Z Z
e
q Ne½ � Ne½ �Tdxdy

C½ �= ∑
e

Z Z
e
p Ne½ � Ne½ �Tdxdy

ð6:37Þ

Since p and q are constants over the elements, we have only the following two
integrands to evaluate:

Z Z
e

∂ Ne½ �
∂x

Ne½ �T
∂x

+
Ne½ �
∂y

Ne½ �T
∂y

( )
dxdy ð6:38Þ

which is commonly known as the stiffness matrix, andZ Z
e
Ne½ � Ne½ �Tdxdy ð6:39Þ

which is known as the mass matrix.
To perform the integral calculus, we first need to explicitly express the area

coordinates (Lagrange interpolation polynomials) L1, L2, and L3 because the shape
function Ne½ � is expressed by the area coordinates as mentioned earlier. The area
coordinates can be expressed as
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L1 =
Q1 x− x2ð Þ+R1 y− y2ð Þ

2Se
ð6:40Þ

L2 =
Q2 x− x3ð Þ+R2 y− y3ð Þ

2Se
ð6:41Þ

L3 =
Q3 x− x1ð Þ+R3 y− y1ð Þ

2Se
ð6:42Þ

where

Q1 = y2 − y3
Q2 = y3 − y1
Q3 = y1 − y2
R1 = x3 − x2
R2 = x1 − x3
R3 = x2 − x1

ð6:43Þ

and

Se =
1
2

y3 − y1ð Þ x2 − x1ð Þ− x3 − x1ð Þ y2 − y1ð Þ½ � ð6:44Þ

Now, for the first-order triangular element, the stiffness matrix can be expressed
as

Z Z
e

∂ Ne½ �
∂x

Ne½ �T
∂x

+
Ne½ �
∂y

Ne½ �T
∂y

( )
dxdy

=
Z Z

e

∂N1 ̸∂x ∂N1 ̸∂y
∂N2 ̸∂x ∂N2 ̸∂y
∂N3 ̸∂x ∂N3 ̸∂y

0
B@

1
CA

∂N1

∂x
∂N2

∂x
∂N3

∂x
∂N1

∂y
∂N2

∂y
∂N3

∂y

0
BB@

1
CCAdxdy

ð6:45Þ

where the derivatives can be evaluated from the area coordinates as

∂N1

∂x
=

Q1

2Se

∂N2

∂x
=

Q2

2Se

∂N3

∂x
=

Q3

2Se
ð6:46Þ

and

∂N1

∂y
=

R1

2Se

∂N2

∂y
=

R2

2Se

∂N3

∂y
=

R3

2Se
ð6:47Þ
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Since all the derivatives are constants, Eq. 6.45 can be written as

Z Z
e

∂ Ne½ �
∂x

Ne½ �T
∂x

+
Ne½ �
∂y

Ne½ �T
∂y

( )
dxdy

=

∂N1 ̸∂x ∂N1 ̸∂y
∂N2 ̸∂x ∂N2 ̸∂y
∂N3 ̸∂x ∂N3 ̸∂y

0
B@

1
CA

∂N1

∂x
∂N2

∂x
∂N3

∂x
∂N1

∂y
∂N2

∂y
∂N3

∂y

0
BB@

1
CCASe

ð6:48Þ

For the mass matrix, the resulted integral can be explicitly expressed as

Z Z
e
Ne½ � Ne½ �Tdxdy= Se

1 ̸6 1 ̸12 1 ̸12
1 ̸12 1 ̸6 1 ̸12
1 ̸12 1 ̸12 1 ̸6

0
@

1
A ð6:49Þ

For the second-order triangular element, the stiffness matrix can be expressed as

Z Z
e

∂ Ne½ �
∂x

Ne½ �T
∂x

+
Ne½ �
∂y

Ne½ �T
∂y

( )
dxdy

=
Z Z

e

∂N1 ̸∂x ∂N1 ̸∂y
∂N2 ̸∂x ∂N2 ̸∂y
∂N3 ̸∂x ∂N3 ̸∂y
∂N4 ̸∂x ∂N4 ̸∂y
∂N5 ̸∂x ∂N5 ̸∂y
∂N6 ̸∂x ∂N6 ̸∂y

0
BBBBBBBB@

1
CCCCCCCCA

∂N1

∂x
∂N2

∂x
∂N3

∂x
∂N4

∂x
∂N5

∂x
∂N6

∂x
∂N1

∂y
∂N2

∂y
∂N3

∂y
∂N4

∂y
∂N5

∂y
∂N6

∂y

0
BB@

1
CCAdxdy

ð6:50Þ

It is worth noting that the shape function derivatives are not constants but linear
functions of the area coordinate. Therefore, after getting the shape function
derivatives as described earlier using the area coordinates, the integration over the
element has to be performed. Finally, the integrand of the second-order stiffness
matrix can be written as

Z Z
e

∂ Ne½ �
∂x

Ne½ �T
∂x

+
Ne½ �
∂y

Ne½ �T
∂y

( )
dxdy=

a11 a12 a13 a14 a15 a16
a21 a22 a23 a24 a25 a26
a31 a32 a33 a34 a35 a36
a41 a42 a43 a44 a45 a46
a51 a52 a53 a54 a55 a56
a61 a62 a63 a64 a65 a66

0
BBBBBB@

1
CCCCCCA
ð6:51Þ
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where

a11 = ðQ2
1 +R2

1Þ ̸4Se
a22 = ðQ2

2 +R2
2Þ ̸4Se

a33 = ðQ2
3 +R2

3Þ ̸4Se
a12 = a21 = − ðQ1Q2 +R1R2Þ ̸12Se
a13 = a31 = − ðQ1Q3 +R1R3Þ ̸12Se
a23 = a32 = − ðQ2Q3 +R2R3Þ ̸12Se
a14 = a41 = ðQ1Q2 +R1R2Þ ̸3Se

a15 = a51 = 0
a16 = a61 = Q1Q3 +R1R3ð Þ ̸3Se
a24 = a42 = ðQ1Q2 +R1R2Þ ̸3Se
a25 = a52 = Q2Q3 +R2R3ð Þ ̸3Se
a26 = a62 = Q2Q3 +R2R3ð Þ ̸3Se

a34 = a43 = 0
a35 = a53 = ðQ2Q3 +R2R3Þ ̸3Se
a36 = a63 = Q1Q3 +R1R3ð Þ ̸3Se

a44 = 2 Q2
1 +Q2

2 +Q1Q2 +R2
1 +R2

2 +R1R2

 �

̸3Se
a55 = 2 Q2

3 +Q2
2 +Q3Q2 +R2

3 +R2
2 +R3R2


 �
̸3Se

a66 = 2 Q2
1 +Q2

3 +Q1Q3 +R2
1 +R2

3 +R1R3

 �

̸3Se
a45 = a54 = 2 Q2

2 +Q2Q3 + 2Q1Q3 +Q1Q2 +R2
2 +R2R3 + 2R1R3 +R1R2


 �
̸3Se

a46 = a64 = 2 Q2
1 +Q1Q2 + 2Q2Q3 +Q1Q3 +R2

1 +R1R2 + 2R2R3 +R1R3

 �

̸3Se
a56 = a65 = 2 Q2

3 +Q1Q3 + 2Q1Q2 +Q2Q3 +R2
3 +R1R3 + 2R1R2 +R2R3


 �
̸3Se
ð6:52Þ

For the mass matrix, the resulted integral can be expressed explicitly asZ Z
e
Ne½ � Ne½ �Tdxdy

= Se

1 ̸30 − 1 ̸180 − 1 ̸180 0 − 1 ̸45 0

− 1 ̸180 1 ̸30 − 1 ̸180 0 0 − 1 ̸45
− 1 ̸180 − 1 ̸180 1 ̸30 − 1 ̸45 0 0

0 0 − 1 ̸45 8 ̸45 4 ̸45 4 ̸45
− 1 ̸45 0 0 4 ̸45 8 ̸45 4 ̸45

0 − 1 ̸45 0 4 ̸45 4 ̸45 8 ̸45

0
BBBBBBBB@

1
CCCCCCCCA

ð6:53Þ

We have thus obtained the local stiffness and mass matrix for the first-order
element and the second-order element. To obtain the global stiffness and mass
matrices, the local matrices are evaluated first for each element in the computational
domain. Then, the evaluated matrices have to be summed up to form the global
stiffness and mass matrices. Since the local matrices are symmetric, it is anticipated
that the global matrices also are symmetric.
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6.3.3 Assessment

A simple example to assess the finite element method is to compute the cutoff
number of an air-filled rectangular waveguide [16] shown in Fig. 6.5.

This problem is a perfect assessment for the proposed method as it has an exact
solution where the performance of the SC-FEM can be tested. Also, since the
medium inside the waveguide is a homogeneous material and the material is
bounded by a perfect electric conductor (PEC), SC-FEM is the excellent choice for
this type of problems. The width of the waveguide is set a=1.2 μm, and the height
is b=1 μm. The simulation wavelength is λ=1.5 μm. The exact solution of the
cutoff number can be calculated directly from the following relation:

Kcmn =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mπ
a

� �2
+

nπ
b

� �2r
ð6:54Þ

where m and n are eigennumbers that take integer values 0, 1, 2, …. According to
the width and height of the presented waveguide, the fundamental cutoff for
TM-wave (m=1, n=1) equals Kc11 = 4.089437167421735 rad ̸mð Þ.

For the first-order element, the computational domain is divided into first-order
triangular elements. Then, after evaluating the local matrices, the global matrices
are assembled. Since the wave function ϕ equals zero at the boundary of the
waveguide, it is convenient to reduce the order of the assembled matrices by
removing the rows and columns corresponding to the nodes setting on the
boundary. Finally, the eigenvalue equation Eq. 6.18 is solved for the eigenvalue β.
Hence, the cutoff number can be evaluated numerically using the following relation:

Kcmn =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2o − β2mn

q
ð6:55Þ

Figure 6.6 shows the fundamental mode computed using the first-order triangular
element after discretizing the computational domain into 3200 elements producing
1600 unknowns. The cutoff number computed is Kc11 = 4.090541007769321 rad ̸m
with an error of e=0.001103840347586.

Fig. 6.5 Air-filled
rectangular metallic
waveguide
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For the second-order triangular element, the computational domain is discretized
into 800s order elements which produce 1521 unknowns. Under these assumptions,
The cutoff number computed is Kc11 = 4.089451948101586 rad ̸m with an error
of e=0.000014780679851. As may be noticed, the error produced by the
second-order element is much less than that produced using first-order element,
while using less number of unknowns.

6.3.4 Perfectly Matched Layer

Creating a practical FEM solver requires to include the effects of the simulation
boundaries. As previously discussed, basic FEM boundary conditions set the field
and its normal derivative at the boundary of the simulation region to zero which can
be considered as the computational domain is in a metal box [12] or magnetic box.
This approximation is not usually valid as in some cases we need to simulate the
structures in open boundaries. Therefore, an artificial absorbing boundary condition
termed perfectly matched layer (PML) [17] is used. It is a non-physical layer for
wave equations. It is commonly used to truncate analysis region to mimic open
boundary conditions. As it can be noticed from its name “perfectly matched,” it is
made to be matched with the nearby domain. In other words, the incident waves on
the PML are not allowed to reflect. This feature advantages the PML over any other
absorbing material. This property permits the PML to effectively absorb outgoing
waves from the interior of the computational domain without reflecting them back
into this domain.

In 1994, Berenger group developed the first PML [17] called “split-field PML”
for using with Maxwell’s equations. Since then it has become an area of research
and several modified versions of PML for Maxwell’s equations and other wave
equations such as Schrodinger’s equation have been developed. The split-field PML
splits the electromagnetic field into two non-physical field components in the PML
region. Later, a further improved formulation called uniaxial PML or UPML [18]

Fig. 6.6 Fundamental mode
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has earned popularity because of its efficiency and simplicity. UPML is described as
an artificial anisotropic absorbing material. Although both UPML and split-field
PML were initially derived by developing the conditions which force no reflection
comes from the incident plane waves, both formulations were later proved to be
comparable to a more neat approach termed stretched coordinate PML [19, 20].
Such approach uses the so-called coordinate transformation. The coordinate
transformation maps one (or more) coordinate to a complex number. This approach
is actually like an analytic continuation of the wave equation into complex coor-
dinates, replacing the propagating wave by exponentially decaying one. This
viewpoint of PML allows the extension for inhomogeneous media such as
waveguides, as well as for other wave equations and other coordinate systems such
as cylindrical coordinates. In this chapter, the stretched coordinate PML is used
with a basic principle of replacing the original derivatives in the wave equation as
follows:

∂

∂x
→

sx
s
∂

∂x
∂

∂y
→

sy
s
∂

∂y
ð6:56Þ

where s, sx, and sy are the coordinate stretching parameters. By substituting this
equation into Eq. 6.18, we get after some derivations

sx
∂

∂x
p
sx
s
∂ϕ ̃
∂x

� �
+ sy

∂

∂y
p
sy
s
∂ϕ ̃
∂y

� �
+ sk20 q− n2eff p

� �
ϕ ̃=0 ð6:57Þ

with

s= 1+ j 3c
2nωod

ρ
d


 �2ln Rð Þ in PML region
1 otherwise

�
ð6:58Þ

where ωo is the angular frequency, d is the PML thickness, R is the theoretical
reflection coefficient from the outer boundary of the PML, and ρ is the distance of
the element from the beginning of the PML.

Figure 6.7 shows the computational domain including the PML and the defi-
nition of sx and sy.

This slight modification in the wave equation, in turn, modifies the SC-FEM
matrices defined in Eq. 6.36 to be

A½ �= ∑
e

Z Z
e
− p

s2x
s
∂ Ne½ �
∂x

Ne½ �T
∂x

+
s2y
s

Ne½ �
∂y

Ne½ �T
∂y

( )
dxdy

B½ �= ∑
e

Z Z
e
sq Ne½ � Ne½ �Tdxdy

C½ �= ∑
e

Z Z
e
sp Ne½ � Ne½ �Tdxdy

ð6:59Þ
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6.3.5 Variations of the Conventional FEM

Several FEM analysis relies on the second-order triangular element due to the poor
accuracy of the first-order triangular element [21–24]. However, for the conven-
tional second-order element, the additional nodes located between the pairs of
triangular vertices cannot be adjusted to set on the boundary of a curved structure.
This problem was solved by using curvilinear elements [25]. Compared with
conventional elements, curvilinear element approach converges faster for curved
structures. However, the first-order element is often preferable because of its
computational simplicity and easiness for adaptive mesh refinement. Moreover,
most of mesh generation software rely on first-order triangular elements.

As a consequence, several research efforts have been dedicated to increase the
accuracy of the first-order element. Recently, a new technique termed “smoothed
Galerkin” has been introduced [26, 27]. This new technique relies on weakening the
weak form (W2) as in mesh-free methods [28]. Beside approximating the field
variable, W2 form approximates also the field derivatives via the gradient
smoothing technique [29]. The high accuracy and the less sensitivity to mesh
distortion are the most important features of W2 form. The accuracy of any method
relying on the Galerkin form can be improved by using the smoothed Galerkin form
that introduces a novel class of so-called smoothed finite element method (SFEM)
for various mechanics problems. The shape function derivatives at element
boundaries, in the conventional FEM, are numerically discontinuous which causes
FEM poor performance. This disadvantage in FEM has been smartly overcome in
SFEM by approximating the derivatives at the element boundaries to be continuous.
The SFEM has been recently introduced for time domain analysis of photonic
devices [30, 31].

Fig. 6.7 Definition of the PML parameters sx and sy
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6.3.6 Time Domain Methods

The rapid progress in the field of nanophotonics has sparked a series of fundamental
research in the numerical methods that could cope up with this rapid progress.
These numerical methods have been applied to solve Maxwell’s equations in its
both forms: frequency and time domains. Time domain solution to Maxwell’s
equations enjoys a paramount advantage over the frequency domain solution. This
advantage is represented in the capability of covering a wide range of frequencies in
a single simulation run. Also, time domain methods give the actual behavior of the
interaction between light and photonic structures. Therefore, these methods are
essential for design and performance prediction in real-time situations.

The finite difference method (FDM) is a very powerful and versatile method [6].
It gained its reputation from its computational simplicity and its applicability to
several photonic problems. Based on the FDM, a time domain method termed
“finite difference time domain (FDTD)” has been introduced [6]. The FDTD has
been used widely in modeling photonic devices. It also has been extended to
include several types of materials such as anisotropic, dispersive, and nonlinear
materials. However, it suffers from inefficient discretization of irregularly shaped
geometries. Such disadvantage stands against precise modeling of complex pho-
tonic structures and curved geometries such as photonic crystal fiber structures.
This problem is commonly known as “the staircasing problem.” Beside this
problem, the conventional FDTD experiences stability problems where the time
step size should satisfy the so-called Courant–Friedrichs–Lewy condition which
makes the FDTD greatly sensitive to the step size choice. Such condition reduces
the used time step size and consequently increases the overall computational time.
Various variations of the FDTD have been proposed to overcome the stability
problem. Based on the time domain beam propagation method (TD-BPM), a
FDTD-BPM has been introduced. TD-BPM removes the fast varying field com-
ponent leaving only the slowly varying field to be simulated [32, 33]. Such
approximation has allowed a moderate time step size to be used. Also, a complex
envelope alternating direction implicit technique (CE-ADI-FDTD) [7] and split step
technique (SS-FDTD) [34] have been proposed to employ large time step size.
Unlike the FDTD-BPM, CE-ADI-FDTD and SS-FDTD rely on simulating the
coupled Maxwell’s equations which require to solve three coupled equations at
each time step causing more computational cost.

6.4 Finite Element Time Domain

Alternatively, the finite element method (FEM) provides a genuine solution to the
staircasing problem. It has the ability to discretize the computational domain into
triangular elements and accurately model curved and complex geometries. A vari-
ety of finite element time domain (FETD) techniques has been introduced over the
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past decade. Generally speaking, there are two types of the FEM methods that are
the nodal FEM and the edge FEM. In the nodal FEM, the field unknowns are stored
at the vertices of the element, whereas in the edge FEM, the field unknowns are
stored at the element edges instead of its vertices. The later has the ability to
accurately include the boundary conditions, but it also suffers from its
ill-conditioned-type resulted matrices. On the other hand, the nodal FEM produces
well-conditioned matrices and also a better convergence rate. Relying on the edge
basis functions, a vectorial solution to the time domain Maxwell’s equations has
been proposed [35]. Unfortunately, it yields a FDTD-like conditionally stable
behavior. On the other hand, a solution to the curl-curl wave equation which solves
one of Maxwell’s equations field vectors has been presented [36]. This method is
unconditionally stable; however, it produces a large system of equations that needs
to be solved at each time step. Therefore, it is considered computationally expen-
sive. Dissimilar to the vector shape function, the nodal shape function can be used
to solve only one field component by solving the Helmholtz wave equation.
Besides, it produces well-scaled matrices. Hence, the nodal shape functions are
considered computationally efficient. Based on the nodal shape function, a solution
to the time domain Maxwell’s equations is made through the application of
TD-BPM which permits the use of moderate time step size. FETD methods based
on nodal shape function can be categorized into explicit and implicit schemes. In
the explicit scheme, a mass lumping technique is used and the slowly varying wave
equation is temporally discretized using central finite difference formula [13]. In
this scheme, no linear system of equations is solved at each time step. However, one
of the major disadvantages of this scheme is that it yields a conditionally stable
time-marching algorithm where the time step size should satisfy the Courant–
Friedrichs–Lewy condition to ensure the stability of the algorithm. Moreover, the
used mass lumping technique severely affects the accuracy of the method. The
second scheme discretizes the slowly varying wave equation in time domain
yielding a linear system of equations to be solved at each time step. The advantage
of the second scheme is that the produced time-marching algorithm is uncondi-
tionally stable which allows the use of moderate time step size. This scheme can be
implemented by either discretizing the slowly varying wave equation using the
unconditional stable Newmark-beta scheme [37] or by Padé approximation
[21, 30]. The latter algorithm is less memory demanding as, unlike Newmark-beta
method, it computes the field in the next time step using only the previous one.

6.4.1 Time Domain Wave Equation

Assuming the propagation is only in yz plane and there is no variation in x-
direction, we can write the 2D time domain wave equation under the PML defi-
nition mentioned before as
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=0 ð6:60Þ

In order to simulate large time step, the slowly varying wave approximation is
introduced, in which, the fast varying wave component is removed leaving only the
slow varying wave component. To do so, we assume the solution of Eq. 6.60 is
composed of fast varying and slowly varying component as

ϕ=φ exp jωotð Þ ð6:61Þ

where φ is the slowly varying component of the electric or magnetic field. Further,
exp jωotð Þ represents the fast varying component. Substituting this solution into
Eq. 6.60 leads to

− s
c2

q
∂
2φ

∂t2
−

2jωo

c2
sq

∂φ

∂t
+

ω2
o

c2
sqφ+

∂

∂y
p
s2y
s
∂φ

∂y

 !
+

∂

∂z
p
s2z
s
∂φ

∂z

� �
=0 ð6:62Þ

Dividing the spatial domain into second-order triangular elements and applying
the finite element procedure discussed earlier, we get

−
1
c2

M½ � d
2 φf g
dt2

−
2jωo

c2
M½ � d φf g

dt
+ K½ �+ ω2

o

c2
M½ �

� �
φf g=0 ð6:63Þ

where the finite element matrices K½ � and M½ � are given by

K½ �= ∑
e

Z Z
e
− p

s2z
s
∂ Ne½ �
∂z

Ne½ �T
∂z

+
s2y
s

Ne½ �
∂y

Ne½ �T
∂y

( )
dzdy ð6:64Þ

and

M½ �= ∑
e

Z Z
e
sq Ne½ � Ne½ �Tdzdy ð6:65Þ

6.4.2 Beam Propagation Technique

In order to propagate Eq. 6.63 in time, the derivatives in time have to be discretized.
There are several formulations for time discretization; however, we restrict our-
selves in this chapter to three well-known time discretization techniques which are
the Newmark-beta technique [37], Crank–Nicolson [21] technique, and Padé
approximation.
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6.4.2.1 Newmark-Beta Technique

In Newmark-beta technique, the variation in time is approximated as a polynomial
of second-order degree; therefore, the second-order and first-order derivatives in
time are approximated as follows:

∂
2 φf g
∂t2

=
φf gi+1 − 2 φf gi + φf gi− 1

Δt2
ð6:66Þ

∂ φf g
∂t

=
φf gi+1 − φf gi− 1

2Δt
ð6:67Þ

and the field variable is approximated as

ϕf g= β φf gi+1 + 1− 2βð Þ φf gi + β φf gi− 1 ð6:68Þ

where Δt is the time step size between i-th and i+1-th time steps. β is the method
stability parameter. In order to ensure the stability of this discretization technique, β
should be chosen to satisfy the following condition

β ≥ 0.25 ð6:69Þ

This discretization technique yields an implicit time-marching technique, where
a system of linear equations needs to be solved at each time step. Also, this system
is considered unconditionally stable. However, the Newmark-beta technique offers
a way to discard the linear system of equations and hence makes the system explicit
[13]. This can be made possible by allowing β to equal zero and scarificing the
unconditional stability. In addition to the β condition, a mass lumping technique
must be used which permits the mass matrices M½ � to be diagonal. The mass
lumping technique can be made by

M̌e i, ið Þ
 �

= ∑
jc

Me i, jð Þ
 � ð6:70Þ

In Eq. 6.70, the diagonal element of the new lumped mass matrix (M̌) at a
certain row “i ” is the sum of all columns elements “jc” in the same certain row in
the original mass matrix.

Unfortunately, this technique suffers from a serious stability problem as the
stability condition given by Eq. 6.68 is not satisfied. Also, the mass lumping
technique severely affects the accuracy of this method.
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6.4.2.2 Crank–Nicolson Technique

In this technique, the second-order derivative in time is neglected. Therefore the
accuracy of the method becomes severely affected as the resulted equation cannot
handle higher-order modes. In this technique, the first-order derivative in time and
the function are approximated as follows:

∂ φf g
∂t

=
φf gi+1 − φf gi

Δt
ð6:71Þ

and

φf g= θ φf gi+1 + 1− θð Þ φf gi ð6:72Þ

In order to ensure the stability of this discretization technique, θ should be
chosen to satisfy the following condition:

θ ≥ 0.5 ð6:73Þ

This discretization technique also yields an implicit time-marching technique,
where a system of linear equations needs to be solved at each time step. It also
yields an unconditionally stable technique. However, the approximation of
neglecting the second-order derivative in time is valid only for the paraxial
approximation. Therefore, usually Padé approximation is used with the Crank–
Nicolson algorithm [21, 30].

6.4.2.3 Padé Approximation

Padé approximation is a method used to approximate functions such as exponen-
tials and square root. In this section, we adopt Padé approximation to reduce the
second-order derivative in time to a first-order one. If we assume the solution of
Eq. 6.63 is in the following form:

φf g= e Ac½ �t →
∂ φf g
∂t

= Ac½ �e Ac½ �t ð6:74Þ

∂
2 φf g
∂t2

= Ac½ �2e Ac½ �t ð6:75Þ

The second-order derivative in time can be rewritten as

∂
2 φf g
∂t2

= Ac½ � ∂ φf g
∂t

ð6:76Þ
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In the previous equation, the second-order derivative can be easily transformed
into a first-order one by a characteristic matrix Ac½ � which can be evaluated from the
solution of Eq. (6.63). Since getting the characteristic matrix is not as easy as
expected; because it involves getting the square root of a matrix, Padé approxi-
mation is used to approximate the characteristic matrix Ac½ � as follows: Starting
from Eq. 6.63, we can rewrite it in the following form:

1
c2

M½ � ∂
∂t

∂ φf g
∂t

+2jωo φf g
� �

= K½ �+ ω2
o

c2
M½ �

� �
φf g ð6:77Þ

Dividing both sides by ∂ φf g ̸∂t+ jωo φf gð Þ, we can get the following iterative
equation

1
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M½ � ∂
∂t

����
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o
c2 M½ �

� �
∂

∂t

��
i +2jωo

ð6:78Þ

with initial condition

∂

∂t

����
i
=0 ð6:79Þ

The previous iterative formula can approximate the derivative in time using
several iterations. In this work, the first iteration termed “Padé (1, 1)” is sufficed to
approximate the derivative under the condition of using a moderate time step size.
Hence, we have

1
c2

M½ � ∂
∂t

����
i=1

=
K½ �+ ω2

o
c2 M½ �

� �
2jωo

ð6:80Þ

By substituting Eq. 6.80 into Eq. 6.77, we have

− 2jωo

c2
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 � ∂ φf g

∂t
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φf g=0 ð6:81Þ

with

M̃
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= M½ �− c2

4ω2
o

K½ �+ ω2
o

c2
M½ �

� �� 	
ð6:82Þ

Finally, Eq. 6.81 can be discretized using Crank–Nicolson algorithm yielding
the following recurrence relation:
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A½ �i φf gi+1 = B½ �i φf gi+1 ð6:83Þ

with

A½ �i =
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and

B½ �i =
− 2jωo

c2
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− 0.5Δt K½ �+ ω2
o

c2
M½ �

� �
ð6:85Þ

The resulted system of equations is iteratively solved by using the BiCGSTAB
algorithm [38].

6.4.3 Assessment

6.4.3.1 Single Mode Slab Waveguide (Perfectly Matched Layer
Assessment)

The first assessment considered is the single mode slab waveguide shown in
Fig. 6.8. The waveguide is excited by a pulse with a Gaussian profile in z-direction
and a transverse profile φo corresponding to the fundamental mode of the planar
waveguide. Therefore, the initial field at t=0 is taken as

φo y, z, t=0ð Þ=φo yð Þexp −
z− zo
Wo

� �2
" #

⋅ exp − jβ z− zoð Þ½ � ð6:86Þ

where β is the propagation constant of the fundamental mode, zo is the initial pulse
position, and Wo is the spot size. During the simulation, Wo and zo are taken as
2 μm and 20 μm, respectively. During the simulation, the time step size Δt and the

Fig. 6.8 Slab waveguide
simulated
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central wavelength λo are fixed to 1 fs and 1.55 μm, respectively. The problem is
simulated for TE and TM modes. The computational domain is discretized into
1200 order triangular elements. The propagation of the injected pulse is monitored
along the monitoring line placed at the center of the slab waveguide. Figure 6.9
shows the TE field on the monitoring line at a different time during the simulation.

Figure 6.9d shows the power computed at each time step during the simulation.
Such a figure demonstrates the stability of the method. As it may be observed, the
power is stable and normalized to 1 during the simulation which means that there is
no non-physical amplification in the system. Until the propagated pulse hits the
PML as it is shown in Fig. 6.9d, the power begins to drop down as an indication
that the incident pulse is getting absorbed efficiently with a minimum reflection
inside the PML.

Fig. 6.9 Propagating pulse monitored inside the slab waveguide at a 30 fs, b 70 fs, and c 175 fs.
d The power computed at each time step inside the slab waveguide
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6.4.3.2 Optical Grating Sensor

The second assessment considered is an optical grating structure for gas sensing
shown in Fig. 6.10, in which the gas is placed in the blue area. The structure is
excited as described in the previous example. In this study, 220 time steps are used.
The converged results are obtained by the proposed method when the computa-
tional domain is divided into 5780 structured non-uniform second-order triangular
elements. This discretization produces 23835 unknowns. During the simulation run,
the reflected pulse is monitored inside the waveguide at the monitoring point as
shown in Fig. 6.10. By normalizing the fast Fourier transform of the reflected data
to the input pulse spectrum, the reflection characteristics of the input pulse can be
obtained.

In the first simulation, the refractive index of the gas is set to be equal na =1.
Figure 6.11a,b show the TE and TM mode reflection characteristics, respectively.
However, in the second simulation, the refractive index of the gas is altered by 0.01.
So, the refractive index is now equal na =1.01. Figure 6.12 shows a comparison
between the TE results obtained using na =1 and na =1.01. It may be noticed a shift
between the two results. A quantitative measure of this shift directly refers to the
sensitivity of the proposed sensor.

The sensitivity (S= dλpeak ̸dn) of the proposed structure for the TE case is ∼479
nm/RIU. On the other side, Fig. 6.13 shows a comparison between the TM results
obtained using na =1 and na =1.01. It may be noticed a shift between the two
results which is a bit higher than the TE case. The sensitivity of the proposed
structure for the TM case is ∼846 nm/RIU.

Fig. 6.10 Schematic diagram of the optical grating structure
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Fig. 6.11 Reflection characteristics for a TE mode and b TM mode

Fig. 6.12 Comparison
between the TE reflection
characteristics using na = 1
and na = 1.01, where na
refers to the gas refractive
index

Fig. 6.13 Comparison
between the TM reflection
characteristics using na = 1
and na = 1.01, where na
refers to the gas refractive
index
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6.5 Full Vectorial Finite Element

6.5.1 The Penalty Function Method

In the year of 1956, A. D. Berk [39] suggested several approaches to formulate the
variational formulation based on different electromagnetic fields and its combina-
tions. Generally, four different formulations can be considered, such as Ez +Hz,
E-field, H-field, and E + H-field-based formulations. Both the Ez and Hz fields are
continuous at the material interfaces. However, the Ez +Hz formulation ends with a
nonstandard eigenvalue problem. Extra computational effort needs to convert it into
conventional standard form. As the E-field does not follow the continuity at the
boundaries, the force boundary conditions need to implement externally in the
E-field formulation. Among them, the H-field formulation is the most favorable one
because the H-field components are naturally continuous at the material interfaces.
Thus, no extra boundary conditions are needed to impose for this formulation. On
the other hand, the E + H-field-based formulation results in six unknown field
components compared to E- and H-field formulations without any extra benefits.

With all benefits and numerical advantages, we have followed the H-field for-
mulation for our numerical studies. To minimize the energy associated with the
functional, the minimum theorem is applied by setting δϕ equal to zero.

δϕ= ⟨ε ̂− 1
r ∇×Hð Þ, ∇×Hð Þ⟩−ω2⟨μ ̂rH,H⟩ ð6:87Þ

Here, the parameters μr̂ and εr̂ are the relative permeability and the relative
permittivity tensors, respectively. The braces indicate the inner product with the
equation form of

⟨A,B⟩=
Z Z

B* ⋅A dxdy ð6:88Þ

The Euler form of the above equation follows Helmholtz’s equation, but
unfortunately that does not satisfy Maxwell’s two divergence equations. This
contaminates the eigenvalues and eigenvectors of the real modes with the presence
of unwanted spurious solutions. Rahman and Davies proposed a successful way of
spurious solution removal by balancing the curl and divergence parts with a penalty
function method [8, 9]. A global weighting factor (α) close to the value of α=1 ̸n2eff
was used to incorporate the effect of divergence equation (div ⋅B=0), where neff
denotes the effective index of the waveguide. This method has been very efficient to
determine the accurate solution of a wide range of passive dielectric-based
waveguides, particularly with all positive dielectric constants. The corresponding
eigenvalue equation is (6.8), (6.9), (6.40)–(6.42).
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ω2 =

RR
∇× Hð Þ*ε− 1

r ∇×Hð Þ dxdy+ α
RR

∇.Hð Þ*ε− 1
r ∇.Hð Þ dxdyRR

H*μrH dxdy
ð6:89Þ

For two-dimensional modal solutions, the field dependence ejωt is assumed
throughout the direction of propagation (z-direction) which in turn results in the
z-dependency as e− jβz. This helps to reduce a three-dimensional problem into a
two-dimensional one. For some special cases, we need a complete
three-dimensional FEM code to simulate the device as a whole. In case of 3D
electromagnetic resonator problems, the resonating mode fields are spread in all
three directions. Thus, the same variational formulation with a direct z-dependency
can be used for 3D FV-FEM formulation without considering the wave propagation
assumption [40–43].

k2 =
ω

c

� �2
=

RRR
∇×Hð Þ*ε− 1

r ∇×Hð Þ dxdydz+ α
RRR

∇.Hð Þ*ε− 1
r ∇.Hð Þ dxdydzRRR

H*μrH dxdydz

ð6:90Þ

After solving the global eigenvalue equation for the whole computational
domain, the eigenvalues and corresponding eigenvectors can be obtained.
Post-processing of those eigenvectors shows the quasi-TE and quasi-TM mode field
distributions of the simulated waveguides and resonators.

6.5.2 Vector Finite Element

In most of the cases, the analysis of optical waveguides requires a rigorous vectorial
analysis which includes accurate fulfillment of the boundary conditions. This is
because the scalar FEM where the field and its derivatives are assumed continuous
provides inaccurate results when the boundary conditions are significant in the
problem. Several types of full vectorial finite element method (FV-FEM) have been
introduced for the analysis of optical waveguides. The most serious problem
associated with this approach is the appearance of spurious solutions, where an
eigenvalue and associated eigenvector are in the high-frequency range, but not
satisfying the divergence criteria and hence entirely unphysical. The penalty
function method [44], discussed in the previous section, has been introduced to fix
this problem, in which an arbitrary positive constant, called the penalty coefficient,
is involved and the accuracy of solutions depends on its magnitude. This penalty
coefficient forces the solution to be divergence free and hence overcome the issue of
spurious modes. There is another serious problem in the full vectorial approach.
The FV-FEM approach is difficult in dealing with corner singularities and interface
singularities as was explained by Birman [45] and Birman and Solomyak [46].
Recently, the vector finite element method (VFEM) with the lowest-order

140 K. S. R. Atia et al.



mixed-interpolation-type triangular elements, namely constant edge elements for
transverse components of the electric field or magnetic field and linear nodal ele-
ments for the axial one, has been developed [47]. The use of mixed-
interpolation-type elements provides a direct solution for propagation constants
and avoids spurious solutions. In this section, the mixed interpolation elements,
including first order and second order, is discussed.

6.5.2.1 Full Vectorial Equation

By considering an optical waveguide with a cross section in xy plane, the following
full-vector wave equation can be derived from Maxwell’s equation

∇× p½ �×ϕð Þ− k2o q½ �ϕ=0 ð6:91Þ

with

p½ �=
s2x
s px 0 0

0
s2y
s py 0

0 0 s2z
s pz

2
664

3
775 ð6:92Þ

q½ �=
sqx 0 0
0 sqy 0
0 0 sqz

2
4

3
5 ð6:93Þ

where ϕ denotes either the electric field E or the magnetic field H, and the com-
ponents of p½ � and q½ � are given in the following table.

ϕ px py pz qx qy qz
Electric field E 1 1 1 n2x n2y n2z
Magnetic field H 1 ̸n2x 1 ̸n2y 1 ̸n2z 1 1 1

where nx, ny, and nz are, respectively, the refractive indices in x, y, and z
directions. Multiplying Eq. 6.91 by test function ψ and applying Green’s diver-
gence theorem, we getZ Z

Ω
∇×ψð Þ* p½ �×ϕð Þ− k2o q½ �ψ*ϕ=0 ð6:94Þ

where the asterisk denotes conjugate transpose. In the Galerkin technique, the
function and the test function are expanded using the same basis. Then, the com-
putational domain Ω is divided into triangular elements as shown in Fig. 6.14.
Figure 6.14a is a first-order mixed-interpolation-type triangular element which
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consists of constant edge element with three unknowns associated with the edges
(ϕt1, ϕt2, and ϕt3) and first-order nodal element with three unknowns (ϕz1, ϕz2, and
ϕz3). Figure 6.14b is a higher-order mixed-interpolation-type triangular element
which consists of linear edge element with six unknowns associated with the edges
(ϕt1, ϕt2, … ϕt6) and second-order nodal element with six unknowns (ϕz1, ϕz2, …
ϕz6) (Fig. 6.14).

The tangential components ϕx, ϕy and the axial component ϕz in each element
are expressed as

ϕ=
ϕx
ϕy
ϕz

2
4

3
5=

Uf gT ϕtf ge
Vf gT ϕtf ge

j Nf gT ϕz

� �
e

2
64

3
75 ð6:95Þ

where ϕtf ge is the edge variable in the transverse plane for each element, and ϕz

� �
e

is the nodal axial field vector for each element. The shape function vectors Uf g and
Vf g for the constant edge element and linear nodal element are given as

Uf g= 1
2Se

w1 y3 − yð Þ
w2 y1 − yð Þ
w3 y2 − yð Þ

2
4

3
5 ð6:96Þ

Fig. 6.14 Mixed-interpolation-type triangular element: a constant edge and linear nodal elements
and b linear edge and quadratic nodal elements
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Vf g= − 1
2Se

w1 x3 − xð Þ
w2 x1 − xð Þ
w3 x2 − xð Þ

2
4

3
5 ð6:97Þ

And, for the linear edge and second-order element, Uf g and Vf g are expressed
as

Uf g= 1
2Se

w1b2L1
w2b3L2
w3b1L3
−w1b1L2
−w2b2L3
−w3b3L1

2
666664

3
777775 ð6:98Þ

Vf g= 1
2Se

w1c2L1
w2c3L2
w3c1L3
−w1c1L2
−w2c2L3
−w3c3L1

2
666664

3
777775 ð6:99Þ

whereas the shape function Nf g is defined as in the scalar FEM. The coefficient
wk(k=1, 2, 3) is given as

wk =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2m + c2m

p
for bm ≤ 0, cm >0

−
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2m + c2m

p
for bm ≥ 0, cm <0

�
ð6:100Þ

where a, b, and c are defined as mentioned before as

ak = xlym − xmyl
bk = yl − ym
ck = xm − xl

ð6:101Þ

with k, l, and m being indices that progress modulo 3 (cyclically around the three
vertices of the triangle).

It is worth noting that the unit tangential vector on the side between two corner
points (xk, yk) and (xl, yl), tk, is given by

tk =
cm
lk

� �
x ̂−

bm
lk

� �
y ̂ ð6:102Þ

It can be noticed from the definition of the shape functions in Eqs. 6.96 and 6.97
for the constant edge and Eqs. 6.98 and 6.99 for linear edge that the following
relation is satisfied
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ϕtk = ϕxkx ̂+ϕyky ̂

 �

⋅ tk ð6:103Þ

where ϕxk and ϕyk are the values of ϕx and ϕy at any point on the side length of the
triangle wkj j, respectively, and thus, the tangential component ϕt is constant along
each side of the triangle. For the linear edge elements, the following relations are
satisfied for the higher-order element:

ϕt1 = ϕx1x ̂+ϕy1y ̂

 �

⋅ t1
ϕt2 = ϕx2x ̂+ϕy2y ̂


 �
⋅ t2

ϕt3 = ϕx3x ̂+ϕy3y ̂

 �

⋅ t3
ϕt4 = ϕx2x ̂+ϕy2y ̂


 �
⋅ t1

ϕt5 = ϕx3x ̂+ϕy3y ̂

 �

⋅ t2
ϕt6 = ϕx1x ̂+ϕy1y ̂


 �
⋅ t3

ð6:104Þ

Substituting Eq. 6.95 into Eq. 6.94, we obtain the following final eigenvalue
problem which gives a solution for the propagation constant and the corresponding
field distribution directly:

Ktt½ � ϕtf g− β2 Mtt½ �+ Ktz½ � Kzz½ �− 1 Kzt½ �
h i� �

ϕtf g=0 ð6:105Þ

with

Ktt½ �= ∑
e

Z Z
e
k2o qx Uf g Uf gT + qy Vf g Vf gT
 �

− pz Uy
� �

Uy
� �T + pz Vxf g Vxf gT

� �
+ pz Uy

� �
Vxf gT + pz Vxf g Uy

� �T� �
dxdy

ð6:106Þ

Ktz½ �= Kzt½ �T = ∑
e

Z Z
e

py Uf g Nxf gT + px Vf g Ny
� �T� �

dxdy ð6:107Þ

Kzz½ �= ∑
e

Z Z
e
k2oqz Nf g Nf gT − px Ny

� �
Ny
� �T + py Nxf g Nxf gT

� �
dxdy ð6:108Þ

Mtt½ �= ∑
e

Z Z
e
py Uf g Uf gT + px Vf g Vf gT
 �

dxdy ð6:109Þ

where Uy and Ux are, respectively, the derivatives of U in x and y. Also, Vy and Vx

are, respectively, the derivatives of V in x and y. Further, Ny and Nx are, respec-
tively, the derivatives of N in x and y. The final equation Eq. 6.105 is then solved
for the eigenvalue β directly. It is worth noting that Eq. 6.105 contains only the
edge variables in the transverse plane ϕtf g.
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6.5.2.2 Application

The use of full vectorial approaches is essential in computational modeling of
photonic devices such as biomedical sensors [48–50] and polarization handling
devices including plasmonic structures [51], polarization rotators [52–55], polar-
izers [56], polarization filters [57], polarization splitters [58], and couplers [59]. In
this study, the FV-FEM is used to model and analyze surface plasmon photonic
crystal fiber (PCF) biosensor. Figure 6.15 shows the cross section of the suggested
PCF biosensor. The proposed PCF design relies on using two rings of air holes in
the core region with a central air hole. The air holes of the outer ring have a small
diameter d1 and are arranged in hexagonal shape with a hole pitch Λ. The two air
holes along x-axis are shifted by a distance d2, as shown in Fig. 6.15. The center of
each hole in the inner ring is located at a normal distance D to the line between the
centers of two neighboring holes in the outer ring, as shown in Fig. 6.15. The air
holes of the inner ring have elliptical shape with minor and major diameters 2a and
2b, respectively, while the central hole has a diameter dc. The air holes in the inner
ring are used to control the confinement of the two core-guided modes through the
core region. Additionally, the air hole at the center of the structure is utilized to
reduce the effective refractive index in the central core area to facilitate the
matching between the core-guided modes and the surface plasmon modes. Further,
a uniform gold layer of thickness tAu is used to coat the PCF microstructure sur-
rounded by a slot of thickness d3 to house the analyte. The permittivity of the gold
has been obtained from Johnson and Christy [60]. Further, the suggested design has
a silica background material which has the following Sellmeier Eq. (61):

n2s λð Þ=1+
B1λ

2

λ2 −C1
+

B2λ
2

λ2 −C2
+

B3λ
2

λ2 −C3
ð6:110Þ

where ns is the refractive index of the silica and λ is the wavelength in μm.
Additionally, B1, B2, and B3 are given by 0.6961663, 0.4079426, and 0.8974794,
while C1, C1, and C1 are equal to 0.00467914826 μm2, 0.0135120631 μm2, and

Fig. 6.15 Cross section of
surface plasmon resonance
photonic crystal fiber
biosensor [48]
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97.9340025 μm2, respectively. In this assessment, the VFEM is used to find the
quasi-TE and quasi-TM core-guided modes and plasmonic modes for the suggested
biosensor. The fundamental quasi-TE mode refers to the fundamental H11

y or E11
x

modes, while the fundamental quasi-TM mode refers to the fundamental H11
x or E11

y

modes. The computational window is set to 10 × 10 μm, and the cross section is
divided into 17170 triangular elements, with 99883 degrees of freedom for the
employed elements. In this study, the initial geometrical parameters are taken as
Λ=1.5 μm, d1 = 0.15 μm, d2 =Λ ̸1.5, dc =0.45 μm, d3 = 1.3 μm, d3, tAu =40 nm,
D=0.15 μm, b= 0.5 μm, and a= 0.25 μm. In addition, the water analyte has a
refractive index of na =1.33.

Figure 6.16 shows the dispersion relations of the Ex
11 and Ey

11 polarized
core-guided modes and surface plasmon modes, SPx

1 and SPy
1. In addition, the

confinement losses of the two fundamental core-guided modes are shown in
Fig. 6.16.

The confinement loss is calculated from

Loss =
40π

ln 10ð Þλ × im neff

 �

× 104 ≈ 8.686 × Im neff

 �

× 104 ð6:111Þ

where im neff

 �

is the imaginary part of the complex effective index of the
core-guided mode. As the wavelength increases, the confinement of the funda-
mental core modes through the core region and, hence, their effective indices
decrease, as shown in Fig. 6.16. In addition, Fig. 6.16 reveals that the resonant
attenuation peaks occur at the resonance wavelengths λ=0.6868 μm and 0.708 μm
according to the quasi-TM and quasi-TE polarized modes, respectively. This is due
to the phase matching between the core-guided modes and the surface plasmon
modes SPy

1 and SPx
1, at the corresponding resonance wavelengths. Further, phase

matching occurs between the SPx
2 and the Ex

11 modes at λ=0.6605 μm. However,
the resonance spectral width of the TE mode at λ=0.708 μm is much narrower than
that at λ=0.6605 μm. The narrower spectral width can filter the spectral noise more
effectively, which results in a lower spectral deviation from the actual center of the

Fig. 6.16 Dispersion
relations of the quasi-TE and
quasi-TM polarized
core-guided modes and
surface plasmon modes.
Confinement losses of the two
polarized core modes are also
shown in this figure. The inset
field plots show the Ex

11, E
y
11,

SPx
1, and SPy

1 modes at the
corresponding resonance
wavelengths [48]
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resonance. Therefore, the resonance wavelength of λ=0.708 μm can be detected
accurately and hence will be considered for the subsequent simulations. The inset of
Fig. 6.16 shows the electric field distribution for the main components Ex

11 and Ey
11

of the quasi-TE and quasi-TM modes and the surface plasmon modes at the res-
onance wavelengths. It is evident from the core-guided field plots that the leakage
of the quasi-TM mode into the analyte filled slot is greater than that of the quasi-TE
mode. Therefore, the losses of the quasi-TM mode are greater than those of the
quasi-TE modes. It should be noted that the sensor device length is inversely
proportional to its modal loss. Therefore, the optimization of the PCF structural
geometrical parameters can control the design length of the PCF sensor with
comparable sensitivities. This feature is important for the practical considerations
when integrating the proposed sensor into a complete sensor system.

The effect of the shift distance d2 is investigated, while the other parameters are
kept constant at their initial values. Figure 6.17a and b shows the variation of the
loss spectra of the quasi-TM and quasi-TE polarized guided modes, respectively,
with the wavelength at different values of d2 =Λ ̸1.2, d2 =Λ ̸1.5, and Λ ̸1.7, at two
different analyte refractive indices: na =1.33 and nb =1.34. As the distance d2
increases, the index contrast between the core and cladding regions and, hence, the
effective index of the core-guided modes decrease, as shown in Fig. 6.18.
Figure 6.18 shows the wavelength-dependent effective indices of the quasi-TM
core modes and surface plasmon modes. Therefore, the leakage of the core-guided
modes toward the metallic layer increases by increasing the d2 value. Consequently,
the confinement losses of the two polarized modes and the corresponding resonance
wavelengths increase by increasing the shift distance d2, as shown in Figs. 6.17 and
6.18. Further, the resonance wavelengths are shifted by changing the analyte
refractive index from 1.33 to 1.34. At d2 =Λ ̸1.2,d2 =Λ ̸1.5, and d2 =Λ ̸1.7, the
resonance peaks of the quasi-TM mode are changed from wavelength of 0.682 μm,

Fig. 6.17 Calculated losses of the a quasi-TM and b quasi-TE fundamental core modes with
wavelength variation at different values of d2 when the analyte refractive index is changed from
na = 1.33 to na =1.34 [48]
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0.690 μm, and 0.700 μm to 0.738 μm, 0.753 μm, and 0.770 μm as the analyte
refractive index changes from 1.33 to 1.34, respectively. However, the resonance
wavelengths of the quasi-TE modes are varied from 0.695 μm, 0.710 μm, and 0.711
μm to 0.755 μm0.755 μm, and 0.789 μm, respectively. This transduction technique
can be utilized to detect the change of the analyte refractive index.

In this study, the sensitivity of the proposed sensor is calculated according to the
wavelength interrogation method. In this approach, the shift of the plasmonic peak
is used to detect the analyte refractive index changes. Therefore, the sensitivity can
be expressed in terms of the resonance peak wavelength λpeak in the loss spectra and
the analyte refractive index nanalyte as follows:

Sλ λð Þ= ∂λpeak
∂nanalyte

nm ̸RIUð Þ ð6:112Þ

It is found that the suggested sensor sensitivities are equal to 5600, 6300, and
7000 nm/RIU according to the quasi-TM modes at d2 =Λ ̸1.2, Λ ̸1.5, and Λ ̸1.7,
respectively. However, sensitivities of 6000, 6500, and 7200 nm/RIU, respectively,
are obtained based on the quasi-TE modes.

6.6 Summary

In this chapter, the nodal finite element method under the scalar approach has been
discussed for the first-order and second-order triangular elements. In SC-FEM, the
assumed boundary conditions are the continuity of the field and its derivatives.
Under these assumptions, the nodal finite element has been assessed throughout an
air-filled rectangular waveguide surrounded by a perfect electric conductor. Further,
for suppressing the outgoing waves from the physical domain, the coordinate
stretching perfectly matched layer has been discussed. Also, based on the nodal
finite element, the FEM has been introduced to time domain analysis where several
techniques for propagation such as Newmark-beta scheme, Crank–Nicolson

Fig. 6.18 Variation of the
real part of the effective
indices of the quasi-TM
core-guided modes and
surface plasmon modes at
different d2 ̸Λ ratios [48]
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scheme, and Padé approximation has been introduced and discussed. Under the
perfectly matched layer approach, the propagation inside a slab waveguide has been
presented as an indication of the efficient absorption of the outgoing waves by the
perfectly matched layer. The finite element time domain formulation has then been
utilized to analyze a simple sensor based on optical grating. The results show that
the TM reflection provides more sensitivity than the TE case because the evanes-
cent waves in the TM-wave are higher than those in the TE-wave. Furthermore, for
accurate inclusion of the boundary conditions to get accurate results for optical
waveguide analysis, the penalty function method and the vector finite element
method have been discussed. In the penalty function method, a global factor is used
to incorporate the imposition of the divergence-free field condition. In VFEM,
unlike the nodal FEM, the tangential component of the electric field has been
introduced as a vector and consequently the shape functions used are vectors. The
vector finite element method under the first-order triangular element and the
second-order triangular elements has been discussed. Moreover, using the vector
finite element formulation, a highly sensitive photonic crystal fiber biosensor has
been introduced, where its analysis is based on the vectorial analysis of the 2D cross
section of the photonic crystal fiber. The sensitivity of the presented sensor has been
discussed. It has been shown that high sensitivities of 7000 nm/RIU and 7200 nm/
RIU can be obtained for the quasi-TM and quasi-TE modes, respectively.
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Chapter 7
FDTD in Cartesian and Spherical Grids

Mohammed Hadi, Atef Elsherbeni, Ravi Bollimuntha
and Melinda Piket-May

Abstract The numerical dispersion relation is derived for the finite-difference
time-domain method when implemented on spherical grids using Maxwell’s
equations in spherical coordinates. Derivation is appropriately based on elementary
spherical functions which renders the resulting numerical dispersion relation valid
for all spherical FDTD space including near the singular regions at the origin and
along the z-axis. Accuracy of this relation is verified through convergence tests to
the continuous-space limit and the Cartesian FDTD limit far from the origin.
Numerical dispersion analyses are carried out to demonstrate numerical
wavenumber error bounds and their dependence on absolute position as well as on
spherical solutions’ modes. The chapter is concluded by visiting the existing
challenges of designing absorbing boundary conditions for spherical FDTD when
the grid truncation is in the near vicinity of the origin. Such a design challenge can
be effectively studied in the future with the aid of the derived spherical FDTD
numerical dispersion relation.

Keywords Finite-difference time-domain (FDTD) method ⋅ Spherical FDTD
Numerical dispersion ⋅ Absorbing boundary conditions (ABCs)
Spherical coordinates ⋅ Perfectly matched layer (PML) ABCs
Spherical Bessel and Hankel functions

Numerically modeling an electromagnetics phenomenon often requires judicious
selections of modeling parameters to optimize simulation efficiency to maintain a
tolerable error upper bound. In the case of finite-difference time-domain (FDTD)
methods, temporal and spatial discrete steps need to be managed to avoid using
unnecessarily small steps that will require overuse of computing resources. For
example, halving the spatial step in any given dimension would double the overall
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required memory and quadruple the simulation runtime. Linking these resource
demanding discrete steps to predetermined error bounds for FDTD methods is
accomplished through the discrete equivalent of the trivial dispersion relation
ω2μϵ= β2. Every FDTD variant produces its own unique “numerical dispersion
relation” which is a function of the algorithm’s discrete steps, frequency, and the
host medium’s intrinsic parameters. Furthermore, this numerical dispersion relation
can be solved for the numerical counterpart of the wavenumber β, which in turn is
used to precisely predict algorithmic errors for any given set of intrinsic and discrete
modeling parameters.

Deriving an FDTD algorithm’s numerical dispersion relation is a well-established
and documented exercise in the literature [1]. Basically, a discrete equivalent of a
harmonic solution is injected into the algorithm’s update equations, and the resulting
expressions are then distilled to produce the numerical dispersion relation. A quick
validity test of this resulting relation can be conducted by taking the limits as all
discrete steps approach zero to produce the continuous-space dispersion relation
mentioned earlier. Since most FDTD variants are based on Cartesian coordinates, the
appropriate harmonic solutions used always have the form of plane waves as in
exp½− ȷðβxx+ βyy+ βzz−ωtÞ�. The reason behind this choice is the fact that
Cartesian-based FDTD algorithms fundamentally propagate plane waves through
their Cartesian grids. Therefore, any problem-specific solution would materialize as
a superposition of these plane waves.

On the other hand, when an FDTD algorithm is based on a different coordinate
system such as cylindrical or spherical, corresponding native harmonic solutions
need to be used in order to produce the correct numerical dispersion relation. This
chapter will specifically target a second-order FDTD based on spherical coordinate
systems. It will start by reviewing the established approach of deriving the
numerical dispersion relation for second-order Cartesian FDTD. This initial treat-
ment will serve as a reference approach when dealing with spherical FDTD, as well
as a benchmark to highlight both similarities and critical differences in the
error-producing mechanisms of both FDTD variants. The chapter will then proceed
to derive in detail the spherical FDTD numerical dispersion relation and concludes
with comparative analysis of numerical error behaviors and mesh design metrics.

7.1 Cartesian FDTD

For FDTD implementations in Cartesian coordinates, the six electromagnetic field
components are represented in a digital space such that they easily conform to
applications of Ampere’s and Faraday’s laws as shown in Fig. 7.1. In other words,
each electric field component is surrounded by four transverse magnetic field
components aligned along a closed loop. Extending this implementation to all three
dimensions results in a uniformly populated digital mesh where each field com-
ponent is sampled every Δx, Δy, and Δz along the x, y, and z dimensions,
respectively. Furthermore, the sub-grid hosting all electric field-only components
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turns out to be offset from the magnetic fields sub-grid by Δx ̸2, Δy ̸2, and Δz ̸2, as
can be seen in Fig. 7.1.

Maxwell’s curl equations in source-free, loss-free media are

ϵ
∂E
∂t

=∇×H, ð7:1Þ

− μ
∂H
∂t

=∇×E, ð7:2Þ

which can be expanded using Cartesian del operators and readied for conversion
into discrete form, as
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Fig. 7.1 Building block of Yee cell for Cartesian FDTD algorithm
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Using either these differential forms or their integral form equivalents (modified
Ampere’s and Faraday’s laws) in conjunction with the field distributions of Fig. 7.1
will produce the same set of finite-difference equations
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where i, j, k, n are integer counters for spatial and temporal steps along x, y, z,
t dimensions, respectively. An important observation here is the way that electric
field components are offset by Δt ̸2 in time from magnetic field components. This
is a critical algorithmic design choice for FDTD as it results in a set of equations
that do not need to be evaluated simultaneously. Therefore, these equations can be
rearranged to produce six explicit “update equations” where each field component
can be evaluated at any given time step using only field values already evaluated in
previous time steps. Henceforth, FDTD wave propagation in time is effected
through full update equations sweep of all electric field components in the digital
mesh, followed by a similar sweep of all magnetic field components, with each pair
of sweeps representing one Δt time increment.

Clearly, the discrete nature of FDTD grids means that FDTD wave solutions
incur numerical errors that can only diminish by using higher mesh densities where
Δx,Δy,Δz≪ λmin, and Δt≪Tmin, the smallest wavelength and shortest wave per-
iod expected in the simulation, respectively. One of the error sources concerns the
second-order finite-differencing which is on the order of OðΔ2Þ where Δ is any of
the four discrete steps used for simulation. This error source is of little concern in
practical FDTD simulations, mainly because it affects field amplitudes uniformly
and negligibly. A far more critical error source is the one induced in the
wavenumber, β, since it appears in the phase of every propagated wave within the
FDTD mesh in the form of eȷβr. However small the error is, if the wave propagates
far enough it incurs enough cumulative phase error to cause serious simulation
errors, especially when the simulation size extends multiples of wavelengths.
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Thankfully, this particular error source can be precisely predicted by solving the
FDTD algorithm-specific numerical dispersion relation.

Deriving this formula start by assuming each of the six electromagnetic field
components to be of the plane wave form

F =Ae− ȷðβxx+ βyy+ βzz−ωtÞ, ð7:3Þ

which in its discrete form is expressed as

F ̃=Ae− ȷðβx̃ iΔx+ βỹ jΔy+ βz̃kΔz−ωnΔtÞ,

where the symbol β ̃ represents the numerical wavenumber that the FDTD algorithm
is expected to effectively render within its simulation. Injecting this elementary
wave function into the Ex update equation, as an example, yields the successive
reductions.

ϵEx
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ð7:4Þ

Extending this treatment to the remaining five update equations yields a set of
equations that can be expressed in the following matrix form

− ϵDt 0 0 0 −Dz +Dy

0 − ϵDt 0 +Dz 0 −Dx

0 0 − ϵDt −Dy +Dx 0
0 +Dz −Dy − μDt 0 0
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+Dy −Dx 0 0 0 − μDt

2
6666664

3
7777775
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3
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=0, ð7:5Þ

with all the discrete operators given by

Dt = ȷ
sinðωΔt ̸2Þ

Δt ̸2
,
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.

7 FDTD in Cartesian and Spherical Grids 157



The numerical dispersion relation is then directly obtained by setting the
determinant of the above square matrix to zero which yields

μϵD2
t =D2

x +D2
y +D2

z . ð7:6Þ

This numerical dispersion relation can now be solved for the numerical
wavenumber given any prescribed set of mesh parameters and operating frequency.
Conversely, it can be used as a design metric to specify an upper bound of mesh
coarseness that maintains a prescribed upper bound of numerical wavenumber error.

The plane wave function (7.3) can be used to derive the numerical dispersion
relation for any FDTD variant provided that the respective update equations were
derived from Maxwell’s equations that use the Cartesian del operator
∇≡ ax∂ ̸∂x+ ay∂ ̸∂y+ az∂ ̸∂z. If the del operator is based on, say, cylindrical or
spherical wave functions, then the use of Cartesian wave functions will not yield the
appropriate numerical dispersion relation. This restriction is further complicated by
the fact that different electromagnetic field components will most probably require
different forms of elementary functions. This is a complication that does not apply
to Cartesian-based FDTD variants since both the Cartesian wave function and its
derivatives have the same eȷβr dependence.

7.2 Spherical FDTD Update Equations

The expansion of the spatial ∇ operators of (7.1)–(7.2) into spherical coordinates
results in
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Spherical FDTD is based on similar staggered fields mesh to Cartesian FDTD,
except the building block cell is conforming to spherical coordinates as shown in
Fig. 7.2. The complete set of update equations is given then by

ϵ
Erjn+1

i, j, k −Erjni, j, k
Δt

=
Δθ ̸2

iΔr sinðjΔθÞ sinðΔθ ̸2Þ

⋅
sinððj+ 1

2ÞΔθÞHϕjn+
1
2

i, j+ 1
2, k

− sinððj− 1
2ÞΔθÞHϕjn+

1
2

i, j− 1
2, k

Δθ
−

Hθjn+
1
2

i, j, k + 1
2
−Hθjn+

1
2

i, j, k− 1
2

Δϕ

2
4

3
5,

ð7:13Þ

ϵ
Eθjn+1

i, j, k −Eθjni, j, k
Δt

=
1
iΔr

Hrjn+
1
2

i, j, k+ 1
2
−Hrjn+

1
2

i, j, k− 1
2

sinðjΔθÞΔϕ −
ði+ 1

2ÞHϕjn+
1
2

i+ 1
2, j, k

− ði− 1
2ÞHϕjn+

1
2

i− 1
2, j, k

1

2
4

3
5,

ð7:14Þ

ϵ
Eϕjn+1

i, j, k −Eϕjni, j, k
Δt

=
1
iΔr

ði+ 1
2ÞHθjn+

1
2

i+ 1
2, j, k

− ði− 1
2ÞHθjn+

1
2

i− 1
2, j, k

1
−

Hrjn+
1
2

i, j+ 1
2, k

−Hrjn+
1
2

i, j− 1
2, k

Δθ

2
4

3
5,

ð7:15Þ

Fig. 7.2 Building block cell for spherical FDTD
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with the index counters i, j, k, n now corresponding to the spherical coordinates
variables r, θ,ϕ, t, respectively. Equations (7.14), (7.15), (7.17), and (7.18) are
derived using strictly second-order finite-differences. Equations (7.13) and (7.16),
on the other hand, were derived through using the modified Ampere’s and Fara-
day’s laws as they give a better representation of the finite cell areas in spherical
coordinates. For example, when Ampere’s Law is applied to the cell surface hosting
Erji, j, k, the surface integral of the displacement current produces

Z
ϵ
∂E
∂t

⋅ ds=
Z θ+Δθ ̸2

θ−Δθ ̸2

Z ϕ+Δϕ ̸2

ϕ−Δϕ ̸2
ϵ
∂Erji, j, k

∂t
r2 sin θ′dθ′dϕ′ = ϵ

∂Erji, j, k
∂t

2r2Δϕ sin θ sinðΔθ ̸2Þ.

Special update equations along the z-axis (θ=0, π) and at the origin (r=0) are
needed. Furthermore, a wraparound joining condition needs to be enforced
explicitly since along the k counter (corresponding to ϕ variable), field values at
k=0,Nϕ should be matched as they occupy identical physical positions.

Figure 7.3 illustrates the spherical FDTD cell facet used to update the Erji, j=0, k

and Erji, j=Nθ , k field components along the z-axis. The facet is actually concave,
conforming to an outer surface of a sphere of radius r= iΔr. Using the modified

Ampere’s law,
R
ϵ ∂E

∂t ⋅ ds= ∮H ⋅ dℓ, the left-hand side produces

Z
ϵ
∂E
∂t

⋅ ds= ϵ
∂Erji, 0, k

∂t
∫
2π

ϕ=0
∫

Δθ ̸2

θ=0
r2 sin θdθdϕ=2πϵr2ð1− ðcos Δθ ̸2ÞÞ ∂Erji, 0, k

∂t
,

while the right-hand side produces
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∮H ⋅ dℓ=
Z2π

ϕ=0

Hϕr sin θdϕ= rΔϕ sinðΔθ ̸2Þ ∑
Nϕ − 1

k=0
Hϕji, 12, k ,

and both combine to produce the final special update equation

ϵ
Erjn+1

i, 0, k −Erjni, 0, k
Δt

=
Δϕ sinðΔθ ̸2Þ

2πrð1− cosðΔθ ̸2ÞÞ ∑
Nϕ − 1

k=0
Hϕjn+

1
2

i, 12, k
. ð7:19Þ

Because of geometric and trigonometric symmetries, the matching update
equation along the negative z-axis will have a similar form,

ϵ
Erjn+1

i,Nθ , k −Erjni,Nθ , k

Δt
=

Δϕ sinðΔθ ̸2Þ
2πrð1− cosðΔθ ̸2ÞÞ ∑

Nϕ − 1

k=0
Hϕjn+

1
2

i,Nθ − 1
2, k
. ð7:20Þ

The integers Nθ and Nϕ are the number of spherical FDTD cells along the θ and ϕ
dimensions, respectively.

The Hr field nodes located Δθ ̸2 off the z-axis also require a special update

equation. Applying Faraday’s law, −
R
μ ∂H

∂t ⋅ ds= ∮E ⋅ dℓ, on the Hr-centered facet
of Fig. 7.4, the left-hand side produces

−
Z

μ
∂H
∂t

⋅ ds= − μ
∂Hrji, 12, k

∂t

Z Δθ

θ=0

Z ϕk +Δϕ ̸2

ϕ=ϕk −Δϕ ̸2
r2 sin θdθdϕ= − μΔϕr2ð1− cosΔθÞ

∂Hrji, 12, k
∂t

,

Fig. 7.3 Configuration of spherical FDTD cell facet for the purpose of deriving the Erji, j=0, k and
Er ji, j=Nθ , k update equations, along the and both combine to produce the finalz-axis

7 FDTD in Cartesian and Spherical Grids 161



while the right-hand side produces

∮E ⋅ dℓ=
RΔθ

θ=0
Eθji, 12, k− 1

2
rdθ+ ∫

ϕk +Δϕ ̸2

ϕ=ϕk −Δϕ ̸2
Eϕji, 1, kr sinΔθdϕ+

R0
θ=Δθ

Eθji, 12, k+ 1
2
rdθ

= rΔθEθji, 12, k− 1
2
+ rΔϕ sinΔθEϕji, 1, k − rΔθEθji, 12, k+ 1

2
,

and both combine, with 1− cosΔθ=2 sin2ðΔθ ̸2Þ, to produce the update equation

− μ
Hrjn+

1
2

i, 12, k
−Hrjn−

1
2

i, 12, k

Δt
=

Δθ ̸2
iΔr sin2ðΔθ ̸2Þ

sin Δθ
Δθ

Eϕjni, 1, k −
Eθjni, 12, k+ 1

2
−Eθjni, 12, k− 1

2

Δϕ

" #
.

ð7:21Þ

Similarly, the matching update equation at j=Nθ − 1
2 can be found to be

− μ
Hrjn+

1
2

i,Nθ − 1
2, k

−Hrjn−
1
2

i,Nθ − 1
2, k

Δt
=

Δθ ̸2
iΔr sin2ðΔθ ̸2Þ −

sinΔθ
Δθ

Eϕjni,Nθ − 1, k −
Eθjni,Nθ − 1

2, k +
1
2
−Eθjni,Nθ − 1

2, k−
1
2

Δϕ

" #
.

ð7:22Þ

Fig. 7.4 Configuration of spherical FDTD cell facet for the purpose of deriving the Hrji, j= 1
2, k

update equation, around the z-axis
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Next the special update equations for Hϕ and Hθ field nodes located on the
r=Δr ̸2 surface are derived. With the help of Hϕ-centered facet in Fig. 7.5, the
left-hand side of Faraday’s law produces

−
Z

μ
∂H
∂t

⋅ ds= − μ
∂Hϕj1

2, j, k

∂t
∫
Δr

r=0
∫

θj +Δθ ̸2

θ= θj −Δθ ̸2
rdrdθ= −

μΔθðΔrÞ2
2

∂Hϕj1
2, j, k

∂t
,

while the right-hand side produces

∮E ⋅ dℓ=
RΔr

r=0
Erj1

2, j−
1
2, k
dr+ ∫

θj +Δθ ̸2

θ= θj −Δθ ̸2
Eθj1, j, kΔrdθ+

R0
r=Δr

Erj1
2, j+

1
2, k
dr

=ΔrErj1
2, j−

1
2, k

+ΔrΔθEθj1, j, k −ΔrErj1
2, j+

1
2, k
,

and both combine to produce the update equation

− μ
Hϕjn+

1
2

1
2, j, k

−Hϕjn−
1
2

1
2, j, k

Δt
=

1
Δr ̸2

Eθjn1, j, k −
Erjn1

2, j+
1
2, k

−Erjn1
2, j−

1
2, k

Δθ

" #
. ð7:23Þ

Using now the Hθ-centered facet of the same Fig. 7.5, the left-hand side of
Faraday’s law produces

−
Z

μ
∂H
∂t

⋅ ds= − μ
∂Hθj1

2, j, k

∂t
∫
Δr

r=0
∫

ϕk +Δϕ ̸2

ϕ=ϕk −Δϕ ̸2
r sin θdrdϕ= −

μΔϕðΔrÞ2 sin θ

2

∂Hθj1
2, j, k

∂t
,

Fig. 7.5 Configuration of spherical FDTD cell facets for the purpose of deriving Hθji= 1
2, j, k

and
Hϕji= 1

2, j, k
update equations, around the origin
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while the right-hand side produces

∮E ⋅ dℓ=
RΔr

r=0
Erj1

2, j, k+
1
2
dr+ ∫

ϕk −Δϕ ̸2

ϕ=ϕk +Δϕ ̸2
Eϕj1, j, kΔr sin θdϕ+

R0
r=Δr

Erj1
2, j, k−

1
2
dr

=ΔrErj1
2, j, k+

1
2
−Δr sin θΔϕEϕj1, j, k −ΔrErj1

2, j, k−
1
2
,

and both combine to produce the update equation

− μ
Hθjn+

1
2

1
2, j, k

−Hθjn−
1
2

1
2, j, k

Δt
=

1
Δr ̸2

Erjn1
2, j, k+

1
2
−Erjn1

2, j, k −
1
2

Δϕ sin jΔθ
−Eϕjn1, j, k

" #
. ð7:24Þ

Now that the spherical FDTD set of update equations is complete, it should be
recognized that some of the update equations remain near-singular close to the
origin or the z-axis, due to the presence of iΔr or sin jΔθ, respectively. Although
the special update equations above avoided the singular limits i=0 and j=0,Nθ,
the remaining worst-case scenarios, i= 1

2 and j= 1
2 ,Nθ − 1

2, are unavoidable and
their effect on algorithm accuracy will remain, especially at very small Δr and Δθ
spatial increments. An extremely fine spherical FDTD mesh in these neighborhoods
is certainly not desirable for this and other computational efficiency reasons. It is
important, however, to maintain the ability to quantify algorithmic errors for all
space, and especially within the near-singular regions. In other words, the numerical
dispersion relation needs to be sensitive to these near-singular behaviors.

7.3 Spherical FDTD Numerical Dispersion Relation

With the aim of producing a numerical dispersion relation that represents the dis-
crete form of the Helmholtz wave equation in spherical space,

1

hð2Þn ðβrÞ
d
dr

r2
dhð2Þn ðβrÞ

dr

 !
+

1
sin θPm

n ðcos θÞ
d
dθ

sin θ
dPm

n ðcos θÞ
dθ

� 	
−

m
sin θ

� �2
+ β2r2 = 0,

ð7:25Þ

the required harmonic functions need to be of Schelkunoff’s form [2, 3]. Limiting
the treatment to TEr (or Er =0) outgoing spherical waves, an electric vector
potential function of the form

F = βrhð2Þn ðβrÞPm
n ðcos θÞe− ȷðmϕ−ωtÞ, ð7:26Þ

where hð2Þn is the forward-traveling spherical Hankel function and Pm
n the associated

Legendre function, can be used to produce the remaining electromagnetic field
components via
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Eθ = −
1

r sin θ

∂F
∂ϕ

= Eθ
β

sin θ
hð2Þn ðβrÞPm

n ðcos θÞe− ȷðmϕ−ωtÞ, ð7:27Þ

Eϕ =
1
r
∂F
∂θ

= Eϕβ sin θhð2Þn ðβrÞP′m
n ðcos θÞe− ȷðmϕ−ωtÞ, ð7:28Þ

Hr =
1
ȷωμ

∂
2

∂r2
+ β2

� 	
F =Hrβ

2MðβrÞPm
n ðcos θÞe− ȷðmϕ−ωtÞ, ð7:29Þ

Hθ =
1

ȷωμr
∂
2F

∂r∂θ
=Hθ

β sin θ

r
NðβrÞP′m

n ðcos θÞe− ȷðmϕ−ωtÞ ð7:30Þ

Hϕ =
1

ȷωμr sin θ

∂
2F

∂r∂ϕ
=Hϕ

β

r sin θ
NðβrÞPm

n ðcos θÞe− ȷðmϕ−ωtÞ, ð7:31Þ

All the redacted constants were grouped into the field amplitudes and

MðβrÞ= βrhð2Þn ðβrÞ+2hn′ð2ÞðβrÞ+ βrhn′′ð2ÞðβrÞ,
NðβrÞ= hð2Þn ðβrÞ+ βrhn′ð2ÞðβrÞ.

Following the earlier approach with Cartesian FDTD, the above field quantities
are introduced into the spherical FDTD update equations with the understanding
that β→ β ̃, r= iΔr, θ= jΔθ, and ϕ= kΔϕ. For example, Eq. (7.14), once the
midpoint in time is shifted from n+ 1

2 to n, results in

ϵ eȷωΔt ̸2 − e− ȷωΔt ̸2

Δt
β ̃Eθ
sin θ h

ð2Þ
n ðβ ̃rÞPm

n ðcos θÞ=
e− ȷmΔϕ ̸2 − eȷmΔϕ ̸2

r sinðθÞΔϕ Hrβ ̃
2Mðβ ̃rÞPm

n ðcos θÞ−
N β ̃ðr+Δr ̸2Þð Þ−N β ̃ðr−Δr ̸2Þð Þ

rΔr
β ̃Pm

n ðcos θÞ
sin θ Hϕ.

ð7:32Þ

Applying a similar treatment to the remaining update Eqs. (7.15)–(7.18) and
simplifying the expressions eventually produces the matrix equation

− ϵDt 0 +DH
ϕ 0 −DH

r

0 − ϵDt −DH
θ +DH

r 0
+DE

ϕ −DE
θ − μDt 0 0

0 DE
r 0 − μDt 0

−DE
r 0 0 0 − μDt

2
66664

3
77775

Eθ
Eϕ
Hr

Hθ

Hϕ

2
66664

3
77775=0, ð7:33Þ

where

Dt = ȷ
sin ωΔt ̸2

Δt ̸2
, ð7:34Þ
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DE
r =

r + hð2Þn ðβ ̃r + Þ− r − hð2Þn ðβ ̃r − Þ
ΔrNðβ ̃rÞ , ð7:35Þ

DH
r =

Nðβ ̃r + Þ−Nðβ ̃r − Þ
rΔrhð2Þn ðβ ̃rÞ

, ð7:36Þ

DE
θ =

hð2Þn ðβ ̃rÞ
β ̃rMðβ ̃rÞ

Δθ ̸2
sin Δθ ̸2

sin2 θ+P
0m
n ðcos θ+ Þ− sin2 θ−P

0m
n ðcos θ− Þ

Δθ sin θPm
n ðcos θÞ

, ð7:37Þ

DH
θ =

β ̃Mðβ ̃rÞ
rhð2Þn ðβ ̃rÞ

Pm
n ðcos θ+ Þ−Pm

n ðcos θ− Þ
Δθ sin θP′m

n ðcos θÞ , ð7:38Þ

DE
ϕ = − ȷ

sin mΔϕ ̸2
Δϕ ̸2

hð2Þn ðβ ̃rÞ
β ̃rMðβ ̃rÞ

Δθ ̸2
sinðΔθ ̸2Þ

1
sin2 θ

, ð7:39Þ

DH
ϕ = − ȷ

sin mΔϕ ̸2
Δϕ ̸2

β ̃Mðβ ̃rÞ
rhð2Þn ðβ ̃rÞ

,

r± = r±
Δr
2
,

θ± = θ±
Δθ
2

.

From the above matrix equation, the spherical FDTD dispersion relation can be
derived by setting the system’s determinant to zero;

μϵD2
t =DE

r D
H
r +DE

θD
H
θ +DE

ϕD
H
ϕ , ð7:40Þ

with the expanded form

μϵ sinðωΔt ̸2Þ
Δt ̸2

� �2
= 1

ðr sin θÞ2
sinðmΔϕ ̸2Þ

Δϕ ̸2

� �2
Δθ ̸2

sinðΔθ ̸2Þ

− r + hð2Þn ðβ ̃r + Þ− r − hð2Þn ðβ ̃r− Þ
ΔrNðβ ̃rÞ ⋅ Nðβ ̃r + Þ−Nðβ ̃r − Þ

rΔrhð2Þn ðβ ̃rÞ
− 1

ðr sin θÞ2
Δθ ̸2

sinðΔθ ̸2Þ
sin2 θ+ P′m

n ðcos θ+ Þ− sin2 θ− P′m
n ðcos θ − Þ

ΔθPm
n ðcos θÞ ⋅ Pm

n ðcos θ+ Þ−Pm
n ðcos θ− Þ

ΔθP′m
n ðcos θÞ .

ð7:41Þ

It can be shown, with the help of some trigonometric identities and the first
derivative definition, that
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lim
Δt→ 0

D2
t = −ω2,

lim
Δr→ 0

DE
r D

H
r =

β2rh′′ð2Þn ðβrÞ+2βh′ð2Þn ðβrÞ
rhð2Þn ðβrÞ

,

lim
Δθ→ 0

DE
θD

H
θ =

− sin2 θP′′m
n ðcos θÞ+2 cos θP′m

n ðcos θÞ
r2Pm

n ðcos θÞ
,

lim
Δϕ→ 0

Δθ→ 0

DE
ϕD

H
ϕ = −

m
r sin θ

� �2
.

Assembling all these limits into (7.40) reduces this numerical dispersion relation to
the continuous-space limit as

ω2μϵ=
m

r sin θ

� �2
− β2

h′′ð2Þn ðβrÞ
hð2Þn ðβrÞ

+
2β
r
h′ð2Þn ðβrÞ
hð2Þn ðβrÞ

 !
−

1
r2

sin2 θ
P′′m
n ðcos θÞ
Pm
n ðcos θÞ

− 2 cos θ
P′m
n ðcos θÞ
Pm
n ðcos θÞ

� 	
.

ð7:42Þ

Finally, if we take the spherical Helmholtz wave equation in its separated
variables form [2]

1

hð2Þn ðβrÞ
d
dr

r2
dhð2Þn ðβrÞ

dr

 !
+

1
sin θPm

n ðcos θÞ
d
dθ

sin θ
dPm

n ðcos θÞ
dθ

� 	
−

m
sin θ

� �2
+ β2r2 = 0, ð7:43Þ

and convert the ordinary derivatives d
dr and d

dθ to derivatives with respect to the
arguments d

dðβrÞ and
d

dðcos θÞ, respectively, we can produce

β2 =
m

r sin θ

� �2
− β2

h′′ð2Þn ðβrÞ
hð2Þn ðβrÞ

+
2β
r
h′ð2Þn ðβrÞ
hð2Þn ðβrÞ

 !
−

1
r2

sin2 θ
P′′m
n ðcos θÞ
Pm
n ðcos θÞ

− 2 cos θ
P′m
n ðcos θÞ
Pm
n ðcos θÞ

� 	
.

ð7:44Þ

A simple comparison of (7.42) with (7.44) would result in the succinct dispersion
relation for lossless spherical space, thus finally validating the accuracy of the
derived spherical FDTD dispersion relation in (7.40);

ω2μϵ= β2.

This continuous limit is realized everywhere in the discrete spherical FDTD
space except for the regions

r≤
Δr
2
, θ≤

Δθ
2

, θ≥ π −
Δθ
2

,
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as they involve the special update equations discussed earlier which differ from
those used to derive the numerical dispersion relation (7.40).

7.4 Numerical Dispersion Analysis

The numerical dispersion relation (7.40) is solved for the numerical wavenumber β ̃
given a prescribed set of mesh parameters, intrinsic medium parameters (free space
assumed), and frequency (1 GHz assumed). The selected time step is [4]

Δt=
ffiffiffiffiffi
μϵ

pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
Δr

� �2 + 1
ΔrΔθ

� �2 + 1
Δr sinðΔθÞΔϕ
� �2r , ð7:45Þ

based on the smallest dimensions in the designed spherical FDTD mesh. Figure 7.6
compares numerical wavenumber solutions from the derived dispersion relation at
three different mesh resolutions in terms of spherical FDTD cells per radial
wavelength. As expected, calculated error decreases and stabilizes as the normal-
ized radial distance exceeds unity. Closer to the origin, however, higher mesh
densities are certainly needed if wave solutions integrity is to be maintained. The
numerical wavenumber also becomes complex-valued near the origin which affects
wave solution amplitudes as well as their phases. Negative imaginary β ̃ values
cause the waves to attenuate while positive values cause them to grow artificially.
Each of the curves is limited on the left by rmin =Δr= λ ̸R to avoid the Hankel
function singularity at r=Δr ̸2 in Eq. (7.35)–(7.36).

Figure 7.7 demonstrates the sensitivity of numerical wavenumber solutions to n,
the variable which dictates the mode order along the θ dimension. As the order
increases, so goes the error. If solutions from the problem at hand are expected to
exhibit vital behavior at high n orders, then a finer mesh resolution is called for. On
the other hand, there is limited solutions sensitivity to m, the mode order along the
ϕ dimension, as demonstrated in Fig. 7.8. It should be remembered here that the
spherical wave function (7.26) dictates that m≤ n for any given spherical mode.

Fig. 7.6 Wavenumber error growth approaching the origin at three R cells per radial wavelength
values. Nθ =20, Nϕ =40, m=2, n=2, ϕ=36

◦

, and θ=27
◦
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Fig. 7.7 Wavenumber error sensitivity to n modes. Same parameters as in Fig. 7.6 except for
m=0, R=40, and n is variable

Fig. 7.8 Wavenumber error sensitivity to m modes. Same parameters as in Fig. 7.6 except for
n=5, R=40, and m is variable

Fig. 7.9 Wavenumber error sensitivity to absolute θ position at different modes. Same parameters
as in Fig. 7.6 except for R=40, n=3, and m is variable
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Sensitivity analysis of wavenumber solutions with respect to absolute θ position
can be disrupted by the inherent singularities in the numerical dispersion relation.
The locations of these singularities vary with ðm, nÞ values as they affect the
associated Legendre functions present in the denominators of DE

θ and DH
θ . Fig-

ure 7.9 shows that wavenumber solutions remain relatively unchanged with θ at
low m values and change minimally as m approaches n.

7.5 Absorbing Boundary Conditions

Outgoing spherical waves in a spherical space, continuous or discrete as in spherical
FDTD, have a standing wave nature along both θ and ϕ dimensions. If the spherical
domain is terminated along either of these two dimensions, then appropriate
boundary conditions can be constructed using modal analysis. That leaves only
wave propagation along the r dimension requiring absorbing boundary termination
when modeling unbounded structures. This fact suggests that a spherical FDTD
absorbing boundary layer can be constructed as a regular distortion-less layer with a
profiled loss factor, from zero at the inner boundary of the layer to some maximum
loss factor value at the outer boundary. This type of absorbing boundary condition
(ABC) has been proven to fail for Cartesian FDTD [5]. It will be demonstrated here
that it actually works for spherical FDTD and matches the performance of
Berenger’s perfectly matched layer (PML) ABC [6].

7.5.1 Perfectly Matched Layer ABC

PML absorbing boundary conditions are basically a set of added layers of FDTD
cells tacked on to the outer boundary of the numerical model. In the case of
spherical FDTD, these layers (typically 10–20 cells deep) comprise spherical shells.
The update equations within the PML region match those within the interior model,
with the exception that a profiled loss factor is introduced to a portion of every field
component therein. Said portion is only limited to the ∂ ̸∂r related part of the
component’s update equation. To effect this treatment for spherical FDTD,
Eqs. (7.8), (7.9), (7.11), and (7.12) need to be split into the following set of pairs

ϵ
∂Eθϕ

∂t
=

1
r sin θ

∂Hr

∂ϕ
, ð7:46Þ

ϵ
∂Eθr

∂t
+ σrEθr = −

1
r
∂ðrHϕÞ
∂r

, ð7:47Þ

ϵ
∂Eϕθ

∂t
= −

1
r
∂Hr

∂θ
, ð7:48Þ
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ϵ
∂Eϕr

∂t
+ σrEϕr =

1
r
∂ðrHθÞ
∂r

, ð7:49Þ

− μ
∂Hθϕ

∂t
=

1
r sin θ

∂Er

∂ϕ
, ð7:50Þ

− μ
∂Hθr

∂t
− σ*rHθr = −

1
r
∂ðrEϕÞ
∂r

, ð7:51Þ

− μ
∂Hϕθ

∂t
= −

1
r
∂Er

∂θ
, ð7:52Þ

− μ
∂Hϕr

∂t
− σ*rHϕr =

1
r
∂ðrEθÞ
∂r

, ð7:53Þ

where σr, σ*r are artificially introduced electric and magnetic conductivities that
adhere to the matching condition σ*r ̸μ= σr ̸ϵ. Furthermore, the split field com-
ponents are summed algebraically when they are needed in the right-hand side of
PML region update equations, as in Eθ =Eθϕ +Eθr.

The corresponding spherical FDTD equations within the PML region are

ϵ
Eθϕjn+1

i, j, k −Eθϕjni, j, k
Δt

=
Hrjn+

1
2

i, j, k+ 1
2
−Hrjn+

1
2

i, j, k− 1
2

iΔr sinðjΔθÞΔϕ , ð7:54Þ

ϵ
Eθrjn+1
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The PML conductivity profile is typically polynomial graded from zero to σmax;

σðLÞ= σmax
L
d

� 	nσ

, ð7:62Þ

where L is the radial distance from the innermost PML interface,
d=Δr × ðthe number of PML Layers) is the PML depth and nσ ≈ 2− 4. Finally,
σmax is chosen following Gedney’s empirical suggestion for Cartesian FDTD PML
implementations [7];

σmax =
0.8ðnσ +1Þ
η0Δr

ffiffiffiffiffiffiffiffi
μrϵr

p , ð7:63Þ

where η0 is free space intrinsic impedance and μr , ϵr are the relative permeability
and permittivity, if different from unity.

7.5.2 Distortion-Less Absorbing Shell ABC

For the distortion-less absorbing shell (DAS) ABC, spherical FDTD update equa-
tions remain un-split and the electric and magnetic conductivities are introduced as
add-on terms as if modeling an isotropic lossy medium. The distortion-less con-
dition is maintained by enforcing σ* ̸μ= σ ̸ϵ. This approach fails for Carte-
sian FDTD except for normally incident waves. Since spherical wave harmonics are
basically traveling waves along r and standing waves along θ and ϕ, DAS is
expected to work just as efficiently as PML.

7.5.3 ABC Simulation Comparison

To compare the two ABC approaches, a test model is constructed with Δr= λ ̸40 at
1 GHz, Δθ= π ̸12, and Δϕ= π ̸8. The ABC layers start at r=1.5λ. Two obser-
vation points were tracked at r=0.75λ, θ=45

◦

, 105
◦

, and ϕ=0. The source is an
impressed TEmn = TE01 (Hr) field distribution over a spherical shell of radius
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r=Δr. Results from test simulation are compared with a larger reference model
with similar parameters, except that the outer radius is at r=12.5λ (See Fig. 7.10).
Duration of simulations was terminated before reflections from the larger reference
boundaries could contaminate fields at the observation points.

Figure 7.11 compares the two ABC approaches in terms of the maximum value
of the normalized error in the Eϕ component at the observation points

Eobs −Eref

Eref jmax

����
����, ð7:58Þ

for different loss profile configurations. Several observations can be made here.
First, both ABC approaches give nearly identical results, suggesting that the extra
memory and computing demands of PML field splitting are unnecessary. Second,
absorption efficiency is not affected by θ position. Third, the empirical formula
derived for Cartesian FDTD (7.63) is usable for spherical FDTD. However, addi-
tional absorption performance is attainable through further optimization. From
Fig. 7.11, the empirical formula produced, for nσ =2, σmax = 0.85 S/m which
afforded − 25 dB error, whereas the optimum σmax = 80 dB resulted in − 30 dB.
Fourth and most important, spherical FDTD ABC normalized errors are much
higher compared to Cartesian FDTD which are in the range of − 100 dB [7, 8].

Clearly, ABC design and performance for spherical FDTD deviate considerably
from those for Cartesian FDTD. The sample analysis above serves as a warning
against simple attempts to borrow ABC design parameters from Cartesian FDTD.
Appropriate spherical FDTD ABC design requires more thorough analysis of the

Fig. 7.10 Structure of the PML and DAS testing models. The absorptive performance of the ABC
layers in the left model is compared at the same observation point with the results from the larger
reference model on the right
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algorithm and underlying error-governing equations. The numerical dispersion
relation derived in this chapter can serve as an important tool toward this goal as
well as toward appropriate designs for other spherical FDTD modeling tools.

7.6 Conclusion

Many of the modeling decisions and tools for spherical FDTD require intimate
knowledge of its underlying numerical dispersion relation. Merely copying the
design metrics used for Cartesian FDTD will produce poor performance at best and
may cause the simulation to fail outright if the region of interest is in close prox-
imity to the origin. The spherical FDTD numerical dispersion relation has been
derived in this chapter using the appropriate spherical harmonic solutions of the
governing Maxwell’s equations in spherical coordinates. Sensitivity of the incurred
numerical errors to mesh design parameters has also been analyzed. This presen-
tation lays the foundation for optimizing modeling tools specifically for spherical
FDTD. For example, the chosen PML parameters in this chapter were based on
PML analysis and conclusions from Cartesian FDTD. A potential future work
would be to derive such parameters using reflection analysis of multilayered
spherical boundaries which would directly benefit from the numerical dispersion
relation derived here.
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Chapter 8
Temperature Sensors Based
on Plasmonic Photonic Crystal Fiber

Mohammad Y. Azab, Mohamed Farhat O. Hameed
and S. S. A. Obayya

Abstract In this chapter, two novel highly sensitive surface plasmon resonance
photonic crystal fiber (PCF) temperature sensors based on liquid crystal (LC) or
alcohol mixture are presented and studied. Through this chapter, the coupling
characteristics between the core-guided mode inside the PCF core infiltrated with
either nematic LC or alcohol mixture and surface plasmon mode around the surface
of nanogold wire are studied in detail. The structural geometrical parameters of the
proposed designs, such as hole pitch, number of metallic rods, core diameter, and
metallic rod diameter, are optimized to achieve highly temperature sensitivity. The
suggested alcohol-based sensor offers high sensitivity of 3 nm/°C and 4.9 nm/°C
for transverse electric (TE) and transverse magnetic (TM) polarizations, respec-
tively. Moreover, the alcohol core sensor operates over a wider range of temper-
atures from −4 °C to 53 °C. In addition, the suggested LC-based sensor of compact
device length of 20 μm proved to surpass the sensitivity of the recent temperature
sensors. Using the LC instead of alcohol has improved the sensitivity to 10 nm/°C.
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The results are calculated using full-vectorial finite-element method with irregular
meshing capabilities and perfect matched layer boundary conditions.

Keywords Temperature sensors ⋅ Photonic crystal fiber ⋅ Liquid crystal
Surface plasmon ⋅ Alcohol

8.1 Introduction

Surface plasmon resonance (SPR) sensors based on photonic crystal fibers (PCFs)
aroused much interest in recent years [1–3]. This is due to the high dependence of
the surface plasmon on the index of refraction of the dielectric surrounding the
metal/dielectric interface. A good example is the design of PCF with capillaries
filled with metallic nanowires, where plasmonic modes are excited on the metal
surface [2]. The resonance peak occurs when the real part of the effective index of
the core mode is equal to that of the SPR mode at a particular wavelength. As a
result, maximum power transfer occurs to the surface plasmon mode from the core
mode with maximum losses. It is worth noting that PCF-based temperature sensor
should be filled with liquid material with temperature coefficient. Consequently, the
refractive index of the filling liquid and hence the effective refractive index of the
PCF design will be temperature dependent. Therefore, SPR PCF temperature sensor
can be realized.

Great efforts have been exerted in designing temperature sensors based on PCFs.
A SP PCF temperature sensor has been reported [2] with a large central hole filled
with LC material and coated by gold layer which offers sensitivity of 4 nm/°C.
Additionally, a coupling between core modes and surface plasmon modes was
demonstrated by Peng et al. [3]. In Ref. [3], the second layer has airholes filled with
a liquid characterized by a large thermo-optic coefficient which offers sensitivity of
0.072 nm/°C. Further, liquid sealed (LS) PCF sensor with sensitivity of 0.0166 nm/
°C based on in-line modal interferometers was proposed in [4]. Also, SPR sensor
based on PCF filled with different concentrations of analyte and silver nanowires
[5] was reported with sensitivity of 2.7 nm/°C. Moreover, Hu et al. [6] have
investigated PCF directional coupler sensor filled with NLC with sensitivity of
3.86 nm/°C. Furthermore, high sensitivity of 4 nm/°C was achieved based on
SPR PCF filled with a mixture of chloroform and ethanol with silver nanowires
around the core region [7].

In this chapter, two novel designs of SPR temperature sensors based on PCF
have been presented and analyzed. The suggested PCF sensors have a metal wire
next to the core region as shown in Fig. 8.1. Resonance peaks are supported by the
metal wire which is sensitive to the temperature variation by using alcohol mixture
as a sensing medium for the first design and NLC for the second design. The
temperature variation will affect the effective refractive indices of both LC material
and alcohol mixture. This leads to a shift in the resonance wavelength. The tem-
perature change can be detected by measuring the wavelength shift of the resonance
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peak. The suggested alcohol SPR PCF sensor has a background material of silica
while the other design based on the NLC has a fluorite crown glass of type FK51A.

The first design with alcohol mixture in the core region achieves high sensitivity
of 3 nm/°C which is comparable to those in the literature over a wide range of
detection from −4 to 53 °C. On the other hand, in the second design, the refractive
index of the FK51A is close to that of the ordinary index no of the liquid crystal. As
a result, the efficiency of the coupling between the plasmonic modes and core
modes is improved. Therefore, high sensitivity for temperature variation as high as
10 nm/°C can be attained for temperature range from 30 to 50 °C. The reported
sensitivity is much higher than the recent temperature sensors in the literature [2–7].

8.2 Alcohol-Based SPR PCF Temperature Sensor

8.2.1 Design Considerations

Figure 8.1 represents a cross section of the suggested SPR PCF. The first design is
based on silica glass as a background material. Further, the central hole has a
diameter DC and is infiltrated with alcohol mixture. The hole next to the core region
from the right is replaced by a gold nanowire with diameter d. The core is infiltrated
with alcohol mixture consisting of ethanol and chloroform [7]. Both ethanol and
chloroform have temperature-dependent refractive indices that can be determined
from the following relation [7]:

nx = n0 +
dn
dT

Tx − T0ð Þ ð1Þ

where n0 is the refractive index at reference temperature T0 which is equal to 1.36
and 1.44 for ethanol and chloroform at 20 °C, respectively, nx is the refractive index

Fig. 8.1 Cross section of the
suggested SPR PCF
temperature sensor
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of ethanol or chloroform at temperature Tx. Additionally, to calculate the refractive
index n of the resultant mixture, the mixing ratio must be considered as follows [7]:

n2 − 1
n2 + 2

=∅1
n21 − 1
n21 + 2

+∅2
n22 − 1
n22 + 2

ð2Þ

where n1 and n2 are the refractive indices for ethanol and chloroform at a specific
temperature, ∅1 and ∅2 are the volume fractions for ethanol and chloroform in the
mixture. According to [7], it is convenient to use a volume ratio for ethanol to
chloroform of 4:6. In this study, a temperature range from −4 to 53 °C is considered
with four steps (−4, 15, 34, and 53). The corresponding alcohol mixture refractive
indices according to the above equations are 1.39, 1.4, 1.41, and 1.42 for tem-
perature values of 53 °C, 34 °C, 15 °C, and −4 °C, respectively. Additionally, the
wavelength-dependent relative permittivity of the gold wire is given by [8]:

εAuðωÞ= ε∞ −
ω2
p

ω ω+ iωτð Þ ð3Þ

where ε∞,ωp and ωτ are equal to 9.75, 1.36 × 1016 rad ̸s and 1.45 × 1014 rad ̸s,
respectively. Further, the Sellmeier equation of the silica glass ns is taken as [9]:

n2s ðλÞ=1+
B1λ2

λ2 −C1
+

B2λ2

λ2 −C2
+

B3λ2

λ2 −C3
ð4Þ

where λ is the wavelength in μm. Additionally, B1, B2, and B3 are fixed to
0.6961663, 0.4079426, and 0.8974794 while C1, C2, and C3 are equal to
0.00467914826 μm2, 0.0135120631 μm2, and 97.9340025 μm2, respectively.

8.2.2 Numerical Results and Discussion

The analysis of the suggested sensor is carried out using the full-vectorial
finite-element method (FVFEM) [10] on a circular computational domain of radius
6 μm with 63131 degrees of freedom and minimum element size of 0.0008 μm.
Additionally, a perfect matched layer (PML) is used as a boundary condition to
truncate the computational domain. Figure 8.2 shows the variation of the real part
of the effective index of the quasi-TE core-guided mode and quasi-TE SP mode
with the wavelength. In addition, the confinement loss of the core mode is also
shown in Fig. 8.2 which is calculated using the following equation [9]:

α dB ̸mð Þ=40 πIm neffð Þ ̸ ln 10ð Þλð Þ ð5Þ

In this study, the geometrical parameters are taken as Λ=2.4 μm, DC =2 μm,
T=34 °C, and d=1000 nm. It may be seen from Fig. 8.2 that at λ=1337 nm, the

182 M. Y. Azab et al.



effective indices of the quasi-TE core mode H11
y and SP mode are equal. At the

resonance wavelength, the matching condition is achieved with maximum loss for
the core-guided mode as shown in Fig. 8.2. In addition, the field plots of the
x-component of the quasi-TE core mode and the TE SP mode are shown in Fig. 8.2.
It is evident from the inset of Fig. 8.2 that at λ=1100 nm away from the resonance
wavelength, the field of the quasi-TE core mode is well confined to the core region,
while the field of the SP mode exists only around the surface of the gold rod.
Additionally, at the resonance wavelength of 1337 nm, there is a similarity between
the field plots of both the quasi-TE core mode and the TE SP mode where the
matching takes place as shown in Fig. 8.2.

The efficiency of the proposed sensor can be studied by calculating its sensitivity
to temperature change over the specified range (−4 °C:53 °C). The sensitivity of the
proposed design can be calculated according to the wavelength interrogation
method given by [9]:

SλðλÞ= ∂λpeakðTÞ
∂T

nm ̸ ◦Cð Þ ð6Þ

where SλðλÞ is the sensitivity defined by the shift of λpeak per unit temperature
degree, where λpeak is the wavelength corresponding to the resonance peak in the
loss spectra. Additionally, the sensitivity of the reported sensor is calculated using
the amplitude-based method given by [9]:

SA = −
∂ðαðλ,TÞÞ ̸∂T

αðλ,TÞ
◦C− 1� � ð7Þ

where α(λ, T) represents the propagation loss of the core-guided mode as a function
of the wavelength at temperature T.

Fig. 8.2 Variation of the
effective index and loss of the
quasi-TE core mode H11

y and
the SP mode with the
wavelength. Inset: field plots
of the H11

y of the quasi-TE
core mode and SP mode at
different wavelengths
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To achieve the maximum possible sensitivity for the proposed design, the
geometrical parameters are studied including the hole pitch Λ, the core diameter
DC, and the gold rod diameter d. The analysis is carried out for the first structure
where the resonance wavelength is calculated at different temperatures −4, 15, 34,
and 53 °C while the cladding airholes diameter is fixed at 2 μm. First, the effect of
the hole pitch is studied with three different values 2.3 μm, 2.4 μm, and 2.5 μm
while the core radius and the gold rod diameter are fixed at 2 μm and 1000 nm,
respectively. It may be seen from Fig. 8.3a, d that for Λ=2.3 μm, the resonance
occurs at 1370 nm, 1324 nm, 1277 nm, and 1230 nm for temperature values of 53
°C, 34 °C, 15 °C, and −4 °C, respectively. As a result, the corresponding wave-
length sensitivities are equal to 2.42, 2.47, and 2.47 nm/°C. Further, amplitude
sensitivities of 0.0113 °C−1, 0.0214 °C−1, and 0.0178 °C−1 are achieved for tem-
perature ranges (53 °C:34 °C), (34 °C:15 °C), and (15 °C:−4 °C), respectively, as
shown in Table 8.1. It is also evident from Fig. 8.3b, e that when the hole pitch is
increased to 2.4 μm, the corresponding wavelength sensitivities also increase to
2.63, 2.68, and 2.63 nm/°C for temperature ranges (53 °C:34 °C), (34 °C:15 °C),
and (15 °C:−4 °C), respectively. However, the amplitude sensitivity increases only
for temperature range (53 °C:34 °C), while it slightly decreases for (34 °C:15 °C)
and remains constant for (15 °C:−4 °C) temperature range as shown in Table 8.1.
Additionally, Table 8.1 and Fig. 8.3c, f show that if the hole pitch is further
increased to 2.5 μm, the wavelength sensitivity increases while there is a slight
decrease in the amplitude sensitivity.

Next, the impact of the core diameter is studied, while the values of the hole
pitch and gold rod diameter are fixed at 2.5 μm and 1000 nm, respectively.
Figure 8.4a, d shows that at core diameter of 1.8 μm, the achieved wavelength

Fig. 8.3 Variation of the quasi-TE core mode losses and amplitude sensitivity with the
wavelength at different temperatures, at a, d Λ = 2.3 µm, b, e Λ = 2.4 µm, and c, f Λ = 2.5 µm
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sensitivities are 2.68, 2.63, and 2.57 nm/°C for temperature ranges of (53 °C:34
°C), (34 °C:15 °C), and (15 °C:−4 °C). Further, the corresponding amplitude
sensitivities are equal to 0.0112 °C−1, 0.0135 °C−1, 0.0164 °C−1 for the same
temperature ranges, respectively, as seen from Table 8.1. It is also evident from
Fig. 8.4b, e, c and Table 8.1 that the wavelength and amplitude sensitivities are
increased by increasing the core diameter to 2.2 μm. However, the amplitude
sensitivity slightly decreases at core diameter of 2.2 μm for the temperature range
(53 °C:34 °C) as may be seen from Fig. 8.4f and Table 8.1.

The effect of the gold rod diameter is next studied while the hole pitch and core
diameter are fixed at 2.5 μm and 2.2 μm, respectively. It may be seen from Fig. 8.5a,
d that at gold rod diameter of 900 nm, the resonance occurs at wavelength of

Table 8.1 Summary of the resonance wavelength λ0, wavelength sensitivity Sλ and amplitude
sensitivity SA at different structural geometrical parameters for the TE polarization

Parameter λo (nm) Sλ (nm/°C) SA (°C−1)

53 °C 34 °C 15 °C −4 °C 53–34 34–15 15–4 53–34 34–15 15–4

Λ (μm) 2.3 1370 1324 1277 1230 2.42 2.47 2.47 0.0113 0.0214 0.0178

2.4 1387 1337 1286 1236 2.63 2.68 2.63 0.0120 0.0148 0.0178

2.5 1402 1349 1295 1241 2.78 2.84 2.84 0.0116 0.0145 0.0176

DC (μm) 1.8 1381 1330 1280 1231 2.68 2.63 2.57 0.0112 0.0135 0.0164

2 1402 1349 1295 1241 2.78 2.84 2.84 0.0116 0.0145 0.0176

2.2 1414 1359 1303 1247 2.89 2.94 2.94 0.0109 0.0155 0.0188

drod (nm) 900 1358 1302 1245 1188 2.94 3 3 0.0102 0.0156 0.0194

1000 1414 1359 1303 1247 2.89 2.94 2.94 0.0109 0.0155 0.0188

1100 1462 1409 1354 1299 2.78 2.89 2.89 0.0122 0.0150 0.0179

Fig. 8.4 Variation of the quasi-TE core mode losses and amplitude sensitivity with the
wavelength at different temperatures, at a, d Dc = 1.8 µm, b, e Dc = 2 µm, and c, f Dc = 2.2 µm
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1358 nm, 1302 nm, 1245 nm, and 1188 nm at temperature values of 53 °C, 34 °C,
15 °C, and −4°C, respectively. The resultant wavelength sensitivities are equal to
2.94 nm/°C, 3 nm/°C, and 3 nm/°C for temperature ranges of (53 °C:34 °C),
(34 °C:15 °C), and (15 °C:−4 °C), respectively, as seen from Table 8.1. In addition,
the corresponding amplitude sensitivities are equal to 0.0102, 0.0156, and 0.0194
°C−1 for the same temperature ranges. When the gold rod diameter is changed to
1000 nm, both the wavelength sensitivities and amplitude sensitivities are decreased
except for the amplitude sensitivity for temperature range (53 °C:34 °C) where it
slightly increases, as shown in Fig. 8.5b, e and Table 8.1. Moreover, if the gold rod
diameter is further increased to 1100 nm, the wavelength sensitivities and amplitude
sensitivities are decreased over the whole temperature range except for temperature
range of (53 °C:34 °C) where the amplitude sensitivity slightly increases as shown in
Fig. 8.5f.

The performance of the suggested design is also tested for linear sensing
capability. Figure 8.6 represents the variation of the resonance wavelength with the
temperature variation. As may be seen from Fig. 8.6, the suggested sensor has an
excellent linear fitting accuracy with linear fitting equation of the form:

λres = 2.9842 × T + 1200.1 ðnmÞ ð8Þ

In addition, the achieved R value is equal to 1. As a result, unknown temper-
atures within the specified range can be detected efficiently.

The analysis of the proposed sensor based on quasi-TM modes is also reported.
Figure 8.7 shows the variation of the effective index of the quasi-TM core mode

Fig. 8.5 Variation of the quasi-TE core mode losses and amplitude sensitivity with the
wavelength at different temperatures, at a, d d = 900 nm, b, e d = 1000 nm, and
c, f d = 1100 nm
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and the TM SP mode with the wavelength. The analysis is performed at T = 34 °C,
Λ=2.4 μm, DC =2 μm, and d=1000 nm. In addition, the confinement loss of the
quasi-TM core mode is shown in Fig. 8.7 to justify the coupling where a maximum
loss occurs. Moreover, the inset of Fig. 8.7 shows the field plots of the main
components for both the quasi-TM core mode H11

x and the TM SP mode at different
wavelengths. As shown in Fig. 8.7, the matching is attained at λ=1421 nm
between the quasi-TM core mode and the TM SP mode. Further, the field plots of
the quasi-TM core mode and the TM SP mode are nearly the same at the coupling
wavelength of 1421. However, away from the resonance wavelength, the field of
the quasi-TM core mode is confined to the core region while the field of the TM SP
mode exists only around the metal surface as shown in the inset of Fig. 8.7.

It is worth noting that the suggested sensor can be used efficiently using both TE
and TM polarizations. The analysis shows that if the same optimized parameters for
the TE polarization case is used for the TM case, the achieved sensitivities for the

Fig. 8.6 Linear fitting for the
variation of the resonance
wavelength with the
temperature

Fig. 8.7 Variation of the
effective index and loss of the
quasi-TM core mode and the
SP TM modes with the
wavelength
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TM case are equal to 3.73 nm/°C, 3.84 nm/°C, and 3.84 nm/°C for temperature
ranges of (53 °C:34 °C), (34 °C:15 °C), and (15 °C:−4 °C), respectively. However,
if a complete study is performed for the TM polarization such that only TM modes
are considered, different results can be obtained.

First, the effect of the hole pitch is considered, while the other parameters are fixed
atDC =2 μmand d=1000 nm. Figure 8.8 represents the variation of the confinement
loss of the quasi-TM core mode with the wavelength at different temperatures and for
different hole pitch values. Additionally, the amplitude sensitivity is added for dif-
ferent values of the hole pitch. It is revealed from Fig. 8.8a, d that for Λ=2.3 μm, the
resonance peaks occur at λ=1504 nm, 1432 nm, 1361 nm, and 1290 nm for tem-
perature values of 53° C, 34 °C, 15 °C, and −4 °C, respectively. These resonance
peaks result in wavelength sensitivities of 3.78 nm/°C, 3.73 nm/°C, and 3.73 nm/°C
for temperature ranges of (53 °C:34 °C), (34 °C:15 °C), and (15 °C:−4 °C),
respectively. Further, the corresponding amplitude sensitivities are 0.0336, 0.0353,
and 0.0373°C−1 for the same temperature ranges. The numerical results of the current
study are summarized in Table 8.2. When the hole pitch is increased to 2.5 μm, the
distance between the alcohol core and the gold rod increases which decreases the
interaction between TM core mode and SP mode and hence the wavelength sensi-
tivity as shown in Fig. 8.8c, f and Table 8.2. Furthermore, increasing the distance
between the core and the gold rod will decrease the power transfer between them as
well as the amplitude sensitivity as shown in Table 8.2.

Next, an analysis of the alcohol core diameter is performed, while the other
parameters are fixed at Λ=2.3 μm and d=1000 nm. It may be seen from Fig. 8.9a, d
that at core diameter of 1.8 μm, the coupling between the quasi-TM core mode and

Fig. 8.8 Variation of the quasi-TM core mode losses and amplitude sensitivity with the
wavelength at different temperatures, at a, d Λ = 2.3 µm, b, e Λ = 2.4 µm, and c, f Λ = 2.5 µm
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the TM SP mode takes place at λ=1410 nm, 1358 nm, 1306 nm, and 1251 nm at
temperatures of 53 °C, 34 °C, 15 °C, and −4 °C, respectively As a result, for
temperature ranges of (53 °C:34 °C), (34 °C:15 °C), and (15 °C:−4 °C), the achieved
wavelength sensitivities are: 2.73 nm/°C, 2.73 nm/°C, and 2.89 nm/°C, while the
amplitude sensitivity is equal to 0.0202 °C−1, 0.0243 °C−1, and 0.0292 °C−1,
respectively. If the core diameter is increased to 2.2 μm, the distance between the
core region and the gold rod will be decreased. As a result, both the wavelength
sensitivity and the amplitude sensitivity are increased as shown in Fig. 8.9 and

Table 8.2 Summary of the resonance wavelength λ0, wavelength sensitivity Sλ, and amplitude
sensitivity SA at different structural geometrical parameters for the TM polarization

Parameter λo (nm) Sλ (nm/°C) SA (°C−1)

53 °C 34 °C 15 °C −4 °C 53–34 34–15 15–4 53–34 34–15 15–4

Λ (μm) 2.3 1504 1432 1361 1290 3.78 3.73 3.73 0.0336 0.0353 0.0373

2.4 1489 1421 1353 1284 3.57 3.57 3.63 0.0268 0.0292 0.0326

2.5 1468 1403 1339 1274 3.42 3.36 3.42 0.0197 0.0211 0.0264

DC (μm) 1.8 1410 1358 1306 1251 2.73 2.73 2.89 0.0202 0.0243 0.0292

2 1504 1432 1361 1290 3.78 3.73 3.73 0.0336 0.0353 0.0373

2.2 1590 1501 1410 1320 4.68 4.78 4.73 0.0404 0.0411 0.0417

drod (nm) 900 1541 1451 1358 1266 4.73 4.89 4.84 0.0400 0.0407 0.0416

1000 1590 1501 1410 1320 4.68 4.78 4.73 0.0404 0.0411 0.0417

1100 1631 1545 1456 1368 4.52 4.68 4.63 0.0405 0.0411 0.0416

Fig. 8.9 Variation of the quasi-TM core mode losses and amplitude sensitivity with the
wavelength at different temperatures, at a, d Dc = 1.8 µm, b, e Dc = 2 µm, and c, f Dc = 2.2 µm
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Table 8.2. Therefore, the alcohol core diameter of 2.2 μm will be taken in the
subsequent simulations.

The effect of the gold rod diameter is next studied, while the other parameters are
fixed at their optimum values of Λ=2.3 μm and DC =2.2 μm. Figure 8.10 repre-
sents the change in the confinement loss and amplitude sensitivity of the quasi-TM
core mode with the wavelength at different gold rod diameters 900, 1000, and 1100
nm for different temperatures. According to Fig. 8.10a, d, the resonance peaks
result in wavelength sensitivities of 4.73 nm/°C, 4.89 nm/°C, and 4.84 nm/°C, for
temperature ranges of (53 °C:34 °C), (34 °C:15 °C), and (15 °C: −4 °C), respec-
tively. In addition, the corresponding amplitude sensitivities are 0.0400, 0.0407,
and 0.0416 °C−1 for the same temperature ranges. Figure 8.10b, e along with
Table 8.2 shows that using a gold rod with diameter of 1000 nm results in a
decrease in the wavelength sensitivities. However, as the gold rod diameter
increases, the area of the metal surface increases. Therefore, more power transfer
occurs between the core mode and the SP mode which results in a slight increase in
the amplitude sensitivity. If the gold rod diameter is further increased to 1100 nm,
the wavelength sensitivities are further decreased over all temperature ranges as
shown in Fig. 8.10c, f. On the other hand, Table 8.2 shows that increasing the gold
rod diameter to 1100 nm has nearly no effect on the amplitude sensitivities.

The performance linearity of the suggested sensor is tested based on the TM
mode. Figure 8.11 shows the change in the resonance wavelength with the tem-
perature variation. The fitting of the curve points proves that the behavior of the
suggested sensor for the TM polarization is excellently linear. Further, R coefficient
for the fitting curve is equal to 0.999988 with linear fitting equation as follows:

λres = 4.8316 × T + 1285.6 ð9Þ

Fig. 8.10 Variation of the quasi-TM core mode losses and amplitude sensitivity with the
wavelength at different temperatures, at a, d d = 900 nm, b, e d = 1000 nm and c, f d = 1100 nm
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Based on the previous study, the optimum case is achieved for the TE polarization at
hole pitch, core diameter, and gold rod diameter values of 2.5 μm, 2.2 μm, and 900 nm,
respectively. The achieved wavelength sensitivities are 2.94 nm/°C, 3 nm/°C, and
3 nm/°Cwith amplitude sensitivities of 0.0102°C−1, 0.0156°C−1, and 0.0194°C−1 for
temperature ranges of (53 °C:34 °C), (34 °C:15 °C), and (15 °C:−4 °C), respectively.
For the TM polarization at the same design parameters of (Λ=2.5 μm, DC =2.2 μm,
and d=900 nm), the reported wavelength sensitivities are 3.73, 3.84, and 3.84 nm/
°C. If the design parameters are optimized for the TM case, the achieved wavelength
sensitivities are 4.73, 4.89, and 4.84 nm/°C. The reported sensitivities are comparable
to those in the literature [2–7] for the TE case, while the values for the TMcase surpass
slightly those in the literature.Moreover, the analysis shows that if the same optimized
parameters for the TM polarization case is used for the TE case, the achieved sensi-
tivity for the TE case is equal to 2.31 nm/°C, 2.31 nm/°C, and 2.36 nm/°C for tem-
perature ranges of (53 °C:34 °C), (34 °C:15 °C), and (15 °C:−4 °C), respectively. In
order to further increase the sensor sensitivity, a second design based onLC-filled core
is suggested and analyzed in the next section.

8.3 NLC SPR PCF Temperature Sensor

8.3.1 Design Considerations

Figure 8.12 represents a cross section of the suggested LC PCF SPR temperature
sensor with different numbers of metal rods. The reported structure is based on two
rings of airholes characterized with diameter d and arranged in a triangular lattice
with a hole pitch Λ. The FK51A [8] is used as a background material. The hole in

Fig. 8.11 Linear fitting for
the variation of the resonance
wavelength with the
temperature
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the center has a diameter Dcore and is infiltrated with type E7 NLC [8]. The hole
next to the core region from the right is replaced by a gold rod with diameter Drod.
Further, two sets of electrodes are used to control the state of the LC molecules.

The NLC is an anisotropic material, with direction-dependent properties. The
dielectric permittivity of the LC has the diagonal form of [ne

2 no
2 no

2] with rotation
angle φ=0◦ when Vx = V0, and Vy = 0 where φ stands for the rotation angle of
the director of the LC molecules, and no and ne are the ordinary and extraordinary
refractive indices of the NLC material, respectively. However, the NLC molecules
will be oriented along y-axis when Vx = 0, and Vy = V0 with φ = 90o and εr = [no

2

ne
2 no

2]. The wavelength-dependent values of ne and no [11] are given by

ne, o =Ae, o +
Be, o

λ2
+

Ce, o

λ4
ð10Þ

where λ is the wavelength and Ae, Be, Ce, Ao, Bo, and Co are temperature-
dependent coefficients of the Cauchy model which can be found at different tem-
peratures in [11, 12].

The Sellmeier equation of the FK51A material is obtained from [8]:

n2ðλÞ=1+
A1λ

2

λ2 −B1
+

A2λ
2

λ2 −B2
+

A3λ
2

λ2 −B3
ð11Þ

Fig. 8.12 Cross section of the NLC SPR PCF temperature sensor with a One, b Two, and c Three
metallic nanorods. Inset: Electric potential and electric field distribution through the structure at
Vy = 250 V [13]
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where n(λ) is the wavelength-dependent refractive index of the FK51A,
A1 = 0.971247817, A2 = 0.2169014, A3 = 0.9046517, B1 = 0.00472302 µm2,
B2 = 0.01535756 µm2, and B3 = 168.68133 µm2.

Additionally, the wavelength-dependent relative permittivity of the gold wire is
also taken from Eq. (3). Further, both the FK51A (∼10−6/K) [14] and the gold have
thermo-optical coefficients which are much smaller than that of the NLC which
justifies neglecting them in the analysis. However, thermo-optical coefficients of
other types of glasses with positive thermal expansion coefficient and relatively
large thermo-optical constant such as F2 glass [15] should be considered.

8.3.2 Numerical Results and Discussion

In order to ensure that the electric field and the vertical electric potential (Vy) have
uniform distribution inside the NLC core region, an important analysis is made
where Gauss law is solved along with the electric potential–electric field relation
given by [16]:

∇ ⋅D= ρ, E= −∇V ð12Þ

where D represents the displacement field, E is the electric field, V is the electric
potential, and ρ is the charge density which vanishes for a dielectric material.
The FVFEM [10] is used to solve the two equations over a square-shaped (side = 6
× Λ) computational domain as shown in Fig. 8.12. The vertical electrodes’ voltage
is taken as Vy =250V which is greater than Fréedericksz threshold [17]. The degree
of freedom is equal to 175249 with minimum element size of 0.00045 µm and
Dirichlet boundary conditions for the electric potential. It may be seen from the
inset figure that the electric field and the electric potential are uniform in the region
inside the NLC core while they have a slight change near the gold rod. Therefore,
the metallic rod will not affect the uniformity of the electric field through the
NLC core.

The analysis of the suggested sensor is carried out using the FVFEM [10] on the
same computational domain with 175294 degrees of freedom and minimum ele-
ment size of 0.0008 μm. Additionally, a perfect matched layer (PML) is used as a
boundary condition. Figure 8.13 shows the variation of the effective indices with
the wavelength for quasi-TE (X-polarized) and quasi-TM (Y-polarized) core modes
and surface plasmon (SP) modes. Additionally, the loss spectrum of the two
polarized core modes is shown in Fig. 8.13. In this study, Λ, Dcore, Drod, and T are
initially equal to 3.75 μm, 3.4 μm, 800 nm, and 20 °C, respectively. It is evident
from Fig. 8.13a that matching occurs between the SP mode (SPx

1) and quasi-TE
core mode (Hy

11) at wavelength of 1493 μm. Therefore, the loss spectrum of the
quasi-TE core mode has a peak at the resonance wavelength. However, no coupling
occurs between the quasi-TM mode and SP modes as shown in Fig. 8.13b. At
φ=90◦, εr = [no

2 ne
2 no

2]; therefore, the quasi-TE core mode is affected by no while
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the quasi-TM core mode relies on ne. As a result, the effective indices for the
quasi-TM core modes will be greater than those for the SP modes which prevent the
coupling occurrence. Therefore, the coupling between the quasi-TE mode and
the SP modes and its effect on the performance of the proposed sensor will be
studied thoroughly in the following simulations.

To justify our choice of using FK51A glass rather than silica as a background
material, an analysis is also made for the loss spectrum using silica as a background
material. In this study, the silica glass has a wavelength which is dependent on
refractive index ns given by Eq. (4).

Figure 8.14 shows the loss variation of the quasi-TE mode when silica or
FK51A is used as a background material. It is revealed from this figure that there is
no resonance when the silica is used as a background material. However, a reso-
nance occurs in the case of FK51A at a wavelength of 1493 nm. It is worth nothing

Fig. 8.13 Variation of the effective index and loss of the a quasi-TE and b quasi-TM core modes
and the SP modes with the wavelength [13]

Fig. 8.14 Spectra curve for loss of the quasi-TE core mode using two different background
materials, silica and FK51A [13]
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that it is possible to fabricate optical fibers using FK51A through stack and draw
mechanism as reported in [18]. Therefore, FK51A is chosen as a background
material for the suggested sensor.

The temperature-sensing mechanism depends mainly on the temperature-
dependent LC molecules. The sensitivity of the proposed design can be calcu-
lated according to the wavelength and the amplitude interrogation methods given by
Eqs. (6) and (7), respectively. In order to obtain highly sensitive temperature
sensor, the structural geometrical parameters have been studied. The effect of the
number of gold rods is first investigated. The analysis is carried out by calculating
the losses versus wavelength for different temperatures 30, 40, and 50 °C where the
other parameters are fixed at Dcore = 3 μm, Drod = 800 nm, and Λ = 3.75 μm.
Figure 8.15 shows the variation of the confinement loss of the quasi-TE core mode
with the wavelength variation at different temperatures and for different number of
gold rods. It is revealed from Fig. 8.15a that the use of one rod only results in
resonance wavelengths of 1593 nm, 1499 nm, and 1415 nm according to temper-
atures of 30, 40, and 50 °C, respectively. Therefore, a shift (Δλ) of 94 nm and
84 nm is achieved when the temperature is changed from 30 °C to 40 °C and from
40 °C to 50 °C, respectively. As a result, sensitivity of 9.4 nm/°C and 8.4 nm/°C is
obtained at the corresponding temperature ranges. The reported sensitivity is much
higher than 2.7 nm/°C, 3.86 nm/°C, and 4 nm/°C reported in [5–7] respectively.
However, sensitivity of 9.1 nm/°C and 8.4 nm/°C is offered by using two rods as
shown in Fig. 8.15b according to the resonance wavelengths of 1580 nm, 1489 nm,
and 1405 nm at T = 30 °C, 40 °C, and 50 °C, respectively. On the other hand,
sensitivity of 8.9 nm/°C and 8.3 nm/°C is obtained over the same temperature

Fig. 8.15 Variation of the quasi-TE core mode losses in (dB/cm) with the wavelength at different
temperatures, with a One, b Two, and c Three gold rods. Variation of the corresponding amplitude
sensitivities with the wavelength is shown in Fig. 8.15d, e, and f, respectively [13]
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ranges, (from 30 °C to 40 °C) and (from 40 °C to 50 °C), respectively, due to three
rods as realized from Fig. 8.15c. It may be also seen from Fig. 8.15 that the loss of
the quasi-TE core mode with only one rod is smaller than those obtained by using
two and three rods.

The same analysis for the geometrical parameters is carried out using the
amplitude interrogation method. It is evident from Fig. 8.15d that the maximal
amplitude sensitivity has values of 0.207 °C−1 and 0.182 °C−1 when one gold rod is
used for temperature ranges (from 30 °C to 40 °C) and (from 40 °C to 50 °C),
respectively. However, if two gold rods are used, the maximal amplitude sensitivity
drops to 0.126 °C−1 for temperature range (from 30 °C to 40 °C), while it increases
to 0.223 °C−1 for temperature range (from 40 °C to 50 °C) as shown in Fig. 8.15e.
Further, Fig. 8.15f reveals that if three gold rods are used, the maximal amplitude
sensitivity will be decreased to 0.0891 °C−1 and 0.164 °C−1 according to tem-
perature ranges (from 30 °C to 40 °C) and (from 40 °C to 50 °C), respectively.
Table 8.3 summarizes the resonance wavelength, wavelength interrogation sensi-
tivity, and maximal amplitude sensitivity at different structural geometrical
parameters.

Next, the effect of the NLC core diameter on the sensor performance is studied.
Figure 8.16 shows the loss and amplitude sensitivity variation with the wavelength
at three different temperatures 30, 40, and 50 °C. In this investigation, one gold rod
of diameter 800 nm is used for different core diameters. The resonance wavelengths
and the corresponding sensor sensitivities are also reported in Table 8.3. It is found
that at Dcore = 3 μm, sensor sensitivities of 9.4 nm/°C and 8.4 nm/°C are reported
for temperature ranges (from 30 °C to 40 °C) and (from 40 °C to 50 °C), respec-
tively. Additionally, maximal amplitude sensitivity of 0.207 and 0.182 °C−1 is
obtained for the same temperature ranges as shown in Fig. 8.16d. When the core
diameter is further increased to 3.4 and 4 μm, the sensor sensitivity will be
decreased as reported in Table 8.3.

Table 8.3 Summary of the resonance wavelength λ0, wavelength sensitivity Sλ, and amplitude
sensitivity SA at different structural geometrical parameters. [13]

Parameter λo (nm) Sλ (nm/°C) SA (°C−1)
30 °C 40 °C 50 °C 30–40 40–50 30–40 40–50

No. of rods 1 1593 1499 1415 9.4 8.4 0.207 0.182
2 1580 1489 1405 9.1 8.4 0.126 0.223
3 1573 1484 1401 8.9 8.3 0.089 0.164

Dcore (μm) 3 1593 1499 1415 9.4 8.4 0.207 0.182
3.4 1510 1425 1353 8.5 7.2 0.278 0.129
4 1434 1361 1296 7.3 6.5 0.213 0.137

Drod (nm) 600 1423 1354 1292 6.9 6.2 0.132 0.093
800 1593 1499 1415 9.4 8.4 0.207 0.182
1000 1712 1612 1512 10.0 10.0 0.20 0.20
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The effect of the gold rod diameter at Dcore = 3 μm is also investigated and
reported in Fig. 8.17 and Table 8.3. The numerical results show that at
Drod = 1000 nm, an ultra-high sensitivity of 10.0 nm/°C is achieved for detection
range 30–50 °C that guarantees linear sensor operation. Further, maximal amplitude
sensitivity of approximately 0.2 °C−1 is obtained for the same temperature range as
realized from Fig. 8.17f. To achieve an optimum design for the sensor which
has <1.0 dB total leakage losses for the quasi-TE mode, a compact length of 20 μm
can fulfill this requirement. Furthermore, the LC core biosensor has a high linearity
for measurement over the specified temperature range (30 °C:50 °C) as shown in
Fig. 8.18.

Table 8.4 shows a comparison between the achieved results and other related
recent researches reported in the literature in terms of the resonance wavelength and
wavelength sensitivity. Table 8.4 clarifies that the obtained sensitivities in this work
are higher than those reported in the literature.

Finally, a tolerance study for the different structure geometrical parameters of the
NLC-based sensor has been investigated. It is found that the NLC core radius, metal
rod diameter, hole pitch, and cladding hole radius have a tolerance of ±5% at which
the sensor sensitivity is still greater than 9.0 nm/°C. Therefore, the suggested design
has less sensitivity to geometrical parameters variations through the fabrication
process.

The fabrication of the proposed PCF SPR sensor can be accomplished by the use
of popular stack and draw technique [19] since the structure depends on the widely
used triangular lattice PCF. Through careful process control, the airholes can be
arranged with high accuracy, and hence, the gaps between the hollow channels that

Fig. 8.16 Variation of the quasi-TE core mode losses and amplitude sensitivity with the
wavelength at different temperatures, at a, d Dcore = 3 µm, b, e Dcore = 3.4 µm, and c,
f Dcore = 4 µm [13]
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will be filled by the gold can be controlled efficiently. The pressure-filling technique
can be used for selectively filling the PCF with the gold rods [20]. In this regard, the
Ti:Sa-laser assisted polymer gluing can be used to selectively open or inflate the
airholes with diameter down to 500 nm. Then, high pressure is required to fill
the hollow channels in a PCF with the required metal at its melting point.

Fig. 8.17 Variation of the quasi-TE core mode losses and amplitude sensitivity at different
temperatures versus the wavelength, at a, d Drod = 600 nm, b, e Drod = 800 nm, and c,
f Drod = 1000 nm [13]

Fig. 8.18 Linear fitting for the variation of the resonance wavelength with the temperature [13]
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Moreover, Huang et al. [21] reported that the central hole can be infiltrated by either
the NLC or alcohol mixture such that the filling of the large central hole occurs
sooner than the smaller background holes. Then, the PCF required length can be
cleaved with filled central hole. Additionally, the light can be coupled to the pro-
posed design such that the PCF is spliced to a standard single-mode fiber
(SMF) followed by using a laser source to launch the light directly to the SMF [22].
Leon-Saval et al. [22] have ensured experimentally the efficiency of this technique
which makes an interface between the SMF and PCF with low losses.

8.4 Summary

Novel designs of highly sensitive SPR temperature sensors based on NLC-PCF and
alcohol-PCF are proposed and analyzed. The suggested designs are based on NLC
and alcohol mixture as temperature-dependent materials. The reported LC core
sensor has high sensitivity of 10 nm/°C for a temperature range from 30 to 50 °C.
However, the temperature range is limited by the nematic range of the E7 material
between its melting point and ∼ 60 °C. To the best of our knowledge, it is the
highest sensitivity reported in the literature. The temperature range of the suggested
sensor can be broadened by employing alcohol mixture as an alternative material.
The alcohol mixture achieves sensitivities of 3 nm/°C and 4.9 nm/°C corresponding
to TE polarization and TM polarization, respectively, over wider temperature range
from −4 to 53 °C.

Table 8.4 Comparison between the resonance wavelength and wavelength sensitivity of the
suggested designs and others in the literature

Research λo (nm) Sλ (nm/°C)

Current
work

LC core – 30 °C 40 °C 50 °C – 30–40 °C 40–50 °C

– 1712 1612 1512 – 10.0 10.0

Alcohol
core

−4 °C 15 °C 34 °C 53 °C −4–15 °C 15–34 °C 34–53 °C

1188 1245 1302 1358 3 3 2.94

Ref. [5] 10 °C 20 °C 30 °C 40 °C 10–20 °C 20–30 °C 30–40°C

612 593 580 530 1.9 1.3 5.0

Ref. [6] 27.3
°C

37.4
°C

43.9
°C

53.5
°C

27.3–
37.4 °C

37.4–43.9
°C

43.9–
53.5 °C

1576 1562 1585 1553 1.386 3.538 3.333

Ref. [7] −4 °C 15 °C 34 °C 53 °C −4–15 °C 15–34 °C 34–53 °C

1004 928 871 828 4 3 2.263
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Chapter 9
Microstructured Optical Fiber-Based
Plasmonic Sensors

Ahmmed A. Rifat, Md. Rabiul Hasan, Rajib Ahmed
and Andrey E. Miroshnichenko

Abstract Surface plasmon resonance (SPR) is a considerably growing optical
sensing approach which has been employed in wide range of applications including
medical diagnostics, biological and chemical analyte detection, environmental
monitoring, and food safety to security. SPR sensing technique shows high sen-
sitive nature due to small change of sample refractive index, compared to other
optical sensing techniques. Recently, microstructured optical fiber-based plasmonic
sensors have shown great development due to its compact structure and light
controlling capabilities in unprecedented ways. The goal of this chapter is to
(1) describe the principle operation of plasmonic sensors, (2) discuss the optical
properties of plasmonic materials, (3) compare and contrast the different types of
microstructured optical fiber-based plasmonic sensors, and (4) highlight the main
challenges of microstructured plasmonic sensors and possible solutions.
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9.1 Introduction

Over the last three decades, surface plasmon resonance (SPR) has been considered as
the key technology for numerous sensing applications. SPR sensors are powerful
and effective tool that have been widely used in biosensing [1, 2], bioimaging [3],
chemical detection [4–7], water testing [8], aqueous sample detection [9, 10], food
safely [11, 12], environmental monitoring [13], biological analyte detection [4, 14],
and gas detections [15, 16] (Fig. 9.1). Due to ongoing advancement of SPR tech-
nology, it has been also employed in optoelectronic devices such as optical tunable
filters [17, 18], optical modulators [19, 20], film thickness monitoring [21, 22], and
SPR imaging [23, 24]. Additionally, SPR technology enables integration of nano-
electronic and nanophotonic components with the aim to obtain ultra-compact
optoelectronic devices [25, 26]. In 1907, the origin of SPR was first theoretically
formulated by Zenneck [27], where it was demonstrated that surface electromagnetic
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Fig. 9.1 Applications of surface plasmon resonance sensors
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waves can be observed at the boundary of two mediums when one medium is
lossless and another medium is either lossy dielectric or metal. In 1909, Sommerfeld
first observed that surface waves are fast and attenuate exponentially with height
above the interface [28]. The actual progress of SPR was carried out by Ritchie. In
1957, physical existence of the surface waves at the metal–dielectric interface was
demonstrated [29].

Conventional prism-coupling-based SPR sensors are classified into two cate-
gories: Kretschmann [30] and Otto configurations [31]. The operating principle of
both these sensors is attenuated total reflection (ATR). Although
Kretschmann-based configuration SPR sensors are widely employed due to their
excellent sensing performances, they suffer from several limitations. In general,
these SPR sensors are bulky and made with moving optical and mechanical parts.
As a result, they are not portable and cannot be used for remote sensing applications
[6]. Moreover, practical implementation of spectral-based measurement is costly
and scope for scaling down the sensor size is limited. To effectively overcome such
potential difficulties, optical fiber-based SPRs are introduced [32–35]. Optical fibers
are simple and have lightweight. Moreover, due to flexible design of the optical
fiber it is possible to reduce the sensor size to a great extent, which can be
potentially used for remote sensing applications [35]. Optical fiber-based SPR
sensors provide higher dynamic range for detection and high resolution; however,
they are applicable only for narrow acceptance angles [36]. Several optical fiber
SPR sensors have been reported by both theoretical and experimental investigations
[32–35].

Recently, photonic crystal fiber (PCF)-based SPR sensors have been extensively
studied due to their unusual and appealing optical characteristics over the con-
ventional optical fiber [37–56]. The optical properties of the PCF (such as con-
finement loss, single-mode propagation, birefringence, etc.) can be easily tailored,
which eventually enable to control the performance of the sensor [57–60]. By
changing the structural parameters such as pitch, air hole dimension, and number of
air hole rings, it is possible to operate the sensor at the optimum condition [42, 50].
Current fabrication technologies are well-developed that permit practical realization
of the PCF sensors. However, experimental characterizations of PCF-based SPR
sensors are not matured enough to date. Therefore, existing PCF sensors are mostly
demonstrated by numerical analysis. Finite element method (FEM) is a powerful
numerical technique, which is widely adopted to characterize the optical properties
of PCF sensors. Besides, spectral (wavelength)- and intensity (amplitude or phase)-
based numerical calculations are used to evaluate the sensing performance of the
PCF SPR sensors [61].

In this chapter, current developments of SPR sensors are introduced and dis-
cussed. We will mainly focus on the review of the PCF-based SPR sensors and their
potential applications in medical diagnostics and industrial settings. First, funda-
mentals of SPR technology and optical properties of several plasmonic materials
(silver, copper, aluminum, gold, graphene, and niobium) are discussed. Then, we
introduce several optical fiber-based SPR sensors and discuss how it overcomes the
major limitations of prism-based SPR sensors. Later, recent advances of existing
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PCF-based SPR sensors are discussed, which consist of comparisons among several
PCF structures in terms of sensitivity, resolution, and fabrication feasibility. Finally,
research gaps of this field are addressed and potential future detections to overcome
them are discussed.

9.2 Fundamentals of Surface Plasmon Resonance

Inside a conductor (metal), there are lots of free electrons and an assembly of the
electrons can be considered as plasma excitations. At the same time, there are equal
numbers of positive charged ions from lattice so the total charge density in the
conductor is zero. If an external field is applied, the electrons will be moving toward
the positive region, and at the same time, the positive ion will be moving as
opposite to the electrons. Due to such transport, a longitudinal oscillation will be
introduced in the conductor which is known as surface plasmons (SPs) [62]. To
support the SPs, a conductor and dielectric interface is required. In general, a metal
and dielectric interface is used to support the surface plasmon oscillations. Due to
these oscillations and a certain resonance condition, surface plasmon waves (SPWs)
are generated that propagates along the metal–dielectric surface. Such SPs support
only transverse magnetic (TM)-polarized electromagnetic field since there is no
solution of Maxwell’s equations for transverse electric (TE)-polarized case.
Therefore, for SPW only the TM-polarized electric field exists. This wave is
decayed exponentially in the metal. This SPW is characterized by the propagation
constant as [63]

β=
ω

c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

εMεD
εM + εD

r

ð9:1Þ

where ω is the angular frequency, c is the speed of light in vacuum, and εM and εD
are the dielectric permittivities of metal and dielectric medium, respectively.
According to the above equations, property of the SPW is dependent on the
property of two materials, i.e., the metal and the dielectric media.

To create the surface plasmon oscillation, it is required to excite the electrons in
the conductor. Therefore, imposing the light (EM field) is necessary on the surface.
The electrical permittivity for the conductor (metal) is negative, and the electrical
permittivity for the dielectric is positive. In the dielectric medium, the propagation
constant (maximum) can be written as [64]

β=
ω

c
ffiffiffiffiffi

εS
p ð9:2Þ

where εS is the dielectric permittivity of sensing medium. It is stated that the
propagation constant for surface plasmon wave is higher than the propagation
constant of light in the dielectric medium. As a result, surface plasmon cannot be
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excited with the normal light; it requires the light with extra momentum or energy
with the same polarization state as the SPW. Moreover, the propagation constant
should be matched with the surface plasmon wave.

PCF-based SPR sensors operate based on the guided evanescent field. When the
light propagates through the core by the mechanism of total internal reflection
(TIR), then a part of the electromagnetic field that propagates from the cladding is
called the evanescent field. In PCF SPR sensor structure, evanescent field penetrates
through the cladding region and hits on the plasmonic metal surface which excites
the free electrons from the metallic surface. When the frequency of the incident
photon and the frequency of the free electrons are matched, the electrons start to
resonate and at this condition SPW is generated on the metal–dielectric interface. At
the resonance condition, a sharp loss peak appears which is very sensitive to the
small refractive index (RI) variation of the dielectric medium. Mathematically,
resonance will occur when the real effective refractive index (neff) of core-guided
mode and surface plasmon polariton (SPP) mode value are equal. At the resonance
condition, maximum energy transfers from the core-guided mode to the SPP mode
[42]. Due to the change of refractive index of the dielectric media (sample analyte),
neff of SPP will change resulting in a loss peak and the resonant wavelength shift.
This indicates the phase-matching wavelength changes with the change of sample/
analyte refractive index. Unknown sample could be detected by observing the
variation of loss peak due to the change of analyte RI [61].

9.3 Optical Properties of Plasmonic Materials

PCF-based SPR sensors mostly use gold, copper, silver, and aluminum as the active
plasmonic materials [65]. From the optical point of view, silver can be regarded as
one of the potential candidates for plasmonic material [66]. The positive attributes
of silver are no interband transition in the visible wavelength spectrum, low optical
damping, narrow resonance peak, and a plasma wavelength (137 nm) deep in the
ultraviolet wavelength range [67]. However, in the presence of aqueous solution it
creates brittle oxide layers, which obstructs its widespread applications as plas-
monic sensors [68]. Although such formation of oxide layer can be strongly pre-
vented by depositing bimetallic layer on the top of the silver [69, 70], this additional
layer will deteriorate the performance of the sensor. Compared to silver, aluminum
has not attracted much attention due to its high optical damping, oxidation issue,
and interband transition loss [71].

Current SPR sensors mostly rely on gold as the plasmonic material due to
several advantages. Gold is chemically inert, biocompatible, long-term stable, and
easy to structure. Moreover, gold does not suffer from oxidation issue [67, 72].
However, it has slightly higher optical damping and has broadened resonance
wavelength peak leading to false positive analyte detection [44]. Copper is another
potential plasmonic material possessing almost same optical damping and interband
transition as gold in the wavelength range of 600–750 nm [73]. Unfortunately,
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copper is also prone to oxidation. Recently, graphene is used on the top of the
copper or silver in order to prevent the oxidation issue [74, 75]. Graphene is
chemically inert and mechanically strong that keeps it isolated from contacting with
aqueous solution [76]. Copper–graphene- [74] and silver–graphene [42]-based
PCF SPR sensors possess long-term stability and stable performance. These widely
used plasmonic materials are unfeasible when the thickness of the films is scaled
down below ten nanometers because it leads to discontinuous film [77, 78].
Moreover, conventional plasmonic materials show poor adhesion strength with
silica glass that requires additional adhesion layer. Employing such adhesion layer
causes more damping loss; therefore, the performance of the sensor reduces sig-
nificantly [66].

Niobium is a novel plasmonic material having strong chemical resistivity and
high mechanical stability [79]. The adhesion strength of niobium film with silica
glass is so strong that does not require an adhesion layer. Moreover, in contrast to
gold, niobium provides continuous film when the thickness of the film falls below
ten nanometers [80, 81]. Furthermore, after depositing niobium film on the silica
surface, several atomic protection layers are naturally formed [82]. Although this
layer has no optical functionality, it prevents the film from external perturbations of
the environment. Recently, indium tin oxide (ITO)-based SPR sensors have
achieved increased attention due to low bulk plasma frequency [43]. Moreover, its
optical damping is almost same as gold and silver [83, 84].

9.4 Fiber Optic-Based Plasmonic Sensors

In contrast to prism-coupling SPR sensors, fiber optic-based SPR sensors provide
several advantages such as simple and flexible design, ease of miniaturization, and
capability for remote sensing and vivo measurements [51]. The prim-coupling
configuration of the conventional SPR system is replaced by the core, where light is
guided by the total internal reflection (TIR) mechanism. In fiber optic SPR sensors,
certain portion of the silica cladding is removed and a metal layer is deposited on it.
Later on, the metal layer is coated with a dielectric sensing layer. A light source is
used to launch the light from an end of the fiber, which propagates by TIR
mechanism. The generated evanescent field creates SPs at the fiber core–metal
interface.

In general, fiber optic plasmonic sensors are based on either transmission or
reflection properties of the guided light [51]. Fiber optic sensors based on trans-
mission probe consist of plasmonic metal and immobilized ligand to detect the
unknown analytes [56, 85]. On the other hand, sensors based on reflection probe
use a mirror to reflect backlight to the fiber. Based on the transmission probe,
several fiber optic plasmonic sensors have been explored in the literature, where
plasmonic materials are placed on the etched cladding section. They include
single-mode fibers (SMFs) [86], multi-mode fibers (MMFs) [87], wagon wheel
fiber [88], U-shaped fiber [89], D-shaped fiber [90], tapered fiber [66, 91, 92], and
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Bragg grating fibers [93]. Recently, side-polished single-mode optical fiber-based
SPR sensor has been demonstrated for simple and cost-effective biochemical
detections (see Fig. 9.2a(i)) [94]. With varying refractive index from 1.32 to 1.40,
the highest sensitivity of 4365.5 nm/RIU and figure of merit (FOM) of 51.61 RIU−1

were reported (Fig. 9.2a(ii)). Niobium nanofilm was deposited on the tapered
optical fiber in order to observe a dielectric-loaded niobium surface plasmon
excitation (see Fig. 9.2b) [66]. The cross-sectional view of the sensor is shown in
Fig. 9.2b(i). The cross-sectional view of the taper fiber optic sensor with different
materials is shown in Fig. 9.2b(ii). Poynting vector distributions of dielectric and
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Fig. 9.2 Fiber optic-based SPR sensors. a(i) Schematic diagram to test the refractive index using
side-polished D-shaped fiber and (ii) normalized transmission spectra due to the variation of
analyte refractive index from 1.32 to 1.40 [94]. b(i) Schematic diagram of the plasmonic taper fiber
with the multilayer structure, (ii) cross-sectional view showing different materials of the sensor,
and (iii) Poynting vector distribution of the fundamental and SPP mode. Reprinted with permission
from Macmillan Publishers Ltd. [66]. c(i) Microdevice installed with the SPR fiber sensor head
and (ii) the experimental setup for the detection of polymerase chain reaction amplification with
SPR fiber sensor system. Reprinted with permission from Elsevier B.V. [95]. d Smartphone-based
fiber optic SPR sensor for pregnancy test. Reprinted with permission from Optical Society of
America [96]. e(i) Schematic of the plasmonic fiber optic sensing system for in situ biofilm
monitoring, (ii) SEM image of the gold-coated optic fiber sensor, and (iii) the zoomed configu-
ration of the gold-coated sensor probe. Reprinted with permission from the American Chemical
Society [97]
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SPP mode are shown in Fig. 9.2b(iii). The proposed plasmonic sensor shows low
modal attenuation of 4 dB/mm and refractive index sensitivity of 15 μm/mm with
analyte index of 1.42. A SPR optical fiber sensor for the detection of polymerase
chain reaction amplification has been reported by Nguyen et al. [95] using
bimetallic (Ag/Al) coating (see Fig. 9.2c). A smartphone-based optical fiber sensor
has been reported by Bremer and Roth [96] for concentration measurements on
aqueous solutions and pregnancy testing (see Fig. 9.2d). A sensitivity of
5.96 × 10−4 RIU/pixel was obtained in the sensing range between 1.33 and 1.36.
Recently, electrochemical SPR fiber optic sensor has been proposed for in situ
monitoring of electroactive biofilms (see Fig. 9.2e) [97].

9.5 Photonic Crystal Fiber-Based Plasmonic Sensors

PCF is a new class of optical fiber that consists of a core and cladding with periodic
arrangement of air hole arrays [98]. Such periodic arrangement of the air holes
controls the propagation characteristics of the PCFs. The light guiding mechanism
in PCF is modified TIR and photonic band gap [99, 100]. In contrast to conven-
tional optical fiber, PCF-based SPR sensors offer several advantages. By varying
the air hole dimension and number of rings in a PCF, it is possible to control the
guiding properties of the PCF. In general, PCFs are compact and can be fabricated
in micron scale. Unlike prism-coupling and conventional optical fiber-based SPR
sensors, PCF-based SPR sensors provide potential platform for downscaling the
sensor size. Moreover, the unique features of PCFs have opened a new window for
realizing nanosensors. Several cladding structures including hexagonal, octagonal,
circular, square, and hybrid can be used to modify the evanescent field; thereby, it is
possible to obtain the optimum sensing performance [101]. Furthermore,
single-mode propagation can be obtained by properly choosing the core–cladding
diameter. Single-mode guidance provides sharp resonance peak that increases the
sensitivity of a sensor [102]. The detection accuracy and sensitivity of the PCF SPR
sensors can be optimized by changing the structural parameters such as pitch and air
hole dimensions. Besides, sensor length can be extended by setting the fiber
parameters in such a way that exhibits minimum propagation loss. In practice,
depositing the metal layer on the PCF is a difficult task. The existing fabrication
technologies can be employed to deposit the metal layer inside or outside of the
PCFs. Based on the metal deposition on the PCF, SPR sensors are classified into
two major categories. They are internally and externally metal-coated SPR sensors.

9.5.1 Internally Metal-Coated PCF SPR Sensors

The internally metal-coated PCF SPR sensors are based on the deposition of metal
layer on the inner air hole(s), which are filled by the analyte. To date, several PCF

210 A. A. Rifat et al.



structures have been explored where metal layer is placed inside the PCF and liquid
analytes are selectively filled into the inner air hole(s) [39, 41–43, 103–107]. Very
recently, diamond ring fiber (DRF)-based SPR sensor has been proposed (see
Fig. 9.3a) by numerical investigations [108]. This is an all-silica fiber containing a
ring capillary with thickness of 0.94 μm. The diameter of the core is 3.23 μm.
A thin layer of gold is deposited on the inner wall of the capillary. The DRF
contains two large cavities, which simplify the metal coating process. Moreover,
this sensor does not require selective infiltration of the liquid sample. The
evanescent field created from the fundamental core-guided mode reaches at
the metal boundary, which resembles free electrons from its surface. Due to the
interaction of emitted electrons and evanescent field, SPW is generated that prop-
agates along the metal–dielectric surface. The electric field distribution of the
fundamental core-guided mode and SPP mode is shown in Fig. 9.3b. When the
effective index of core-guided mode and SPP mode is equal, a phase-matching
condition occurs at a particular wavelength known as the resonance wavelength.
Under this condition, confinement loss peak is observed at the resonance wave-
length (see Fig. 9.3c) resulting in maximum power transfer from the core-guided
mode to the SPP mode. The confinement loss can be computed from the following
equation α(dB/cm) = 8.686 × (2π/λ) Im(neff) × 104, where Im(neff) is the
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Fig. 9.3 a Cross-sectional view of the DRF showing different materials used in the structure.
b Fundamental mode field distributions of the (i) y-polarized core mode, (ii) x-polarized core
mode, (iii) y-polarized SPP mode at 580 nm, and (iv) y-polarized core mode at 620 nm.
c Dispersion relation between core-guided mode and SPP mode at analyte refractive index of 1.33.
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mechanism for DRF-based sensor, and (iii) sensing response observed from the computer. Rep-
rinted with permission from Springer [108]
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imaginary part of the effective mode index. The proposed DRF is fabricated using
the stack-and-draw method, and the scanning electron microscope (SEM) image is
shown in Fig. 9.3d. Figure 9.3e(i)–(ii) shows the generalized experimental setup
that can be implemented based on the DRF–SPR sensor. Broadband supercontin-
uum laser source can be lunched to the SMF. The propagating light can be coupled
to the DRF by using the butt-coupling technique. Due to the interaction of the
evanescent field with the ligand, the effective index of SPP mode expected to be
changed. As a result, blue or red shift will occur as shown in the sensing response
curve (see Fig. 9.3e(iii)). The output light can be coupled with the optical spectrum
analyzer (OSA), and it can be processed using computer.

The performance of SPR sensors can be analyzed using wavelength sensitivity
(spectral-based analysis), amplitude sensitivity (intensity-based analysis), and
sensor resolution. The wavelength sensitivity of a sensor can be expressed as [109]

Sλðnm ̸RIUÞ=Δλpeak ̸Δna ð9:3Þ

where Δλpeak is the peak wavelength shift due to any change of analyte RI and Δna
is the change of the two successive analyte RIs. On the other hand, amplitude
sensitivity can be manipulated by the following equation [45, 109]

SAðRIU− 1Þ= −
1

αðλ, naÞ
∂αðλ, naÞ

∂na
ð9:4Þ

where α(λ, na) is the confinement loss at refractive index of na and ∂α(λ, na) is the
confinement loss difference due to two adjacent analyte RIs. In the sensing range
between 1.33 and 1.39, the DRF-based SPR sensor shows maximum wavelength
and amplitude sensitivity of 6000 nm/RIU and 508 RIU−1, respectively. Assuming
instrumental resolution of 0.1 nm and avoiding practical noise influence, the cal-
culated wavelength resolution is 1.67 × 10−5 RIU. Besides, amplitude resolution
of 1.97 × 10−5 RIU is reported, while it is assumed that 1% transmitted intensity
can be detected by the sensor. A liquid core PCF with two selectively analyte-filled
channels has been demonstrated, where graphene–silver coating was used to
improve the sensing performance (see Fig. 9.4a(i)) [42]. The phase-matching
conditions are shown in Fig. 9.4a(ii) for analyte index of 1.47 and 1.49, respec-
tively. It was reported that at optimum design parameters it is possible to obtain
maximum wavelength and amplitude sensitivity of 3000 nm/RIU and 418 RIU−1,
respectively. The corresponding sensor resolutions are 3.33 × 10−5 and
2.4 × 10−5 RIU, respectively. Moreover, another PCF SPR sensor has been pro-
posed by Yang et al. using graphene–silver bimetallic configuration [110]. In this
sensor, two rings hexagonal PCF was considered, where six air holes of the second
ring were selectively infiltrated by the analyte. In the sensing range between 1.33
and 1.34, maximum wavelength and amplitude sensitivity of 2520 nm/RIU and
72.47 RIU−1, respectively. The selectively analyte-filled PCF SPR sensor proposed
by Fan et al. shows average wavelength sensitivity of 7040 and 7017 nm/RIU using
gold and silver as the plasmonic material, respectively [105]. Moreover, the
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reported figure of merit (FOM) for gold and silver was 73.8 and 5.9 RIU−1 at
analyte refractive index of 1.40. Very recently, multi-coating PCF SPR sensor
proposed by Li et al. employs tantalum pentoxide (Ta2O5) on gold in order to
further improve the sensitivity [111]. The proposed sensor shows average wave-
length sensitivity of 9180 nm/RIU and maximum amplitude sensitivity of 1739.26
RIU−1, respectively.

In practice, it is a difficult task to selectively filling the air holes with the analyte.
To overcome this limitation, PCF SPR sensor having open rings channels was
proposed [112]. The analyte can be injected into the channels automatically, and
size of the open rings can be controlled according to the molecular concentrations
of the analyte. The hollow-core open ring PCF sensor operates in the mid-infrared
region and can be used to detect low refractive indices between 1.23 and 1.29 (see
Fig. 9.4b(i)) [112]. Mode field distribution of the core-guided mode, SPP mode,
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Fig. 9.4 Internally metal-coated PCF SPR sensors. a(i) Cross-sectional view of the liquid core
PCF with selectively analyte-filled sensor, (ii) dispersion relation between core-guided mode and
SPP mode at analyte refractive index of 1.47 and 1.49, and (iii) amplitude sensitivity as a function
of wavelength for analyte refractive index of 1.46, 1.47, and 1.48. Reprinted with permission from
MDPI AG [42]. b(i) Cross-sectional view of the open ring PCF sensor, (ii) optical field distribution
of the plasmonic mode, (iii) optical field distribution of the fundamental core-guided mode, and
(iv) loss spectra for the variation of gold layer thickness. Reprinted with permission from Optical
Society of America [112]. c(i) Cross-sectional view of the gold nanowire-based PCF sensor, (ii)
optical field distribution of the plasmonic mode, (iii) optical field distribution of the fundamental
core-guided mode, and (iv) loss spectra for the variation of analyte refractive index [113]
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and loss variations due to analyte index change is shown in Fig. 9.4b(ii)–(iii). With
optimum design parameters, average wavelength sensitivity of 5500 nm/RIU and
maximum amplitude sensitivity of 333.8 RIU−1 were reported. In practice, dispo-
sition of metal on several air holes maintaining uniform thickness is unfeasible from
the fabrication point of view. Nanowire-based PCF sensors provide viable way to
eliminate those issues. To date, several PCF SPR sensors have been realized using
silver and gold nanowires [114–116]. Recently, silver nanowire-based PCF SPR
glucose sensor has been proposed showing high average wavelength sensitivity of
19009.17 nm/RIU and amplitude sensitivity of 513.68 RIU−1 [52]. Gold
nanowire-based PCF SPR sensor (see Fig. 9.4c(i)) proposed by An et al. can be
used to detect analyte refractive index from 1.30 to 1.79 [113]. It contains four large
air holes that make it easier to inject the analyte. The electric field distributions of
the core-guided mode, SPP mode, and confinement loss for different analyte
refractive index are shown in Fig. 9.4c(ii)–(iii). In the sensing range between 1.30
and 1.63, average wavelength sensitivity of 100 nm/RIU and in the sensing range
between 1.63 and 1.79, average wavelength sensitivity of 3233 nm/RIU were
reported. Very recently, hollow-core silver nanowire-based PCF SPR sensor has
been proposed having large detection range from 1.33 to 1.50 [117]. The proposed
sensor shows maximum wavelength sensitivity of 1800 nm/RIU when analyte
index is varied from 1.33 to 1.34. Nanowire-based PCF can be fabricated by
implementing the Taylor wire method [90]. Table 9.1 shows the performance
comparison among existing internally metal-coated PCF SPR sensors.

9.5.2 Externally Metal-Coated PCF SPR Sensors

To potentially overcome the major limitations such as the requirements for selective
infiltration of liquids, metal coating of several air holes, and complex fabrication,
externally metal-coated PCF SPR sensors have been proposed. Unlike internally
metal-coated PCF sensors, plasmonic materials are deposited on the outer surface of
the PCF facilitating straightforward sensing mechanism. Based on the structural
configurations, external metal-coated PCF SPR sensors are generally three types:
slotted PCF sensors, D-shaped PCF sensors, and improved external PCF sensors.

9.5.2.1 Slotted PCF SPR Sensors

Slotted PCF SPR sensors are mainly developed in order to detect multiple analytes.
Various structural configurations have been proposed in the literature for this
purpose [50, 118–121]. The PCF-based SPR sensor proposed by Hassani et al. was
used for the detection of biolayer thickness (see Fig. 9.5a(i)) [119]. Plasmonic gold
and biolayer were deposited outside the PCF surface. Six smaller air holes are
placed near the gold surface to control the coupling strength between core-guided
mode and SPP mode. The central air hole was used to maintain the phase-matching
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Table 9.1 Performance comparison of the internally metal-coated PCF SPR sensors

References Characteristics RI
range

Interrogation
type

Sensitivity Resolution
(RIU)

[42] Graphene–silver
deposited core
with selective
analyte channels

1.46–
1.49

Wavelength 3000 nm/
RIU

3.33 × 10−5

Amplitude 418 RIU−1 2.4 × 10−5

[43] Polymer PCF
coated with
conducting
metal oxide

1.33–
1.35

Wavelength 2000 nm/
RIU

5 × 10−5

Amplitude 80 RIU−1 12 × 10−5

[48] Selectively filled
silver nanowires

1.33–
1.335

Wavelength N/A 4.5 × 10−5

Amplitude 203 RIU−1 4.9 × 10−5

[103] Multi-hole
single-mode
PCF

1.33–
1.35

Wavelength 2000 nm/
RIU

5 × 10−5

Amplitude 370 RIU−1 2.7 × 10−5

[104] Selectively gold
coating with
analyte-filled
core PCF

1.46–
1.485

Wavelength 2280 nm/
RIU

N/A

Wavelength −4354.3 nm/
RIU

N/A

[105] Analyte-filled
PCF with
selective coating

1.40–
1.42

Wavelength 7040 nm/
RIU

N/A

Wavelength 7017 nm/
RIU

N/A

[107] PCF with large
size microfluidic
channels

1.33–
1.39

Wavelength 2000 nm/
RIU

5 × 10−6

Amplitude 300 RIU−1 3.3 × 10−5

[108] Diamond ring
PCF

1.33–
1.39

Wavelength 6000 nm/
RIU

1.67 × 10−5

Amplitude 508 RIU−1 1.97 × 10−5

[110] Graphene–silver
bimetallic layer
PCF

1.33–
1.35

Wavelength 2520 nm/
RIU

3.97 × 10−5

Amplitude 72.47 RIU−1 N/A
[111] Analyte-filled

multi-coated
PCF

1.40–
1.44

Wavelength 9180 nm/
RIU

1.09 × 10−5

Amplitude 1739.26
RIU−1

5.75 × 10−6

[112] Open ring
channels PCF

1.23–
1.29

Wavelength 5500 nm/
RIU

7.69 × 10−6

Amplitude 333.8 RIU−1 N/A
[113] Gold nanowires

with large size
channels

1.30–
1.79

Wavelength 3233 nm/
RIU

3.09 × 10−5

Amplitude N/A N/A
[116] Hollow-core

PCF with
silver-filled
nanowire

1.10–
1.60

Wavelength 14,240 nm/
RIU

N/A

Amplitude N/A N/A
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characteristics. The mode field distributions of the core-guided mode and SPP mode
at 575 nm are shown in Fig. 9.5a(ii)–(iii). It is demonstrated that with gold layer
thickness of 50 nm, a wavelength shift of 23 nm can be obtained when biolayer
thickness is increased from 0 to 10 nm (see Fig. 9.5a(iv)). Recently, a
multi-channel PCF-based sensor has been proposed, where plasmonic silver is
coated with the gold (see Fig. 9.5b(i)) [122]. The loss spectrum of the quasi-TM
and TM fundamental core modes for analyte refractive index of 1.33 and 1.34 are
shown in Fig. 9.5b(ii)–(iii). The proposed bimetallic SPR sensor shows maximum
wavelength sensitivity of 4750 nm/RIU and 4300 nm/RIU for quasi-TM and TM
fundamental core mode, respectively. The major limitation of this sensor is the high
confinement loss, which potentially limits its length. In general, the signal strength
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of the PCF with high confinement loss exhibits fast decay. As a result, it will be
difficult to obtain measurable signal at the output end.

The PCF SPR sensor proposed by Otupiri et al. consists of elliptical air holes and
four microfluidic channels [50], which can detect multi-analytes having different
refractive indices (see Fig. 9.5c(i)). The designed sensor can be used as the
self-referencing mode making it suitable for eliminating external perturbations such
as temperature variations, instrumental noises. The confinement losses for two
different channels are shown in Fig. 9.5c(ii). It is reported that maximum wave-
length sensitivity of 4600 nm/RIU and amplitude sensitivity of 425 RIU−1 can be
obtained at gold layer thickness of 50 nm. A single ring hexagonal PCF sensor with
four microfluidic channels has been demonstrated, where four modes are separately
studied for multi-analyte detections (see Fig. 9.5d(i)) [118]. The birefringence
property is used that exhibits different effective refractive indices for x-polarized
and y-polarized modes. Due to this fact, one of the fundamental modes (either x- or
y-polarized mode) shows higher confinement loss. The mode field distribution of
the fundamental y-polarized HE11 mode is shown in Fig. 9.5d(ii). The proposed
sensor shows maximum wavelength sensitivity of 2400 nm/RIU in y-polarized
HE11 mode. Based on the birefringence property, another slotted PCF sensor has
been proposed showing maximum wavelength sensitivity of 2000 nm/RIU and
1700 nm/RIU in x-polarized HE11 mode and y-polarized HE11 mode, respectively.
In addition to multi-analytes detection, this slotted PCF sensor can be used for the
detection of bulk and surface sensitivities.

9.5.2.2 D-Shaped PCF SPR Sensors

Recently, D-shaped PCF sensors have attracted much attention due to its definite
advantages over other externally metal-coated sensors. In D-shaped PCF sensor, the
top of the cladding is etched out in order to obtain a flat surface. Both the plasmonic
material and analyte sample are placed on that flat surface. Most of the internally
and externally metal-coated PCF sensors are based on the metal coating on the
circular surface. In general, obtaining a uniform circular surface is difficult since it
associates with unwanted surface roughness. Taking advantage from the flat sur-
face, D-shaped PCF sensors provide possibilities for homogeneous coating with
minimal surface roughness [123]. The unknown analyte can be detected by simply
flowing on the flat surface. Moreover, plasmonic materials are deposited near to the
core resulting in strong interaction of the core-guided mode and SPP mode. Due to
such strong coupling, D-shaped PCF sensors show comparatively higher sensitivity
than other PCF sensors. Currently, several D-shaped PCF sensors have been
explored in order to enhance the performance [46, 47, 124–130]. Very recently, a
D-shaped PCF sensor has been proposed using gold as the plasmonic material and
titanium dioxide (TiO2) for shifting the resonance wavelength from visible to
near-infrared (see Fig. 9.6a(i)) [123]. Since plasmonic gold is deposited near the
core, the evanescent field can easily reach to the metal surface. The electric field
distributions of the fundamental core-guided mode and SPP mode are also shown in
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Fig. 9.6a(ii)–(iii). In the sensing range between 1.33 and 1.43, the D-shaped sensor
shows maximum amplitude sensitivity of 1086 RIU−1 (Fig. 9.6b) with sensing
resolution of 9.2 × 10−6 RIU. It is also reported that maximum resonance wave-
length shift of 460 nm can be obtained when analyte refractive index is varied from
1.42 to 1.43 (Fig. 9.6c).

The reported theoretical wavelength sensitivity and resolution are 46,000 nm/
RIU and 2.2 × 10−6 RIU, respectively. The SEM image of the proposed D-shaped
is shown in Fig. 9.6d. The general setup for detecting unknown analytes using
D-shaped PCF is shown in Fig. 9.6e. Broadband white light source can be used to
couple input light to the D-shaped PCF through a SMF. An analyte flow cell is
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maintained on the flat surface region. The inlet and outlet of the flow cell can be
obtained through a pump. The output light is again coupled to the SMF. The
spectrometer is used to observe the output obtained from the SMF.

The hollow-core D-shaped PCF has been experimentally demonstrated having
average wavelength sensitivity of 2336.2 nm/RIU [131] (see Fig. 9.7a(i)). The
optical field distribution of the hollow-core D-shaped sensor is shown in Fig. 9.7a
(ii). Compared to exposed core PCF sensor, this sensor shows higher sensitivity.
Normalized light intensity of the proposed sensor due to the change of analyte
refractive index is shown in Fig. 9.7a(iii). Due to structural simplicity, this sensor is
convenient and suitable for practical sensing applications. The D-shaped PCF
sensor proposed by Luan et al. can be potentially used for fast response and dis-
tributed sensing (see Fig. 9.7b(i)) [128]. The performance of this sensor has been
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demonstrated using wavelength, amplitude, and phase sensitivity. Variations of
phase sensitivity and wavelength sensitivity due to the change of dc/Λ are shown in
Fig. 9.7b(ii). When the analyte refractive index is changed from 1.33 to 1.34, it
shows wavelength sensitivity of 2900 nm/RIU, amplitude sensitivity of 120 RIU−1,
and phase sensitivity of 50,300 deg/RIU/cm. Another D-shaped PCF has been
proposed having rectangular lattice air holes (see Fig. 9.7c) [46]. Two larger air
holes are placed near the core to create birefringence in the structure resulting in
higher FOM about 478.3 RIU−1. Very recently, a quasi-D-shaped PCF SPR sensor
has been proposed by An et al. using graphene and indium tin oxide (ITO) layers
operating in the near-infrared wavelengths (see Fig. 9.7d(i)) [132]. In contrast to
other D-shaped PCFs, this PCF structure is comparatively simple and easy to
fabricate due to smaller polishing section. Moreover, it shows comparatively lower
confinement loss than that of reported in other PCFs. Due to low confinement
losses, the length of sensor can be enlarged making it suitable for remote sensing
applications. Simulation results show maximum wavelength sensitivity of
10,693 nm/RIU and amplitude sensitivity of 95 RIU−1 at analyte refractive index of
1.37. The hollow-core D-shaped PCF sensor has been proposed using ITO as the
plasmonic material [134]. This PCF also uses birefringence effect by employing
two larger air holes near the core. It shows maximum wavelength sensitivity of
6000 nm/RIU, amplitude sensitivity of 148 RIU−1, and phase sensitivity of
1.2 × 106 deg/RIU/cm. Besides, the D-shaped PCF has been proposed (see
Fig. 9.7e) showing high average wavelength sensitivity of 7700 nm/RIU and res-
olution of 1.30 × 10−5 RIU [133]. Although D-shaped PCF sensors provide high
sensitivity and eliminate the issue of uniform thickness, it requires accurate pol-
ishing of the predefined section. Moreover, few D-shaped PCF sensors show high
confinement loss to polish out the upper air holes [46, 128, 133]. The high con-
finement loss potentially reduces the sensor length making them unsuitable for
remote sensing applications.

9.5.2.3 Improved External Approach of PCF SPR Sensors

The improved PCF SPR sensors can be realized by putting plasmonic material and
sensing medium outside the PCF structure. To date, several PCF sensors have been
proposed based on improved external approach [37, 44, 109, 135–139]. The
multi-core flat fiber (MCFF)-based PCF has been proposed (see Fig. 9.8a), where
gold, TiO2, and sensing layers are sequentially employed [109]. The MCFF
operates in the near-infrared region and can be used to detect analyte having high
refractive index from 1.46 to 1.48. This PCF provides easier fabrication since gold
and TiO2 layers are placed outside the PCF structure. Moreover, it requires coating
of the flat surface rather than the circular one. The phase-matching condition and
mode field distribution of the fundamental mode and SPP mode are shown in
Fig. 9.8b. Since core of the MCFF is close to the gold layer, it provides strong
interaction between core-guided mode and SPP mode.
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When the analyte refractive index is varied from 1.47 to 1.475, it shows max-
imum resonance wavelength shift of 115 nm (Fig. 9.8c). Amplitude sensitivity as a
function of wavelength for the variation of analyte refractive index from 1.46 to
1.485 is shown in Fig. 9.8d. Simulation analysis shows maximum wavelength
sensitivity of 23,000 nm/RIU and amplitude sensitivity of 820 RIU−1. Due to fewer
number of air holes, the proposed MCFF exhibits high confinement loss. The
process of analyte flow through the sensing layer and typical sensing response is
shown in Fig. 9.8e. Due to high linearity and very high sensitivity, the MCFF can
be potentially used in high refractive index analyte detections.

Very recently, a hollow-core PCF SPR sensor has been reported in Fig. 9.9a(i)
with maximum wavelength sensitivity of 4000 nm/RIU and amplitude sensitivity of
478 RIU−1 [140]. This PCF sensor eliminates major design issues due to its simple
structure and minimum design parameters. It consists of hexagonal lattice cladding
having four missing air holes in the second ring. The evanescent field produced
from the core-guided mode penetrates through the missing air holes resulting in a
strong interaction with metal surface as shown in Fig. 9.9a(ii)–(iii). The highest
confinement loss for analyte refractive index of 1.37 is 60 dB/cm, and R2 of 0.9868
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are also demonstrated in Fig. 9.9a(iv). The proposed structure proposed by Liu
et al. consists of seven air holes with annular analyte channel (Fig. 9.9b(i)) [141].
Due to fewer air holes in the cladding and smaller curved gold surface, fabrication
of this sensor is comparatively easy. Moreover, perturbation with outer channel can
be ignored since analyte channel is placed on the outermost layer. It is reported that
wavelength sensitivity can be enhanced up to 7500 nm/RIU using extra graphene
layer in the outer surface of the PCF. Variation of confinement loss with width of
analyte channel for different operating wavelengths is shown in Fig. 9.9b(ii). The
copper–graphene-based PCF sensor (see Fig. 9.9c(i)) shows average wavelength
sensitivity of 2000 nm/RIU and amplitude sensitivity of 140 RIU−1 in the sensing
range between 1.33 and 1.37 [136]. Two air holes in the cladding are scaled down
in order to permit light propagating through their surrounding silica area. The scaled
down air holes are kept close to the copper surface making intense interaction with
evanescent field with metallic surface. The linear fitting of the resonance
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linear fitting of the resonance wavelengths. Reprinted with permission from IEEE [136].
d Cross-sectional view of the hexagonal lattice PCF sensor with external sensing. Reprinted with
permission from IEEE [45]
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Table 9.2 Performance comparison of the externally metal-coated PCF SPR sensors

References Characteristics RI
range

Interrogation
type

Sensitivity Resolution
(RIU)

[45] Gold-coated PCF
with external
sensing approach

1.33–
1.37

Wavelength 4000 nm/
RIU

2.5 × 10−5

Amplitude 320 RIU−1 3.125 × 10−5

[50] Multi-channel
PCF with
elliptical air
holes

1.33–
1.36

Wavelength 4600 nm/
RIU

2.0 × 10−5

Amplitude 425 RIU−1 2.0 × 10−5

[109] Multi-core flat
fiber

1.46–
1.485

Wavelength 23,000 nm/
RIU

4.35 × 10−6

Amplitude 820 RIU−1 1.22 × 10−5

[118] Four
microfluidic slots

1.33–
1.34

Wavelength 2400 nm/
RIU

N/A

Amplitude N/A N/A
[122] Silver–gold

bimetallic layer
with
multi-channels

1.33–
1.35

Wavelength 4750 nm/
RIU

2.1 × 10−5

Amplitude 1555
RIU−1

6.43 × 10−6

[123] D-shaped fiber
with gold
deposited on
titanium dioxide

1.33–
1.43

Wavelength 46,000 nm/
RIU

2.2 × 10−6

Amplitude 1086
RIU−1

9.2 × 10−6

[128] Hollow-core
D-shaped fiber

1.33–
1.34

Wavelength 2900 nm/
RIU

N/A

Amplitude 120 RIU−1 N/A
[132] Quasi-D-shaped

fiber with
external
graphene over
ITO

1.33–
1.38

Wavelength 10,693 nm/
RIU

9.35 × 10−6

Amplitude 95 RIU−1 1.05 × 10−4

[134] D-shaped PCF
coated with
indium tin oxide

1.28–
1.34

Wavelength 6000 nm/
RIU

1.6 × 10−7

Amplitude 148 RIU−1 N/A
[136] Copper–

graphene-based
PCF

1.33–
1.37

Wavelength 2000 nm/
RIU

5 × 10−5

Amplitude 140 RIU−1 7.1 × 10−5

[140] Hollow-core
PCF with
external gold
layer

1.33–
1.37

Wavelength 4000 nm/
RIU

2.5 × 10−5

Amplitude 478 RIU−1 2.1 × 10−5

[141] PCF with
annular analyte
channel

1.38–
1.42

Wavelength 7500 nm/
RIU

1.33 × 10−5

Amplitude 513 RIU−1 N/A
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wavelength is shown in Fig. 9.9c(ii), where reported R2 value is 1. Due to simple
design and very high linearity, the proposed sensor has great potential for numerous
sensing applications. Based on the birefringence effect, another simple PCF sensor
has been demonstrated (Fig. 9.9d) having maximum wavelength sensitivity of
4000 nm/RIU and amplitude sensitivity of 320 RIU−1 [45]. Table 9.2 shows the
performance comparison of the externally metal-coated PCF SPR sensors.

9.6 Future Directions

PCF-based SPR sensors are the key platform for numerous applications especially
in biosensing, chemical sensing, and organic chemical sensing. All these sensing
fields have potential opened area of research associated with PCF sensors.
Although PCF SPR sensor is a topic of great interest, significant advancement has
not been made from the point of device deployment. The major limitation of
PCF SPR sensors is the fabrication challenges. Due to this fact, most of researches
on PCF sensors are carried out by theoretical and simulation models. There are
some experimental studies have been reported [52, 61, 115]; however, they are
applicable for limited applications. Therefore, experimental investigation in order to
use PCF sensors in practical applications can be a potential future work. Besides,
detection of biological and biochemical analytes having wide range of refractive
indices can be studied. PCF-based sensors are only implemented in
laboratory-based experiments, which limit their capability for commercialization.
A mobile analytical system can be developed in order to use it in field-based
biosensing. Future progress of such systems can lead to highly robust, user-friendly,
and compact PCF-based nanosensors.

One of the important challenges is to detect a particular molecule from a group
of molecules. In general, a given system may contain undesirable molecules with
similar properties. These unwanted molecules interact with the sensor causing false
refractive index change. As a result, the performance of the sensor such as sensi-
tivity, detection limit, and sensing resolution is greatly affected. The detection of the
target molecules is problematic when the concentration of unwanted molecules is
higher than that of target molecules. Another open issue of PCF SPR sensors is the
effect of environmental perturbations such as temperature, humidity, vibration, and
instrumental noise. These unwanted facts cause serious performance errors.
Although few techniques have been developed to eliminate those issues, they are
not matured enough [40, 142]. The current PCF sensors should be made
consumers-friendly by fabricating them with simple and low-cost method. The PCF
sensors should be able to reduce the test costs and rapid detections of unknown
analytes.

The key challenge of PCF SPR sensors is the uniformity of the metal coating. In
internally metal-coated PCF sensors, multiple air holes are selectively coated with
plasmonic materials. From the fabrication point of view, it is really difficult to
maintain uniform coating on selective air holes of the PCF. The externally
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metal-coated PCF sensors require single metal coating, which is placed on the outer
surface of the PCF. However, depositing metal on the circular surface creates huge
surface roughness. Several physical methods such as vacuum evaporation [143],
thermal evaporation [144], and RF sputtering [145] can be used for metal coating.
Besides, several chemical methods such as chemical vapor deposition (CVD) [146],
atomic layer deposition (ALD) [147], and wet-chemistry deposition [148] can be
also used to deposit metal layer. However, none of these techniques provide
guaranteed uniformity of the metal coating. These practical limitations are the main
obstacles for employing PCF SPR sensors in practical applications. Few studies
have been performed on Surface-Enhanced Raman Scattering (SERS) [149, 150],
which is an important topic of metal nanoparticle-modified PCF. Research on SERS
can be extended for the detection of low concentration without using fluorescent
labeling. Moreover, SPR-like sensing technologies for THz frequencies are not
matured. Several polymer materials such as TOPAS, HDPA, LDPA, and Teflon can
be replaced by the silica background, and polaritonic materials can be used for THz
sensing [100, 151].

9.7 Conclusions

In this chapter, recent advancements and challenges of PCF SPR sensors are
reviewed and discussed. At first, we discuss the fundamentals of SPR and working
mechanism of PCF SPR sensors. Then, we classify the PCF SPR sensors based on
the location of plasmonic material deposition. Recently, results of internally
metal-coated PCF SPR sensors are demonstrated and compared. We categorize the
externally metal-coated PCF SPR sensors into three types: slotted PCF sensors,
D-shaped PCF sensors, and improved PCF sensors. We also discuss and compare
with recently proposed designs of these three categories. The study of SPR tech-
nique and PCF technology is the potential platform for level-free sensing. Progress
on PCF SPR sensors is in initial stage; however, based on the experimental
advancements achieved to date, PCF SPR can be regarded as an emerging sensing
platform. In contrast to conventional prism-based SPR sensors, experimental setup
of PCF-based sensors is relatively simple and cost-effective. Moreover, PCF SPR
sensors have the potential to detect various types of biological and biochemical
analytes. Although numerous simulation analyses have been performed on
PCF SPR sensors, further experimental investigations are required for implement-
ing them in practical applications such as medical diagnostics, food safety, and
environmental monitoring.
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Chapter 10
Multifunctional Plasmonic Photonic
Crystal Fiber Biosensors

Mohammad Y. Azab, Mohamed Farhat O. Hameed, Abed M. Nasr
and S. S. A. Obayya

Abstract In this chapter, two novel designs of compact surface plasmon resonance
multifunctional biosensors based on nematic liquid crystal (NLC) and Alcohol
mixture photonic crystal fibers (PCFs) are proposed and studied. The suggested
sensors have a central hole filled either with NLC or alcohol mixture as
temperature-dependent materials. Further, another large hole filled with liquid
analyte has a gold nanorod as a plasmonic material. Therefore, the proposed sensors
can be used for temperature and analyte refractive index sensing via the coupling
between the core-guided modes in the central hole and the surface plasmon modes
around the gold nanorod. The effects of the structure geometrical parameters are
studied to maximize the sensitivity of the PCF biosensors. The numerical analysis is
carried out using full-vectorial finite element method with perfectly matched layer
boundary conditions. The reported multifunctional NLC-based sensor offers high
sensitivity of 5 nm/°C and 3700 nm/RIU (refractive index unit) for temperature and
analyte refractive index sensing, respectively. In addition, the alcohol mixture PCF
sensor achieves high-temperature sensitivity of 13.1 nm/°C with high analyte
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refractive index sensitivity of 12700 nm/RIU. To the best of the authors’ knowl-
edge, it is the first time to introduce PCF biosensor with high sensitivity for
temperature and analyte refractive index sensing as well. Further, the achieved
sensitivity values of the alcohol sensor are far higher than those reported in the
literature.

Keywords Multifunctional sensors ⋅ Photonic crystal fiber ⋅ Liquid crystal
Surface plasmon ⋅ Alcohol

10.1 Introduction

Plasmonics sensors based on photonic crystal fibers (PCFs) have recently aroused
interests in the field of optical sensing [1–4]. The sensing mechanism depends
mainly on the coupling between the surface plasmon modes (SPMs) around a metal
surface and the core-guided modes inside a near medium. The coupling takes place
when the real part of the effective indices of a core mode and surface plasmon mode
are equal. Therefore, matching exists and maximum power transfer occurs from the
core-guided mode to the SPM and resonance is attained. The resonance happens at
a specific wavelength with a determined refractive index for the surrounding
medium. When the medium refractive index changes, a shift in the resonant
wavelength occurs, and hence, the sensor sensitivity can be detected.

Numerous researches have been directed for designing temperature and analyte
biosensors based on PCFs. In this regard, a tunable optical filter sensor has been
demonstrated using NLC where a minimum refractive index detectivity of 10− 5 is
achieved [5]. Ismail et al. [6] have reported 1-D Bragg grating photonic crystal
temperature sensor with sensitivity of 0.014 nm/°C at which the temperature
variation affects the characteristics of an insulated-gate bipolar transistor. In addi-
tion, liquid sealed PCF sensor based on in-line modal interferometers with slight
better sensitivity of 0.0166 nm/°C was reported by Qiu et al. [7]. Further, a cou-
pling between core modes and SPMs was demonstrated by Peng et al. [8] with
sensitivity of 0.072 nm/°C. Furthermore, a surface plasmon resonance (SPR) tem-
perature sensor based on PCF filled with different concentrations of analyte and
silver nanowires [9] was reported with sensitivity of 2.7 nm/°C. Additionally, Hu
et al. [10] have proposed a directional coupler sensor based on nematic liquid
crystal (NLC) PCF with sensitivity of 3.86 nm/°C. Moreover, a temperature sensor
based on SPR PCF filled with a liquid mixture of ethanol and chloroform achieved
sensitivity of 4 nm/°C [4]. Recently, the use of the NLCs as a sensing medium
along with SPR on nanogold wire offers high sensitivity of 10 nm/°C as reported by
Hameed et al. [11].

On the other hand, concerning the analyte refractive index biosensing, Hassani
and Skorobogatiy [1] have reported biosensors with sensitivity of 3000 nm/RIU.
Additionally, Akowuah et al. [12] have presented SPR PCF biosensor with sensi-
tivity of 4000 nm/RIU. Furthermore, PCF biosensor for multi-analyte/multichannel
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sensing with spectral sensitivities of 2000 nm/RIU and 1500 nm/RIU according to
the HE11

x and HE11
y modes, respectively, was proposed by Akowuah et al. [13].

Moreover, Otupiri et al. [14] have presented SPR birefringent PCF with spectral
sensitivities of 1700 nm/RIU and 2000 nm/RIU using HE11

y and HE11
x modes,

respectively. Qin et al. [15] have also reported PCF biosensor selectively filled with
the analyte with sensitivity of 4354.3 nm/RIU and 2280 nm/RIU for two resonance
peaks. Furthermore, a self-calibration biosensor based on SP PCF has been
designed in [16] which has sensitivity of 6700 nm/RIU for the y-polarized core
mode and 10000 nm/RIU for the x-polarized core mode. The corresponding res-
olutions are equal to 1.49 × 10−5 RIU and 1.0 × 10−5 RIU, respectively. How-
ever, such a configuration [16] depends on elliptical-shaped holes, which will be
difficult for fabrication. Additionally, a multichannel PCF sensor is introduced in
[17] which is based on four microfluidic slots with their surfaces metalized to
enable the excitation of the SPR modes. The reported sensor [17] has relatively high
sensitivities up to 2200, 2400, 2200, and 2400 nm/RIU according to the
H11

x , H11
y , H12

x , and H12
y modes, respectively. Moreover, a multichannel sensor

presented in [18] is based on a bimetallic configuration with two microfluidic slots
and asymmetric core region. The reported sensor achieves high sensitivity of about
4750 nm/RIU and 4300 nm/RIU with corresponding resolutions of
2.1 × 10− 5 RIU, and 2.33 × 10− 5 RIU according to the quasi-transverse magnetic
(TM) and quasi-transverse electric (TE) modes, respectively. Furthermore, a
SP PCF temperature sensor has been reported [19] with a large central hole filled
with LC material and coated by gold layer which offers sensitivity of 4 nm/°C.
Additionally, Areed et al. [20] presented a refractometer for glucose concentration
monitoring based on two-dimensional photonic crystal (PhC) with face-shaped
defect filled with the analyzed analyte. The proposed sensor [20] offers linear
sensitivity of 359 nm/RIU with an average quality factor of 477.

In this chapter, two novel multifunctional SPR-based PCF sensors are presented
and analyzed. The first design uses liquid crystals (LCs) as a temperature-dependent
material, while the second structure relies on alcohol mixture for temperature
sensing. The proposed biosensors have a triangular lattice with a central hole filled
with a temperature-dependent material. Further, the adjacent hole is filled with the
analyte sample. A gold nanorod is added into the filled analyte hole which facili-
tates the coupling for both temperature and analyte refractive index sensing. The
resonance wavelength supported by the gold nanorod is affected by the change in
temperature or analyte refractive index. Therefore, the change in the resonance
wavelength can be used to detect the temperature or the analyte refractive index
variations. The first SPR PCF sensor has a fluorite crown of type FK51A [11] as a
background material. The refractive index of the FK51A is close to that of the
ordinary index of the NLC, which improves the coupling efficiency between the
core modes and plasmonic modes. However, the second design includes silica glass
as a background material. The analysis of the reported biosensors is performed
using Comsol Multiphysics software package [21] based on finite element method
(FEM) with perfectly matched layer (PML) boundary conditions [22]. The
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numerical simulations for the LC core sensor demonstrate that a temperature sen-
sitivity as high as 5 nm/°C can be achieved. Further, high refractive index sensi-
tivity of 3700 nm/RIU (refractive index unit) can be attained by the same sensor.
The achieved sensitivity values of the LC sensor are comparable to those in the
literature [4, 6, 7, 9, 11, 13, 16–20] with temperature and analyte refractive
index-sensing capabilities. In addition, the second sensor with alcohol mixture
achieves very high-temperature sensitivity of 13.1 nm/°C which is superior to all
those reported in the literature. Moreover, the alcohol mixture sensor has a high
refractive index sensitivity of 12700 nm/RIU which is also far higher than the
achieved sensitivities of the proceeding sensors with temperature and analyte
refractive index-sensing capabilities.

10.2 NLC-SPR PCF Sensor

10.2.1 Design Considerations

Figure 10.1 presents the cross section of the suggested multifunctional biosensors.
The proposed designs have two rings of airholes arranged in a triangular lattice with
a hole pitch Λ and airhole diameter d. In addition, the central hole with diameter DC

is filled with temperature-dependent material and the right adjacent hole with
diameter DW is infiltrated with the analyte sample. Further, a gold nanorod with
diameter Drod is added to the left corner of the analyte-filled hole. In the first design,
the FK51A is chosen as a background material rather than silica glass as shown in
Fig. 10.2. This is due to the coupling enhancement between the quasi-TE core

Fig. 10.1 Cross section of the multifunction SPR-PCF biosensor

236 M. Y. Azab et al.



modes and the surface plasmon modes using the FK51A [11]. It is worth noting that
it is possible to fabricate optical fibers using FK51A through stack and draw
mechanism as reported by Kalnins et al. [23]. Therefore, FK51A is chosen as a
background material for the suggested multifunctional sensor. The refractive index
of the FK51A material is obtained from the Sellmeier equation [11]:

n2ðλÞ=1+
A1λ2

λ2 −B1
+

A2λ2

λ2 −B2
+

A3λ2

λ2 −B3
ð10:1Þ

where n(λ) is the wavelength-dependent refractive index of the FK51A,
A1 = 0.971247817, A2 = 0.2169014, A3 = 0.9046517, B1 = 0.00472302 µm2,
B2 = 0.01535756 µm2, and B3 = 168.68133 µm2.

The central hole of the first design is filled with NLC of type E7. Figure 10.2
also shows that two sets of electrodes are used to control the orientation of the NLC
molecules in both x and y directions. According to the anisotropic property of the
NLCs, their optical properties are direction dependent. The control of the tilt angle
φ of the director of the NLC shown in the inset of Fig. 10.2 can be carried out via
the two pairs of electrodes [25]. The electrodes in the x direction are used to align
the molecules in the x direction with Vx =V0 and Vy = 0. As a result, the dielectric
permittivity would take the diagonal form εr = [ne

2 no
2 no

2] where ne and no are the
extraordinary and ordinary refractive indices of the NLC material, respectively. On

Fig. 10.2 Cross section of the suggested multifunctional biosensor. Inset: electric potential and
electric field distribution through the structure at Vx =Vy =V0 = 100V [24]
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the other hand, when Vx = 0, and Vy =V0, the NLC molecules are oriented along y
direction with a tilt angle 90o which results in a relative permittivity of εr = [no

2 ne
2

no
2]. The ordinary and extraordinary refractive indices of the NLCs are temperature

dependent according to [26]:

ne, o =Ae, o +
Be, o

λ2
+

Ce, o

λ4
ð10:2Þ

where λ is the wavelength and Ae, Be, Ce, Ao, Bo, and Co are
temperature-dependent coefficients of the Cauchy model which can be found at
different temperatures in [27]. In addition, the gold nanorod has a
wavelength-dependent relative permittivity [3] as follows:

εAuðωÞ= ε∞ −
ω2
p

ω ω+ iωτð Þ ð10:3Þ

where ε∞ =9.75, ωp = 1.36 × 1016 rad ̸s, and ωτ =1.45× 1014 rad ̸s.

10.2.2 Numerical Results and Discussion

First, it is needed to ensure the uniformity of the NLC molecules alignment under
the application of an external potential. This can be achieved by studying the
electric potential V and the electric field E distributions in the NLC core region. The
Gauss Law is solved along with the electric potential–electric field relation as given
by [28]:

∇ ⋅D=0, E= −∇V ð10:4Þ

where D is the displacement field, E is the electric field, V is the electric potential.
In this study, the FEM via Comsol Multiphysics software package [21] is used to
solve the two equations over a rectangular-shaped computational domain of
width = 6Λ, and height = 5.46Λ. The electrodes voltage is taken as 100 V which
is greater than the Fréedericksz threshold [29]. In this investigation, d, Λ, DLC, DW,

Drod, nw, and T are initially equal to 2 μm, 3.75 μm, 3 μm, 3 μm, 600 nm, 1.33, and
30 °C, respectively. The degree of freedom is equal to 101579 with minimum
element size of 0.00045 µm. Further, Dirichlet boundary conditions are used for the
electric potential. It is clear from the inset of Fig. 10.2 that the electric potential and
the electric field are uniform inside the NLC core region with a slight change near
the gold nanorod. Therefore, the gold nanorod will not affect the uniformity of the
electric field through the NLC core.

The analysis of the reported biosensor is also carried out using the Comsol
Multiphysics software package [21] on a circular computational domain with radius
of 2.5Λ. Additionally, PML is used as a boundary condition to truncate the
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computational domain with 213973 degrees of freedom and minimum element size
of 0.0008 μm. The values of the hole pitch, airhole diameters, and the tilt angle are
fixed at Λ = 3.75 μm, d = 2 μm, and φ=90◦. The analysis is carried out at T = 30
°C, nW = 1.33, DLC = 3 μm, DW = 3 μm, Drod = 800 nm. The variation of the
real part of the effective indices of the quasi-TE (Ex

11) and quasi-TM (Ey
11)

core-guided modes, and the SPM is shown in Fig. 10.3. The wavelength-dependent
loss spectra of the two polarized core modes are also shown in Fig. 10.3. It is
evident from Fig. 10.3a that the coupling occurs only between the quasi-TE (Ex

11)
and SPM (SPx

0) at resonance wavelength of λ = 1107 nm. On the other hand, there
is no coupling between the quasi-TM core (Ey

11) and SP modes as shown in
Fig. 10.3b.

Figure 10.4a, c shows the field plots of the main components E11
x and E11

y of the
quasi-x-polarized and quasi-y-polarized mode, respectively. Further, the Ex and Ey

components of the SP mode are also shown in Fig. 10.4b. It may be seen from
Fig. 10.4a, b that at the resonance wavelength, the field plots of the SPM and
fundamental quasi-x-polarized core mode are similar. However, away from the
resonance wavelength, the core mode is well confined in the NLC core at
λ=800 nm while the SPM exists at the metallic nanorod interface. For y-polarized

Fig. 10.3 Variation of the wavelength-dependent effective indices and losses at Drod = 800 nm of
the a quasi-TE core mode and b quasi-TM core mode and the surface plasmon modes [24]

Fig. 10.4 Field plot at λ=800 and 1107 nm for a x-component of quasi-TE core mode, b x and y
components of the SP mode, and c y-component of the quasi-TM core mode [24]
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mode, there is no coupling between the surface plasmon mode and y-polarized core
mode. Therefore, the study will be concerned with the quasi-TE modes only.

The sensing mechanism depends mainly on the variation of the refractive index
of a specific medium with the change of a physical property such as temperature
and analyte refractive index. Then, a shift in the resonance wavelength occurs, and
hence, the sensitivity can be determined. The sensitivity of the desired physical
property can be calculated according to the wavelength interrogation method given
by:

SλðλÞ= ∂λpeakðψÞ
∂ψ

ð10:5Þ

where λpeak is the wavelength corresponding to the resonance peak in the loss
spectra for a specific physical property ψ. The suggested multifunctional sensor can
be used for sensing two physical parameters, temperature T and analyte refractive
index nw at a time. The sensitivity can be also calculated according to the amplitude
interrogation method as follows:

SA = −
∂ ðαðλ,ψÞÞ ̸∂ψ

αðλ,ψÞ ð10:6Þ

where α(λ, ψ) represents the propagation loss of the core-guided mode as a function
of the wavelength at a specific physical property value ψ (temperature or analyte
refractive index). It is worth noting that the study of the sensitivity according to one
parameter is investigated while the other parameter is kept constant. The following
analysis concerns the study of the structural geometrical parameters to obtain the
design that has high sensitivity for temperature and analyte refractive index.

A. Refractive Index Sensitivity

The sensing of the analyte refractive index change has many related applications
including glucose monitoring in blood samples. The analyte refractive index can be
changed due to the change of the glucose concentration as reported by Daly et al.
[30]. Therefore, the detection of the analyte refractive index variation could help
determine the change in the glucose concentration. In this study, the sensitivity of
the analyte refractive index sensing is first investigated while the temperature is
kept constant at 30 °C. The thermoelectric module can be used to control the
temperature as experimentally described by Wolinski et al. [31, 32]. This can
control the temperature within large range of 10–120 °C with 0.1 °C long-term
stability and electric field regulation in the 0–1000 V range with frequencies from
50 Hz to 2 kHz. The effect of the gold nanorod diameter is initially studied. The
analysis is performed by calculating the losses variation with the wavelength at
different analyte refractive indices nw, 1.33 and 1.34. However, the other parameters
are fixed at DLC = 3 μm, DW = 3 μm, d = 2.0 μm, Λ = 3.75 μm. The wavelength
and amplitude sensitivities at nw = 1.33 and 1.34 are shown in Fig. 10.5 at different
gold nanorod diameters, and the results are reported in Table 10.1. It is evident
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from Fig. 10.5 that the resonance wavelength increases by increasing the analyte
refractive index from 1.33 to 1.34. As the analyte refractive index increases, the
effective index of the surface plasmon mode SPx

0 increases as shown in Fig. 10.6
while the quasi-TE core modes are slightly affected by the analyte refractive index
variation (except at the resonance point) due to the well confinement in the LC core.
Therefore, the shift in the resonance wavelength occurs toward long wavelength
region as revealed from Fig. 10.6. It is also evident from Fig. 10.5 and Table 10.1
that at Drod = 600 nm, the shift in the resonance wavelength is greater than those
obtained at Drod = 800 and 1000 nm. Therefore, the proposed sensor has high
sensitivity of 3900 nm/RIU with a corresponding amplitude sensitivity of 60.75
RIU−1 within index range 1.33–1.34 as shown in Table 10.1. As Drod is further
increased to 1000 nm, the amplitude sensitivity and wavelength sensitivity are
decreased to 36.04 RIU−1 and 300 nm/RIU, respectively. Therefore, Drod is fixed at
600 nm in the subsequent simulations.

The effect of the analyte core diameter is next studied at two different analyte
refractive indices, 1.33 and 1.34. However, the other parameters are fixed at
DLC = 3 μm, Drod = 600 nm, d = 2.0 μm, Λ = 3.75 μm, and T = 30 °C. Fig-
ure 10.7 shows the variation of the wavelength-dependent quasi-TE core mode

Fig. 10.5 Variation of quasi-TE core mode loss and amplitude sensitivity with the wavelength at
different analyte refractive indices, at a, d Drod = 600 nm, b, e Drod = 800 nm, and c,
f Drod = 1000 nm [24]
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losses and amplitude sensitivities at different analyte refractive indices and at dif-
ferent DW values, 2.6, 3.0, and 3.4 μm. It is evident from this figure that at
DW = 2.6 μm, the corresponding wavelength and amplitude sensitivities are equal to
3700 nm/RIU and 47.77 RIU1, respectively. When Dw is increased to 3.0 μm, both
wavelength and amplitude sensitivities are increased to 3900 nm/RIU and 60.75
RIU−1, respectively. As Dw is further increased to 3.4 μm, the refractive index
variation has no effect on the resonance wavelength as reported in Table 10.1.
Figure 10.8 shows the resonance wavelength variation with the analyte refractive
index at Drod = 600 nm, DW = 2.6 μm, and T = 30 °C. It may be noted from this
figure that the performance of the suggested biosensor has high linearity over
analyte refractive index change from 1.33 to 1.35. Therefore, the proposed
biosensor can be used as a self-calibration sensor within unknown analyte refractive

Table 10.1 Summary of the resonance wavelength, wavelength sensitivity, and amplitude
sensitivity for analyte refractive index sensing at different structural geometrical parameters [24]

Parameter
λo(nm) Sλ(nm/RIU) SA(RIU-1)

1.33 1.34 1.33 – 1.34 1.33 – 1.34

Drod

(nm)

600 1107 1146 3900 60.75

800 1107 1108 100 30.59

1000 1106 1109 300 36.04

DW

(μm)

2.6 1130 1167 3700 47.77

3 1107 1046 3900 60.75

3.4 1108 1108 0 39.84

Fig. 10.6 Variation of the
real part of the effective
indices of the surface plasmon
modes and quasi-TE core
modes with the wavelengths
at Drod = 600 nm for two
different refractive indices
1.33 and 1.34 [24]
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index range from 1.33 to 1.35. In addition, the fitting accuracy is comparable with
other reported biosensors [16, 33, 34].

B. Temperature Sensitivity

The suggested sensor can be also used for detecting the temperature variation. The
temperature sensing is based on the change of the ordinary and extraordinary
refractive indices of the NLC molecules with the change in temperature. Therefore,

Fig. 10.7 Variation of quasi-TE core mode loss and amplitude sensitivity with the wavelength at
different analyte refractive indices, at a, d DW = 2.6 µm, b, e DW = 3.0 µm, and c,
f DW = 3.4 µm [24]

Fig. 10.8 Linear fitting for
the variation of the resonance
wavelength with the analyte
refractive index change [24]
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the resonance wavelength is changed with the temperature variation. Consequently,
the sensitivity of the reported design for the temperature variation is next studied.
It should be noted that the thermo-optical coefficients of the FK51A (∼10 − 6/K)
[35] and the gold are much lower than that of the NLC material and are therefore
not taken into consideration. The analysis is carried out by calculating the losses
versus the wavelength at different temperatures 30, 40, and 50 ◦C where the other
parameters are fixed at DLC = 3 μm, DW =3 μm, d= 2.0 μm, Λ=3.75 μm, and
nW =1.33. Figure 10.9 shows the loss and amplitude sensitivity variation with the
wavelength at three different temperatures 30, 40, and 50 ◦C and at different Drod

values. The resonance wavelengths and corresponding sensor sensitivities are
summarized in Table 10.2. It may be noted from Fig. 10.9 that the resonance
wavelength decreases by increasing the temperature. As the temperature increases,
the effective indices of the quasi-TE core-guided modes increase due to the con-
finement of the core modes inside the LC core as shown in Fig. 10.10. However,
the surface plasmon modes are independent on the temperature variation with well
confinement around the metallic nanorod. Therefore, the shift in the resonance
wavelength occurs toward shorter wavelength. It is also found that at Drod = 600

Fig. 10.9 Variation of the quasi-TE core mode loss in (dB/cm) and amplitude sensitivity with the
wavelength at different temperatures, and at a, d Drod = 600 nm, b, e Drod = 800 nm, and
c Drod = 1000 nm [24]
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nm, sensor sensitivities of 4 nm/°C and 5 nm/°C are achieved for temperature
ranges 30 °C–40 °C and 40 °C–50 °C, respectively. Additionally, maximal
amplitude sensitivity of 0.038 °C−1 and 0.056 °C−1 is obtained for the same
temperature ranges as shown in Fig. 10.9. When the gold rod diameter is further
increased to 800 and 1000 nm, the sensor sensitivity will be decreased as shown in
Table 10.2.

Next, the effect of analyte-filled core diameter Dw is studied. The losses analysis
versus wavelength is also carried out at three different temperatures, 30, 40, and 50
°C, while the other parameters are fixed at DLC = 3 μm, Drod = 600 nm,
d = 2.0 μm, Λ = 3.75 μm, and nw = 1.33. Figure 10.11 shows that at DW =
2.6 μm, the corresponding sensitivities are equal to 4.9 and 5.1 nm/°C for tem-
perature ranges 30 °C–40 °C and 40 °C–50 °C, respectively. Further, the corre-
sponding amplitude sensitivities are equal to 0.048 and 0.07 °C−1 for the same
temperature ranges. When DW is increased to 3 and 3.4 μm, the wavelength and
amplitude sensitivities are decreased as revealed from Table 10.2.

The linearity of the temperature sensing behavior is also tested by studying the
variation of the resonance wavelength with the temperature as shown in Fig. 10.12.
It may be seen from this figure that the proposed biosensor has a good linearity over

Table 10.2 Summary of the temperature resonance wavelength, wavelength sensitivity, and
amplitude sensitivity at different structural geometrical parameters [24]

Parameter
λo(nm) Sλ(nm/oC) SA(oC-1)

30oC 40 oC 50 oC 30-40 40-50 30-40 40-50

Drod

(nm)

600 1107 1067 1017 4 5 0.038 0.056

800 1107 1047 1003 6 4.4 0.037 0.055

1000 1106 1049 1008 5.7 4.1 0.034 0.051

DW (μm)
2.6 1130 1081 1030 4.9 5.1 0.048 0.07

3 1107 1067 1017 4 5 0.038 0.056

3.4 1108 1048 1017 6 3.1 0.029 0.041

Fig. 10.10 Variation of the
real part of the effective
indices of the surface plasmon
modes and quasi-TE core
modes with the wavelengths
at Drod = 600 nm for three
different temperatures 30, 40
and 50 °C [24]
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temperature range from 15 to 50 °C with an average sensitivity of 3.3 nm/°C which
is comparable to that reported in [16, 33, 34]. The analysis is carried out at
Drod = 600 nm, DW = 2.6 μm, and nw = 1.33. It may be also noted that the lin-
earity of the suggested temperature sensor is less than that for analyte refractive
index sensing. This is due to the temperature-dependent ordinary and extraordinary
refractive indices of the NLC material [26]. The ne of the NLC material of type E7

Fig. 10.11 Variation of quasi-TE core mode loss and amplitude sensitivity with the wavelength at
different temperatures, at a, d DW = 2.6 µm, b, e DW = 3.0 µm, and c, f DW = 3.4 µm [24]

Fig. 10.12 Linear fitting for
the variation of the resonance
wavelength with the
temperature [24]
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decreases from 1.7096 to 1.6438 by increasing the temperature from 15 to 50 °C, at
wavelength of 1.55 µm. However, the ordinary index no decreases from 1.5034 to
1.5017 by increasing the temperature from 15 to 35 °C. As the temperature is
further increased to 50 °C, the no increases to 1.5089 at λ = 1.55 µm. The sensing
linearity can be increased by using different types of LCs or another
temperature-dependent liquid (such as alcohol) [4]. It should be also noted that the
temperature range of the suggested sensor is comparable to that reported in [4, 9–
11]. The studied temperature range is dependent on the NLC phase that exists
between its melting point and ∼60 °C. However, the temperature range supported
by the suggested sensor can be increased by using an alternative NLC material with
a much wider nematic range such as those used in the current thin-film-transistor
liquid crystal display market.

It is worth noting that the sensor device length is inversely proportional to its
modal loss. Therefore, the PCF structural geometrical parameters are optimized to
control the sensor device length with comparable sensitivity. For practical con-
siderations, this point should be taken into our account when integrating the pro-
posed sensor into a complete sensor system. The suggested device length should
fulfill the requirement that the total leakage loss for the quasi-TE mode will not
exceed 0.1 dB. Therefore, the required device length can be as compact as 10 µm.

It may be noticed from Tables 10.1 and 10.2 that high sensitivities of 5 nm/°C
and 3700 nm/RIU are achieved for temperature and analyte refractive indexing
sensing at the same geometrical parameters. In order to prove that the reported
multifunctional biosensor has more robust to the perturbation introduced during the
fabrication process, a fabrication tolerance study is performed. It should be noted
that the tolerance of a specific parameter is studied at constant values of the other
design parameters at their optimum values. It is revealed from the numerical results
that the proposed sensor has a fabrication tolerance of ±5% for DW, Drod and the
position of the nanorod inside the analyte-filled hole at which the sensitivities of the
temperature and analyte refractive index monitoring are still better than 3.4 nm/°C
and 3700 nm/RIU, respectively, which ensure the robustness of the designed
biosensor for fabrication imperfection.

A further analysis is carried out where all cladding airholes, except the
water-filled hole, are filled with NLC. It is found that adding LCs to the other
cladding holes has no effect on the sensitivity for temperature range 30–40 °C.
However, the sensitivity is slightly enhanced from 5.1 to 5.6 nm/°C through tem-
perature range 40–50 °C. On the other hand, the infiltration of only central hole is
much easier than infiltrating all the cladding holes with LCs. Further, the suggested
design has advantages in terms of low material cost. Therefore, the suggested
design is the better choice for the multifunction biosensor.
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10.3 Alcohol-Based SPR-PCF Multifunction Sensor

10.3.1 Design Considerations

In this study, the multifunctional sensor have the same design shown in Fig. 10.1,
where the central hole is infiltrated by an alcohol mixture as a
temperature-dependent material instead of the NLC.

The alcohol mixture in the central hole consists of ethanol and chloroform which
have temperature-dependent refractive indices that can be determined from the
following relation [4]:

nx = n0 +
dn
dT

Tx − T0ð Þ ð10:7Þ

where n0 is the refractive index at reference temperature T0 which is equal to 1.36
and 1.44 for ethanol and chloroform at 20 ◦C, respectively, nx is the refractive
index of chloroform or ethanol at temperature Tx. Further, in order to find the
resultant refractive index n of the mixture, the mixing ratio must be considered as
follows [4]:

n2 − 1
n2 + 2

=∅1
n21 − 1
n21 + 2

+∅2
n22 − 1
n22 + 2

ð10:8Þ

where n1 and n2 are the refractive indices for ethanol and chloroform at a specific
temperature, ∅1 and ∅2 are the volume fractions for ethanol and chloroform in the
mixture. It is found that a volume ratio for ethanol to chloroform of 4:6 has proven
to be reliable as reported in [4]. According to [4], a temperature range
− 4◦C: 53◦Cð Þ has a corresponding refractive index for alcohol mixture of

(1.42:1.39). The specified range is studied through four points (−4 °C, 15 °C, 34 °C
and 53 °C) which corresponds to refractive indices of (1.42, 1.41, 1.4, and 1.39),
respectively, for alcohol mixture. Moreover, the gold has a wavelength-dependent
relative permittivity obtained from Eq. (10.3). Furthermore, the silica glass has a
wavelength-dependent refractive index ns calculated from the following Sellmeier
equation [13]:

n2s ðλÞ=1+
B1λ2

λ2 −C1
+

B2λ2

λ2 −C2
+

B3λ2

λ2 −C3
ð10:9Þ

where λ is the wavelength in μm. Additionally, B1, B1, and B3 are taken as
0.6961663, 0.4079426, and 0.8974794 while C1, C2, and C3 are equal to
0.00467914826 μm2, 0.0135120631 μm2, and 97.9340025 μm2, respectively.
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10.3.2 Numerical Results and Discussion

The FVFEM is used to carry out the analysis of the proposed PCF sensor based on
the commercial software package Comsol Multiphysics [21]. The computational
domain is specified as a circle of radius 2.5 ×Λ with minimum element size of
0.0008 μm and 100329 degrees of freedom. In addition, a PML layer is used to
truncate the computational domain. The variation of the real part of the effective
index of refraction for the quasi-TE core-guided mode and quasi-TE SP mode with
the wavelength is shown in Fig. 10.13a. In addition, the confinement loss of the
core mode is also shown in Fig. 10.13. Moreover, the variations of the effective
indices of the quasi-core-guided TM mode and the SP TM mode and the con-
finement loss of the TM core mode with the wavelength are shown in Fig. 10.13b.
Furthermore, the field plots for both the fundamental core mode E11

x and the
x-polarized SP mode are illustrated in Fig. 10.13a, while the field plots of the
fundamental core mode E11

y and the y-polarized SP mode are shown in Fig. 10.13b.
The analysis is carried out at a temperature value of 34 °C, analyte refractive index
of na =1.33, Λ=2.4 μm, DC =2 μm, and d=600 nm. Figure 10.13a shows that at
λ=962 nm, the quasi-TE core mode has the same effective index of the TE SP
mode. As a result, the coupling condition is achieved where maximum loss occurs
for the core-guided mode as shown in Fig. 10.13a. However, away from

Fig. 10.13 Variation of the
wavelength-dependent
effective indices and losses of
the a quasi-TE core mode and
b quasi-TM core mode and
the surface plasmon modes.
Inset: Field plots of the
quasi-TE, quasi-TM core
modes, TE SP and TM SP
mode at different wavelengths
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λ=962 nm, the effective indices of the quasi-TE core mode and SP mode are
unequal and their field plots are different. On the other hand, the effective indices of
the quasi-TM core mode and the TM SP mode are divergent from each other
throughout the specified range of wavelengths. As a result, no coupling occurs
between the quasi-TM core mode and the TM SP mode. Therefore, the following
study will be concerned with the quasi-TE modes only.

To study the performance of the proposed design, the sensitivity of such sensor
should be calculated over the specified range of temperature − 4 ◦C: 53 ◦Cð Þ and for
analyte refractive index range (1.33:1.4) using the wavelength interrogation
method, which is defined by Eq. (10.5). Further, the sensitivity of the proposed
sensor can be also calculated using the amplitude-based method given by
Eq. (10.6). The study of the geometrical structural parameters is needed to achieve
the maximum sensitivity for both temperature and analyte refractive index sensing.
The studied parameters are the hole pitch Λ, the diameter of the central hole
containing the alcohol DC, and the gold rod diameter d, while the cladding airholes
have a fixed diameter of 2 μm.

A. Refractive Index Sensitivity

To study the sensitivity of the proposed design to the change in the refractive index
of the analyte, the temperature is kept constant at 15 °C which corresponds to
alcohol mixture refractive index value of 1.41. First, the effect of the hole pitch is
investigated while the other two parameters are fixed at DC =2 μm and d=600 nm.
Figure 10.14 shows the variation of the confinement loss of the quasi-TE core mode
with the wavelength at different analyte refractive indices (1.33, 134) and for dif-
ferent hole pitch values. It may be seen from Fig. 10.14a, d that at Λ=2.3 μm, the

Fig. 10.14 Variation of quasi-TE core mode loss and amplitude sensitivity with the wavelength at
different analyte refractive indices, at a, d Λ=2.3 μm, b, e Λ=2.4 μm, and c, f Λ=2.5 μm
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corresponding resonance wavelengths are equal to 922 nm and 1049 nm. These
resonance peaks result in a wavelength sensitivity of 12700 nm ̸RIU and a corre-
sponding amplitude sensitivity of 79.845RIU− 1. When the hole pitch is increased
to 2.4 μm, the shift in the resonance peaks Δλ decreases to 105 nm which reduces
the wavelength sensitivity to 10500 nm/RIU as shown in Fig. 10.14b, e with a
slight increase in the amplitude sensitivity. Figure 10.14c, f shows that when the
hole pitch is further increased to 2.5 μm, the wavelength sensitivity decreases to
8900 nm/RIU while the amplitude sensitivity slightly increases to 88.09RIU− 1.
The calculated values of the wavelength and amplitude sensitivities are reported in
Table 10.3.

Next, the effect of the alcohol core diameter is considered while the other two
parameters are fixed at Λ=2.3 μm and d=600 nm. Figure 10.15 shows the vari-
ation of the confinement loss of the quasi-TE core mode with the wavelength at
different analyte refractive indices and for different core diameters. It is worth
noting that the hole pitch is fixed at 2.3 μm which achieves the highest wavelength
sensitivity. It may be seen from Fig. 10.15a, d that at DC =1.8 μm, the resonance
wavelengths for analyte refractive indices of 1.33 and 1.34 are equal to 888 nm and
997 nm, respectively. The calculated wavelength and amplitude sensitivities are
10900 nm ̸RIU and 82.869 RIU− 1, respectively. If the core diameter is increased to
1.9 μm, the silica distance between the core region and the metal surface is
decreased which facilitates the coupling between the SP and core modes and
increases the wavelength sensitivity as shown in Fig. 10.15b. Moreover, increasing
the core diameter to 2 μm also increases the wavelength sensitivity to
12700 nm ̸RIU and slightly decreases the amplitude sensitivity as shown in
Table 10.3.

The impact of the gold nanorod diameter is also considered, while the other two
parameters are fixed at their optimum values at Λ=2.3 μm and DC =2μm.

Table 10.3 Summary of the resonance wavelength, wavelength sensitivity, and amplitude
sensitivity for analyte refractive index sensing at different structural geometrical parameters

Parameter
λo(nm) Sλ(nm/RIU) SA(RIU-1)

1.33 1.34 1.33 – 1.34 1.33-1.34

(μm)
2.3 922 1049 12700 79.845
2.4 887 992 10500 83.153
2.5 854 943 8900 88.090

DC (μm)
1.8 888 997 10900 82.869
1.9 906 1024 11800 80.575
2 922 1049 12700 79.845

drod
(nm)

400 929 1018 8900 63.985
500 933 1045 11200 70.045
600 922 1049 12700 79.845
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Figure 10.16a, d shows that using gold nanorod diameter of 400 nm gives a rise to
resonance peaks at λ of 929 nm and 1018 nm corresponding to analyte refractive
index of 1.33 and 1.34, respectively. The resultant wavelength sensitivity and
amplitude sensitivity are equal to 8900 nm ̸RIU and 63.985RIU− 1, respectively. It
is also evident from Fig. 10.16 that as the gold nanorod diameter is increased to
600 nm, the surface area of the metal increases which improves the interaction
between the core mode and SP mode. Therefore, the wavelength and amplitude
sensitivities are improved as may be seen from Table 10.3.

B. Temperature Sensitivity

The sensitivity of the proposed multifunctional biosensor for temperature variation
is next studied in temperature range from − 4 to 53◦C and reported in Table 10.4,
while the analyte refractive index is fixed at na = 1.33. The first analysis is carried
out for the change in the hole pitch while the other two parameters are fixed at
DC = 2 μm and d= 600 nm. The variation of the confinement loss of the quasi-TE
core mode with the wavelength at different temperatures and for different hole pitch
values is shown in Fig. 10.17. As may be seen from Fig. 10.17a, d that at
Λ=2.3 μm, the coupling between the quasi-TE core mode and the SP mode occurs
at λ=1273 nm, 1024 nm, 922 nm, and 860 nm for temperature values of 53 °C, 34
°C, 15 °C and −4 °C, respectively. The corresponding wavelength sensitivities for
temperature ranges 53 ◦C: 34 ◦Cð Þ, 34 ◦C: 15 ◦Cð Þ, and 15 ◦C: − 4 ◦Cð Þ are
13.1 nm ◦C, 5.36 nm ̸◦C and 3.26 nm ̸◦C, respectively, as shown in Table 10.4.
Additionally, the resultant amplitude sensitivities are equal to 0.0185, 0.0325 and
0.0396 °C−1 for the same temperature ranges. When Λ is increased to 2.4 μm, the

Fig. 10.15 Variation of the quasi-TE core mode loss and amplitude sensitivity with the
wavelength at different analyte refractive indices, at a, d DC =1.8 μm, b, e DC =1.9 μm, and c,
f DC =2 μm
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shift between the resonance peaks decreases resulting in a decrease in the wave-
length sensitivity as shown in Fig. 10.17b. On the other hand, as the pitch value
increases, the difference in the loss values between the different peaks increases
which slightly improves the amplitude sensitivity as seen from Fig. 10.17e. If the
hole pitch is further increased to 2.5 μm, the shift between the resonance peaks and
hence the wavelength sensitivity is further decreased while the amplitude sensitivity
is slightly increased as presented in Table 10.4.

Fig. 10.16 Variation of the quasi-TE core mode loss and amplitude sensitivity with the
wavelength at different analyte refractive indices, at a, d Drod =400 nm, b, e Drod =500 nm, and c,
f Drod =600 nm

Table 10.4 Summary of the temperature resonance wavelength, wavelength sensitivity, and
amplitude sensitivity at different structural geometrical parameters

Parameter
λo(nm) Sλ(nm/oC) SA(oC-1)

53oC 34
oC

15
oC

-4
oC

53-
34

34-
15

15--
4

53-
34

34-
15

15--
4

(μm)
2.3 1273 1024 922 860 13.1 5.36 3.26 0.0185 0.0325 0.0396
2.4 1102 962 887 839 7.36 3.94 2.52 0.0268 0.0356 0.0412
2.5 990 907 854 820 4.36 2.78 1.78 0.0292 0.0362 0.0429

DC 
(μm)

1.8 1080 958 888 843 6.42 3.68 2.36 0.0260 0.0349 0.0396
1.9 1160 991 906 852 8.89 4.47 2.84 0.0233 0.0332 0.394
2 1273 1024 922 860 13.1 5.36 3.26 0.0185 0.0325 0.0396

drod
(nm)

400 1146 1015 929 873 6.89 4.52 2.94 0.0167 0.0234 0.0294
500 1206 1028 933 870 9.36 5 3.31 0.0181 0.0278 0.0347
600 1273 1024 922 860 13.1 5.36 3.26 0.0185 0.0325 0.0396
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Next, the effect of the alcohol core diameter is studied while the other two
parameters are fixed at Λ=2.3 μm and d=600 nm. Figure 10.18 shows the vari-
ation of the confinement loss for the quasi-TE core mode with the wavelength at
different temperatures and for different core diameters. At DC = 1.8 μm, the

Fig. 10.17 Variation of the quasi-TE core mode loss and amplitude sensitivity with the
wavelength at different temperatures, at a, d Λ=2.3 μm, b, e Λ=2.4 μm, and c, f Λ=2.5 μm

Fig. 10.18 Variation of the quasi-TE core mode loss and amplitude sensitivity with the
wavelength at different temperatures, at a, d DC =1.8 μm, b, e DC =1.9 μm, and c, f DC =2 μm
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resonance wavelengths at different temperatures of 53 °C, 34 °C, 15 °C and –4 °C
are equal to 1080 nm, 958 nm, 888 nm and 843 nm, respectively, as shown in
Fig. 10.18a and Table 10.4. The resultant wavelength sensitivities are 6.42 nm/°C,
3.68 nm/°C, and 2.36 nm/°C, for the specified temperature range 53 ◦C: − 4 ◦Cð Þ,
as may be seen from Table 10.4. The corresponding amplitude sensitivities are
equal to 0.0260, 0.0349 ◦C− 1 and 0.0396 ◦C− 1 for the same temperature range. It
is also evident from Table 10.4 that if the core diameter is increased to 2 μm, the
wavelength sensitivity is increased to 13.1 nm/°C, 5.36 nm/°C and 3.26 nm/°C for
temperature range 53 ◦C: 34 ◦Cð Þ, 34 ◦C: 15 ◦Cð Þ, and 15 ◦C: − 4 ◦Cð Þ, respectively.

Next, the effect of the gold nanorod Drod diameter is studied, while the hole pitch
and the alcohol core diameter are fixed at their optimum values of Λ=2.3 μm and
DC =2 μm. As shown in Fig. 10.19a, d, at gold nanorod diameter of 400 nm, the
coupling occurs at resonance wavelengths of 1146 nm, 1015 nm, 929 nm, and
873 nm for temperature values of 53 °C, 34 °C, 15 °C and −4°C, respectively.
Accordingly, for temperature ranges of 53 ◦C: 34 ◦Cð Þ, 34 ◦C: 15 ◦Cð Þ, and
15 ◦C: − 4 ◦Cð Þ, the achieved wavelength sensitivities are 6.89 nm ̸◦C,
4.52 nm ̸◦C, and 2.94 nm ̸◦C, respectively, as shown in Table 10.4. Additionally,
the corresponding amplitude sensitivities are equal to 0.0167, 0.0234 and
0.0294 ◦C− 1. As may be seen from Fig. 10.19, if the gold rod diameter is increased
to 600 nm, the interaction between the SP modes and the core-guided modes
increases. As a result, an increase in the wavelength sensitivities and the amplitude
sensitivities occurs as shown in Table 10.4.

Fig. 10.19 Variation of the quasi-TE core mode loss and amplitude sensitivity with the
wavelength at different temperatures, at a, d Drod = 400 nm, b, e Drod = 500 nm, and c,
f Drod = 600 nm
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The performance linearity of the suggested sensor is finally studied throughout
the temperature and analyte refractive index detection range. Figure 10.20a shows
the variation of the resonance wavelength with the analyte refractive index at
Λ=2.3 μm, DC =2 μm, d=600 nm and T = 15 °C. It may be noted from this
figure that the suggested biosensor has high linearity over analyte refractive index
change from 1.33 to 1.34. In addition, the resonance wavelength variation with the
temperature is shown in Fig. 10.20b at the same geometrical parameters and at
analyte refractive index of 1.33. It may be seen from Fig. 10.20b that the suggested
sensor has an acceptable linear behavior over the specified temperature range.
Moreover, the accuracy of the linear fitting is close to those reported in [16, 33, 34].

The performance of the suggested multifunctional biosensors is compared to
other sensors in the literature [4, 9–11, 13–15] to clarify the advantage of the
current work over the preceding ones as shown in Table 10.5. The table shows the
dynamic detection range and the average sensitivity of the previously reported and
current biosensors. It is evident from this table that the temperature sensitivities of
the proposed biosensors are greater than that reported in [4, 9, 10] while the
temperature sensitivity of the LC core multifunctional sensor is smaller than that of
the NLC-PCF temperature sensor [11]. However, the proposed LC core design is a
multifunctional sensor with glucose monitoring capabilities with high sensitivity.
Further, the sensitivity of the analyte refractive index change of our design is
greater than that obtained by the multichannel sensors [13, 14]. Furthermore, the
sensitivity is comparable with the counterparts reported in [12, 15] for the case of
LC core while it is far higher for the case of the alcohol core. Additionally, the
previously reported SPR-PCF sensors [1, 9–11, 15] are operated for sensing one
parameter only such as temperature [4, 9–11] or analyte refractive index [13–15]. In
comparison to bifunctional biosensors, Peng et al. [36] have implemented fiber
sensor with two cascaded SPR sensing areas. Therefore, the sensitivity of each area
is different than the other sensing area. However, this is on the expense of
increasing the length of the sensor [36]. Further, Xiao et al. [37] have reported
biosensor for detecting temperature and refractive index changes based on

Fig. 10.20 Linear fitting for the variation of the resonance wavelength with the a analyte
refractive index and b temperature
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Table 10.5 Comparison between the previously published sensors and the suggested designs

Fiber design 
Sensing function & 

Range 

Average Multi-

function 

Fiber filled with silver nanowires 

and liquid [9] 

Temperature 

0 – 40 oC 
2.7 nm/oC No 

Directional coupler filled with 

liquid crystal  [10] 

Temperature 

27.3 – 37.4 oC 

43.9 – 53.5 oC 

3.86 nm/oC No 

Randomly filled with silver 

nanowires [4] 

Temperature 

-4 – 15 oC 
4 nm/oC No 

Plasmonic photonic crystal 

temperature sensor [11] 

Temperature 

30 – 50 oC 
10 nm/ oC No 

Biosensor for an aqueous 

environment [12] 

Refractive index 

1.33 – 1.34 
4000 nm/RIU No 

PCF biosensor [13] 
Refractive index 

1.33 – 1.34 

2000 

nm/RIU 

1667 

nm/RIU 

No 

PCF birefringent biosensor [14] Refractive index 

1.33 – 1.34 

2000 

nm/RIU 

1700 

nm/RIU 

No 

Analyte-filled core SPR PCF [15] 

Refractive index 

1.46 -1.485, 

1.50 –1.52 

4354(peak1) 

nm/RIU 

2280(peak2) 

nm/RIU 

2660(peak1) 

nm/RIU 

4240(peak2) 

nm/RIU 

No 

Isopropanol-sealed PCF  [7] 

Refractive index 

1.3577 – 1.3739 

275.296 

nm/RIU 
Yes 

Temperature 

23.7 – 66.1 
166 pm/

This work

LC core

Refractive index 

1.33 – 1.34 
3900 nm/RIU  

Temperature 

30 – 50oC 
5  nm/ oC 

Alcohol core 

Refractive index 

1.33 – 1.34 
12700 nm/RIU 

Yes 
Temperature 

-4 – 53oC 
13.1  nm/ oC 

Yes
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Kretschamann SPR sensor. However, this sensor has disadvantages in terms of
larger sensing area than that of the fiber sensors.

The proposed SPR-PCF biosensors are based on a triangular lattice of airholes
which is widely fabricated using the well-known stack and draw method [38]. In
this technique, the airholes can be arranged with high accuracy through careful
process control. Further, the fused array preform technique can be used to fabricate
PCF with airhole diameters of typically 0.1 microns or more [39]. The reported
design has a nanorod that is attached to the left corner of a large hole. In this regard,
Luan et al. [4] have successfully fabricated PCF with silver nanorods that are
attached to the inner surface of the desired capillaries by using capillary force and
air pressure. Additionally, polymer glue can be used to stick the rod at the desired
position. Then, an unfocused ultra-violate irradiation will be applied through the
structure to harden the glue without affecting the remaining structural materials as
reported by Lee [40]. In order to selectively fill the large hole attached with the
nanorod with the analyte, silicone glue can be used to block the other holes. Then,
one end of the PCF is submerged into the analyte solution, and hence, the
unblocked hole will be filled by the fluid under capillary forces. Further, the
infiltration of the central hole with Alcohol mixture or NLCs can be accomplished
using the same technique reported by Huang et al. [41]. The PCF required length
can be cleaved with filled central hole. The coupling between the laser source and
the proposed structure is carried out by splicing it to a standard single-mode fiber
(SMF) and then launching the light from a laser source direct to the SMF as
explained by Leon-Saval et al. [42].

10.4 Summary

Two novel designs of multifunctional highly sensitive SPR biosensors based on
SPR LC-PCF and alcohol mixture-filled PCF are presented and analyzed. The LC
core-based sensors could sense both temperature and analyte refractive index with
high sensitivity of 5 nm/°C over temperature range 30 ◦C: 50 ◦Cð Þ and 3700 nm/
RIU over analyte refractive index range (1.33:1.34), respectively. In addition, the
alcohol core sensor achieves an ultra-high-temperature sensitivity of 13.1 nm/°C
over temperature range − 4 ◦C: 53 ◦Cð Þ with a high refractive index sensitivity of
12700 nm/RIU over analyte refractive index range (1.33:1.34). Therefore, the
suggested sensors show great potential for biosensing, glucose monitoring, and
microfluidic sensing applications. Additionally, the suggested biosensors have
advantages in terms of simplicity of fabrication. Further, the reported LC core-based
biosensor has a fabrication tolerance of ±5% at which the sensitivities of the
temperature and analyte refractive index are still better than 3.4 nm/°C and
3700 nm/RIU, respectively, which ensure the robustness of the reported biosensor
for fabrication errors.
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Chapter 11
Photonic Crystal Fiber Pressure Sensors

Zhengyong Liu and Hwa-Yaw Tam

Abstract This chapter introduces photonic crystal fibers (PCFs) specifically
designed for pressure sensors, including PCF fabrication to introduce birefringence
and pressure sensor design incorporating the PCFs. Simulation and experimental
results for pressure sensors incorporating two common principles, grating and in-
terferometry, are presented. The flexibility of designing PCF microstructures means
PCF pressure sensors with very high sensitivity and accuracy are relatively easily
fabricated, compared with conventional methods based on single-mode fibers,
microcavities, or electrical methods. Various PCF-based pressure sensor perfor-
mances are compared. Pressure sensitivity varies with the employed principle, and
we show that polarimetric techniques provide the highest sensitivity compared with
other types. Higher sensor sensitivity and resolution allows for a large measurement
dynamic range. The proposed novel pressure sensors will meet the increasing
requirements and have many applications for pressure monitoring, e.g., oil industry
and biomedical detection.

Keywords Photonic crystal fiber ⋅ Pressure sensor ⋅ Fiber bragg grating
Interferometry ⋅ High birefringence

List of Abbreviations

PCF Photonic crystal fiber
FBG Fiber Bragg grating
SMF Single-mode fiber
FPI Fabry-Pérot interferometer
MZI Mach-Zehnder interferometer
SI Sagnac interferometer
TIR Total internal refraction
M-TIR Modified total internal refraction
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PBG-PCF Photonic bandgap photonic crystal fiber
PM-PCF Polarization-maintaining photonic crystal fiber
LPG Long period grating
BBS Broadband source
OSA Optical spectrum analyzer
TC-PCF Twin-core photonic crystal fiber
DR Dynamic range
MOF Microstructured optical fiber

11.1 Introduction

Fiber-optic pressure sensors have attracted increasing interest due to the intrinsic
properties of optical fibers, such as compact size, rigidity, insensitivity to electro-
magnetic interference, long-distance measurements, and multiplexing [1]. Most
commercial pressure sensors are based on electrical approaches, which have high
failure rates when implemented in high-temperature applications. However,
fiber-optic sensors have shown good performance in environments up to 250 °C.
Fiber-optic sensors are also electrically free and suitable for applications in
explosive or corrosive environments. Optical fiber sensors are an indispensable
technology in the oil and gas industry [2], which often experiences extreme con-
ditions. For example, real-time fluid pressure monitoring within offshore oil field
boreholes is operationally and safety essential, but very challenging. Sensors can be
subjected to high pressure (>100 MPa) and temperature (>200 °C), yet require
high resolution (<0.0001 MPa), which requires a dynamic range of 106 (i.e.,
120 dB). Fiber-optic sensors provide a new opportunity to sense a wide range of
critical parameters in the oil and gas industry, such as pressure, temperature,
vibration, flow [3].

Conventional fiber-optic pressure sensors employ single-mode fibers (SMFs),
which are commercially available and widely used for telecommunication due to
low loss transmission and handling simplicity. SMFs consist of a solid core and
cladding approximately 8 and 125 µm in diameter, respectively. Most pressure
sensors are based on fiber Bragg grating (FBG) technology, inscribed into the fiber
core. Figure 11.1 demonstrates a feasible sensing system based on FBG arrays
within a single fiber, which is often utilized for downhole applications to measure
pressure, temperature, and flow simultaneously. Long measurement distance
capability (>10 km) is desirable for downhole applications. In addition to the active
measurement line, sensors are often packaged in small diameter conduits (e.g.,
internal diameter = 6 mm), as shown in Fig. 11.1

Low propagation loss and electrically free characteristics mean it is feasible to
install fiber-optic pressure sensing systems for long-distance measurements.

262 Z. Liu and H.-Y. Tam



However, FBG pressure sensitivity on SMFs is of the order 4 pm/MPa [5], which is
insufficient to achieve good performance. Although transducers transfer the external
pressure to FBG axial strain, which improves pressure sensitivity to tens of pm/
MPa, the sensor head becomes too bulky for many applications [6]. Nevertheless,
the FBG technique is advanced, mature, and reliable [7]. Poor pressure sensitivity
results from employing SMFs. Therefore, the novel specialty fibers are desirable for
the sensing applications.

Interferometry has been employed for pressure sensors, e.g., Fabry–Pérot
interferometers (FPIs) [8, 9] and Mach–Zehnder interferometers (MZIs) [10], using
micromachined SMFs. FPIs have been developed for medical pressure detection
using sensitive films to construct the Fabry–Pérot cavity [8], one of a range of
useful, promising, and commercially available SMF sensors. FISO Technologies
Inc., a private company, is focused on developing FPI products for medical and life
sciences. Current commercial FPI probes are sufficiently sensitive and detect very
slight pressure change. The necessarily simple SMF structure limits pressure sen-
sitivity and resolution, which provides large research space for improvement.

The special designs of the microstructured optical fibers could improve the
pressure sensitivity dramatically owing to the flexibility of the airhole arrangement.
Several types of those pressure sensors including those based on gratings and
interferometry have been reported. In 2008, Fu et al. reported that the pressure
sensitivity could be enhanced up to 3.42 nm/MPa by configuring a Sagnac

Flow sensor

Pressure sensor

Temperature sensor Flow sensor

Conduit with ID=1/4 
inch for snesors

Fig. 11.1 Fiber Bragg grating-based sensing system for downhole applications (permission
obtained from [4])
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interferometer based on polarization-maintaining photonic crystal fiber (PM-PCF)
[11]. This kind of approach is promising in the downhole applications with high
temperature up to 293 °C [12]. Similar polarimetric pressure sensors employing the
fiber intrinsic birefringence have been reported [13–20] and can achieve polari-
metric sensitivity as high as −76 rad × MPa−1 m−1 [16]. High sensitivity is
possible thanks to the asymmetrical airhole structure of the PCFs, e.g., side holes
[16, 17], two large holes adjacent to the core [11], “butterfly” airhole arrangement
[13], elliptical core [19, 20].

Furthermore, PCF-based pressure sensors are more critical and practical in recent
years. In 2016, the temperature-compensated distributed sensing scheme using
PM-PCF was demonstrated [21]. The temperature cross talk was measured by the
temperature-induced Brillouin frequency shift, while the pressure sensing is real-
ized by measuring the birefringence changes through exciting and probing the
Brillouin dynamic gratings. Moreover, the novel mechanism of anti-resonant
guidance was utilized as well to sense pressure in hollow-core fiber, showing a
sensitivity of 3.592 nm/MPa [22]. FBGs written in specialty fiber (i.e., “butterfly”
airhole arrangement) were reported in the year of 2017 to measure high pressure
over an operating temperature range from 40 to 290 °C [23]. Even though the
pressure sensitivity is only 33 pm/MPa due to the grating-based approach, it
achieves low-temperature cross-sensitivity of 0.6 kPa/°C. In the same year, Osório
et al. reported a simple design of special microstructured optical fiber that has an
embedded core in the wall of capillary. The demonstrated pressure sensitivity can
be up to 10.4 nm/MPa. However, the free-space coupling is employed, which is not
acceptable in many applications.

This chapter presents the principles, types, and applications for novel photonic
crystal fiber (PCF)-based pressure sensors. PCFs were first proposed and demon-
strated by Phillip Russel and are optical fibers with microstructures formed by
periodic airholes along the fiber [24–26]. The airholes are arranged in a hexagonal
structure, and the fiber core is either solid (pure silica or metallic ion-doped silica)
or hollow, depending on the desired cross-sectional structure. Optical and
mechanical PCF properties can be easily tuned simply by modifying the
microstructure, i.e., the arrangement of airholes. Techniques have been developed
that allow simple fabrication of microstructures along with the fiber, many sensors
have been produced using various structures, and their physical and biomedical
parameters have been monitored [27, 28]. This chapter focuses on pressure sensors
in particular.

11.2 Photonic Crystal Fibers

Since the first endless single-mode PCFs were fabricated in the 1990s, PCFs have
become an important and rapidly developing area of research and development of
optical fibers [29, 30]. They differ from conventional SMFs in that PCF cladding is
composed of one or several layers of airholes hexagonally stacked along with the
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fiber length, as shown in Fig. 11.2. Generally, SMF cores are doped with germa-
nium to increase the refractive index, whereas PCF cores contain pure silica for
index guides or an open hole for hollow-core PCFs.

Conventional SMFs consist of doped core and silica cladding, where the core
has a slightly higher index than the cladding to provide total internal refraction
(TIR) and support light propagation. Generally, PCFs are composed of a single
material, i.e., fused silica. The PCF core is pure silica with an index = 1.444 at
1550 nm. The periodic airholes reduce the average refractive index of the cladding,
providing an index profile similar to conventional step index fibers. This mecha-
nism is called modified total internal refraction (M-TIR), and these are regarded as
index-guiding PCFs [25], as shown in Figs. 11.2b, e, and f.

Alternatively, PCF cores can be hollow, as shown in Fig. 11.2c, which also
guide the light following photonic bandgap theory. For these PCFs, the core index
is lower than that of the cladding, and only specific wavelength regimes falling
within the bandgap can be guided. The hollow core is implemented by removing
capillaries from a triangular lattice of holes, with 7 or 19 cells missing (commonly)
[31]. These fibers are also called photonic bandgap PCFs (PBG-PCFs) [25].

Index-guiding PCF cores can also be doped with metallic ions to modify the core
properties in desirable ways, as shown in Fig. 11.2d. For example, germanium-doped
PCF cores enable FBGs to be inscribed within the core similar to conventional SMFs
[32]. Additionally, airholes in the cladding mean pressure-induced stress transferred

(a) (b) (c)

(d) (e) (f)

Metallic ion doped core (e.g. Ge) Pure silica Air holes

Fig. 11.2 Typical cross sections for a single-mode fiber (SMF), b solid-core photonic crystal fiber
(PCF), c hollow-core PCF, d six-hole PCF, f polarization-maintaining PCF, and g twin-core PCF
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to the core changes with the PCF structure type, consequently improving pressure
sensitivity.

Several PCF fabrication approaches have been developed, such as extrusion
[33], drilling [34], and stacking [35], to introduce the desired airhole structure [36].
The stack and draw technique is the most popular due to its ease, flexibility, and
efficiency of stacking the structures, as shown in Fig. 11.3. Capillaries and rods
with the same diameter are first drawn from a large silica tube and preformed. The
preform is stacked with a hexagonal structure using the capillaries, and the center
capillary is replaced with a silica rod core. A cane with the desired microstructure is
drawn from the stacked preform and then inserted into a jacket tube with a precise
inner and outer diameter. The PCF is fabricated by re-drawing the jacket tube with
the cane inside. Typical drawing temperatures are 1900–1950 °C, somewhat less
than that used to draw SMFs, to maintain the airhole structure [37]. Thus, PCF
structure can be easily modified by changing the arrangement of airholes and rods
during stacking. Consequently, the pressure-induced stress distribution across fiber
facets can be tuned to obtain high-performance pressure sensors.

To develop PCFs into pressure sensors, the fibers should have either photo-
sensitivity, to enable FBG inscription, or special structures to facilitate interfer-
ometry. Consider the Sagnac interferometer (SI) as an example, which requires
birefringent fibers. The flexibility of PCF fabrication techniques means high bire-
fringence can be simply introduced by an appropriate airhole distribution. High
birefringence means the core can support two orthogonal linearly polarized modes
with different effective indexes over a wide wavelength range. In conventional
fibers, i.e., not birefringent PCFs, those orthogonal modes have the same effective
index and can be regarded as a single mode. The polarization with large effective
index is called the slow axis, and the other the fast axis. Birefringence is the
difference of effective index between the orthogonal modes, B = |nx − ny|, where nx

(a) Prepare capillaries and rods

(b) Stack the structure (c) Draw the cane (d) Draw the fiber

HeatingHeating

Fig. 11.3 Typical photonic crystal fiber (PCF) fabrication using two draw stages
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and ny are the effective index of x- and y-polarized modes, respectively. Birefrin-
gence of PCFs can be expressed in three parts

B=BG +Bi
S +Be

S, ð11:1Þ

where BG is the geometrical component induced by core asymmetry; Bi
S is the

interior stress of the core, i.e., the self-stress induced by the difference of thermal
expansion between the asymmetrical core and outer cladding; and Be

S is the exterior
stress of the core caused by the stress-applying parts of the cladding. Thus, B is
highly dependent on the fiber structure, which provides large birefringence from
asymmetry of the core shape (e.g., elliptical core) and asymmetrical stress induced
by the cladding (e.g., asymmetrical airhole distribution or stress-applying dopants).

Stacking asymmetrical airholes in the cladding or introducing an elliptical core
produces PCFs with high birefringence. The first high birefringence PCF was made
by Ortigosa-Blach et al. at the University of Bath in 2000 [38]. Their design broke the
hexagonal structure with twofold rotational symmetry around a central line of smaller
airholes and produced B = 3.85 × 10−3. Subsequently, different high birefringence
PCFs have been proposed and fabricated with B = 10−4 to 10−2. For these
polarization-maintaining PCFs (PM-PCFs), a structure of two large airholes adjacent
to the core is widely used and commercially available from NKT Photonics
(PM-1550-01©). The beat length of this fiber is less than 4 mm, corresponding to
B ≈ 4 × 10−4 at 1550 nm, and it has low propagation loss (1.3 dB/km) [39].

This type of structure has been developed within our research group into various
sensors, including SI-based pressure sensors with pressure sensitivity = 3.4 nm/
MPa [11]. We also modified the structure by introducing an elliptical core doped
with germanium, obtaining ultrahigh birefringence B = 1.1 × 10−2 [40]. The fiber
enables FBGs to be inscribed in the core, and its ability to discriminate pressure and
temperature simultaneously was demonstrated by detecting the shift of two widely
separated Bragg peaks due to the ultrahigh birefringence. Other special structures
inducing birefringence include large side hole [41], butterfly type [19, 42], super
lattice [43, 44], and elliptical airhole [45–47] PCFs. Asymmetry in the core directly
leads to interior stress within the core, further increasing birefringence. These types
of PCFs show good performance for pressure sensing, such as elliptical core [48,
49] and suspended elliptical core [37] PCFs. The details of pressure sensors based
on birefringent PCFs are described in the following sections.

11.3 Types and Principles of Photonic Crystal
Fiber-Based Pressure Sensors

Figure 11.4 shows the two main types of PCF pressure sensors: grating- and
interferometry-based. FBGs and long-period gratings (LPGs) can be inscribed on
PCFs and utilized to measure pressure. Sagnac, Fabry–Pérot, and Mach–Zehnder
interferometers are widely employed to configure pressure sensors.
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(a) FBG-based PCF pressure sensor

Air holes cladding
Core

FBG

External pressure

B

B

3-dB coupler

(b) SI-based PCF pressure sensor

(c) FPI-based PCF pressure sensor

SMF

PCF

(d) MZI-based PCF pressure sensor

PCFSMF

SMF

PCF

Fig. 11.4 Typical pressure sensor configurations based on photonic crystal fibers (PCFs)
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11.3.1 Grating-Based Photonic Crystal Fiber Pressure
Sensors

Normally, the core must be photosensitive, such as germanium-doped silica, to
fabricate Bragg gratings on PCFs, with the grating formed from photoinduced
refractive index change by UV lasers (193, 213, 248, or 266 nm wavelength) [50,
51]. However, high-power femtosecond or CO2 lasers can also be used to inscribe
the gratings [52], which do not require photosensitivity, but directly induce physical
damage or deformation. Typically, it is more difficult to inscribe FBGs on PCFs
using UV lasers compared to conventional SMFs, because the honeycomb airhole
structure can diffract the laser beam and result in non-uniform interference patterns
within the core. The problem is accentuated for larger air-filling fractions or thinner
airhole wall thickness. Higher power UV lasers with superior beam quality and
alignment can assist with this issue. When using the phase mask technique, the
modulated index pitch along the fiber depends on the phase mask, whereas it is
inversely proportional to the angle between two laser beams if an interferometric
approach is employed. The Bragg wavelength can be expressed as

λB =2nneffΛ, ð11:2Þ

where λB is the reflected Bragg wavelength, neff is the effective index of the guided
mode in the microstructured optical fiber (MOF), and Λ is the FBG pitch. When the
FBG is subjected to pressure, e.g., hydrostatic oil or water, this induces a change in
the effective index and the grating pitch proportionally with the pressure, and the
Bragg wavelength shifts correspondingly,

ΔλBðPÞ ̸λB =ΔΛðPÞ ̸Λ+Δneff ðPÞ ̸neff , ð11:3Þ

where ΔλB(P), ΔΛ(P), and Δneff(P) are the pressure-induced change in Bragg
wavelength, grating pitch, and effective index, respectively. Silica’s refractive index
changes with external pressure due to the photo-elastic effect, and hence, the
effective index of the guided mode also varies with the applied pressure. Since silica
glass is isotropic, the index variation after applying pressure can be expressed as
[53]

nx = nðλÞsilica −C1 ⋅ σx −C2 ⋅ σy −C2 ⋅ σz
ny = nðλÞsilica −C2 ⋅ σx −C1 ⋅ σy −C2 ⋅ σz
nz = nðλÞsilica −C2 ⋅ σx −C2 ⋅ σy −C1 ⋅ σz

8><
>: , ð11:4Þ

where σi is the stress component in ith direction (i = x, y, z); n(λ)silica is the silica
glass index, which depends on wavelength as well due to dispersion; and C1 and C2

are the stress optic coefficients for silica (6.5 × 10−13 and 4.2 × 10−12 m2/N,
respectively) [54]. The pressure-induced index change can be obtained by calcu-
lating the effective index of the guided mode under pressure. Figure 11.5 shows the
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effective index of the guided even mode in a twin-core PCF (Fig. 11.2f) with
respect to external pressure applied to the fiber. The effective index increases with
increasing applied pressure. The index pressure dependence varies with the airhole
structure, and hence, high-sensitivity PCF pressure sensors can be fabricated by
modifying the structure appropriately.

Pressure-induced changes in grating pitch can be regarded as the total strain, εz,
along the fiber, including compression or elongation at the grating position.
Figure 11.6 shows that the external pressure can induce radial, εz, radial, and axial,
εz, axial, strains from the side surface and end facet of the fiber. Total FBG strain is
the sum of the radial and axial strain caused by the applied pressure. Strain transfer
is somewhat different from SMFs, which are fully solid, due to the airholes. Thus,
the FBG is elongated due to the radial strain and compressed due to the axial strain
[32].

Axial strain transferred to the grating position can be expressed as

εz, axial = −
A
A0

⋅P, ð11:5Þ

where P is the external pressure, A is the total cross-sectional area of the fiber, and
A0 is the silica area. Axial strain can be increased by introducing larger airholes.
Thus, pressure sensitivity FBG on SMFs (−4 pm/MPa) is much lower than FBG on
PCFs (−13 pm/MPa for grapefruit and −18 pm/MPa for single-ring suspended
fiber with large airhole area configurations) [55]. Bragg wavelength for FBG on
PCFs shows blueshift, which means that axial strain from external pressure has the
dominant role in determining pressure sensitivity.

Figure 11.7 shows the pressure response as the wavelength shift for FBGs
written on in-house fabricated ultrahigh birefringence PCF and single-ring sus-
pended fiber. Pressure sensitivity can be improved approximately fivefold using
larger airholes compared to SMFs and other PCFs. The ultrahigh birefringence PCF
shows different pressure responses for the polarized peaks. Temperature depen-
dence was approximately 11 pm/°C, which implies that this type of grating allows
simultaneous measurement of pressure and temperature.
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Fig. 11.5 Calculated
effective index for guided
even mode in a twin-core
photonic crystal fiber (PCF)
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11.3.2 Sagnac Interferometer-Based Pressure Sensors

Interferometry is also widely employed for pressure sensors, based on either SI,
FPI, or MZI systems. The flexibility of the PCF structure means an SI based on high
birefringence PCF can be configured to measure pressure [11]. Section 11.2 of this
chapter introduced PCF birefringence by breaking the fiber structure symmetry.
High birefringence can be induced by asymmetrical cladding, elliptical core, or
asymmetric stress applied to the core. Highly birefringent fibers are desirable to
construct an SI, as shown in Fig. 11.4b, where PM-PCF is spliced between two
single-mode fibers of a 3-dB coupler, forming a loop. The 3-dB coupler splits the
input broadband source light into two counter propagating beams that interfere

P

z, radial

P
z, axial

z

x

y
(P)/ = z= z, radial+ z, axial

Fig. 11.6 Strain transfer induced by external pressure on a fiber Bragg grating (FBG) inscribed
photonic crystal fiber (PCF)

(a) (b)

x

y

Fig. 11.7 Fiber Bragg grating pressure response written on a ultrahigh birefringence photonic
crystal fiber (PCF) and b single-ring suspended fiber with large airhole area. Insets show the
scanning electron microscopic images. Pressure sensitivity of ultrahigh birefringence PCF =
−1.96 pm/MPa for x-polarized peak, and −5.13 pm/MPa for y-polarized peak, 18 pm/MPa
(experiment), and 19.4 pm/MPa (simulation) for single-ring suspended fiber. (Adapted from [40,
55])
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either constructively or destructively at the coupler. Interference transmission can
be detected from the other port of the coupler. Figure 11.8 shows an example of SI
transmission spectrum, using a 0.35 m commercial PM-PCF (NKT Photonics,
PM-1550-01).

The spacing of two adjacent SI dips can be expressed as

GðλÞ= λ2

Δλ ⋅L
≈

λ1 ⋅ λ2
Δλ ⋅L

, ð11:6Þ

where G and L are the PCF group birefringence and length, respectively; λ1 and λ2
are the wavelengths of two adjacent dips; and Δλ is the fringe spacing. Figure 11.8
shows fringe spacing of 9 nm, which corresponds to group birefringence of
7.6 × 10−4 and beat length <4 mm. The phase difference between the fast and
slow light can be expressed as

φ=
2π
λ
BðλÞ ⋅ L, ð11:7Þ

where B(λ) = |nx − ny| is the phase birefringence and is wavelength dependent due
to dispersion. The relationship between group and phase birefringence can be
obtained via

GðλÞ=BðλÞ− λ
dBðλÞ
dλ

. ð11:8Þ

When the PM-PCF is subject to high pressure oil, the refractive indexes, i.e., nx,
ny, change due to photo-elastic effects as described in Eq. (11.4), which causes
changes to the interference spectrum. Since the phase of one dip is always 2 kπ (k ϵ
I), SI pressure sensitivity can be calculated from the derivative of Eq. (11.7) with
respect to pressure,

dλ
dP

=
λ

GðλÞ ⋅
dBðλÞ
dP

, ð11:9Þ

Fig. 11.8 Transmission
spectrum from a Sagnac
interferometers (SI) based on
a commercial 0.35 m
polarization-maintaining
photonic crystal fiber
(PM-PCF)
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where dB(λ)/dP is determined by the pressure-induced index change and is related
to the airhole structure, with different structures producing different stress distri-
butions. Figure 11.9 shows the pressure response for three PCFs with different
airhole structures, as indicated by wavelength shifts based on SI. Pressure sensi-
tivity of commercial PM-PCF ≈ 3.9 nm/MPa, which is almost matched by the
six-hole suspended-core fiber (3.3 nm/MPa). The fiber sensitivities are similar
because their birefringence is similar (4 × 10−4) and the pressure-induced strain
transferred to the core from the slow and fast axis is comparative, which determines
the term dB(λ)/dP in Eq. (11.9). However, the in-house developed semicircular hole
fiber (Fig. 11.9c) exhibits pressure sensitivity = 44 nm/MPa, more than a tenfold
improvement. This fiber has two semicircle holes along the fast axis that breaks the
pressure-induced strain transference to the core via this axis. Thus, pressure sen-
sitivity can be significantly improved by modifying the PCF airhole structure, and
sensitivity for SI systems is generally much higher than that based on the FBG
technique.

(a) (b)

(c)

Fig. 11.9 Hydrostatic oil pressure response in wavelength shift for a commercial PM-PCF,
b six-hole suspended-core fiber, and c semicircular hole fiber. Insets show the fiber cross-sectional
structures
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11.3.3 Fabry–Pérot Interferometer-Based Pressure Sensors

Fabry–Pérot interferometers have also been constructed to measure pressure. There
are many ways to configure FPIs, where the FP cavity needs to be along the light
propagating direction. The FP can be constructed by a film coating on the fiber end
facet [56], forming an air cavity in the core [57], a FBG pair [58], or two material
interfaces [59]. Since PCF cores can be pure silica, in contrast to SMF cores that
require dopant (e.g., germanium) to increase the refractive index, Fresnel reflection
facets of the FP cavity can be implemented by splicing the PCF between two SMF
sections [59, 60], forming the FP cavity from the spliced connections and PCF core,
as shown in Fig. 11.10.

Since the index difference between the PCF core and SMF is small (approxi-
mately 0.01), multiple reflections at the interfaces can be neglected and interference
is regarded as a two-beam configuration. The spectrum can be expressed as

IðλÞ= I1 + I2 + 2
ffiffiffiffiffiffiffi
I1I2

p
cos

4πnneff L
λ

+φ0

� �
, ð11:10Þ

where I1 and I2 are the intensities of the reflection beams at the two PCF and SMF
interfaces, neff is the effective index of the fundamental PCF mode, L is the PCF
length, and φ0 is the initial phase. When the PCF is subject to high pressure, silica
refractive index changes with the pressure due to photo-elastic effects, following the
same relationship as Eq. (11.4). Total PCF length will also extend slightly under the
radial pressure. Similar to the SI case, the phase of one FP interference spectrum dip
is always 2 kπ. Therefore, the wavelength change at one dip induced by the pres-
sure can be expressed as

Δλ
λ

=
Δneff
neff

+
ΔL
L

=
Δneff
neff

+ εz, ð11:11Þ

where εz is the total strain induced by the pressure on the FP cavity.
To measure the response, 1- and 2-mm-long PCFs were used to construct an FPI

and then placed in a pressure-controlled chamber [59]. Pressure was increased from
0 to 40 MPa with 5 MPa step and the reflection spectrum recorded for each

SMF PCF SMF

I1 I2

Angle cleaved to 
reduce refelction

Mirror 1 Mirror 2

BBS

OSA

Coupler / Circulator

FPI sensor

(a) (b)

Fig. 11.10 Photonic crystal-based Fabry–Pérot interferometer. BBS = broadband source,
OSA = optical spectrum analyzer
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pressure. The 1- and 2-mm-based FPIs show similar pressure sensitivity (−5.57 and
−5.77 pm/MPa, respectively). The pressure-induced change in effective index
and strain was calculated using the finite element method (4.22 × 10−6 and
−7.97 × 10−6 MPa−1, respectively) [59]. Therefore, pressure sensitivity from
Eq. (11.11) is equal to −5.8 pm/MPa at 1550 nm. Thus, experimental and simu-
lation results show good agreement.

Since pressure sensitivity only depends on the change of fiber length, the various
fiber lengths should have the same sensitivity, which is consistent with the
experimental outcome. This is advantageous to design compact sensors using very
short PCFs. Since the change of external pressure only causes corresponding
variation in the effective index for the fundamental mode and axial strain, which are
the same as FBG-based pressure sensors, the different pressure sensor types show
similar pressure sensitivity, as expected from Eqs. (11.11) and (11.3). Nevertheless,
since FPI and FBG-based pressure sensors have simpler configuration compared to
SI, they are more suitable for practical applications to measure high pressure.

11.3.4 Mach–Zehnder Interferometer-Based Pressure
Sensors

Mach–Zehnder interferometers (MZIs) can be configured to measure pressure using
PCFs as well. In contrast to FPIs, which require a cavity, MZIs only require two
light beams propagating forward. This can be implemented using two cores [61],
two separate beams [62], two optical modes [63] (e.g., core and cladding modes),
etc. We propose a novel design twin-core PCF (TC-PCF) that propagates super-
modes in x- and y-polarized directions to measure pressure [61]. MZI interference
has intrinsic interferometer characteristics and occurs when two light beams have a
certain phase shift. Typically, external pressure induces perturbation in either one or
both beams when the MZI is placed in such an environment.

The TC-PCF supports supermodes of the even and odd modes in x and y po-
larizations. Since the supermodes are propagating along two fiber cores, the beams
couple with each other simultaneously. Figure 11.11a shows the setup to measure
transmission spectrum using a 110 cm TC-PCF, and Fig. 11.11b shows the
resultant interference spectrum. Interference was modulated due to a combination of
interferences occurring in x and y polarizations. Fringe spacing is measured to be
0.676 nm.

Total intensity measured at the output end can be expressed as

IðλÞ=1− cos
π

λ
ðΔnx, g +Δny, gÞL

h i
⋅ cos

π

λ
ðΔnx, g −Δny, gÞL

h i
, ð11:12Þ

where Δnx,g and Δny,g are the index differences between even and odd modes in
x- and y-polarized directions, respectively, and L is the TC-PCF length.
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The transmission spectrum is modulated by the last term in Eq. (11.12). Consid-
ering small wavelength range, fringe spacing can be approximated as

Δλ=
2λ2

ðΔnx, g +Δny, gÞL . ð11:13Þ

The index difference of even and odd modes was calculated using the finite
element method based on the actual TC-PCF cross-sectional structure, as shown in
Fig. 11.11a. Index difference = 3.745 × 10−3 and 3.386 × 10−3 at x and y po-
larizations, respectively. Thus, fringe spacing = 0.613 nm at 1550 nm, which
shows good consistency with the measured result (0.676 nm, Fig. 11.11b).

Similar to Eq. (11.4), the photo-elastic effect when the fiber is subject to pressure
causes index differences between the even and odd modes; i.e., interference spec-
trum changes reflect pressure changes. Figure 11.12 shows the pressure response
obtained using the proposed TC-PCF-based MZI. The wavelength of one dip in the

BBS OSA

SMF TC-PCF SMF

TC-PCF

Setup to measure the 
transmission of 110-cm TC-PCF

(a) (b)

Fig. 11.11 Transmission interference using 110 cm twin-core photonic crystal fiber (TC-PCF):
a equipment setup to measure the spectra and scanning electron microscopic TC-PCF image and
b corresponding transmission spectrum of the interference. (Adapted from [61])

Fig. 11.12 Pressure response
of twin-core photonic crystal
fiber (TC-PCF)-based MZI.
Experimental and calculated
pressure sensitivity = −21
and −19 pm/MPa,
respectively. (Adapted
from [61])
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transmission spectrum was recorded as the pressure increased to 45 MPa with 5
MPa step. Measured pressure sensitivity ≈−21 pm/MPa, which is consistent with
the calculated −19 pm/MPa using the above theory.

11.4 Photonic Crystal Fiber Pressure Sensor
Characteristics

11.4.1 Sensitivity and Resolution

Sensitivity is a key parameter to evaluate the developed pressure sensors. Pressure
sensitivity of PCF-based pressure sensors varies with the fundamental principles
used. In particular, PCF pressure sensors that employ the difference of two polar-
ized modes show much higher sensitivity, e.g., the SI rocking filter. Other types
using the dependence of the fundamental mode index on pressure have lower
sensitivity, such as FBGs on SMFs or PCFs, and PCF-based FPIs. Pressure sen-
sitivity of the former type can achieve up to tens of nm for 1 MPa pressure vari-
ation, whereas only tens of pm for the latter type. Table 11.1 provides
state-of-the-art pressure sensors utilizing PCFs and other principles. Sensitivity,
resolution, and temperature dependence were chosen for the comparison.

Table 11.1 shows that PCF-based pressure sensors vary greatly with the
underlying principle. Typically, FBG-based approaches show lower pressure sen-
sitivity compared with interferometers. Microstructured optical fibers (MOFs) with
large airholes in the cross section give better pressure sensitivity. For example, the
single-ring suspended fiber discussed in this chapter achieved sensitiv-
ity = −18 pm/MPa, a ∼fivefold improvement over SMFs with no airholes. Two
reflection peaks occur for FBGs written in polarization-maintaining fibers due to the
two polarization modes. Thus, individual peaks can be used to measure pressure
and temperature responses [40, 64]. Pressure sensitivity of the slow and fast axes
was approximately 5 and 2–3 pm/MPa, respectively, but temperature dependence
of the peaks was similar (approximately 11 pm/°C). Although pressure sensitivity is
low, this type of pressure sensor is also promising and feasible for simultaneous
pressure and temperature measurement. FPI and MZI-based pressure sensors have
similar sensitivity (a few to tens of pm/MPa) as FBG-based sensors. This is because
the pressure mainly induced change in the fundamental guiding mode index in
PCFs, which hardly gives too large discrimination due to the similar photo-elastic
coefficient of silica. In such cases, different airhole structures result in minor
differences.

Polarimetric schemes to measure pressure based on polarization-maintaining
fibers show quite different results. Pressure sensors based on Sagnac loop inter-
ferometers show very high sensitivity, the largest (44,000 pm/MPa) being the
in-house fabricated two semicircular holes fiber, as shown in Fig. 11.9c. This
sensitivity is approximately 11,000 times larger than FBGs in SMFs, i.e., better
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than 4 orders of magnitude, and still exceeds commercial PM-PCF sensitivity
(3,420 pm/MPa). Resolution for discriminating pressure can be as small as 20 Pa
when considering the interrogator resolution (1 pm). This significant sensitivity
improvement is attributed to the dependence of birefringence with pressure; i.e., the

Table 11.1 Comparison of state-of-the-art photonic crystal fiber (PCF) and other microstructured
optical fiber (MOF)-based pressure sensors

Fiber type Principle Pressure
sensitivity
(pm/MPa)

Resolution 1 pm
interrogator (kPa)

Temperature
dependence (pm/
°C)

Commercial
PM-PCF [64]

FBG −3.6 (fast
axis)
−5.4 (slow
axis)

277 (fast axis)
185 (slow axis)

10.51

Ultrahigh
birefringence
PM-PCF [40]

FBG −1.9 (fast
axis)
−5.1 (slow
axis)

526 (fast axis)
196 (slow axis)

11

SMF [5] FBG ∼4 250 ∼10
Two large side-hole
fiber [65]

Regenerated
FBG

10.9 91 0.15

Grapefruit MOF [32] FBG −12.86 77 ∼12
Single-ring
suspended fiber [55]

FBG −18 55 12.02

Endless single-mode
PCF [66]

LPG 112 8.93 ∼0.35

Solid-core
honeycomb PCF [59]

FPI −5.8 172 ∼13

Four-hole
suspended-core fiber
[67]

FPI −6.8 147 −11

Twin-core PCF [61] Modal
coupling
MZI

−21 47 12.4

Commercial
PM-PCF [11]

SI 3420 0.292 −2.2

Six-hole
suspended-core fiber
[37]

SI 2816 0.355 ∼1

Butterfly MOF [19] SI ∼6850 0.146 ∼7
Two-semicircle-hole
fiber

SI 44,000 0.023 ∼10

High birefringence
PM-PCF [68]

Rocking
filter

3300 0.303 1.38

Butterfly MOF [13] Rocking
filter

–72,600 to
−97,300

0.014 −28 to −79
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refractive index difference between the two polarized modes is considered, rather
than only one mode.

The rocking filter scheme shows even higher pressure sensitivity (97,300 pm/MPa)
than the SI scheme using the same fiber, e.g., butterfly MOF. The rocking filter uses
the grating structure to couple one polarization beam with the other one to achieve
resonance dips in the transmission spectrum. The shift of dips is encoded with
pressure changes. Several resonance peaks are available, and sensitivity is depen-
dent on the peak selection [13]. For the rocking filter, polarimetric sensitivity
(Kp = 2π/λ × (dB/dP)) and group birefringence have vital roles in determining
sensitivity, which is similar to SI and related to the asymmetrical stress distribution
induced by the applied pressure. Therefore, both SI and rocking filter exhibit very
high sensitivity as well as high resolution. Since SI based on the two semicircular
holes fiber has larger sensitivity than butterfly MOF, it can be anticipated that even
better performance in terms of sensitivity and resolution can be achieved by
employing the rocking filter with this fiber.

Temperature dependence varies from approximately 1–10 pm/°C, which can
cause cross-sensitivity issues using grating, FPI, or MZI schemes. However, this
can be neglected for SIs or rocking filters due to their high sensitivity. Furthermore,
the flexibility of modifying PCF geometry means it would be relatively simple and
promising to develop PCF pressure sensors with even better performance to meet
the strict demands of the oil industry.

11.4.2 Dynamic Range

Dynamic range (DR) of the measurement determines the capability of the pressure
sensors. DR low limit is related to the pressure sensor resolution, signal interro-
gation noise level, and equipment resolution. DR high limit is dependent on the
sensor fracture threshold, which is large for silica fiber. Hydrostatic oil pres-
sures >100 MPa have been successfully measured using optical fibers [69]. DR of
PCF pressure sensors can be defined by the maximum detectable pressure over the
minimum limit,

DRðdBÞ = 20 × log10ð
Pmax

Pmin
Þ, ð11:14Þ

where Pmax and Pmin are the maximum pressure and minimum pressure the sensor
can detect, respectively. Ideally, Pmin refers to the pressure sensor resolution if zero
system noise was present, and no inaccuracy detection in spectral shift was avail-
able. Taking the SI on the two semicircular holes fiber and butterfly MOF rocker
filter as examples, sensor resolution can be 0.023 and 0.014 kPa, respectively
(Table 11.1) and hence DR ≈ 133 and 137 dB, respectively, if taking the maxi-
mum pressure of 100 MPa into account.
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However, in practice, sensor resolution will be lower than the theoretical esti-
mate due to measurement inaccuracy, spectral instability, and signal noise. The
interferometric schemes provide narrower resonance dips and would be expected to
provide better practical detection accuracy. In particular, the Sagnac loop and
rocking filter are based on polarimetric techniques, and SMF polarization changes
randomly with even slight perturbation, which leads to spectral instability. There-
fore, pressure discrimination accuracy will also be reduced.

11.5 Photonic Crystal Fiber-Based Pressure Sensor
Applications

Basically, the property of the photosensitivity enables the PCFs to be inscribed with
FBGs, which are widely developed into various sensors, including pressure sensor.
However, the sensing performance in terms of the pressure sensitivity based on
gratings varies from a few to tens of pm/MPa, too small for minor pressure
detection. The flexibility of fabricating PCFs in asymmetrical geometry extends the
possibility of developing pressure sensors with better performance. Compared with
all the fiber-optic pressure sensors, those based on polarimetric approaches exhibit
superior pressure sensitivity, which consequently show better discrimination reso-
lution under the same conditions, as shown in Table 11.1. Birefringence is an
essential property to configure polarimetric pressure sensors, which are more
promising. The index difference of the two orthogonally polarized modes with
respect to pressure is taken into account to characterize and enhance the sensitivity.
There are various strategies to design the airhole structure of PCFs in order to
introduce the high birefringence. But the key technique is to introduce asymmetrical
stress distribution to the core as presented in Sect. 11.2. Although the polarimetric
PCF pressure sensors possesses high sensitivity compared to grating-based pressure
sensors, the bandwidth of the signal valleys/peaks is typically broader than FBGs,
which leads to large measurement uncertainty and high detection limit. Further-
more, since the polarization is employed, the system would be sensitive to the
polarization perturbations unless additional approaches are taken for stabilization,
e.g., the use of polarization scrambler, polarization-maintaining fiber. Therefore,
these shortcomings could be overcome accordingly by designing the sensors
properly.

Nevertheless, PCF-based pressure sensors with high sensitivity and a large
dynamic range would be extremely useful in the oil and gas industry, especially in
harsh environments where conventional electronic sensors cannot sustain operation.
The inherent passivity of the fiber approach enables sensors to be used for
high-pressure and temperature measurement. Temperatures in deep wells can reach
250 °C, and oil pressures >100 MPa can be expected. In these situations, PCF
sensors would be very suitable to quantify slight pressure variations due to their
high sensitivity. Although the sensors exhibit different temperature dependences,
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these can be easily compensated by using separate gratings or simultaneous mea-
surements with proper sensing schemes. Temperature variation can be neglected if
the change is small and SIs or rocking filters with low-temperature cross-sensitivity
are utilized.

To push PCF sensors into industrial applications, functionality and long-term
reliability under the downhole conditions must be addressed and demonstrated
practically for operators. This should include reliable packaging, temperature
robustness, mechanical strength, vibration robustness, etc. [7]. Compared with FBG
on SMF using mechanical transducers to improve sensitivity, PCF pressure sensors
possess significantly superior intrinsic sensitivity without requiring additional
transducers and consequential increased sensing headspace. Mature FBG technol-
ogy has been successfully applied in the oil industry over the past decades [70], but
few PCF-based pressure sensors have been in practical use. This leaves a large
development space for PCF pressure sensors to be adapted for the oil and gas
industry. The high sensitivity achieved by unique airhole structures makes it pos-
sible and advantageous to monitor slight oil pressure variations.

PCF pressure sensors with high sensitivity and resolution could also be
employed to measure biomedical pressure [71], which could be promising for
monitoring local blood pressure in real time, especially when conducting minimally
invasive surgery. Normally, blood pressure <120/80 mm Hg (systolic/diastolic) in
blood vessels, i.e., <16 kPa. However, hypertensive patients can exhibit blood
pressure >160 mmHg (i.e., >20 kPa). The best resolution for SI using the two
semicircular holes fiber was 0.023 kPa, corresponding to approximately
0.17 mmHg, which could provide good discrimination for slight blood pressure
changes in the vessel. To implement this application, PCF-based pressure sensor
performance must be improved in terms of resolution, stability, and suitable
packaging. Appropriate fiber geometry and sensing schemes need to be developed.

11.6 Summary

This chapter presented pressure sensors based on photonic crystal fibers (PCFs) or
microstructured optical fibers (MOFs). The PCF fabrication process was briefly
explained, focusing on introducing birefringence due to asymmetrical distribution
of stress in or on the core. Birefringence is the key property that can be easily tuned
by modifying the fiber geometry and employed in SI configurations to improve
pressure sensitivity. FBG- and interferometry-based schemes (i.e., FPI, SI, and
MZI) were presented in terms of their underlying principle and specific sensing
configurations. Several MOFs that were designed and fabricated in-house were
included to illustrate the range of potential PCF pressure sensors.

Resolution and other performance characteristics of some state-of-the-art PCF
pressure sensors were compared. Sensors incorporating polarimetric techniques
using PCFs with high birefringence exhibited the highest pressure sensitivity
(44,000, −97,300 pm/MPa) compared to other pressure sensor types. The high
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sensitivity meant that higher resolution could also be achieved, which is important
for determining the smallest detectable pressure.

Large dynamic range >130 dB was achievable by reducing spectral instability
and increasing measurement accuracy. Ideally, minimum detectable pressure should
be 10–20 Pa, and there remains room for further improvement.

It would be promising to apply those novel PCF pressure sensors in the oil and
gas industry to monitor pressure in real time. The high resolution also suggests
potential applications in biomedical pressure monitoring, particularly for minimally
invasive surgery. In principle, slight blood vessel pressure changes could be locally
monitored in real time. However, the technology requires optimization and
improvement in terms of fiber and sensor design, reliability, sensing and packaging
schemes, etc.
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Chapter 12
Development of Photonic Crystal
Fiber-Based Gas/Chemical Sensors

Ahmmed A. Rifat, Kawsar Ahmed, Sayed Asaduzzaman,
Bikash Kumar Paul and Rajib Ahmed

Abstract The development of highly sensitive and miniaturized sensors that
capable of real-time analytes detection is highly desirable. Nowadays, toxic or
colorless gas detection, air pollution monitoring, harmful chemical, pressure, strain,
humidity, and temperature sensors based on photonic crystal fiber (PCF) are
increasing rapidly due to its compact structure, fast response, and efficient
light-controlling capabilities. The propagating light through the PCF can be con-
trolled by varying the structural parameters and core–cladding materials; as a result,
evanescent field can be enhanced significantly which is the main component of the
PCF-based gas/chemical sensors. The aim of this chapter is to (1) describe the
principle operation of PCF-based gas/chemical sensors, (2) discuss the important
PCF properties for optical sensors, (3) extensively discuss the different types of
microstructured optical fiber-based gas/chemical sensors, (4) study the effects of
different core–cladding shapes, and fiber background materials on sensing perfor-
mance, and (5) highlight the main challenges of PCF-based gas/chemical sensors
and possible solutions.
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12.1 Introduction

Optical sensor devices have been taken as an alternative to conventional solid-state
planar, brittle, less flexible, and rigid electronic devices [1]. Electronic devices have
some major limitations such as high manufacturing cost, complex procedure,
slower response time, and reliability as compared to the optical sensors. Electronic
devices are also affected with electromagnetic (EM) and thermal noise or inter-
ference [2]. Nowadays, physical sensing based on optical platform used to sense
and monitor complex environment and its surrounding such as temperature,
humidity, strain, stress, pressure, and torsion having important applications in
wearable sensors, robotics, health and safety monitoring [3–8]. Therefore, optical
sensor devices have been found the suitable alternative for the gas, chemical, and
oil-sensing applications, due to its advantages of low cost, less noise/interference,
higher sensitivity, fast response, reliability, and compactness [9–11].

Since last decades, photonic crystal fiber has been shown great development in
optical sensing [12–15]. Due to advance optical instrumentations, the field of fiber
optics is no longer limited to telecommunication applications. PCF also known as
holey fiber consists of periodically ordered microscopic cylindrical airholes running
through the full length of the fiber. The standard PCF is made with fused silica
(SiO2) that has a regular pattern of voids or airholes that run parallel to its axis.
Unlike traditional optical fibers, both the core and cladding are made from the same
material. The structural view of PCF is shown in Fig. 12.1. Due to unique
advantages of PCFs such as design freedom, light-controlling capabilities, faster
detection response, and miniaturized structure, it has been received considerable
attention in developing opto-devices and sensors. Moreover, modifying the struc-
tural parameters of PCFs, such as airhole diameters, pitch size, and number of rings,
evanescent field can be controlled; as a result, it will find the large scale of possible
applications, especially in sensing.

The first working PCF emerged from the drawing tower in late 1995. PCF was
practically fabricated for the first time in 1996 by Birks et al. [16]. The first

Fig. 12.1 Standard photonic crystal fiber structure
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fabricated PCF is shown in Fig. 12.2a. There are mainly two types of PCF, one is
index-guiding PCF and another is photonic band gap (PBG) PCF. The
cross-sectional diagram of index-guided photonic crystal fiber is shown in
Fig. 12.2b. Photonic bandgap guiding occurs by surrounding the core of an optical
fiber with the cladding region which contains airholes running along the length of
the fiber. The cross-sectional diagram of photonic bandgap is shown in Fig. 12.2c.
Recently, researchers are more interested in special type of PCF where both core
and cladding are microstructured (see Fig. 12.2d).

Nowadays, PCF has been attracted much attention for its incredible performance
and broad range of applications such as filters [18], switches [19, 20],
electro-optical modulators [21, 22], polarization converters [23], and sensors [24–
28]. Since last few decades, PCF has been considered and widely investigated as a
suitable candidate for the optical sensing. Highly sensitive liquid and gas sensors
are playing an important role in industrial processes especially for detecting toxic
and flammable gases or liquids to overcome the safety issues [29]. So, it has
become one of the key challenges to enhance the performance of liquid and gas
sensors. Photonic crystal fiber-based liquid and gas sensors have been shown

Fig. 12.2 a First working PCF. b Low loss solid core PCF. c The first hollow-core PCF. d A
small core PCF extruded from Schott SF6 glass [16, 17]
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excellent performance in terms of sensitivity response. In recent years, researchers
have been shown great interest on the development of PCF-based sensors for
environmental and safety monitoring [30, 31]. A wide variety of PCF-based sensing
techniques have been reported by changing different geometric parameters of the
PCF to get higher sensitivity, detection accuracy, and faster response time. Per-
formance of the PCFs can be enhanced by regular or irregular geometric structure
like hexagonal [32], octagonal [33], decagonal [34], square [35], honeycomb
cladding [36], elliptical [37], and kagome [38]. Development of regular or irregular
PCF structure leads to achieve more efficiency as well as use it in multipurpose like
gas sensing, chemical sensing, bio sensing, cancer cell detection, medical science,
temperature sensing, illuminations, machining, and welding applications because of
its smaller size, lighter weight, chemically inertness, higher bandwidth, longer
repeater span, electromagnetic immunity, and many other intriguing properties [39–
41].

Researchers are trying to improve the performance of the PCF-based sensors
following different geometric shape of cladding and filling different transparent
material in the core and cladding. However, doping material will cause high cost
and also led to the complex fabrication process. As a result, considering practical
point of view, a simple PCF structure is required with high sensitivity virtues. Park
et al. [42] proposed a new type of index-guided PCF to enhance sensing capability
by introducing a hollow high index ring defect that consists of the central airhole
surrounded by a high index GeO2 doped SiO2 glass ring. They showed that fraction
of evanescent field was increased by increasing the diameter of central airhole;
hence, the sensitivity was improved and kept the diameter smaller than cladding
holes diameters for the physical realization of effective index guiding. Olyaee et al.
[43] showed sensitivity 13.23% by increasing the diameter of the holes located in
the inner ring and reduced confinement losses to 3.77 × 10−6 dB/m by increasing
the airhole diameters located in the outer ring at the wavelength 1.33 µm. Ademgil
et al. [44] proposed a microstructured core and cladding PCF for liquid sensing and
found the sensitivity of 20.10% at the wavelength λ = 1.33 µm. According to the
reported papers, it has been observed that both relative sensitivity and confinement
loss are improved. But these are not the significant value for a gas sensor. To
increase the relative sensitivity and lower the confinement loss, more research has
to be done. An effective way to increase the performance of gas sensor is to design a
simple PCF structure which will allow more penetration of the evanescent fields.

In this chapter, sensitivity and guiding properties of various index-guiding
PCFs-based gas/chemical sensors as well as liquid sensors are extensively dis-
cussed. The finite element method (FEM) with perfectly matched boundary layer
(PML) conditions is extensively used for the computational study of PCF-based
gas/chemical sensors; as a result, we also described the PML effect on sensing. The
important sensor parameters such as sensitivity and confinement loss effect due to
change of pitch, number of rings, airhole diameters, and air filling fractions
(AFF) are investigated. Recent advances of existing PCF-based gas/chemical sen-
sors are discussed, which consist of comparisons among several PCF structures in
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terms of relative sensitivity and fabrication feasibility. Finally, research gaps of this
field are addressed and potential future detections to overcome them are discussed.

12.2 Fundamentals of PCF-Based Sensors

12.2.1 Sensing Mechanism of PCF-Based Sensors

The criteria’s for which PCFs are used as a sensor

• Absorbance measured in a transparent medium.
• Reflectance measured in non-transparent media, usually using an immobilized

indicator.
• Luminescence based on the measurement of the intensity of light emitted by a

chemical reaction in the receptor system.
• Fluorescence measured as the positive emission effect caused by irradiation.
• Refractive index measured as the result of a change in solution composition.
• Opto-thermal effect based on a measurement of the thermal effect caused by

light absorption.
• Light scattering based on effects caused by particles of definite size present in

the sample.

Among these criteria’s, absorbance property is widely used for sensing appli-
cations which followed by the absorption spectroscopy for practical realization. In
recent years, absorption techniques are also used to detect the gas/chemicals. We
have discussed the absorption spectroscopy in the following paragraph.

Fundamentals of Absorption Spectroscopy

The quality of gas assimilation lines can be utilized to perform quantitative esti-
mation of gas. The sensitivity of the analytes is derived from the output optical
power, and it is followed by the Beer–Lambert law [43, 45] as follows.

I λð Þ= I0 λð Þ exp − rαmlcð Þ ð12:1Þ

where I0 is the emerging optical intensity of light passing through the targeted
analyte and I is the intensity of light for investigation. The relative sensitivity
coefficient is r, αm is the absorption coefficient, l is proportional to the line strength,
and c is the concentration of the sample analyte.

The absorbance of the sample is defined as [25];

A= − log10
I0
I

� �
= rαmlc ð12:2Þ
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The molecule shows different properties in their different states. Some gases are
extremely flammable and hazardous that can be detected by PCF. The flammable
gases may cause exploitation and fire in any industries as well as residential areas.
Some gases are toxic that may cause different types of diseases. Few gases may
cause cancer and other disorders as well. Table 12.1 shows the detailed description
and absorption wavelength.

The PCF-sensing mechanism depends on the absorption lines of the corre-
sponding gases. By the effective refractive index of the related gas which can be
detected shows modal intensities at the core region. Gas species with absorption in
near IR region and line strength are listed in Table 12.1. By the absorption cell,
gases can be detected between any ranges of wavelength (see Fig. 12.3).

Figure 12.4 exhibits the schematic block diagram of the checked wavelength
direct absorption spectroscopy system, which is used for methane ID. Light from a
tenable laser source (TLS) is dispatched into a solitary mode fiber (SMF). The SMF
is butt-coupled to the HC-PBF using a 3-turn positioner. An opening is left between

Table 12.1 Absorption wavelength and line strength of some common gases [45]

Molecule Absorption
wavelength
(µm)

Line strength
(cm−2 atm−1)

Descriptions

Acetylene
(C2H2)

1.533 ∼20 × 10−2 Extremely flammable

Hydrogen
iodide (HI)

1.541 0.775 × 10−2 Highly toxic, colorless

Ammonia
(NH3)

1.544 0.925 × 10−2 Toxic, irritating and destructive to
tissues

Carbon
monoxide
(CO)

1.567 0.0575 × 10−2 Combustion product, toxic,
colorless

Carbon
dioxide
(CO2)

1.573 0.048 × 10−2 Main greenhouse gas

Hydrogen
sulfide (H2S)

1.578 0.325 × 10−2 Toxic, colorless, flammable

Methane
(CH4)

1.667, 1.33 1.5 × 10−2 Flammable, greenhouse gas

Hydrogen
fluoride (HF)

1.330 32.5 × 10−2 Toxic, colorless, extremely
corrosive

Hydrogen
bromide
(HBr)

1.341 0.0525 × 10−2 Highly toxic, colorless

Nitrogen
dioxide
(NO2)

0.800 0.125 × 10−2 Greenhouse gas

Oxygen (O2) 0.761 0.01911 × 10−2 Strong oxidizer, supports and
vigorously accelerates combustion

292 A. A. Rifat et al.



the terminations of the fibers to allow the gas access into the focal point of the
HC-PBF. The other side of the HC-PBF is joined to a single mode fiber
(SMF) using a business roundabout section splicer as described in [45]. The
incapacitating of this splicer is around 1 dB. The light transmitted through the
HC-PBF is measured using a Ge-identifier. A PC is used to control the tuneable
laser and accumulate data from power meter which contain the locator. The open
end of the HC-PBF is set in a settled vacuum chamber. Finally, a pump is used to
clear the fiber before stacking with the adjusted joining of the targeted gas.

To measure the methane maintenance territory, use the two HC-PBF cells. The
setup of absorption spectroscopy showed up in figure (Fig. 12.4). Consequently, the
vacuum chamber is required to clear first, then it is stacked with a balanced mix of
18,750 ppmv (parts per million volumes) methane in air at a relative weight of
1 bar.

Resulting allows sufficient time for the gas to thoroughly diffuse into the fiber,
and a transmission extent is recorded. The intentional territory is then established to
a reach accumulated with void cells, yielding the ingestion in light of methane.
From the methane maintenance band, it can be seen that the methane has generally
more grounded absorption at 1331.55 nm.

Gas Sample

Absorption Coefficient: α

Gas Concentration: C

Io I

l

Fig. 12.3 Guided absorption cell
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Fig. 12.4 Direct absorption spectroscopy system [46]
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12.2.2 Applications of PCF-Based Sensors

Due to unique optical properties of PCFs, it has been found large scale of potential
applications. There are many applications in PCF-based sensors and some of them
are listed below:

• Gas sensor: Gases are colorless and can be toxic. But different gas has different
absorption line based on its absorption spectrum length as well as refractive
index. PCF has been used to detect those colorless gases [47]. PCF-based gas
sensor has the capability to detect CO that is commonly known as silent killer
[43].

• Chemical Sensor: Chemicals are massively used in the industrial applications.
In some cases, it is bounded to detect some unwanted chemical and those are
poisonous for human body. Based on the internal structure of the chemical, their
refractive index is also different. Each chemical has its unique refractive index
like for benzene (n = 1.366), ethanol (n = 1.354), water (n = 1.33). Based on
these refractive index, chemical can be detected by PCF by passing the chemical
through the core region [48].

• Biosensor: Biosensor is a device that can sense the numerous biological
molecules and/or antibodies, enzymes with the presence of associated chemical
or analyte. Nowadays, PCFs are used to detect biological substances like urine
glucose, pH, serum protein [49].

• Temperature Sensor: Temperature measurement is a key issue in industrial and
environmental health monitoring purposes. The conventional temperature
measurement mechanism is not suitable. PCF-based temperature sensors are
most popular for temperature sensing because of its simple and cost-effective
detection capabilities. To date, several number of PCF-based temperature sen-
sors have been reported [50, 51].

• Refractive Index Sensor: Refractive index-based sensors are vastly using in
optical sensing area. Based on the refractive index of different specimen, dif-
ferent applications are already employed among them surface plasmon reso-
nance (SPR) is notable [52, 53].

• Corrosion Sensor: The deterioration and loss of a material are commonly
known as corrosion. With the development of PCF-based corrosion sensors, it
can be easily monitored the present structural condition of aircraft [54], steel
[55], and other materials.

• Pressure Sensor: Pressure is a common behavior in case of gaseous and liquid
chemicals. Moreover the revolutionary changes in the optical field, PCF-based
pressure sensor played the significant role by measuring the pressure inside the
patient body especially for urodynamic and cardiovascular assessment [56].

• Humidity and Moister Sensor: To predict the present state of the atmospheric
condition some weather forecasting parameters are needed to be calculated.
Among them, humidity is exceedingly crucial. Nowadays, PCF-based humidity
and pressure sensors are using widely [57, 58].
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• Flying Particle Sensor: Different particles are generally present in the envi-
ronment (like in open air). But the particles are too tiny that it cannot be easily
detected. Some radioactive substance may be present in the different areas air,
and those are flying randomly. This type of sensor can be used in radioactive
areas to monitor the environment [59].

• Transverse Load Sensing: Utilizing the mechanism of light propagation
property load can be sensed. Optical fiber can directly use to sense load in the
transverse direction [60].

12.2.3 Advantages of PCF-Based Sensors

By varying PCF structure (like hexagonal, octagonal, decagonal) and also varying
the structural core–cladding size with different arrangement, propagating light can
be tailored significantly. For the PCF-based sensors, evanescent field is the key
element. Due to PCFs light-controlling capability, evanescent field can be tailored
intensely; as a result, sensor performance can be improved significantly.

12.2.4 Optical/Guiding Properties of PCF Sensors

The better optical guiding properties ensure the application of PCFs as gas/chemical
sensors. Optical properties are the core area of research on PCF. The sensor guiding
properties of the PCFs are discussed below stepwise in details [12, 61].

Relative Sensitivity

First and foremost nature of a PCF used as sensor is needed to compute the relative
sensitivity response. Relative sensitivity response of a PCF denoted the sensing
capacity of the proposed PCF. Relative sensitivity is symbolized by r, and it can be
calculated through the following equation [47];

r=
ns

Re½neff � f ð12:3Þ

where ns is the refractive index of target gas species, typically consider as 1 and Re
[neff] is the real part of the effective mode index. Here, f is the fraction of holes
power by total optical power which can be defined as [62]:

f =

R
holes ReðExHy −EyHxÞdxdyR
total ReðExHy −EyHxÞdxdy ð12:4Þ

Here, Ex, Ey, Hx, and Hy are the transverse electric and magnetic field of the
guided mode, respectively.
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Confinement loss

Confinement loss or leakage loss occurs due to leaky nature of the mode and
irregular arrangement of airholes. Those airholes are playing the role of dielectric
medium. Confinement loss also depends on transmitted wavelength, parameter
shape and size, number of holes, and rings. A circular-shaped anisotropic perfectly
matched layer (C-APML) is used to satisfy the boundary condition which avoids
unwanted electromagnetic reflection at the boundary of PCF. By this term, con-
finement loss or leakage loss can be calculated by the imaginary part of the effective
refractive index. The confinement loss or leakage loss can be calculated by the
following equation [63]:

Lc dB ̸mð Þ=8.686K0Im neff
� �

× 106 ð12:5Þ

where K0 = 2π/λ, is the wave number and Im[neff] is the imaginary part of the
effective refractive index.

Birefringence

Birefringence is one of the crucial properties of PCFs. It is highly influential for
polarization maintaining fiber (PMF). Birefringence is a property of a PCF which
comes from some geometric asymmetry based on airholes position. Highly struc-
tural asymmetry of PCF, especially first ring of the PCF, produces higher order of
birefringence, and structural symmetry of PCF has no influence to produce bire-
fringence. The mathematical formulation of birefringence can be expressed as [64],

B λð Þ= nxeff − nyeff
��� ��� ð12:6Þ

Beat length

Another wavelength-dependent parameter is beat length. Beat length is a significant
argument to discover the birefringent optical fibers. It defines the optical signal
transmission length along the fiber when the phase difference of two orthogonal
polarization states varies 360° or 2π radians. This property leads to periodic power
exchange between two orthogonal components. This period is called beat length
which can be evaluated by the following expression [65]:

LB λð Þ= λ

B λð Þ ð12:7Þ

V-Parameter

A PCF can be single mode or multimode. A cutoff value always present there for
determining the fiber for modal analysis. If the value of V is less than or equal to
2.405, then it indicates the single mode operations; otherwise, it permits multimode
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operations. The single mode response for step index fiber can be determined by the
V-parameter which is defined by [66]:

Veff =
2π
λ
a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2co − n2cl

q
ð12:8Þ

Here, nco and ncl are the refractive index of core and cladding; a is the radius of
the fiber core. The fraction of optical power in a certain mode is bounded inside a
fiber core determined by V number. The lower V-value indicates the optical power
fraction is low and vice versa.

Effective Area

Effective mode area is generally considered as the light carrying region. For fun-
damental propagating mode, electric field (E) distribution occurs inside the core; as
a result, effective mode area (EMA) of a PCF can be determined by the following
equation [32]:

Aeff =

RR
E x, yð Þj j2dxdy

� 	2

RR
E x, yð Þj j4dxdy ð12:9Þ

For high bit rate data transmission system (especially for telecommunication),
large effective mode area is required. On the contrary, lower EMA is preferable for
nonlinear applications.

Nonlinearity

High-optical power density is provided by a small effective area for which the
nonlinear effects would be significant. The nonlinear effective or nonlinearity is
closely related with the effective area and also nonlinear coefficient of the PCF
background material in associated with the operating wavelength λ. The nonlinear
coefficient can be examined by the following equation [32]:

γ =
2π
λ

� �
n2
Aeff

� �
ð12:10Þ

where n2 is the nonlinear refractive index. Nonlinear effects are very advantageous
in different optical devices and optical applications such as broadband amplifica-
tion, channel demultiplexing, wavelength conversion, soliton formation, optical
switching and many more applications. Nevertheless, higher orders of nonlinearity
are responsible for supercontinuum generation (SCG).

Splice Loss

Splice loss is another important parameter for fiber design consideration. Generally,
for longer distance signal carrying or longer distance optical communication aspect
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two fibers are experienced by joining or splicing. It is very sensitive issue because
due to small mismatch of the fibers during the splicing will led to the large signal
attenuation. Splice loss occurs during the splicing between PCF and the single
mode fiber. Splice loss can be calculated by the following equation [32]:

LS = − 20log10
2WSMFWPCF

W2
SMF +W2

PCF
ð12:11Þ

where WSMF and WPCF are the mode field diameters of the single mode fiber and
PCF, respectively.

Refractive Index

Transparent materials are highly used for PCF fabrication. The common transparent
material silica has been used extensively for the PCF fabrication. Even as a standard
PCF, silica fiber has been considered till now. Due to the technological advance-
ment, different types of transparent materials such as tellurite, graphene, ZBLAN,
and TOPAS have also been shown great interest. These are all the basic material
characteristics which completely depend on refractive index. Refractive index is a
material itself property which can be increased or decreased by doping other
materials based on the different applications.

12.3 Overview of PCF-Based Gas/Chemical Sensors

12.3.1 Conventional Optical Fiber Sensors

Optical fiber-based surface plasmon resonance (SPR) sensor has been reported by
Mishra et al. [67], for the detection of hydrogen sulfide gas. The schematic diagram
of the experimental setup is shown in Fig. 12.5. To utilize the SPR-based gas
sensor, nickel oxide doped ITO thin film has been used. Gas chamber having the
facility with inlet and outlet was used, and the fiber probe was inserted into the gas
chamber. The unpolarized light lunched at one end of the fiber and at the other end
of the fiber is connected to the spectrometer. To study the SPR response of the
hydrogen sulfide gas, the gas chamber was evacuated with the help of a rotary
pump and the reference signal was recorded.

Recently, optical fiber-based SPR sensor for the detection of ammonia gas has
also been reported [68]. The sensitivity of the sensor with optimized thickness of
BCP layer is 1.891 nm/ppm and is larger than the sensitivity values obtained in the
cases of Ag/BCP and Cu/BCP-coated probes for the concentration range 1–10 ppm
of the ammonia gas.
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12.3.2 PCF-Based Sensors

Based on geometrical structure, different types of PCFs have been reported for the
gas/chemical sensing. The most common and modest PCF-based sensor structure is
hexagonal structure. Moreover, circular, square, octagonal structures have also been
reported. These types of shapes are constructed based on the orientation of airholes

Fig. 12.5 Conventional optical fiber sensor [67]

(i)

(ii)

(iii)

(i)
(ii)

(iii) (iv)

(a) (b) (c)

(d) (e) (f)

Fig. 12.6 Different types of PCF-based sensors. a Octagonal, b hexagonal, c hybrid, d spiral,
e hybrid combined, and f Square
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in the cladding region. For the various architectural shapes, light guiding mecha-
nism through the fiber may have different manner. Here, from the design
prospective, different types of PCF-based sensor are shown in Fig. 12.6. Fig-
ure 12.6 shows the different types of PCF such as octagonal (Fig. 12.6a), hexagonal
(Fig. 12.6b), hybrid (Fig. 12.6c), spiral (Fig. 12.6d), hybrid combined (Fig. 12.6e),
and square (Fig. 12.6f)-based chemical/gas sensors.

12.4 Guiding Properties Controlling Parameters of PCFs

Guiding properties or so-called optical properties can be controlled by some fun-
damental parameters of PCF. By recent vibrating research, it has been concluded that
pitch, air filling ratio, diameters of airholes of both core and cladding significantly
affect the result of wave guiding properties. In this section, a brief discussion on the
sensor performance controlling parameters and their effects have been outlined.

12.4.1 Pitch Effects on Sensing

In PCF, airholes exists through the entire fiber; those are forming on silica back-
ground. These airholes are organized in a well-defined geometrical pattern. The
hole-to-hole distance more specifically center-to-center distance of two adjacent
airholes is called pitch (see Fig. 12.7). By altering, pitch sensitivity of PCFs can
improve.

Figure 12.8 shows the pitch effect on relative sensitivity of PCF. The figures (see
Fig. 12.8a–c) illustrates that smaller the pitch led to the higher relative sensitivity
because the lower pitch value induces the lower space between airholes which
result congested airholes. These airholes direct the evanescent field through the core
region.

Air-hole

Pitch

s

Fig. 12.7 Pitch of PCF
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12.4.2 Diameter Effects on Sensing

Diameter has significant effects on relative sensitivity. These diameters mean air-
holes diameter of core region as well as cladding region. By changing the diame-
ters, relative sensitivity can be tailored. In Fig. 12.9a, b, it is observed that the larger
diameters show higher relative sensitivity.

12.4.3 Air Filling Ratio Effects on Sensing

Air filling ratio is the ratio between diameters of airhole and pitch. The air filling
ratio is another controlling parameter of relative sensitivity of PCF sensors. By
changing both diameter and pitch at a certain ratio together air filling ratio changes,
there exists a cutoff air filling ratio which is require to maintain. The cutoff value of
the air filling ratio is set as level of 0.95. Figure 12.10 illustrates that relative
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Fig. 12.8 Analysis the pitch effect on relative sensitivity of PCF [12]
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sensitivity changes a lot due to small change of air filling ratio. The air filling ratio
can define by the following equation

Air filling ratio =
d Diameterð Þ
Λ pitchð Þ ð12:12Þ

12.5 Core-Shaped Effects on Sensing

In PCF-based gas/chemical sensors, core is a key parameter in terms of sensor
performance. Generally, gases and chemicals are filled through the core; as a result,
core shape has effects on sensing. According to Fig. 12.11, it is visible that an
elliptical hole in a rhombic orientation shows the higher sensitivity responses than
the other orientation of airholes at the innermost core region.

12.5.1 Hollow-Core PCF-Based Sensors

Recently, a simple hollow-core PCF (HC-PCF) where core is doped with different
material which has been reported for gas sensing [70] (see Fig. 12.12a). The
operating wavelength varied from 0.8 to 1.60 μm to investigate the different
guiding properties. At wavelength λ = 1.60 µm, it shows the maximum sensitivity
response of 19.94% (Fig. 12.12b) and at the same time, it also reduces the con-
finement loss to 2.74 × 10−4 dB/m.

A hybrid structure photonic crystal fiber-based gas sensor is presented in
Fig. 12.13a to detect toxic and colorless gases. Numerical study showed that
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Fig. 12.11 Core shape effect
on relative sensitivity [47]
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sensitivity response of this hybrid PCF sensor enhanced to 15.67% (Fig. 12.13b).
The confinement loss or leakage loss decreased to 1.12 × 10−7 dB/m by
acquainting an octagonal ring of airholes in the outer cladding. This sensor works in
wider range of wavelength from 0.8 to 2 µm.

Two different structures of HC-PCF have been presented in Fig. 12.14a, b [71].
The numerical result shows that hexagonal PCF (consist with six airholes in the first
ring) shows 2.22 times higher sensitivity responses compared to the octagonal PCF
(consist with eight airholes in the first ring) (Fig. 12.14c). Octagonal PCF also
exhibits low confinement loss. These PCFs have been reported to sense the lower
refractive index-based gases (toxic/flammable) at a wide range of wavelength from
0.8 to 2 µm [71].

(a)
(b) Proposed PCF

Prior PCF

Wavelength (µm)
0.8 1.2 1.4 1.6

0

4

12

20

Se
ns

iti
vi

ty
 (%

)

8

16

Fig. 12.12 a Cross-sectional view of doped material-based hollow-core PCF. b Sensitivity as a
function of wavelength [70]
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Fig. 12.13 a Cross-sectional view of hollow-core-based hybrid PCF. b Sensitivity as a function
of wavelength
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12.5.2 Slotted-Core PCF-Based Sensors

Slotted-core PCF is widely used in terahertz communication applications. However,
recently it shows great interest in sensing applications as well. Recently, Asaduz-
zaman et al. reported a slotted-core PCF for gas sensing (Fig. 12.15a) [72].
Numerical result reveals that slotted-core PCF is more suitable for the sensing
application, and it shows the maximum relative sensitivity of 48.26%. By using
slotted-shaped airholes, relative sensitivity response increased a lot than the prior
PCFs which is presented in Fig. 12.15b.
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Fig. 12.14 Cross-sectional view of a hexagonal, b octagonal PCF, and c comparison of two
HC-PCFs based on sensitivity [71]
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12.5.3 Microstructured Core PCF-Based Sensors

Recently, PCF with microarray pattern core has been reported by Asaduzzaman
et al. [12] (Fig. 12.16a). The core region contains vertically arranged elliptical holes
which enhanced the relative sensitivity responses. The elliptical holes are arranged
in hexagonal shape with missing holes at center. It shows the maximum sensitivity
response of 43.7% (Fig. 12.16b). The structural geometric parameters also tuned to
optimize the sensor performance.

Asaduzzaman et al. [47] reported a microcore PCF-based gas sensor for
detecting colorless or toxic gases and monitoring air pollution by measuring gas
condensate components in production facilities (Fig. 12.17a). According to the
computational results, the high relative sensitivity response of 53.07% is obtained at
1.33-µm wavelength for optimum parameters which is shown in Fig. 12.17b. Here,
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Fig. 12.15 a Cross-sectional view of slotted-core PCF. b Sensitivity as a function of wavelength
(inset shows the x- and y-polarized modes) [72]
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Fig. 12.16 a Cross-sectional view of microarray core-based PCF and b sensitivity as a function of
wavelength [29]
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elliptical-shaped holes are arranged in an elliptical manner which led to the higher
sensitivity response than the previous reported sensor [47].

A circular photonic crystal fiber (C-PCF)-based chemical sensor presented in
Fig. 12.18a [73]. It investigated the detection of ethanol and propanol chemical
compound. For both chemicals (n = 1.354, n = 1.378), proposed C-PCF sensor
shows higher relative sensitivity response compared to reported results in
Fig. 12.12b and Fig. 12.14b (Fig. 12.18b).

(a)

Wavelength (µm)
1.5 1.7 1.9 2.1

25

35

45

55

Se
ns

iti
vi

ty
 (%

)

65

1.3

(b)

Fig. 12.17 a Elliptical holes array core-based PCF and b sensitivity as a function of wavelength
[47]
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Fig. 12.18 a Cross-sectional view of PCF with microarray-circular hole-based core and
b sensitivity as a function of wavelength [73]
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12.6 Cladding Effects on Sensing

Cladding is the outer layer of photonic crystal fibers which helps to concentrate
light through the core region. Cladding has significant influence in reducing con-
finement loss and guiding light to pass through the center core which may result
more power at core region. Shape of cladding means the different geometrical
organization of airholes surrounding the core region. Different cladding shape has
very small impact on PCF-based gas sensing. Different cladding structure-based
PCF gas sensors are shown in Fig. 12.19. It is visible that hybrid shape PCF shows
better relative sensitivity compared to the circular PCF [74]. Hybrid means asym-
metric arrangement of airholes at cladding region such as hexagonal, octagonal, or
in circular manner.

Cladding air filling ratio also affects the relative sensitivity. Figure 12.20 reveals
that higher air filling ratio introduces the higher relative sensitivity which increases
with respect to wavelength.

Cladding airhole diameters are also responsible for changing in relative sensi-
tivity. The larger airhole at outer layer of cladding reduces the confinement loss but
has very less effects on relative sensitivity. On the other hand, larger airhole at inner
most layer of cladding increases the sensitivity but no significant effects on con-
finement loss. Besides, the increment of airhole diameters in cladding increases the
relative sensitivity which shows in Fig. 12.21.

Figure 12.22 exhibits the effects of inner layer and outer layer airholes effects on
the relative sensitivity. According to Fig. 12.22b, it is clearly visible that
first-cladding layer airhole diameters have significant effects on sensing. With the
increase of first airhole diameters, sensitivity increases significantly. On the con-
trary, third-layer/ring diameter variation has no significant effects on sensing
(Fig. 12.22c).

Fig. 12.19 Cladding shape
effects on relative sensitivity
[74]
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According to Fig. 12.23, it is also agree with the previous argument that first
cladding layer is the important layer which has substantial effects on sensing per-
formance. Figure 12.23a shows a two-ring-based hybrid PCF. Figure 12.23b shows
the two different cases, one is for ethanol and another one is methanol gas. Both
cases show the same result that due to increase in first layer airhole diameters,
sensitivity increases significantly.

Fig. 12.20 Cladding air
filling ratio effect on relative
sensitivity [47]

x-pol.

y-pol.

Fig. 12.21 Analysis the
cladding diameter effect on
relative sensitivity [72]
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Fig. 12.22 a Cross-sectional view of hybrid PCF, b, and c cladding diameter (layer-based) effects
on relative sensitivity
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Fig. 12.23 a Cross-sectional view of two-ring hybrid PCF and b sensitivity effects due to change
of first layer cladding diameters [69]
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12.7 Perfectly Matched Layer (PML) Effects on Sensing

Perfectly matched layer is an artificial layer that was primarily developed by the
researcher Berenger [75]. It is the outermost layer of the PCF that enclosed the
cladding region. Absorption boundary layer is needed to diminish the incident
unwanted electromagnetic radiation which employs the role of absorption boundary
condition (ABC) [76]. Generally, PCF-based gas/chemical sensors depth is set as
10% of the cladding region. The width of the PML does not have much effects on
sensitivity response. However, it has effects on confinement loss measurement [77].

12.8 Fiber Background Material Effects on Sensing

Recently, Kawsar et al. [78] investigated the effect of background materials on
sensing performance (Fig. 12.24). Figure 12.24a shows the cross-sectional view of
the reported sensor structure. It focuses the effect of background material on relative
sensitivity at the operating wavelength 1.2–2 µm wavelength. The relative sensi-
tivity rapidly increases with respect to wavelength. Normally, silica is used as a
background material. However, they explored three different materials such as
crown glass, silica, and ZBLAN as background materials with tiny airholes in core
regions. From Fig. 12.24b, it can be illustrated that although, initially, silica shows
the highest sensing performance, after crossing the operating wavelength 1.6 µm,
ZBLAN shows the maximum sensitivity. The core-guided fundamental mode with
x- and y-polarization for background material crown glass (i and ii), silica (iii and
iv), and ZBLAN (v and vi) is shown in Fig. 12.24c. Finally, it can be said that
background materials also have strong influence on sensor performance.

12.9 Future Directions and Conclusions

In this chapter, we discuss the optical properties of PCF and working principle of
PCF-based gas/chemical sensors. We also extensively discuss the different types of
PCF-based gas/chemical sensors and also the effects of core–cladding and back-
ground materials on the sensing performance. The conventional PCF can be fab-
ricated by following the standard stack-and-draw fiber fabrication method [79].
However, irregular PCF such as octagonal, decagonal, circular, kagome, and hybrid
structures fabrication is still challenging. Although the fabrication of irregular PCFs
is complex, nowadays it can be done by different fiber fabrication techniques. Sol–
gel technique [80] is a modern innovation for PCF fabrication which enables to
contrast diameter and pitch of any size of airholes. Besides, sol–gel casting [81],
extrusion [82], drilling [83] methods are suitable alternative to fabricate such
irregular PCF structure. The use of chemical and gas sensors in industries is
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becoming more popular. Moreover, toxic and harmful gases and chemicals are
injurious and can cause an exploitation. Optical sensor more specifically photonic
crystal fiber-based sensors has proved its ability to detect toxic gases and chemicals.
Although numerous computational works have been done for PCF-based gas/
chemical sensing, only a limited number of works have been explored experi-
mentally. Additional experimental investigations are required to practically
implement the PCF-based gas/chemical sensors.

The future aspects of the PCF-based gas/chemical sensors are as follows
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Fig. 12.24 a Cross-sectional view of the PCF sensor, b sensitivity as a function of wavelength,
and c core-guided fundamental mode with different background materials i and ii crown glass, iii
and iv silica, and v and vi ZBLAN [78]
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• Need to simplify the PCF structure so that it can easily be fabricated.
• For PCF-based gas/chemical sensors, core region is very important because

generally, gases and chemicals are flow through the core. A result needs to make
a suitable core structure to absorb the light as much as possible.

• The propagation loss needs to control which is important for the practical
realization. Otherwise, light will immediately vanish after launching the light
one end of the fiber; as a result, it will not able to generate the measurable signal
at the output end.

• Selective gas/chemical infiltrations are required in most of the reported
PCF-based gas/chemical sensors. This is another challenge issue for practical
realization. Its alternative solution could be external gas/chemical-sensing
approaches.
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Part IV
Silicon-on-Insulator Sensors



Chapter 13
Silicon Nanowires for DNA Sensing

Mohamed Farhat O. Hameed, A. Samy Saadeldin,
Essam M. A. Elkaramany and S. S. A. Obayya

Abstract Highly sensitive hybrid plasmonic slot waveguide (HPSW) biosensors
based on silicon on insulator (SOI) are proposed and analyzed for DNA
hybridization detection. The reported designs are based on increasing the light
interaction with the sensing region by using slot waveguide with plasmonic
material. Due to the high index contrast and plasmonic effect, an ultrahigh optical
confinement is achieved in the low-index regions which enables the detection of the
smallest change in the analyte refractive index with high sensitivity. The normal-
ized power confinement, power density, effective index of the supported modes by
the HPSWs are analyzed to achieve high power confinement through the suggested
biosensors, and hence, high sensitivity can be obtained. The HPSWs are also
incorporated with straight slotted resonator to calculate the sensitivity of the pro-
posed design. In this study, two different plasmonic materials (gold and titanium
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nitride) are used for the proposed designs. The simulation results are calculated
using full vectorial finite element method (FVFEM). The reported biosensors have
high sensitivity of 1890.4 nm/RIU (refractive index unit) with a detection limit of
2.65 × 10−6 RIU with gold material and 1190 nm/RIU with a detection limit of
4.2 × 10−6 RIU based on titanium nitride material, which are the highest in the
literature to the best of our knowledge.

Keywords DNA hybridization ⋅ Optical biosensors ⋅ Slot waveguide
SOI ⋅ Surface plasmon

13.1 Introduction

Optical biosensors [1] have attracted the attention during the last years since they can
be used in many applications such as monitoring molecular reaction, environmental
monitoring, and medical diagnostics. There are two types of biosensors, label-based
sensor and label-free sensor. Label-based detection can change molecule’s binding
properties and therefore decrease the detection reliability [2]. However, label-free
biosensing has advantages in terms of real-time monitoring with no label require-
ment [3]. The biosensing mechanism depends on detecting the refractive index
change due to the biomolecule interaction. The refractive index change can be
measured by homogenous sensing or surface sensing. Homogenous sensing can
detect the variation of the effective indices of the supported modes due to the change
of the medium refractive index as a result of biomolecule binding. However, surface
sensing is based on the change of the mode effective index because of the alternation
of the thickness of the thin layer of receptors owing to the biomolecule binding [4].

There are different platforms such as photonic crystal [5] and silicon on insulator
(SOI) [6] that can be used for biosensing applications. Among different optical
sensors such as directional couplers [7], photonic crystal fibers [8–10], photonic
crystal cavities [11], and Bragg grating-based fabry–perot resonators [12], the slot
waveguide biosensors have advantages in terms of light confinement in the
low-index region due to the discontinuity of the electric field at the interface
between the nanowires and the slot design [3]. Therefore, the interaction of the light
with the sensing material increases which improves the sensor sensitivity. However,
in most optical waveguide biosensors, the light is confined in the high-index region,
so the interaction of the light with the sensing material is limited. Therefore,
biosensors based on SOI slot waveguide have been studied extensively. In [13], a
label-free biosensor based on SOI microring cavities for the detection of protein
concentration down to 10 ng/ml was proposed and minimum detectable refractive
index change of 10−5 RIU was achieved. Barrios et al. [14] have demonstrated
label-free molecule detection by using an integrated biosensor based on a Si3N4/
SiO2 slot waveguide to detect the bovine serum albumin (BSA) and anti-BSA
molecular binding with sensitivity of 1.8 and 2.3 nm/(ng/mm2), respectively.
Additionally, Claes et al. [15] have presented label-free biosensor using SOI slot
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waveguide-based ring resonator for protein sensing with sensitivity of 298 nm/RIU.
Further, a directional coupler-based integrated optical chemical sensor using two
SOI slot waveguides with minimum detectable refractive index change of
5 × 10−5 RIU was proposed [16]. A double-slot hybrid plasmonic waveguide was
also used as an active sensing arm of Mach–Zehnder interferometer-based liquid
sensor with sensitivity of 1061 nm/RIU [17]. Ishizaka et al. [18] have also pre-
sented a metal-assisted silicon slot waveguide for gas detection with sensitivity of
458 nm/RIU. In [19], miniature microring resonator sensor based on a hybrid
plasmonic waveguide has been presented with sensitivity of 580 nm/RIU. Further,
a theoretical investigation for biosensor using a metal–insulator–silicon waveguide
has been proposed by Kwon [20] with sensitivity of 430 nm/RIU. Furthermore,
hybrid plasmonic waveguides based on metal coating of dielectric ridges have been
reported for sensing applications [21]. Additionally, Bahrami et al. [22] have pre-
sented dual polarization measurements in the hybrid plasmonic biosensors. Yun
et al. [23] have also introduced a numerical study on refractive index sensor based
on hybrid plasmonic mode with sensitivity of 1080 nm/RIU. In [24], a hybrid
plasmonic microcavity with an air-filled gap for sensing applications has been
proposed with sensitivity of 100 nm/RIU. Ghosh et al. [25] have also reported an
innovative straight resonator incorporating a vertical slot as an efficient biochemical
sensor with sensitivity of 820 nm/RIU. The biosensors based on SOI slot waveg-
uide have been also studied for the detection of deoxyribonucleic acid (DNA) hy-
bridization. The DNA hybridization means that single-stranded DNA (ssDNA)
hybridizes with another complementary homologous single-stranded DNA to per-
form double-stranded DNA (dsDNA) [2]. The ssDNA (probe) is immobilized by an
attachment to a solid surface (by linker layer (glue) on silicon nanowire). During the
flow of the aqueous solution containing complementary ssDNA, the homologous
DNA (target) will hybridize the probe ssDNA, while the non-homologous DNA
will not be attached. Li et al. [26] have reported a label-free biosensor based on
concentric ring resonators for detecting the DNA hybridization with sensitivity of
683 nm/RIU. A label-free biosensor using the slot waveguide-based ring resonator
for the detection of DNA hybridization was also optimized to improve the sensi-
tivity to 856 nm/RIU [3]. A silicon multiple-slot-based ring resonator optical sensor
with sensitivity of 912 nm/RIU was also introduced [27]. Moreover, the demon-
stration of a label-free horizontal slot waveguide based on Mach–Zehnder inter-
ferometer biosensor for the detection of DNA hybridization was reported with
sensitivity of 893.5 nm/RIU [28].

It is worth noting that most of the previously reported DNA biosensors [3, 26–
28] depend on all-dielectric materials with complex structures. Further, the maxi-
mum achieved sensitivity was equal to 893.5 nm/RIU [28] based on Mach–Zehnder
interferometer. By introducing surface plasmon polaritons (SPPs) to the biosensor
design, we can confine the light strongly to the surface of the metal and thereby
strongly increase the interaction between the light and the sensing medium. The
SPPs are electromagnetic interaction between surface free electrons of a metal and
the fields of the incident light.
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This chapter introduces a novel design of highly sensitive hybrid plasmonic slot
waveguide (HPSW) for detecting the DNA hybridization with high sensitivity. The
reported design can increase the light interaction with the sensing region and
enhance the field confinement by using plasmonic sidewalls and plasmonic sub-
strate along with the slot waveguide. Therefore, three slots are formed between
plasmonic rails and silicon nanowires. Consequently, the light is well confined in
the three low-index regions. So, the light interaction with the sensing material
increases and hence the sensitivity can be improved. The sensitivity of the proposed
sensor is based on a shift in the resonance wavelength due to the DNA
hybridization. It is worth noting that many biosensors have been reported based on
a slot waveguide-incorporated ring resonator systems. However, the ring resonator
suffers from bending and coupling losses with the bus waveguides. Therefore, it is
aimed to replace the ring resonator design with another device with smaller foot-
print. At the resonance wavelength, the light is highly coupled to the resonator part
where a minimum transmission occurs in the middle slot region. Thus, the reso-
nance wavelength (λres) can be detected by the photodetectors at the output port of
the suggested design. Further, the reported biosensor is designed with sensing
ability around the well-known telecommunication wavelength, λ = 1550 nm. The
proposed biosensor has also advantages in terms of compactness with nanometer
dimension and high-scale integration. Also, the fabrication of the suggested design
is easier than that of other complex devices. Furthermore, a much higher device
sensitivity of 1890.4 nm/RIU with detection limit of 2.65 × 10−6 RIU can be
achieved with gold material which is the highest sensitivity in the literature to the
best of our knowledge. If the gold material is replaced by TiN, the achieved
sensitivity is equal to 1190 nm/RIU with detection limit of 4.2 × 10−6 RIU.

The chapter will be organized as follows: The design consideration of the sug-
gested design is introduced in Sect. 13.2. The proposed structure is studied with gold
as a plasmonic material in Sect. 13.3 to optimize the geometrical parameters to
achieve high power confinement through the suggested biosensor, and hence, high
sensitivity can be achieved. Then, the analysis of the reported configuration incor-
porated with the straight slotted resonator is introduced to calculate the sensitivity of
the reported biosensor. Additionally, the previous study is repeated with titanium
nitride (TiN) as an alternative plasmonic material. Finally, conclusion will be drawn.

13.2 Design Considerations

Figure 13.1 shows the proposed hybrid plasmonic slot waveguide (HPSW) for the
detection of the DNA hybridization. It consists of two silicon nanowires close to
each other depositing on a plasmonic layer of thickness tplasm = 50 nm and sand-
wiched between two plasmonic rails. The refractive indices of the silicon, silicon
oxide, and water are taken as 3.476, 1.45, and 1.33, respectively, at the operating
wavelength of 1550 nm. The silicon nanowire is coated with linker layer (silanes)
that has a refractive index of 1.42 [29] with thickness of 1 nm. Then, the ssDNA
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(probe layer) of thickness 8 nm is added with refractive index of 1.456. When the
hybridization occurs, the refractive index of the ssDNA will be changed to that of
dsDNA which is equal to 1.53 [3, 26], while the layer thickness remains unchanged.
Therefore, homogenous sensing can be achieved.

The slot waveguide has height GH = 320 nm, width GW = 170 nm, slot width
SW = 100 nm, and slot width between plasmonic and silicon nanowire PSW =
100 nm for the initial simulation study. The full vectorial finite element method
(FVFEM) [30, 31] based on Comsol Multiphysics software package [32] is used
with minimum element size of 0.003 nm and total number of elements of 75,959.
Additionally, the number of degrees of freedom is equal to 675,078, and the total
cross-sectional area is 1.5 μm × 0.6 μm. Further, perfect matched layer
(PML) boundary condition is used to truncate the computational domain and cal-
culate the confinement losses of the two polarized modes.

The suggested design can be fabricated based on the following steps. The
plasmonic layer is first coated on the Si wafer covered by the SiO2 layer. The
silicon is then deposited onto the plasmonic surface [33–35]. Next, the silicon layer
is etched to form a slot waveguide as shown in Fig. 13.1. The plasmonic rails are
then deposited onto the plasmonic surface to form plasmonic slot waveguide. The
ultrathin and stable monolayer of silane can be formed around the surface of the Si
ridges with thickness of 10–17 Å depending on silane concentration. Further, the
deposition technique of the 1 nm silane around the Si ridges can be obtained as
reported in [36]. In this regard, the Si ridge should be cleaned by sonication in
ethanol/water. Further, a mixture of hydrogen peroxide and sulfuric acid is used to
oxidize the Si ridge. The sample is then washed, dried, and immersed in the silane

Fig. 13.1 Cross section of the suggested HPSW biosensor [1]
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solution. Consequently, the deposition layer will be obtained through the solution
of silane in toluene within 18 h at room temperature.

In the next section, the proposed structure in Fig. 13.1 is first studied with gold
as a plasmonic material, then with titanium nitride (TiN) as an alternative plasmonic
material. It is aimed to optimize the geometrical parameters to obtain high power
confinement through the suggested biosensor, and hence, high sensitivity can be
achieved.

13.3 Simulation Results

13.3.1 HPSW with Gold as a Plasmonic Material

Gold and silver are the two most useful metals because they have low ohmic losses
and high DC conductivity. The silver has higher detection accuracy than the gold.
However, the sliver has a low chemical stability because of its oxidation due to the
interaction with air and water. Therefore, it is difficult to give a reproducible result
and hence the silver-based sensor is not reliable for practical applications [37].
Consequently, the gold is used for the suggested design.

The relative permittivity of the gold can be obtained from [38]:

εAuðωÞ= ε∞ −
ω2
p

ωðω+ iωτÞ ð13:1Þ

where ε∞ =9.75 , ωp =1.36 × 1016 (rad ̸s), and ωτ =1.45 × 1014 (rad ̸s).
The FVFEM is used to calculate the supported quasi-transverse electric (TE) and

quasi-transverse magnetic (TM) modes. It is found that the quasi-TE mode has

Fig. 13.2 Confinement in the slot regions for the suggested design at λ = 1.55 μm a norm E
component for the quasi-TE mode, b Ex component for the quasi-TE mode, and c power flow Pz
for the quasi-TE mode. Insets are the field plots and power flow along x-axis (red dash lines are
referred to the cross section along x-axis) [1]

326 M. F. O. Hameed et al.



higher confinement in the slot regions than the quasi-TM mode. Figure 13.2a, b
shows the norm and x-components of the quasi-TE polarized mode at wavelength
of 1.55 μm. The corresponding field plots along the x-axis at the center of the
waveguide are also shown as insets in Fig. 13.2a, b. It may be seen from Fig. 13.2
that the field of the quasi-TE mode is highly confined in the slot regions due to the
high index contrast and plasmonic enhancement. The power flow Pz for the
quasi-TE mode is also confined in the slot regions as shown in Fig. 13.2c.
Therefore, the performance of the suggested biosensor will be studied based on the
quasi-TE mode.

In order to increase the confinement of the light in the sensing regions and hence
improve the biosensor sensitivity, the different geometrical parameters are studied.
The effect of the high-index region width GW on the effective index, neff, of the
quasi-TE mode is first investigated. In this investigation, the silicon nanowire
height is taken as GH = 320 nm, slot width of SW = 100 nm, and slot width
between gold and silicon nanowire is PSW = 100 nm.

Figure 13.3 shows the variation of the effective index of the quasi-TE mode for
the ssDNA and dsDNA cases with the silicon nanowire width GW. Figure 13.3 also
shows the change in the effective index δneff due to the binding of the ssDNA with
the complementary ssDNA to form the dsDNA after the hybridization occurrence.
The change in the effective index can be defined as δneff = neff dsDNA − neff ssDNA.
The δneff is obtained by simulating the proposed design with ssDNA layer above
the linker layer; then, the ssDNA is replaced by dsDNA. It may be noted from
Fig. 13.3 that when the silicon nanowire width increases, its volume and hence the
effective index of the quasi-TE mode increase. Further, the neff of the quasi-TE
mode in the ssDNA case is smaller than that of the dsDNA case because the
refractive index of the ssDNA is less than that of the dsDNA. It is also revealed
from Fig. 13.3 that the maximum change in the effective index is obtained at
GW = 200 nm. However, the suitable silicon nanowire width is taken as 170 nm
due to the well confinement of the mode inside the slots as shown in Fig. 13.2a.
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At GW = 200 nm, the electric field is not strongly confined in the slot region as
shown in Fig. 13.4, which leads to a weak light interaction with the sensing region.

The proposed design presents high power confinement in the low-index regions
which leads to high light interaction with the sensing material, and a higher sen-
sitivity can be achieved. The normalized power confinement in the three low-index
regions is equal to 67% where the normalized power confinement is defined as the
power in a region normalized to the total power. The power density is obtained by
dividing this normalized power confinement with the area of that region [28].
Figure 13.5 shows the variation of the power density of the quasi-TE mode in the
DNA layer with the silicon nanowire width GW. It is evident that the power density
of the quasi-TE mode for the ssDNA case is higher than that of the dsDNA because
the refractive index of the ssDNA is less than that of the dsDNA. Therefore, higher
refractive index contrast is achieved with the ssDNA layer which offers more field
enhancement in the low-index regions due to normal electric field discontinuity.
Also it may be seen from this figure that the maximum power density is achieved at
GW = 170 nm which confirms our choice for that value.

The effect of the slot width SW on the effective index of the quasi-TE mode is
next investigated. During this study, the silicon nanowire width is fixed at
GW = 170 nm, silicon nanowire height GH = 320 nm, and slot width between the
gold and the silicon nanowire is PSW = 100 nm. Figure 13.6 shows the variation
of the effective index of the quasi-TE mode in the ssDNA and dsDNA cases with
the SW value. It may be seen from Fig. 13.6 that as the slot width decreases, the
change in the effective index increases and the field becomes more confined in the
low-index region leading to higher sensitivity.

Figure 13.7 shows the power density variation of the quasi-TE mode of the
suggested design at different DNA layers with the slot width SW. It may be seen
from this figure that the highest power densities using the ssDNA and dsDNA
layers are obtained at slot width SW = 60 nm. However, there is a fabrication

Fig. 13.4 Ex component for
the quasi-TE mode at
GW = 200 nm [1]
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limitation for slot width of less than 100 nm [3]. According to fabrication tech-
nologies, SW = 100 nm is suggested as a suitable design.

The effect of the silicon nanowire height GH on the effective index of the
quasi-TE mode is also investigated as shown in Fig. 13.8. It is evident from this
figure that the effective indices of the quasi-TE modes in both ssDNA and dsDNA
cases increase by increasing the GH value due to the increase in the silicon volume.
It is also revealed from Fig. 13.8 that the change in the effective index of the
quasi-TE mode increases by increasing the silicon nanowire height and the maxi-
mum δneff is obtained at GH = 320 nm.

Figure 13.9 shows the variation of the effective index of the quasi-TE mode and
the change in the effective index with the slot width between the gold and silicon
nanowires (PSW) using the ssDNA and dsDNA layers. It may be seen that the
effective indices of the quasi-TE modes in both ssDNA and dsDNA cases are
increased as the PSW decreases. It may be also noted from Fig. 13.9 that the change
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in the effective index decreases by increasing the PSW. The PSW = 100 nm is a
suitable design according to the fabrication technologies.

The effects of the metal width, metal height, and thickness of the bottom metallic
layer (tplasm) on the power density through the ssDNA and dsDNA layers have been
also calculated. In these investigations, the effect of the tplasm is studied while the
metal width and metal height are fixed at 200 nm and 400 nm, respectively.
Further, the impact of the metal width on the power density is analyzed, while the
tplasm and metal height are equal to 50 nm and 400 nm, respectively. Then, the
metal height effect on the power density is investigated, while the tplasm and metal
width are taken as 50 nm and 200 nm, respectively. The numerical results show
that the effects of the metal width, metal height, and thickness of bottom metallic
layer on the calculated power density through the DNA layers are small in the
ranges of tplasm > 25 nm, metal width > 100 nm, and metal height > 300 nm.
Therefore, the metal width, metal height, and thickness of the bottom metallic layer
are taken as 200 nm, 400, and 50 nm, respectively.

The plasmonic material (gold) in the suggested design plays an important role in
improving the biosensor sensitivity. This can be achieved by increasing the power
density through the DNA layers which increases the light–sensing medium inter-
action. Therefore, a complete analysis has been made to ensure the impact of the
plasmonic material. In these investigations, GW = 170 nm, GH = 320 nm,
SW = 100 nm, and PSW = 100 nm. Figure 13.10 shows the power density vari-
ation with the guide width for the suggested hybrid design (case 1), the proposed
design without plasmonic material (case 2), the reported design with plasmonic
side rails only (case 3), and the biosensor design with bottom metallic layer only
(case 4). It may be seen from this figure that the reported hybrid plasmonic
biosensor (case 1) achieves the higher power density in the ssDNA and dsDNA
layers and hence higher sensitivity than the other studied cases. Further, the plas-
monic bottom layer (case 4) increases the power density over that without using
plasmonic material at all (case 2).

In order to detect the DNA hybridization, the HPSW can be incorporated in a
resonating system as shown in Fig. 13.11. The resonating structure allows us to
detect the occurrence of the binding (hybridization) by calculating the shift in the
resonance wavelength due to the cladding refractive index change from the ssDNA
to the dsDNA cases.

The HPSW is incorporated here with hybrid straight resonator as shown in
Fig. 13.11. It may be seen from this figure that the slot waveguide inside the
straight resonator is also coated with ssDNA layer to enhance the sensitivity of the
reported design. The straight resonator has the same geometrical dimensions of
the previously optimized slot waveguide. The length of the straight resonator can be
obtained from the wavelength of the fundamental longitudinal mode that resonates
in the cavity as suggested in [25]
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λres =
2Lneff
m

ð13:2Þ

where m is the longitudinal mode order inside the cavity (m = 1 for the funda-
mental mode), and 2L denotes the round trip length of the electromagnetic wave in
the resonator. The numerical results show that the resonator length plays an
important role in the coupling process. However, the length of the HPSW (LHPSW)
has a slight effect on the coupling process. For example, the resonator length is
equal to 495 nm at λres = 1550 nm. As the length of the HPSW is increased from
500 nm to 750 nm, the resonance wavelength is slightly changed from 1532.07 nm
to 1535.7 nm, respectively. Therefore, a HPSW length of 750 nm is chosen for the
suggested design.

Fig. 13.10 Variation of the power density of the quasi-TE mode of the suggested design through
the a dsDNA and b ssDNA layers with the silicon nanowire width GW for the studied four cases [1]

332 M. F. O. Hameed et al.



The device sensitivity is related to the variation of transducing optical param-
eters which is, in our case, the resonance wavelength shift and can be calculated
from [3]

SD =
δλres
δn

ð13:3Þ

In this study, the optimum geometrical parameters of the HPSW structure are
equal to GW = 170 nm, SW = 100 nm, GH = 320 nm, and PSW = 100 nm.
These geometrical parameters have been chosen to improve the biosensor sensi-
tivity and confirm a strong mode confinement through the slot regions beside the
DNA layers. The three-dimensional HPSW shown in Fig. 13.11 is simulated by
3D-FVFEM based on Comsol Multiphysics software package [32] with total
number of elements of 440,641 and degrees of freedom of 2,804,664.

Figure 13.12 shows the x-component of the steady-state electric field of the
supported quasi-TE mode at wavelengths of 1360 and 1535.7 nm. Further, a res-
onance wavelength shift of 13.8 nm is achieved due to the hybridization as shown
in Fig. 13.13. Figure 13.13 shows the transmission S21 parameter for the ssDNA
and dsDNA cases. Therefore, HPSW incorporated with straight resonator achieved
high sensitivity of 1890.4 nm/RIU. The detection limit is also an important
parameter, which can be defined as the ratio between sensor resolution and device
sensitivity. The sensor resolution depends on the wavelength resolution of the light
source. The sensor resolution was taken as 5 pm [13]. Therefore, the detection limit
or the minimum detectable refractive index of 2.65 × 10−6 RIU can be obtained.

Fig. 13.11 Three-dimensional diagram of the HPSW incorporated with straight resonator (the
two arrows referred to the power input/output of the electromagnetic field) [1]
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In order to ensure that the reported biosensor is robust to the fabrication errors, a
tolerance study has been performed for the design parameters. Table 13.1 shows the
tolerance of the different geometrical parameters of the suggested design. It is
evident from this table that the reported biosensor has a tolerance of ±5% at which
the sensitivity is still better than 1750 nm/RIU which is higher than those reported
in the literature [3, 8–23].

13.3.2 HPSW with TiN as an Alternative Plasmonic
Material

The surface plasmon polaritons (SPPs) can confine the light strongly to the surface
of the metal and thereby strongly increase the interaction between the light and the

Fig. 13.12 The x-component of the electric field of the supported quasi-TE mode at wavelength
of a 1360 nm and b 1535.7 nm (resonance) [1]
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sensing material. However, at optical frequencies, interband transition loss will
occur [39]. Therefore, the interest has aimed to discover alternative plasmonic
materials with low losses. The alternative plasmonic materials such as titanium
nitride, zirconium nitride, and tantalum nitride have many advantages such as
tunable optical properties, lower loss, high thermal stability, high chemical stability,
biocompatibility, epitaxial growth on a large number of substrates, and compati-
bility with CMOS technology.

The relative permittivity of the TiN is calculated by the Drude–Lorentz model
[40]:

εTiNðωÞ= εb −
ω2
p

ωðω+ iγpÞ
+

f1ω2
1

ðω2
1 −ω2 + iωγ1Þ

ð13:4Þ

where εb =2.485 , ωp =5.953 eV, γp =0.5142 eV, f1 = 2.0376, ω1 = 3.9545 eV,
and γ1 = 2.4852 eV.

FVFEM [30, 31] is used to calculate the supported slot waveguide modes.
Figure 13.14a, b shows the norm component of the electric field and the power flow
Pz of the supported mode, respectively. The field and power plots of the supported
mode along the x-axis at the center of the waveguide are also shown as insets in
Fig. 13.14a, b. It may be seen from Fig. 13.14 that the quasi-TE slot waveguide
mode field and power are highly confined in the slot regions due to the high index
contrast and plasmonic enhancement. Therefore, the performance of the HPSW
biosensor based on TiN will be also studied based on the quasi-TE mode.

The geometrical parameters of the reported design are studied to increase the
mode confinement through the slot regions and enhance the biosensor sensitivity.
The effect of the silicon nanowire width, GW, is firstly investigated, while the other
parameters are fixed at their initial values. Figure 13.15a shows the variation of the
effective index of the quasi-TE mode for the ssDNA and dsDNA cases with the
silicon nanowire width GW. The change in the effective index δneff due to DNA
hybridization is also shown in Fig. 13.15a. It is evident from this figure that the
effective index of the supported mode increases due to the increase in the silicon

Table 13.1 Tolerance of different geometric parameters of the proposed design

Parameter Tolerance (%) δλres (nm) Sensitivity (nm/RIU)

Guide width (GW) +5 13.4 1835.7
−5 13.59 1861.6

Guide height (GH) +5 13.31 1823.5
−5 12.9 1767.1

Slot width (SW) +5 12.8 1753.4
−5 13.9 1911.5

Metal slot width (PSW) +5 13.5 1852.6
−5 13.85 1897.1
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nanowire width. Further, the refractive index of the ssDNA is less than that of the
dsDNA. Therefore, the neff of the quasi-TE slot waveguide mode in the ssDNA case
is smaller than that of the dsDNA case as shown in Fig. 13.15a. It may be seen from
this figure that the maximum change in the effective index is obtained at
GW = 170 nm; therefore, it will be taken as an optimum width for the subsequent
simulation.

Next, the effect of the slot width SW on the effective index of the supported
mode is investigated. In this study, the other parameters are fixed at GW = 170 nm,
GH = 320 nm, and PSW = 100 nm. The variations of the effective index of the
supported mode in the ssDNA and dsDNA cases and δneff with the slot width SW
value are shown in Fig. 13.15b. It may be noted from this figure that the δneff
increases by decreasing the SW, where high confinement is achieved in the slot
regions which enhances the biosensor sensitivity. In this regard, the maximum
change in the effective index is obtained at SW = 60 nm. However, the suitable
value is 100 nm due to fabrication limitation for slot width.

Figure 13.15c shows the effect of the slot width between the TiN and silicon
nanowires (PSW) on the effective index of the quasi-TE slot waveguide mode and
the δneff. It may be seen that the effective indices of the quasi-TE modes in both
ssDNA and dsDNA cases are increased by decreasing the PSW. It may be also
noted from Fig. 13.15c that the change in the effective index decreases by
increasing the PSW. The PSW = 100 nm is a suitable design according to the
fabrication technologies.

Fig. 13.14 Confinement in the slot regions of the suggested design at λ = 1550 nm a norm
component of the quasi-TE slot waveguide mode and b power flow Pz of the quasi-TE slot
waveguide mode. Insets are the field plots and power flow along x-axis (red dash lines are referred
to the cross section along x-axis) [40]
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Figure 13.15d shows the variation of δneff and the effective index of the
quasi-TE slot waveguide mode with the silicon nanowire height GH. It may be seen
from this figure that the δneff and the effective indices of the quasi-TE modes in both
ssDNA and dsDNA cases increase by increasing the GH value due to the increase
in the silicon volume. It is also revealed from Fig. 13.15d that the maximum δneff is
obtained at GH = 340 nm. However, the silicon nanowire height of 280 nm is
chosen due to the well confinement of the mode inside the slots as shown in inset
plots. At GH = 340 nm, the electric field is confined inside the silicon core as
shown in Fig. 13.15d, which leads to a weak light interaction with the sensing
region. Also it is found that as the nanowire height increases, the field confinement
in the silicon core increases.

It is worth noting that the suggested design can improve the sensitivity due to
strong light-sensing region interaction with high power confinement in the
low-index regions. The normalized power confinement in the three low-index
regions is equal to 67% at λ = 1550 nm.

Fig. 13.15 Variation of the neff of the quasi-TE slot waveguide mode of the suggested design with
ssDNA and dsDNA layers and δneff with the a silicon nanowire width GW, b slot width SW, c slot
width between TiN and silicon nanowire PSW, and d silicon nanowire height GH, field plots at
GH = 280 nm, 300, and 340 nm as insets at λ = 1550 nm [40]
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Figure 13.16a shows the variation of the normalized power confinement of the
quasi-TE slot waveguide mode through the DNA layer with the silicon nanowire
width GW, while the rest parameters are taken as GH = 280 nm, SW = 100 nm,
and PSW = 100 nm. Since the refractive index of the ssDNA is smaller than that of
the dsDNA, higher refractive index contrast and hence more field enhancement
occur in the slot regions due to normal electric field discontinuity. Consequently,
the normalized power confinement of the quasi-TE slot waveguide mode for the
ssDNA case is higher than that of the dsDNA as shown in Fig. 13.16a. It may be
also seen from Fig. 13.16a that the highest normalized power confinement is
obtained at nanowire width of 170 nm which confirms our choice of that value.
Figure 13.16b shows the variation of the normalized power confinement of the
quasi-TE slot waveguide mode through the DNA layer with the SW. It is evident
from this figure that the highest normalized power confinements are obtained at
SW = 60 nm. However, there is a fabrication limitation for slot width of less than
100 nm. According to fabrication technologies, SW = 100 nm is suggested as a
suitable design.

The resonator system can be introduced with the suggested HPSW to detect the
DNA hybridization as shown in Fig. 13.11. Therefore, the change in effective index
of the supported quasi-TE mode, as hybridization occurs, will produce a shift in the
resonance wavelength. In this study, the optimum geometrical parameters of the
HPSW structure based on TiN are equal to GW = 170 nm, SW = 100 nm,
GH = 280 nm, and PSW = 100 nm. The geometrical parameters of the straight
resonator are taken as those of the HPSW. The resonator length is equal to 310 nm
at λres = 1550 nm. As the length of the HPSW is increased from 400 nm to
537 nm, the resonance wavelength is slightly changed from 1458 nm to
1460.323 nm, respectively. Therefore, a HPSW length of 537 nm is chosen for the
suggested design.

Fig. 13.16 Variation of the normalized power confinement of the supported quasi-TE mode of the
reported design for the ssDNA and dsDNA cases with a the silicon nanowire width GW and b the
slot width SW [40]
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The HPSW incorporated with the straight resonator is simulated by 3D-FVFEM
based on Comsol Multiphysics software package. The steady state of the
x-component of the electric field of the supported mode (ssDNA case) is shown in
Fig. 13.17a, b at different wavelengths 1460.323 nm (resonance) and 1250 nm. It
may be noted from this figure that the field is well coupled to the resonator
waveguide at which minimum transmission is obtained. The resonance wavelength
for the ssDNA case is 1460.323 nm, while the resonance wavelength for the
dsDNA case is 1470.33 nm. Consequently, the resonance wavelength shift is
10 nm and the biosensor sensitivity is equal to 1190 nm/RIU. Figure 13.18 shows
the transmission, S21 parameter, for the HPSW incorporated with the straight res-
onator using the ssDNA and dsDNA layers. Table 13.2 shows a comparison
between the device sensitivity of the reported designs with those in the literature. It
may be noted from Table 13.2 that the suggested designs with gold or TiN have the
highest sensitivities in the literature to the best of authors’ knowledge.

Fig. 13.17 The x-component of the electric field of the supported mode at wavelength of
a 1460.323 nm (resonance) and b 1250 nm, respectively [40]
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Fig. 13.18 Wavelength-dependent transmission coefficient S21 for the ssDNA and dsDNA cases
[40]
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13.4 Summary

The full vectorial finite element methods (2D and 3D) are used in this work to study
and optimize the HPSW biosensors for the detection of the DNA hybridization to
achieve maximum sensitivity. The detection of the DNA hybridization occurs by
detecting the variation of the refractive index of the sensing material when the
ssDNA (probe) binding with the complementary ssDNA (target) occurs to form the
dsDNA and complete the hybridization process. It has been shown that the effective
index and power confinement of the quasi-TE mode supported by the biosensors are
highly dependent on the change in the refractive index of the sensing material. The
reported HPSW biosensors based on straight slotted resonator have high sensitivity
of 1890.4 nm/RIU with a detection limit of 2.65 × 10−6 RIU with gold material
and 1190 nm/RIU with a detection limit of 4.2 × 10−6 RIU based on titanium
nitride material which are the highest in the literature.

Table 13.2 Comparison between the sensitivity of the suggested designs with those in the
literature

Design  Detection 
purpose 

Resonance 
Wavelength 
shift (nm)

Resonance 
wavelength 

(nm)

Device 
sensitivity SD = 

δλres./δn 
(nm/RIU)

Ref. [15] Protein 2.2 1561 298

Ref. [26] 
DNA

hybridization
3.634 1558 683

Ref. [3] 
DNA

hybridization
6.12 1550 856

Ref. [28] 
DNA

hybridization
6.33 1550 893.5

Ref. [27] Organic molecules 4.99 1548 912

Ref. [17]
Aqueous solutions 

of 2-propanol
6.4 1554 1061

The suggested design 

using gold [1]

DNA

hybridization
13.8 1535.7 1890.4

The suggested design 

using TiN [40]

DNA

hybridization
10 1460.323 1190
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Chapter 14
Compact Photonic SOI Sensors

Souvik Ghosh, Tuffail Dar, Charusluk Viphavakit,
Chao Pan, N. Kejalakshmy and B. M. A. Rahman

Abstract Besides well matured optical fiber-based sensors, emerging compact
down-scaled nanowires, slot waveguides and resonators are now under researcher’s
consideration due to their high sensitivities and on-chip fabrication possibilities.
Along with pure dielectric based waveguides and resonators, clever engineering of
sub-wavelength field confinement and modal propagation loss in plasmonic
nanowire and hybrid plasmonic slot waveguides also showing promising results in
the field of photonic sensing. Numerically efficient, versatile finite element method
based approaches are used for rigorous analyses, design, and optimizations of these
complex optical guided-wave structures. All these sensor devices can exploit the
well-developed state-of-the-art fabrication technologies.

Keywords Optical sensors ⋅ Biosensors ⋅ Silicon photonics
Finite element method

14.1 Introduction

The maturity of photonic technology not only enlighten the telecommunication
industries through its high-speed data transmission but also shows a great potential
in many diverse fields of applications. One of the key application has been in
optical sensing. Each year, billions of dollars are invested in research and devel-
opment of accurate and non-hazardous sensing technologies. All these demands
impose a considerable amount of responsibility on scientists and researchers. These
increased legislative requirements drive us for the innovation and development of
integrated, compact, nano dimensioned photonic devices for sensing. Our focus
here to present the accurate computational approaches needed for design and
optimization of compact integrated photonic sensors.

S. Ghosh ⋅ T. Dar ⋅ C. Viphavakit ⋅ C. Pan ⋅ N. Kejalakshmy ⋅ B. M. A. Rahman (✉)
School of Mathematics, Computer Science, and Engineering, City University of London,
Clerkenwell EC1V 0HB, UK
e-mail: b.m.a.rahman@city.ac.uk

© Springer International Publishing AG, part of Springer Nature 2019
M. F. O. Hameed and S. Obayya (eds.), Computational
Photonic Sensors, https://doi.org/10.1007/978-3-319-76556-3_14

343

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76556-3_14&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76556-3_14&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76556-3_14&amp;domain=pdf


The broadened applications of photonics show a great potential in sensing
applications for accurate measurement of chemical, physical and biological
parameters, such as humidity, temperature, a range of selective gases, stress, strain,
pressure, displacements, surface roughness, microscopic living substance, DNA
hybridizations etc. Photonic sensors can easily be designed with pure dielectric
materials or noble metals which make those reliable in hazardous conditions where
other conventional sensors are unsafe due to fire, electrical short-circuit, high tem-
perature, corrosive environment, and radiation risk and high electromagnetic inter-
ferences. On the other hand, for medical and bio-chemical sensing with lower
weight, compact size with high precision sensitivity is highly desirable. Dielectric
material and noble metal-based optical waveguides and resonators would serve those
purposes for both invasive and non-invasive cases due to a much greater efficiency
for detection of small refractometric changes and nano footprint. Although, fiber
optic sensors are well-developed and most commercially available sensors are fiber
based, the advancement in fabrication technology leads researchers to consider
innovative high index contrast and composite material based sensor designs.

The design of a new system often includes individual component assessment and
its effectiveness for the specially required purpose. Analytical, semi-analytical and
numerical modeling of the devices are often considered to achieve an accurate
and optimized design for evaluation of potential performance and unfavorable
features of the device. Thus, advanced photonics modelings are helpful to predict
and understand the complex sensor characteristics before expensive production and
experimental validation. A complete sensing device comprises of many distributed
complex optical components and waveguides. Understanding of exact fundamental
physics of light guidance and wave propagation characteristics through optical
components are necessary for their effective use. Several modeling methods have
already been proposed based on analytical and semi-analytical approaches. A pure
analytical and semi-analytical method exhibits its inability or inefficiency for the
solution of practical waveguides where optical power confined in the transverse
plane. Analytical approach only can solve the planar waveguide by analyzing the
transcendental equations by taking field continuity at the material interfaces. In the
years of 1969 and 1970 Maracatili [1], Goell [2] and Knox and Toulios [3] have
introduced semi-analytical methods which can only provide solutions for simple
waveguides. However, these methods also inadequate for the analyses of complex
waveguide geometries containing inhomogeneous and anisotropic materials. Over
last 40 years, several methods have been developed such as the matrix methods [4],
the mode matching method [5], the finite difference method [6], the method of lines
[7] and the spectral index method [8]. Beside these approximated approaches the
full-vectorial finite element method (FV-FEM) shows its high efficiency for design
and optimizations of complex structured waveguides and resonators [9–12]. Any
arbitrarily shaped waveguide geometry with isotropic and anisotropic multilayered
materials can easily be handled by this powerful numerical tool. Simple mathe-
matical formulations and clever use of memory management algorithm for sparse
matrices can make this method suitable for readily available computer workstations.
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14.2 Integrated Slot Waveguide for Sensing

Optical waveguides initially developed for the advancement of the telecommunica-
tions. However, their efficient light-matter interactions, noise immunity, precise
detection and dedicated flexible geometry make them suitable for sensing applica-
tions. Nowadays, circularly symmetric optical waveguide i.e. optical fibers are widely
used for label-free macro, micro, and even nano-scale detections. Different fiber
modulation designs, such as clad polishing for high evanescent light-matter interac-
tions, intrinsic and extrinsic fiber interferometry arrangements, fiber Bragg gratings
(FBG) and luminescent-based sensors could be used to dealing with specific sensing
problem. Developments and applications of the fiber-based sensor are discussed in
[13, 14]. But the fiber designs and productions are still limited to telecommunication
applications. Thus, compared to the fiber optic sensors, the nano-dimensioned, high
index contrast rib, channel, hollow-core and slot waveguides have attracted the
considerable attentions in sensing based applications. Both the labeling-based and
label-free sensing processes can be exploited by these exoticwaveguide designs. They
can be fabricatedwith standard lithographic techniqueswhich results in low-costmass
production on a single-chip. Additionally, SOI based high index contrast waveg-
uiding incorporates sensor integration with other electronic and optical components
on the same chip. The rib, channel, and strip waveguides confines the lightwave in the
high index core surrounded by low index medium. Here, the light guiding is based on
the total internal reflection (TIR) and only a modest fraction of evanescent light tail
interacts with the surrounded sensing analytes. Another interesting structure, the
dielectric coated metallic hollow-core waveguide, reported by Saito et al. [15] is
advantageous for biochemical liquid and gas sensing due to its light guiding mech-
anism through a low index core medium. It works as an absorption cell and its
performance is highly wavelength dependent. However, length of this waveguide is
much larger (few meters) compared to the integrated waveguides (few microns). On
the other hand, the integrated slot waveguide has a unique light guiding mechanism
that confines light in a low index slot. This nanometer wide gap/slot is formed in
between two high index dielectrics, dielectric-metal or metal-metal strips. Thus, the
electric field normal to the high and low index interface becomes discontinuous.
Depending upon the slot orientations, the waveguide could be either vertical, hori-
zontal or a combination of both, forming a cross-slot. In case of both vertical and
horizontal slot waveguides, the dominant electric field components (Ex and Ey) of the
quasi-TE and TM mode, respectively, encounters discontinuities at the material
interfaces. Thus, instead of an evanescent field i.e. a small fraction of the guided field
for conventional waveguides, a large field enhancement has been observed for a
dielectric andmetal-dielectric based slot waveguides. An intense power density in the
slot results in a strong light-matter interaction that makes this structure more attractive
for extensive label-based, label-free and opto-mechanical sensing applications. The
detection of analyte refractometric change is a major sensing mechanism for inte-
grated optical sensors. According to problem demand, the distinct waveguide can be
designed and incorporated into suitable transducer devices, such as interferometers
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and resonators. The mode shift of the waveguide due to light-matter interaction
introduces a corresponding phase change which results in a detectable interference
fringe shift at the output. Several integrated interferometer mechanisms, such as
Mach-Zehnder (MZI), Young (YI), coupler interferometers (CI) are often used as
transducing device for sensing. They are highly efficient to make a very small mea-
surement that is not possible by any other means. In resonator sensors, the resonating
wavelength shift measures the refractive index changes that arise due to bio-chemical
bindings. Thus, high index contrast dielectrics, noble metal and composite material
based slot and waveguide sensors could be considered as a one step towards future.
Table 14.1 gives an overview of the recently published works on the photonic sensors
based on dielectric and hybrid plasmonic slot waveguides with different sensing
architectures.

In this chapter, we are presenting dielectric, noble metal and composite material
based slot and nanowire for biochemical liquid, gas and vapor sensing. For these
results, we used the two and three-dimensional finite element mode solvers and the
least-squares boundary residual (LSBR) method for junction analyses. These
computational methods are discussed in detail in Chap. 6.

14.3 Detection of DNA Hybridization by Vertical
and Horizontal Slot Waveguide

The light confinement in the void nanostructure was first reported by Almeida et al.
in 2004 [38], since then the slot waveguide became an intriguing area of research in
integrated photonics waveguiding and especially for sensing. A slot waveguide
design comprises of the formation of a low index slot region by bringing two
narrow high index waveguides close together that are operating below their modal
cut-off regions. The lightwave propagates through the low index slot region in
between two high index cores. This low index guiding could be justified with the
help of electromagnetic boundary condition derivable from Maxwell’s equations. It
demands that for a high index contrast dielectric interface, the normal component of
electric flux density (D) must be continuous, i.e. Dn1 =Dn2. This, on the other hand,
results in a discontinuity of the corresponding electric field (En). Thus, a much
higher electric field amplitude could be observed in the low index region which
enhances and strongly confines the light power into the slot. Utilizing this phe-
nomenon, a much effective light-analyte interaction could be obtained in case of
both surface and bulk sensing. The surface sensing or contact sensing is mostly
exploited to measure the refractive index changes of ultra-thin layered film on the
waveguides and/or into slot region. An ultra-thin adlayer of receptor molecules uses
on guiding material to immobilize the targeted analyte. The binding interaction
between the target analyte and adlayer changes the complete (adlayer + analyte)
sensing layer thickness that influences the effective index of the guided optical
mode. The bulk sensing or homogeneous sensing refers to another way of
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sensitivity investigation where the refractive index change of cover and slot regions
are detected. Detection of DNA sequencing by hybridization with the help of slot
waveguide is investigated by surface sensing where both the SOI-based vertically
and horizontally slot geometries were used.

14.3.1 Vertical Slot Waveguide

The novel vertical slot waveguide was designed by keeping two nanometers
dimensioned Si cores close together that simultaneously forms a small nano-gap for
light guiding. The schematic cross-section of the vertical slot waveguide is shown
in Fig. 14.1. The refractive indices of silicon core, silica (SiO2) substrate were
considered as 3.4757 and 1.444, respectively. Cladding and the slot region is filled
with deionized (DI) water-based stock solution having RI = 1.31. To immobilize
the DNA strings, first, the waveguide is coated with a 1 nm ultra-thin receptor
linker (silanes or ply-L-lysine) bio-layer (TL). The detection process consists of
sensing of complimentary DNA sequence, where a single stranded DNA (ssDNA)
is subsequently combined with a double-stranded DNA (dsDNA). The thickness
(TD) of DNA probe layer was 8 nm, and it remains same after combining with
complementary DNA strand. Only detectable change happens in probe layer
refractive index, increased from 1.456 (ssDNA) to 1.53 (dsDNA).

The complete waveguide modeling and its performance analyses are carried out
by using the H-field based FV-FEM. The one-fold symmetry of the waveguide
structure is considered, in which more than 80,000 irregular triangular elements
have been employed for domain discretization. The structure supports both fun-
damental quasi-TE and quasi-TM modes. Among all the field components, the Ex

Fig. 14.1 a Depicts the schematic cross-section of silicon-on-insulator (SOI) based vertical slot
waveguide for detection of DNA hybridization. The slot region is denoted by black dashed line
where an enhanced light-matter interaction occurs. b Denotes a top-view of a ring resonator
incorporated with SOI based vertically slot waveguide
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field of fundamental H11
y mode shows an enhanced discontinuity as the vertical slot

is along y-direction. So, in vertical slot only quasi-TE mode shows enhanced
confinement in slot region. Figure 14.2 depicts the effective index (neff ) variations
of the H11

y mode with the slot width (SW) for different waveguiding conditions.
Effective index is defined as the normalized propagation constant, neff = β0 ̸k0
where β0, k0 and λ are the modal propagation constant, free-space wavenumber
(k0 = 2π ̸λ) and operating wavelength, respectively. Si core height (GH) and width
(GW) are considered as 320 nm and 180 nm, respectively. The solid and dotted
lines depict the neff variations for only DI water as cover medium and 1 nm linker
layer and water as sensing medium, respectively. The dashed and dashed-dotted
lines denote the same for 8 nm ssDNA and dsDNA with water as cover medium.
Small slot width confines more power into the slot which enhance the light-analyte
interactions. The neff increase with slot width in Fig. 14.2 also justify this fact. This
in-turn also suggest that the change of effective index (Δneff ) due to DNA
hybridization waveguide sensitivity also increases with decrease of slot width.
Optimizations of the waveguide design parameters are highly effective in order to
improve the sensor design for high sensitivity. Measurement of waveguide sensi-
tivity strongly depends on the optical power confinement in the targeted DNA
probe layers. Power confinement in the DNA layers have been evaluated and
plotted with the variation of the guide width keeping the slot width fixed at 60, 100
and 140 nm and guide height fixed at 320 nm, shown in Fig. 14.3. Although, the
lower slot width (60 nm) shows maximum power confinement than followed by
100 and 140 nm slot width however, the 100 nm slot width, is considered for
further device optimization and this will also be easy to fabricate compared to other
smaller slot dimensions. Thus, a 100 nm slot width (SW) with 180 nm guide width
(W) could be an ideal optimized parameters. It is also noticeable that the ssDNA
confines more optical power compared with the dsDNA due to high index contrast
of guiding. The waveguide sensitivity can be written as Swg =Δneff ̸RI. Here RI is
refractive index of DNA layers and Δneff is the effective index difference that

Fig. 14.2 Modal effective
index (neff ) variations with
slot width (SW) for fixed Si
core width, GW = 180 nm
and height, GH = 320 nm.
From [39]
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appears due to DNA hybridization. During modelling of DNA hybridization, the
effective index difference is obtained by first simulating the ssDNA on top of
bio-linker layer and then by considering the combination of the ssDNA with its
complementary natured desired ssDNA which forms a layer of dsDNA. Now for
the same waveguide structure (GH = 320 nm, SW = 60, 100 and 140 nm, and GW
= variable) the waveguide sensitivity is determined. A greater change in Δneff
makes the bio-sensor more sensitive. Figure 14.4 indicates that a greater Δneff and
waveguide sensitivity for the GW in between 200 and 220 nm for all three slot
widths. Both the Δneff and Swg increase with the Si core height (GH) and for higher
GH, most of the power would be started to confine in the Si cores. Thus, the
waveguide sensitivity measurement parameters will show an almost saturated
variation with high GH (not shown here). Therefore, for a compact slot waveguide
sensor 320 and 340 nm guide heights are taken here as the desirable dimensions.

To calculate the Δneff accurately, a compact sensing device containing a slotted
ring resonator with 5 µm bending radius is presented and analyzed. The schematic
cross-sectional and top views of the device are presented in Fig. 14.1a, b, respec-
tively. The device sensitivity only depends on its component waveguide sensitivity

Fig. 14.3 Power
confinement variations in the
DNA layers with the Si core
guide width (GW) for fixed
slot widths, SW = 60, 100 and
140 nm. Si core height is
fixed at GH = 320 nm for all
the cases. From [39]

Fig. 14.4 Effective index
difference (Δneff ) and
waveguide sensitivity (Swg)
variations with the guide
width (GW). The solid,
dashed, and dotted lines
indicate three different slot
widths, SW = 60, 100, and
140 nm, respectively. Si core
height was fixed at GH =
320 nm. From [39]
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regardless of the type of the devices. Transducing optical parameters are the only
way to measure the device sensitivity. Thus, the relation between device sensitivity
(S) and resonant wavelength shift (Δλ) can be expressed as

S=
Δλ
Δn

ð14:3:1Þ

Δλ=
ΔneffΔλres

ng
ð14:3:2Þ

Here Δneff , λres and ng are the effective index change caused by the analyte
bindings, resonating wavelength of the ring and waveguide group index, respec-
tively. From Fig. 14.5a, the group index (ng) is calculated as 1.81264 at the
operating wavelength of 1550 nm for the optimized design parameters GW =
220 nm, GH = 320 nm and SW = 100 nm. For performance analysis, the
waveguide was simulated once with ssDNA and then with dsDNA to obtain the
Δneff = ne, ssDNA − ne, dsDNA. By using Eq. 14.3.2, the wavelength shift of the device
is calculated and its variation with Si core width for three different slot widths (60,
100, and 140 nm) are shown in Fig. 14.5b. The slot waveguide with dimensions
GW = 220 nm, GH = 320 nm and SW = 100 nm shows that the neff for ssDNA and
dsDNA as a sensing layer were 1.80549 and 1.81264, respectively. A much higher
resonance wavelength shift Δλ = 6.12 nm is achieved and this was calculated by
using Eq. 14.3.2. Similarly, by using Eq. 14.3.1, the sensitivity of ring resonator is
obtained as 856 nm/RIU.

Due to scattering, the propagation loss of a similar slot waveguide was reported
as 12 dB/cm [40]. The absorption spectrum of water shows the absorption value as

Fig. 14.5 a Shows the effective index (neff ) variation of the slot waveguide against operating
wavelength. The solid and dotted lines denote the neff variations due to ssDNA and dsDNA as a
sensing layer, respectively; b shows the variation of resonating wavelength shift (Δλ) against the
Si core guide width during DNA hybridization. The dashed, dotted, and solid lines indicate the
variations for SW = 60, 100, and 140 nm, respectively. The Si core height is kept fixed at 320 nm.
From [39]
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47.5 dB/cm at the wavelength of 1550 nm. Our simulation shows around 30%
power confinement in the cover medium that contains DI water. Thus, roughly the
total propagation loss of our designed waveguide could be estimated as long as
(12 dB/cm + 0.30 × 47.5 dB/cm) = 26.25 dB/cm. So, the total loss for few
micron sensor would be very small.

14.3.2 Horizontal Slot Waveguide

Besides vertically slotted waveguide discussed earlier in the previous section, the
light enhancement in void nanostructure is also true for a horizontal slot waveguide.
A nano dimensioned low index channel along the horizontal x-axis is formed by
keeping close two high index dielectric slabs. This geometry is easy to fabricate and
often has smoother and regular interfaces exhibiting a much lower modal propa-
gation loss. The fundamental mode supported by this waveguide shows a high
discontinuity of Ey field (normal to the material interfaces) in the low index slot
region. This would make higher power confinement in the slot region for a
quasi-TM H11

x mode. An effective horizontally slotted SOI-based sensor design that
uses an enhanced optical power in the low index region, is proposed. Its design
parameters optimization and performance analyses for detection of DNA
hybridization (surface sensing) are investigated by the FV-FEM.

Such a horizontal slot can be fabricated on SOI substrate, where a low index slot
channel is sandwiched by two high index polysilicon slabs. For applications
towards bio-chemical or gas sensing, the slot region should be filled by the desired
target analytes. Thus, the designed horizontal slot waveguide is connected with the
tapered waveguides at both ends to maintain a nanogap by providing support to the
suspended top poly-Si layer, as shown in Fig. 14.6a. Initially, a layer-by-layer
fabrication on top of SiO2 substrate is followed to fabricate a multi-layered nano-
wire, starting from poly-Si then followed by SiO2 and poly-Si again. Next, a wet

Fig. 14.6 Schematic diagram of the designed SOI based horizontally slotted waveguide for
detection of DNA hybridization; a shows the 3D structure of the waveguide and b depicts a
cross-sectional view of the waveguide geometry which is used for computational analysis by
FV-FEM. From [41]

354 S. Ghosh et al.



etching process using HCL can be followed to remove the middle oxide layer in the
less wide slot region. Once the oxide under narrow waveguide region is removed
when the etching process is stopped so that the ploy-Si layers can get mechanical
support from the tapered section at both ends where the SiO2 is only partially
etched. For optimization and complete analyses of the waveguide as a bio-sensor, a
cross-sectional geometry is considered as shown in Fig. 14.6b. The refractive
indices and bio-layers thickness of linker layer, ssDNA and dsDNA are taken as
same that are used for the previous application. The refractive indices of poly-Si
layers, SiO2 and cover DI water medium are taken as 3.9, 1.444 and 1.33 at the
operating wavelength of 1550 nm. In this present work, the key optimization
parameters are core width (w), top and bottom poly-Si core heights (h1 and h2) and
slot height (hs). For numerical computation, the one-fold symmetry of the geometry
is exploited and used more than 34,000 triangular elements for half structured
domain discretization. The field components of the fundamental quasi-TM mode
are evaluated by mode solver. The Ey field shows the discontinuity at the high index
contrast dielectric interface providing the strong field in the slot area. The propa-
gating energy flux density termed as Poynting vector (Sz) is calculated from the
E and H vector fields, is also presented in Fig. 14.7. The 1D line plot of Sz field also
shown as an inset. It clearly shows that the optical power is mostly guided by the
low index region of slot waveguide.

The power confinement and power density variations in the top and bottom
DNA probe layers (8 nm for DNA layer and 1 nm for linker layer) with high
indexed poly-Si core height are presented in Fig. 14.8. The power density is the
average power confinement per unit area for both DNA probe layers, are shown by
the solid lines and power confinement are shown by the dashed lines. Both the
power confinement and power density exhibit similar trend with the core height.
For smaller core height both the parameters show small values because initially it is
closed to the cut-off. Thus, the smaller power confinement occurs due to most of the
modal evanescent fields are spread over the substrate and the cladding regions.
Modal power increases with the increase of core height, due to enlargement of the
guided area, reaches the maximum confinement at a core height, H = 0.15 µm. With

Fig. 14.7 The energy flux
density (Sz) of the
fundamental quasi-TM mode
of the slot waveguide for
width (w) = 0.7 µm, poly-Si
core height, h1 = h2 = 0.16
µm and slot height (hs) = 0.10
µm. From [41]
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further increment of H, the power confinement decreases due to most of the light
guided by the high index Si cores. The effective index change (Δneff ) is one of the
important parameter for the analyses of the bio-sensing waveguides, used to
determine the sensitivity of the waveguide. The Δneff variation during DNA
hybridization with core height (H) is shown in the Fig. 14.9. The solid and dashed
lines denote the waveguide effective index variation (neff ) and Δneff , respectively.
The Δneff increases with core height until it reaches to the maximum value at
height, H = 0.17 µm. Beyond this value, the optical power mostly guided by the
core rather than the slot. This results reduction of the Δneff as well as the waveguide
sensitivity. Individually, for both the DNA layers the waveguide neff increases with
H because of stronger coupling. Poly-Si core height, H = 0.15 µm shows the
maximum power confinement into DNA probe layer and H = 0.17 µm shows
maximum the Δneff in Figs. 14.8 and 14.9, respectively. Therefore, the optimized
poly-Si core height is taken as, H = 0.16 µm.

Similarly, the power confinement and power density variation in the sensing
layer with the waveguide core width (w) are presented in Fig. 14.10 for a fixed
height H = 0.16 µm. At smaller width, the power confinement in the sensing layer,
shown by the dashed lines, were less due to smaller waveguide size. However, with
the core width increment the power confinement slightly increased. Due to high
refractive index contrast, the ssDNA shows higher confinement than the dsDNA.
Besides, the power density variation shows an inversely proportional trend with
w. At smaller width, the small guiding area results in higher power density. As the
width increases, the power confinement per unit area reduces due to the larger
guiding area. The results indicate that the change in the poly-Si core height (H) is
much effective than the core width (w). Next, the dependencies of neff and Δneff due
to DNA hybridization with the core width (w) are examined and presented in
Fig. 14.11. It shows that the neff values due to both DNA layers, shown by two
solid lines, increase with the increasing w. That indicates more light confinement
and guidance by the larger waveguide geometry. On the other hand, the Δneff ,

Fig. 14.8 Shows optical
power density and power
confinement variations in the
top and bottom DNA probe
layers with poly-Si core
height (h1 = h2 = H) for fixed
width, w = 0.70 µm and slot
height, hs = 0.10 nm. An
8 nm thick DNA probe layer
and a 1 nm bio-linker layer
(na = 1.42) are considered for
simulations. From [41]
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Fig. 14.10 Variation of the
power density and power
confinement in the DNA
probe layer with the
waveguide core width (w).
The other parameters, such as
waveguide core height and
slot height are fixed at 0.16
µm and 0.10 µm, respectively.
From [41]

Fig. 14.11 The effective
index (neff ) due to individual
ssDNA and dsDNA as
sensing layer and change in
effective index (Δneff ) due to
DNA hybridization variations
with the core width (w) when
the core height and slot height
are fixed at 0.16 and 0.10 µm,
respectively. From [41]

Fig. 14.9 Shows the variations of the effective index (neff ) due to each sensing medium (ssDNA
and dsDNA) and the effective index difference (Δneff ) detected during DNA hybridization with Si
core height (H). The DNA probe layer comprises of a 1 nm bio-linker layer (na = 1.42) and an
8 nm ssDNA (nb = 1.456) or dsDNA (nb = 1.53) layer. The core width (w) and slot height (hs) are
fixed at 0.7 and 0.1 µm, respectively. From [41]
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shown by the dashed line, initially increases with increment of w and reaches the
maximum value at w = 0.70 µm. For w > 0.70 µm, the Δneff shows a decremental
trend. Thus, the waveguide design parameters are optimized for the better perfor-
mance and those can be listed as, w = 0.70 µm, H = 0.16 µm and hs = 0.10 µm.
Although a narrower slot provides a larger Δneff , but it would be difficult to fab-
ricate a very small and uniform slot due to fabrication limitations. Thus, a 0.10 µm
slot height is considered as an optimized value for this design. By looking at the
results, it is also noted that the Δneff is more affected by the poly-Si core height
(H) rather than the poly-Si core width (w) as the graph changes more rapidly with
the core height.

To detect the Δneff due to DNA hybridization, this optimized horizontal slot
waveguide is incorporated in the sensing arm of an integrated Mach-Zehnder
interferometer (MZI) arrangement. The relative phase shift (Δϕ) depending on the
effective index change can be obtained as

Δϕ=
2π
λ

⋅ L ⋅ Δneff ð14:3:3Þ

where L is MZI arm length incorporated with slot waveguides. The destructive
interference with minimum interference signal occurs when the relative phase
difference is equal to π. Therefore, even a smaller effective index difference due to
DNA sequencing can be measured with this efficient horizontal slot waveguide
incorporated MZI transducing device of length 110 µm.

14.4 Cross-Slotted Bio-chemical Sensor

It was shown in Sects. 14.3.1 and 14.3.2 that vertical and horizontal slot guides can
only be effective for the quasi-TE and quasi-TM modes, respectively. This signifies
that both the designs are strongly polarization dependent. Thus, to overcome this
difficulty a novel cross-slot waveguide for biochemical sensing which supports the
much stronger field enhancement in the slot region for both quasi-TE and TM mode
is designed and rigorously studied. The cross-slot structure is composed of both
vertical and horizontal slot regions simultaneously, as shown in Fig. 14.12a.

This structure can be designed to connect via the tapered waveguides and can be
fabricated on an SOI wafer with a 220 nm top-Si layer (or a thicker layer if
necessary) on a 2 μm or similar thick buried oxide (BOX) layer. If necessary, the
top waveguiding silicon layer can be thinned down to an optimized thickness. On
top of this, SiO2 can be deposited through plasma enhanced chemical vapor
deposition (PECVD). Following that a low-loss hydrogenated amorphous silicon
(a-Si) layer can be deposited followed by a thin SiO2 layer deposition, which can
act as a hard mask, by using PECVD [43]. If necessary these layers can be pla-
narized by using chemical mechanical polishing (CMP), before the next layer
deposition. A vertical slot waveguide can be defined by Deep UV (DUV) or
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E-beam lithography and followed by dry etching of silicon and SiO2 layer down to
the BOX layer. Next, buffered hydrofluoric acid can be used to etch the SiO2 layer
in between the two horizontal silicon guiding layers to form the horizontal slot
[44, 45]. Since the width of the two horizontal slots in between two silicon layers is
smaller, hydrofluoric acid introduced through the vertical slot and outside will
remove this SiO2 layer earlier than the much wider SiO2 layer beyond the vertical
slot channel. Once the low-index oxide layer under the narrow waveguide region is
removed the etching process is stopped so that two upper silicon layers are
mechanically supported by the wider region at the two ends where silica was only
partially removed. However, it should be noted that any CMOS compatible
material, such as Si3N4 [46], can also be used to fabricate the initial slot regions,
which later needs to be selectively removed to open the empty slot region. Previ-
ously, sensing arm of several microns long incorporating cantilever suspension
from one end has been fabricated with negligible deformation [47]. However, since
for the proposed structure only a short length of slot waveguide is suspended from
both the ends, it is expected to be mechanically sturdier. After the cross-slot WG is
formed, the several nm-thick sensing layers for biochemical sensing can be added to
all the surface of the silicon cores [17, 25, 45, 48] such as silanized with
3-glycidyloxy propylitrimethoxy saline for label-free protein sensing [17], or dip-
ped into aqueous glutaraldehyde for the study of label-free molecular binding
reactions, as shown in Fig. 14.12b. Here the thickness of sensing layer is taken as
5 nm.

The 2D-FEM simulated Ex and Ey field profiles for the quasi-TE and TM modes
are shown in Fig. 14.13a, b, respectively. For the quasi-TE mode, the power
confinement factor in the total slot region (ΓT −Hy) increases, reaches its peak value
and then decreases with the increase of silicon core width (W). This peak value also
increases with the increase of silicon core height (H). Similarly, the total-slot
confinement factor (ΓT −Hx) for quasi-TM mode shows a similar variation tenden-
cies but with H and W. Thus, ΓT −Hy +ΓT −Hx is taken as an optimization parameter

Fig. 14.12 a Schematic three-dimensional diagram of the SOI based cross-slot waveguide with
hollow vertical and horizontal slots. b Cross-sectional view of the cross-slot waveguide used for
bio-chemical sensing. A 5 nm bio-sensing layer of refractive index 1.45 is considered for
waveguide surface sensing. From [42]
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to maximize the total-slot confinement. This parameter shows total 79% power
confinement for silicon core width and height 205 nm and 220 nm, respectively.
Besides, the ratio of the total-slot confinement factors for the H11

y and H11
x modes

(ΓT −Hy ̸ΓT −Hx) is another important parameter for optimization to make the device
polarization independent. Variations of ΓT −Hy ̸ΓT −Hx with the width,W and height,
H of silicon cores are shown in Fig. 14.14a, b, respectively. The ideal ratio of 1 is
shown here by a black dashed line. It can be observed from Fig. 14.14a that for a
given height, due to the parabolic variation tendency of ΓT −Hy and the
monotone-increasing variation tendency of ΓT −Hx with the silicon core width, all
the ratios increase initially and then decrease with the increase of the silicone core
width. The red curve for H = 250 nm shows that the cross-slot WG can confine
equal power in the whole slot region for both the polarizations, but total-slot
confinement factor for each one is around 34%. On the other hand, for H = 220 nm,
shown by a green line, total-slot confinement factor for each polarization can reach
to the same value of 39.3%, when the silicon core width is taken as 212 nm. Again,
for a given width, the confinement ratios decrease at first and then increase with the
increase of the silicon core height, as shown in Fig. 14.14b. It is obvious that the
ratio can reach 1 at several width and height combinations. To achieve a successful
polarization-independent design, the sensitivities for the H11

y and H11
x modes should

be not only nearly the same but also large enough, so the width and height of the
silicon cores are optimized to be around 223 and 216 nm, with the total-slot con-
finement factor for each polarization of 39.4%. It can also be observed here that the
performance would be remarkably stable even for a possible ±10 nm fabrication
error of the silicon core dimensions.

Figure 14.15 gives the cross-slot dimension optimization based on surface
sensitivity, S=Δneff ̸Δτ. A bio-layer with completely saturated with analyte of

Fig. 14.13 Low index guided E field profile of the fundamental modes with different
polarizations in the cross-slot waveguide. a Ex—field profile of the H11

y mode, Ey-field profile
of the H11

x mode. All the field profiles are generated by using 2D-FEM. From [42]
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thickness Δτ = 5 nm and refractive index of 1.45 is considered. It can be observed
that with the decrease of the width or the height of cross-slot, the sensitivities for
both the two polarization modes increase. However, the sensitivity for H11

y mode
increases more quickly when the cross-slot width decreases, while that for H11

x
mode increases more quickly with the decrease of slot height. When both the
cross-slot width and height are set to 100 nm, the sensitivity value for each
polarization mode is 0.012 nm−1, which is twice the same of
vertical-slot-waveguide or horizontal-slot-waveguide sensors with similar dimen-
sions. Obviously, the sensitivities for both H11

y and H11
x modes can be improved

synchronously by reducing the width and height of cross-slot simultaneously.

Fig. 14.14 Variations of the ratio ΓT −Hy ̸ΓT −Hx with a the Si core width, W and b height, H.
From [42]

Fig. 14.15 Cross-slot
waveguide sensitivities with
the horizontal and vertical slot
dimensions for different
polarizations. The solid and
dashed lines show the
sensitivity variations with the
horizontal slot height (Hs) and
vertical slot width (Ws),
respectively. From [42]
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14.5 Straight Vertical Slotted Resonator

Slot waveguide is very attractive in sensing applications because of its enhanced
light-matter interaction inside the low index slot region. So far, many refractometric
sensing devices have been reported where a slot waveguide is incorporated in the
ring resonators. However, a ring resonator also suffers from bending loss and
coupling losses with the bus waveguides. Instead of a ring resonator with com-
parative larger device footprint, a nanometer-scaled straight vertically slotted res-
onator has been designed. The three-dimensional resonating device is shown in the
Fig. 14.16. The main device of interest contains two high index straight silicon
cores separated by a narrow slot channel. This resonating structure is coupled with
the in and out bus waveguides. The tunable light from the laser travels through the
bus waveguide and excites the slotted structure at a particular wavelength. During
the resonance condition, the electromagnetic energy builds up in the slot cavity and
allows to pass that particular light wavelength from input bus to output bus
waveguide. Thus, the resonance wavelength (λres) can be detected by the pho-
todetectors (not shown) at both facets of output bus waveguide (λout1 and λout2) and
at the opposite end of the input bus waveguide. The complete resonating structure is
designed and its sensing ability is investigated at the widely-used telecommuni-
cation wavelength, λ = 1550 nm. The silicon slot guide is separated by a silicon
dioxide (SiO2) buffer layer from the silicon substrate. The silicon and silicon
dioxide refractive indices are taken as nSi = 3.476 and nSiO2 = 1.44, respectively at
the 1550 nm operating wavelength. The key advantages of this device can be
explained in three steps. First, the nanometer dimension results high scale inte-
gration and ease of fabrication than other complex devices. Second, the dominant
Ex field of the quasi-TE mode shows high magnitude inside the slot that results a in
strong light-matter interaction. Third, a much-improved device sensitivity (S) and
detection limit (DL) can be achieved with help of first two steps. For sensing
applications, the slot and surrounding medium can be filled with any low index
solution of one’s interest.

The CMOS compatible fabrication process of this curve free device is simple
compared to other photonic sensing devices. The two rails of Si core can easily be
fabricated by the etching of unwanted Si into a commercially available SOI wafer.
Besides, if required further increment of the Si core height can be achieved by
precise control of Si layer growth with the help of plasma enhanced chemical vapor
deposition (PECVD). A photoresist thin film is deposited on the Si layer for slot
patterning. Then the reactive ion-etching (RIE) process can be followed to make Si
core strips with a slot region in between them.

The 3D slotted resonator is shown in Fig. 14.16 is a short length straight vertical
slot waveguide. Therefore, the rigorous investigation of the design parameters,
calculation of dominant and non-dominant field components, profiles of for the
fundamental quasi-TE and TM modes and power confinement into the different
guiding region are done with the help of 2D FV-FEM. Throughout the 2D-FEM
simulations, 1,280,000 first order triangular elements are used for computational
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domain discretization. After completion of the device design, the 3D FV-FEM is
used to determine the modal solutions and performance analyses of the 3D slotted
resonator. Two different sensing mechanisms, both bulk and surface sensing have
been considered here. A 5 nm ultra-thin sensing layer (Ts) is taken for
bio-molecular detection, as shown in the bottom inset of the Fig. 14.16. The high
sensitivity of the device strongly depends on the power confinement (ΓÞ in the
region where the light and targeted analyte interaction occurs. Thus, optimization of
the slot’s cross-sectional design parameters, such as Si core width (W), height
(H) and low index slot width (Ws) are much important. Both the total slot con-
finement (Γslot− total) and confinement into 5 nm sensing layer (Γslot sensing layer)
increases with W, reach their maximum values and then decrease [49] for a fixed Si
core height (H) and slot width (Ws). The maximum confinement into slot and
sensing layer and corresponding W indicates the optimized value of Si core width
(W). Now with a fixed W and Ws, the Si core height (H) variation shows that the
Γslot− total and Γslot sensing layer continuously increase with H. However, the power
density initially increases, reaches a maximum and then decrease with H [49].
Although, the variation of the effective index shift (Δneff ) due to presence of 5 nm
sensing layer shows an excellent correlation with the Γslot− total variation. Although,
in practice, a 220 nm Si height is widely used as it is the typical thickness of most
commonly available Si in SOI wafer, however, in this case, the higher core height
yields better sensors, so the optimized Si core height (H) is taken as 500 nm that
can also be easily fabricable with modern technology [50]. Finally, a further
investigation on slot width (Ws) shows a maximum confinement, Γslot− total = 43.8%
could be achieved by the optimized slot waveguide design parameters as, Si core
width (W) = 170 nm, Si core or slot height (H) = 500 nm and slot width (Ws) =
130 nm. The cover medium and the slot region are considered to be filled with
aqueous solution of refractive index 1.33. By using 2D FV-FEM again, the effective
index (neff ) of the optimized slot structure is evaluated and it was 1.63827.

The vertical slotted cavity supports the longitudinal modes at the specific res-
onating wavelength (λres) and that can be defined as

λres =
2L ⋅ neff

m
ð14:5:1Þ

Here 2L is the round-trip length of the longitudinal electromagnetic wave in the
resonator and m = 1, 2, 3… denotes the order of supported longitudinal modes.
Equation 14.5.1 indicates that the number of longitudinal modes strongly depends
on the resonator length (L). As the fundamental mode is expected to be more stable
and sensitive than the higher order modes, the slot resonator cavity length (L) has
been calculated for a single (m = 1) longitudinal fundamental mode using
Eq. 14.5.1. Finally, all the device design parameters can be summarized as, Si core
width (W) = 170 nm, core or slot height (H) = 500 nm, slot width (Ws) = 130 nm
and the device length (L) = 473 nm for a specific resonating wavelength,
λres = 1550 nm.
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In a resonating cavity, the self-consistent longitudinal field gets confined and
oscillates at a particular wavelength. Thus, the further performance investigations
require a complete three-dimensional analysis of the quasi-TE and TM modes
inside the resonating structure. A dedicated rigorous and full vectorial H-field based
three-dimensional finite element method (3D-FEM) is developed and used to solve
the problem. All the field components of the resonating modes can be generated by
the post-processing of the eigenvectors obtained from complete device simulation
by the 3D FV-FEM. The 3D iso-surface profile of the dominant and most sensitive
Ex field of the slotted resonator is simulated by the 3D-FEM shown in Fig. 14.17.
During 3D-FEM simulations over 456817 first order tetrahedral elements are
considered for the three-dimensional computational domain discretization of
dimensions 1.47 µm (along x) × 0.473 µm (along y) × 1.5 µm (along z). Its
performance analyses divided into two stages: (1) surface sensing, where an
ultra-thin bio-molecular layer covers the sensing device surface (Fig. 14.16, bottom
inset) and (2) bulk sensing, where refractometric changes of the homogeneous
medium are considered (Fig. 14.16, top inset).

14.5.1 Surface Sensing

In case of surface sensing, a thick bio-layer (linker + bio-molecular layer) of
refractive index 1.45 have considered on top of both Si strips and the slot region.
The cover medium is filled with the aqueous solution (nwater = 1.33). The 3D-FEM
computation measured a 5.2 nm resonating wavelength shift for a 5 nm sensing

Fig. 14.16 Schematic diagram of the three dimensional (3D) vertically slotted straight resonator.
The right sided insets bordered with red dashed lines show the sensing mechanisms considered for
the refractometric sensing analyses. From [49]
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layer of refractive index, n = 1.45. The device sensitivity has been investigated for
different thickness of sensing layers ranging from 5 to 50 nm. The surface sensi-
tivity of the device can be defined as

Ssurface =
Δλres
Δt

ð14:5:2Þ

Here, Δλres and Δt are the resonance wavelength shift and corresponding
bio-layer thickness change. The Δλres linearly increases with the thickness of
sensing bio-layer shown by the red solid line in Fig. 14.18. Thus, Δλres and
bio-layer thickness change (ΔtÞ shows a strong linear relationship. Similarly, the
variation of the surface sensitivity of the device against different bio-layer thickness
is shown by the green diamond markers, plotted using a high-resolution scale. Thus,
the Fig. 14.18 shows a small reduction of Ssurface with an increase of bio-layer
thickness.

Fig. 14.17 2D and 3D profiles of the dominant Ex field confined into a straight single slotted
resonator at the resonating wavelength, λres = 1550 nm; a shows the Ex field profile at the
mid-sliced x-z plane of the slot resonator, b depicts the 3D iso-surface profile of the Ex field where
boundary walls are considered to be placed at both end faces of the Si cores, c shows the 3D Ex

field when the boundary walls are placed away from the both end faces and side faces of the Si
strips. A 3D FV-FEM is used for complete resonating structure simulations. From [49]

14 Compact Photonic SOI Sensors 365



14.5.2 Bulk Sensing

The bulk sensing process follows the detection of the refractive index change of the
homogeneous bulk medium in the cover and slot regions. For rigorous investiga-
tions, aqueous sucrose solutions with different concentrations are used over the
sensing device. The refractive indices of sucrose solution for different sucrose
concentration at ambient temperature (20 °C) are taken from the datasheet [51].
Similar to practical situations, two different cases have been investigated in the
simulation process: (1) the cover and slot region are completely filled with the
sensing fluid, and (2) only cover medium is filled with the fluid and the slot is filled
with air bubbles.

The bulk refractometric sensitivity of the vertically slotted waveguide has been
investigated by 2D-FEM. The low index guided Ex-field profile and its response to
the homogeneous refractive index change are shown in Fig. 14.19. The variation of
the normalized effective index change (Δneff ̸neff ) with refractive index changes of
the sucrose solution presents a linear relationship, shown by a red line. The bulk
sensitivity of the waveguide structure can be determined from the slope of the curve
as Sbulk = Δneff ̸neff

� �
̸RIU and its value was calculated as 1.025 per RIU. In case

of the 3D resonating device, the bulk sensitivity can be defined as

Sbulk =
Δλres
RIU

ð14:5:3Þ

Here Δλres and RIU denote the resonating wavelength shift of the device and the
refractometric change due to different concentration of sucrose in the solution,
respectively. The resonating wavelength change (Δλres) of the designed structure as
a function of the sucrose solution refractive index are shown in Fig. 14.20. The
solid and dashed lines show the device responses when the boundary electric walls
are placed both ends of and far away from the Si strips, respectively. A strong linear
shift is observed by the lines and its slope i.e. sensitivity (Sbulk) show the value of

Fig. 14.18 Surface sensing
of the designed device with
optimized design parameters.
The redline shows a linear
response of wavelength shift
(Δλres) for different bio-layer
thickness of refractive index
1.45. The green diamond
markers denote the surface
sensitivity (Ssurface) variation
with bio-layer thickness
ranging from 5 to 50 nm.
From [49]
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635 nm/RIU and 335 nm/RIU for the fully filled and empty slot cases. The empty
slot condition may arise when the sensing liquid may not enter slot region due to the
presence of air bubbles. A better response of the resonator device could be obtained
when the boundary walls are placed away from the Si strip end faces. Fluid-Si contact
at both ends increases in this case that also increases the device sensitivity, shown by
the blue and green dashed lines in Fig. 14.20. The slope of the linear resonance
wavelength shift indicates a much high device sensitivity of 820 nm/RIU and
683 nm/RIU for filled and empty slot cases, respectively. Besides the spectral shift
the detection limit (DL) of the device can be estimated from the device sensitivity
(Sbulk) and the sensor resolution (R) as, DL = R/Sbulk. The device resolution strongly

Fig. 14.19 Bulk refractometric sensitivity analysis of the vertically slotted waveguide with
optimized design parameters, such as, W = 170 nm, Ws = 130 nm and H = 500 nm at 1550 nm
operating wavelength. The curve slope denotes the sensitivity of the waveguide when the cover
medium is fully covered with the sucrose solution. The inset shows the 2D-FEM simulated Ex-
field profile that is essential for low index guiding sensing. From [49]

Fig. 14.20 Resonating
wavelength shift of the
proposed device versus
refractive index variation
(Δnsucrose) of sucrose solution
at ambient temperature
(20 °C). The solid and dashed
lines denote the device bulk
sensitivity when the electric
walls are kept at the end faces
and away from the end faces
from Si strips. The slope of
each linear curve presents
bulk sensitivity (Sbulk) for the
filled and empty slot
conditions. From [49]
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depends on the wavelength resolution (λresolution) of the laser source. A laser source
with wavelength resolution of 5 pm indicates that a minimal detectable refractive
index of 7.9 × 10− 6 RIU and 6.1 × 10− 6 RIU could be achieved for the boundary
walls touching the end facets and away from the Si strips, respectively.

A rigorous least-squares boundary residual (LSBR) [52] method is used to
determine different coupling parameters of the coupled Si bus waveguides and the
slotted resonating structure for different gaps. The junction interface between input
guide and the resonator slot section shows some back reflections of the input
signals. Those reflection coefficients (ρr) have been calculated as 0.024, 0.020, and
0.012 for three different separations 250, 300, and 450 nm, respectively. On the
other hand, the coupling losses at the junction interface are calculated as 0.2886,
0.1956, and 0.0833 dB for all three mentioned separations. It shows that the
250 nm gap provides higher evanescent coupling the slot resonating structure but
with higher coupling loss, whereas the 400 nm gap provides less evanescent cou-
pling with higher coupling efficiency. Therefore, 250–400 nm could be considered
as suitable separation range for this coupling between bus waveguide and slot
resonating structure.

14.6 Plasmonic Gas Sensing by Al+3 Doped ZnO Coated
Au Nanowire

Metal oxides have been extensively used in sensing devices. Among them, zinc
oxide (ZnO) has attracted considerable interests for different areas, such as sensing
[53], lasing [54], light harvesting [55] and detection [56]. Similarly, gold
(Au) nanoparticles have also received much attention due to its plasmonic prop-
erties at visible wavelengths. In this section, an Au nanocore with an Al+3 doped
ZnO (AZO) cladding layer has been designed and studied by using the H-field
based full-vectorial finite element method (FV-FEM) for use as an optical gas
sensor. In the numerical simulations, the wavelength dependent Au and ZnO
refractive indices are taken from [57, 58], respectively. A small concentration of
Al+3 doping in ZnO results in an effective replacement of Zn atoms by Al atoms
which increase the conductivity of doped ZnO. This in turn also modify the plas-
monic frequency of the AZO thin film that can be described by the Lorentz-Drude
model [59] as follows

εω = εZnO −
ω2
p

ω2
p + jγω

ð14:6:1Þ

Here εZnO is the optical dielectric constant of ZnO and ωp is the plasma fre-
quency, defined by ωp =Ne2 ̸ε0m* with N as the carrier concentration in the range
of 1 × 1017 to 1 × 1020 cm−3. The γ denote the carrier damping constant given by
γ = e ̸μm*. Here the electron mobility μ has been considered as 24 cm2/Vs for the

368 S. Ghosh et al.



target Al+ of 2 w.% (weight ratio). m* denotes the effective mass that has been taken
as the 0.24 times of the electron mass. Figure 14.21 presents the real and imaginary
parts of ZnO and AZO with the carrier concentration of N = 1× 1020 cm−3 and
5× 1020 cm−3. The refractive index of ZnO is nearly 2.0 for visible wavelengths
and tend to rise while reaching the UV direct band edge of ZnO at 3.3 eV. The
figure illustrates that an increase in the carrier concentration reduces the AZO
refractive index and this reduction is greater for longer wavelengths. Due to
increased conductivity of AZO, the imaginary part of the refractive index also
increases. Thus, the loss is higher for longer wavelengths and also for higher doping
levels.

As a practical device, a finite dimension AZO coated Au nanowire with height,
h = 60 nm and width, w = 250 nm is considered, as shown in the inset of
Fig. 14.22. A 100 nm of AZO cladding around the metal core, which is also
surrounded by the infinite air cladding is considered for computation analysis. In
the simulation, it has been observed that the modal propagation length (Lp) of the
waveguide is around 3 µm for an AZO cladding with lower carrier concentration,
NL = 1× 1017 cm−3. With the increase of carrier concentration, the refractive index
of AZO reduces from its undoped ZnO value and as a result, the effective index of
the quasi-TM mode decreases. Additionally, as N increases the material loss also
increases due to increasing conductivity. Therefore, the change in effective index
and differential loss could be the important parameters for sensing investigations.

Δneff = neff NLð Þ− neff Nð Þ�� �� ð14:6:2Þ

ΔLoss= Loss NLð Þ− Loss Nð Þj j in dB ̸mm ð14:6:3Þ

Here NL and N are the fixed (1 × 1017 cm−3) and variable doping carrier con-
centration. The curves in Fig. 14.22 depict the variations of Δneff and ΔLoss with
the carrier concentration, N. It can be seen that Δneff changes linearly with the
carrier concentration. On the other hand, ΔLoss increases with N but tends to
saturate at a high carrier concentration. This is due to the fact that as the N

Fig. 14.21 Real and
imaginary refractive index
variations with the
wavelength for ZnO and
AZO. The Lorentz-Drude
model is used for refractive
index calculation. From [61]
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increases, the refractive index of AZO decreases and simultaneously the modal
power confinement in the AZO cladding reduces from a value of ∼80% at
NL =1× 1017 cm−3 to a value ∼55% at N =7.4 × 1020 cm−3. In the case of finite
cladded Au nanowire, reducing the width of the core tends to reduce ΔLoss and
Δneff as a large amount of power leaks into the surrounded air cladding. Thus, the
width changes of the Au core and its effect has not been analysed rather a fixed core
width, w = 250 nm has been considered for further investigations.

Electrons are the majority charge carrier in the AZO. Therefore, absorption of
gas and vapor liquid on the AZO surface will deplete electrons, resulting in a
decrease in conductivity. The Debye length is used to quantify the thickness of the
space charge layer that has deficient carriers due to electron trapping by the che-
misorbed oxidizing agent in the n-type semiconductor. The Debye length of the
AZO layer is taken as 10 nm [60] for the carrier concentration of the order of
1017 cm−3. Initially, the Au core dimension of w = 250 nm and h = 60 nm with
N =7.4 × 1020 cm−3 has been considered. It has also been assumed that the N in
the depletion region is changing from ND,L =7.4 × 1020 cm−3 to a value of
ND,L =1017 cm−3 for a Debye depth equivalent to 10 nm. For simplicity, a uniform
depletion of the carrier concentration also has been taken at the AZO boundaries.
A large cladding thickness makes the core far away from the depletion layer. Thus,
the quasi-TM mode do not get affected by the higher degree by the refractometric
change in the depletion layer. When the cladding thickness is very small, a large
portion of the modal power might spread into the outer air cladding region.
Therefore, cladding thickness is considered as an important parameter for opti-
mization. Figure 14.23 depicts the effective index change (Δneff ) as a function of
AZO thickness for three different operating wavelengths, such as 650, 700 and
750 nm. Above 90 nm thickness, the effective index change is larger for λ =
750 nm, compared to that of λ=650 nm. When the cladding thickness is larger,
around 100 nm, the surface plasmon mode guided by the core has a spot size area
that is two to three times larger than that of λ=650 nm. This allows a higher
proportion of the modal power in the depletion region, as shown by the ΓD

Fig. 14.22 Δneff and ΔLoss
variations with the carrier
concentration of AZO
cladding at the operating
wavelength, λ = 750 nm. The
inset is showing the schematic
cross-section of the plasmonic
waveguide where a finite Au
core is cladded with AZO
layer. The dimension of the
Au core is taken as, width
(w) = 250 nm and height
(h) = 60 nm. From [61]
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variations in the Fig. 14.24. Additionally, at 650 nm the metal core shows higher
power confinement compared to that in the depletion region. Furthermore, the Δneff
is larger for longer wavelengths. Due to these factors, for large AZO thickness
∼100 nm, the Δneff is higher for longer wavelengths. It can be seen in the
Fig. 14.23, for the lower thickness (<80 nm) the Δneff is higher at λ = 650 nm than
that of λ = 750 nm. As the depletion region is closer to the metal core, the con-
finement in the depletion region (ΓD) becomes larger for those operating
wavelengths.

Figure 14.25 presents the percentage change of the modal propagation length,
Lp =1 ̸2 βi (βi is the imaginary part of the propagation constant) with respect to the
AZO cladding thickness. The percentage change of the modal propagation length
(ΔLp%) can be calculated as

Fig. 14.23 Variation of real
effective index change of the
waveguide with the cladding
thickness at three different
operating wavelengths 650,
700, and 750 nm. From [61]

Fig. 14.24 Variation of
power confinement (%) in the
depletion (ΓD) and metal core
(Γm) with respect to the AZO
cladding thickness. Two
operating wavelengths, λ =
650 and 750 nm. From [61]
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ΔLp%= 1−
Lp ND,Lð Þ
LP ND,Hð Þ

� �
× 100 ð14:6:4Þ

The red (λ=650 nm) and black (λ=750Þ nm) lines in Fig. 14.25 indicate that as
the cladding thickness decreases, the modal propagation length change (ΔLP) rises
from its negative and reaches a maximum value. Further reduction of thickness
starts leakage of a higher proportion of power in the air cladding and thus, the ΔLp
starts to decrease. For a larger thickness, the ΔLp shows negative value whereas, for
lower AZO thickness ΔLp becomes positive. For a lower thickness of AZO clad-
ding the confinement in both the depletion (ΓD) and metal core (Γm) decrease.
Furthermore, due the close position of the depletion and metal core influences the
surface plasmonic mode such that the modal loss increases with the increasing
refractive index in the depletion layer. With the help of these rigorous analyses, it
has been shown that for finite AZO cladding thickness (20–100 nm), the depletion
of carriers for a depth equivalent to Debye length can affect the modal effective
index variation that is greater than 0.035 and a variation of the propagation length
which is greater than 5%. These waveguide modal properties can be exploited by
incorporating this plasmonic waveguide into a Mach-Zehnder based opto-chemical
sensor.

14.7 Ethanol Vapor Sensor by Composite Plasmonic
Waveguide

Now a day, ethanol (CH3CH2OH) is one of the most important constituents in daily
life, from chemical and pharmaceutical products to heavy engineering and fuel
industries. Mixing of excessive ethanol vapor with air may cause explosive fire with
an easy ignition. Only 3.5% ethanol vapor in the air can causes fire explosions, and

Fig. 14.25 Variations of the
change in the propagation
length (ΔLp) as a function of
AZO cladding layer thickness
at two different wavelengths,
λ = 650 nm and 750 nm
shown by the red and black
lines, respectively. From [61]
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this often called as lower explosion limit (LEL). On the other hand, the upper
explosion limit (UEL) of ethanol is 19% [62]. Therefore, for accurate sensing of
ethanol vapor in the industrial environment several sensing mechanisms can be
considered, such as spectrometric sensing, electrochemical, sloid state semicon-
ductor and microcontroller based devices. However, the dielectric waveguide based
interferometric and resonating sensing devices are more convenient for its high
precision sensitivity and compactness. Here a horizontal slotted composite plas-
monic waveguide (CPWG) is designed and its performance has been rigorously
investigated by incorporating it into a Mach-Zehnder interferometer (MZI) device.
The novel CPWG is composed of lossy silver (Ag) layer, porous ZnO (P-ZnO),
silicon (Si) and silica (SiO2). The P-ZnO layer is sandwiched in between metal and
high index Si, shown in Fig. 14.26a. This novel waveguide structure guides the
light through its low index slot region as a supermode that is a coupled form of the
surface plasmon (SP) mode and dielectric waveguide mode. Surface plasmon
polaritons (SPPs) are the surface waves tightly confined at the metal-dielectric
interfaces. The SP mode is TM-polarized in nature and that can be excited either by
electrons or photons having same frequency and momentum. Here the CPWG is
designed and optimized for the widely used telecommunication wavelength, λ =
1550 nm. This waveguide supports both quasi-TE and TM modes. However, the
plasmonic supermode which is quasi-TM polarized is concentrated in the low index
region, whereas, the quasi-TE mode is guided by the high index Si core. The
analytical and semi-analytical solutions to exploit the hybrid plasmonic mode is not
so easy. Thus, a full-vectorial H-field based modified FEM is used as a computa-
tional tool for the device design and performance analyses. For accurate simula-
tions, the one-fold symmetry of the CPWG is discretized with 1,280,000 triangular
elements. A much higher mesh density is used near the metal-dielectric interfaces to
resolve the sub-wavelength SP field confinements. The optical properties of the
silver (Ag), Si and SiO2 are taken as nAg = 0.13880+ j 11.310 [63], nSi = 3.4757
[64] and nSiO2 = 1.4440 at the operating wavelength of 1550 nm. The electro-
magnetic boundary condition at the material interface demands the continuity of the
normal component of electric flux density (D) at the interface that results in an
enhanced Ey-field discontinuity at that interface. The FV-FEM simulated Ey and Hx

field components of the fundamental quasi-TM mode are shown in the Fig. 14.26b,
c, respectively.

The porous ZnO (P-ZnO) is used as a low index medium which shows a
comparative lower index than that of bulk ZnO, as the P-ZnO contains air (nair =1Þ
pores. To make the waveguide efficient for sensing, different types of P-ZnO layer
templates can be used, such as porous flakes composed of ZnO spheres, P-ZnO
nanosheets, and nanoplates. All these P-ZnO templates are mesoporous where the
pore diameters are ranging from 2 to 50 nm. Different templates show its best
response and selectivity at different operating temperatures. The P-ZnO sphere layer
shows a great selective response to 100 ppm ethanol at 280 °C [65]. Similarly, the
strong ethanol selectivity can be observed around 400–450 °C for nanosheets [66]
and nanoplates [67], respectively. Thus, in terms of selectivity, all these P-ZnO
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configurations show excellent ethanol selectivity compared to methanol, acetone,
chlorobenzene, and methane at 280, 400 and ∼450 °C. When the porous layer is
placed in the target analyte vapor, the void pores are then filled with the condensed
analyte (n > 1). Depending on different volume fraction of absorbed and condensed
ethanol, the equivalent index as well as the dielectric constant of P-ZnO changes.
To determine the effective refractive index of P-ZnO and the equivalent refractive
index of ethanol absorbed P-ZnO, the Lorentz-Lorenz model [68] is used.

n2e − 1
n2e +2

= 1−Pð Þ n2c − 1
n2c +2

� �
+ P−Vð Þ n2a − 1

n2a +2

� �
+V

n2d − 1
n2d +2

� �
ð14:7:1Þ

Here P denotes the number of pores per unit volume, called porosity of the
medium and V is the volume fraction of liquid after capillary condensation. na, nc
and nd represent the refractive index of air (na =1Þ, homogeneous (bulk ZnO) and
dispersed medium (condensed vapor), respectively. For the investigations, the
P-ZnO layer of porosity P = 30, 40, 50 and 60% are considered. Corresponding
refractive index variations (nP−ZnO) and equivalent refractive index of the P-ZnO
with respect to the different volume fraction of ethanol are shown in Fig. 14.27. As
expected, the nP−ZnO decreases with the increasing porosity in the medium shown
by the black solid line. Additionally, while the P-ZnO pores are replaced by the
condensed ethanol the equivalent index of refraction increases for P-ZnO layers

Fig. 14.26 Schematic diagram of a horizontal slotted CPWG and its simulated field distributions,
a shows the waveguide cross-section. One-fold symmetry of the structure is used for FV-FEM
simulations. b and c are the Ey and Hx field profiles of fundamental quasi-TM mode (H11

x ),
respectively. d Shows a compact, integrated Mach-Zehnder set-up where the CPWG is used in the
interferometer arms. From [70]
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with P = 30, 40, 50 and 60%. The lower porosity (P = 30%) shows higher
equivalent refractive index than the higher porosity (P = 60%). At ambient tem-
perature (20 °C), the bulk ZnO refractive index is taken as 1.9267, derived from the
dispersion formula in [69] and the condensed ethanol refractive index is derived by
using the Sellmeier equation.

n2 λð Þ− 1=
A1λ

2

λ2 −B1
+

A2λ
2

λ2 −B2
ð14:7:2Þ

Here A1, 2 and B1, 2 denotes the material property parameters and absorption
wavelengths. The constant values used for the analysis are, A1 = 0.83189, A2 =
−0.15582, B1 = 0.00930 µm−2 and B2 = − 49.45200 µm−2.

To obtain a high sensitive accurate CPWG, its design parameters, such as core
width (Wcore) and low index slot thickness (tslot) are needed to be optimized
carefully. For simplicity, fixed Si nanowire height and top Ag layer thickness have
been considered as 220 nm and 100 nm, respectively. Figure 14.28 shows the
power confinement variations of the fundamental quasi-TM and TE modes with slot
thickness (tslot) for three different CPWG core width, Wcore = 350, 450, and
550 nm. For all three CPWG core widths the quasi-TM power confinements
(ΓTMslot), shown by solid lines, increase with tslot increment, reach a maximum
value of 41.79% at tslot =70 nm and then decrease gradually with further increment
of tslot . It can also be seen that the Wcore =450 nm, shown by the red solid line,
confines higher optical power than other two core widths (350 and 550 nm).
Additionally, the quasi-TE power confinement (ΓTEslot), shown by dashed-dotted
lines, increases with the increment of tslot . But these values are much lower than the
TM mode confinement. The curves for all three core widths intersect each other at
68 nm and exhibits only 3.56% power confinement. Thus, optimized tslot value is
taken as 70 nm with maximum power confinement in the slot region. Furthermore,
the optimization of core width (Wcore) has been carried out for two different tslot =
70 and 100 nm and the results are presented in Fig. 14.29. As theWcore increase the

Fig. 14.27 Refractive index
variation with ZnO porosity
(PÞ and change of equivalent
refractive index of P-ZnO
layer with volume fraction
(VÞ of condensed ethanol.
From [70]
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ΓTMslot grows and confines maximum 41.80% and 41.09% TM energy into 70 and
100 nm slots, respectively at Wcore =450 nm. From both the figures, it can be
observed that a 100 nm slot can confine 41.09% power in the low index region. As
the tslot =70 nm and 100 nm show a small difference in ΓTMslot and a few
nanometers extra wide may be convenient to accommodate more numbers of pores
in mesoporous ZnO layer as well as be easier to fabricate. Thus, finally the opti-
mized tslot is considered as 100 nm.

Next, the efficiency of ethanol vapor detection with the help of CPWG is ana-
lyzed. The quasi-TM and TE real effective index difference (ΔRe neff

� �Þ of the
CPWG with the volume fraction of ethanol for different P-ZnO are shown in
Fig. 14.30. The solid lines in the main figure and dashed lines in the inset represent
the TM-ΔRe neff

� �
and TE-ΔRe neff

� �
variations, respectively. Both the effective

index difference between TM and TE modes increase with the increment of the
volume fraction of ethanol. The higher porosity (60%) shows better effective index
difference than that of lower porosity (30%) P-ZnO. Furthermore, the ΔRe neff

� �
for

TM mode shows much higher values than that for the TE mode. This indicates that

Fig. 14.28 Quasi-TM and
TE slot confinement
variations with slot thickness
(tslot). The TM and TE slot
confinement for three different
core widths, Wcore = 350, 450
and 550 nm are denoted by
solid and dashed-dotted
green, red and blue lines,
respectively. From [70]

Fig. 14.29 Quasi-TM slot
confinement (ΓTMslot) with
respect to the CPWG core
width (Wcore) for two different
slot thicknesses. The red and
green lines denote the same
variations for tslot = 70 nm
and 100 nm, respectively. An
over 41% power confinement
is observed for Wcore =
450 nm at tslot = 70 nm and
100 nm. From [70]
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the hybrid plasmonic quasi-TM mode is more sensitive in compare to the quasi-TE
mode. Figure 14.31a, b depict the waveguide TM modal sensitivity variations for
both real and imaginary effective index. The black, red, blue and cyan markers
denote the real effective index sensitivity (SRe TMð Þ =ΔRe neff

� �
̸Δnslot) and nor-

malized attenuation sensitivity (SIm TMð Þ =ΔIm neff
� �

̸Δnslot) of the fundamental
quasi-TM mode for porosity, P = 30%, 40%, 50% and 60%, respectively. For each
P-ZnO layer the SRe TMð Þ and SIm TMð Þ initially decreases up to ∼15% of ethanol
absorption and then increases with the increase of volume fraction of ethanol. The
sensitivity curves also indicate that the P-ZnO layer with lower porosity (P = 30%)
shows higher SRe TMð Þ and SIm TMð Þ than that of the higher porosity (P = 60%). In case
of waveguide based sensor, the SRe TMð Þ is much important than SIm TMð Þ and here a
much higher SRe TMð Þ (≈0.71 per RIU) can be obtained with this novel design
CPWG. Besides, the Fig. 14.31b depicts that the SIm TMð Þ is significantly less sen-
sitive to slot refractometric changes.

Effective index change of the CPWG due to analyte’s refractometric variation is
the only detectable parameter for a waveguide-based sensor. Thus, for accurate
measurement of this effective index change, a compact Mach-Zehnder interfer-
ometer (MZI) can be used as a transducer device. The MZI schematic diagram is
shown in Fig. 14.26d where the designed and optimized CPWG is incorporated in
MZI arms. One arm is passed through the ethanol vapor chamber to measure the
volume fraction of ethanol, is called sensing arm and other is used as a reference
arm. The phase difference between both arms can be derived from the detectable
effective index change ΔRe neff

� �
due to a different percentage of absorption of

ethanol into P-ZnO.

Δϕ=
2π
λ

⋅ΔRe neff
� �

⋅ L ð14:7:3Þ

Fig. 14.30 Quasi-TM and
TE effective index changes
(ΔRe neff

� �Þ against volume
fraction of ethanol into P-ZnO
layer. The black, red, blue and
green solid and dashed lines
in main and inset depict the
TM and TE modal effective
index change due to different
volume fraction of ethanol
into 30%, 40%, 50% and 60%
porous P-ZnO layers,
respectively. From [70]
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Here L denotes the CPWG arm length. A π phase difference between reference
and sensing arm makes a destructive interference with a zero MZI output. By using
the fact in Eq. 14.7.3 the MZI arm lengths are calculated as 7.51, 6.02, 5.15 and
4.59 µm for each type of P-ZnO layer having porosity P = 30%, 40%, 50% and
60%, respectively. Thus, higher porosity gives higher Δneff that results in shorter
MZI length (L). All these CPWG incorporated MZI arms show a much low
propagation loss around 0.2 dB for each aforementioned arm lengths. It can also be
seen that with and without ethanol vapor absorption the waveguide modal loss
changes in PWG incorporated MZI arms are 0.045 dB for P = 30%, 40% and 50%
and 0.047 dB for P = 60%, respectively. Often it is assumed that the attenuation (αÞ
of the incorporated waveguide is same for both MZI waveguides. However, in case
of the CPWG in sensing, both the sensing and reference arms may show different
attenuations, αref = α and αsen = α±Δαsen, respectively. It is considered that the
sensing waveguide arm attenuation is modified by a small change Δαsen due to
different absorption levels of ethanol vapor. Therefore, including this attenuation
change, the normalized power output of the MZI can be expressed as [70]

Pnorm =
1
2
e− 2αLe−ΔαsenLcosh ΔαsenLð Þ 1+FcosΔϕð Þ ð14:7:4Þ

Here, the parameter F is defined as the interferometric fringe contrast and it can
be defined as, F =1 ̸cosh ΔαsenLð Þ. Additionally, a part of the Eq. 14.7.4 could be

Fig. 14.31 a and b present the quasi-TM real effective index sensitivity (SRe TMð Þ) and normalized
attenuation sensitivity (SIm TMð Þ) variations with volume fraction of ethanol, respectively. The black,
red, blue and cyan markers on both figures denote the sensitivity variation with absorbed ethanol
into low index P-ZnO slot with porosity, P = 30%, 40%, 50% and 60%, respectively. From [70]
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termed as power fraction, PF = e−ΔαsenLcosh ΔαsenLð Þ. It denotes the sensing arm
power increment or decrement compared to reference arm waveguide. The Pnorm is
the only measurable parameter of the MZI that changes with the resulting phase
difference. Thus, the MZI phase sensitivity could be defined as

∂Pnorm

∂ Δϕð Þ = −
1
2
e− 2α+Δαsenð ÞLcosh ΔαsenLð ÞFsin Δϕð Þ ð14:7:5Þ

In this CPWG incorporated MZI, the balance between both arms may break due
to different attenuations (αref ≠ αsen). Hence to make the device error free the
attenuation in both arms should be controlled such that it does not interfere with the
MZI balance. In this design, for all the volume fractions of ethanol into P-ZnO
having porosity, P = 30, 40, 50, and 60%, the fringe contrast is ∼0.99 and the
power fraction (PF) is ∼0.96 (F≈PF≈1Þ. Thus, the extra attenuation change in the
sensing waveguide is very small to cause any noticeable effect in the MZI per-
formance. The Fig. 14.32 depicts the normalized power (Pnorm) and absolute value
of the phase sensitivity ( ∂Pnorm ̸∂ Δϕð Þj jÞ variations with respect to the volume
fraction of ethanol for different P-ZnO layers. The results indicate that 100%
ethanol vapor absorption in sensing arm makes a π phase difference with zero
output and a minimum 5% volume fraction of ethanol provides a minimum phase
difference with maximum 60%, 70%, 76%, and 81% light output for 30%, 40%,
50%, and 60% P-ZnO, respectively. The high porosity in P-ZnO provides better
light output. Blue, red, black and green markers with dashed lines show a sinusoidal
variation of phase sensitivity for all four P-ZnO layers. The higher porosity (P =
60%) shows better phase sensitivity than that of the lower porosity (P = 30%). It can
also be seen that for all P-ZnO layers with different porosity, P = 30%, 40%, 50%
and 60% exhibit maximum phase sensitivities of 0.30, 0.34, 0.38 and 0.40 when
51.57%, 52.05%, 52.59% and 53.16% of the P-ZnO pores are filled by the con-
densed ethanol, respectively when an exact π ̸2 phase difference is observed in
between sensing and the reference arms. Thus, with the help of numerically

Fig. 14.32 Normalized
power output (Pnorm) and
phase sensitivity
( ∂Pnorm ̸∂ Δϕð Þj jÞ variations
of the MZI against volume
fraction of ethanol absorbed
into P-ZnO layer. The blue,
red, black and green solid and
dashed lines with markers
denote the cosine natured
Pnorm and sinusoidal
∂Pnorm ̸∂ Δϕð Þj j variations for
different porosity, P = 30%,
40%, 50%, and 60%,
respectively. From [49]
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simulated investigation a label-free ethanol vapor or gas sensor using a coupled SPP
and dielectric field confined in a low index horizontal slot is designed and
demonstrated.

14.8 Conclusions

In this chapter, a range of compact micro and nano dimensioned integrated optical
sensors are designed and optimized its performance for biochemical and gas
sensing applications. The results suggest that the on-chip integrated dielectric,
plasmonic and composite plasmonic waveguides and resonators have a great
potential to be used for high precision sensing and detection technologies. Different
numerical methods, such as 2D-FEM, 3D-FEM, and LSBR have been formulated
and successfully used to analyse these photonic devices.

Recently published works on slot-waveguide based photonic devices have
proved their advantages over conventional waveguides in many ways, such as
enhanced and easy-accessible low index light confinement for sensing, trapping,
manipulation of nanoparticles, biomolecules and opto-mechanical transducers.
These exotic waveguides and resonators could be easily realized by CMOS com-
patible high index contrast materials and noble metals, such as Si ̸SiO2,
Si3N4 ̸SiO2, and SOI in combination with Au, and Ag metals. The reported
applications in refractive index based liquid and gas detection, labeling-based and
label-free biochemical detection, optical trapping, transport and manipulation
bio-molecules lead us to a progressive improvement of nano-bio technology.
However, standardization and commercialization of these devices require further
attention on improved waveguiding design schemes, material engineering, modern
sensing architectures, compatibility and assembly of photonic devices with elec-
tronic devices, and real-time signal processing.
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Chapter 15
Silicon Ring Resonator-Based Biochips

S. Werquin, J.-W. Hoste, D. Martens, T. Claes and P. Bienstman

Abstract This chapter discusses the use of silicon photonics biochips incorporating

ring resonator sensors. After an introduction to the ring sensor, we will discuss other

aspects like peak splitting compensation, the exploitation of the Vernier effect for

increased sensitivity, and the use of dual-polarization rings to determine conforma-

tional information.

Keywords Biosensors ⋅ Ring resonators ⋅ Silicon-on-insulator

15.1 Introduction

The emergence of silicon-on-insulator (SOI) optical biosensors is based on the pos-

sibility to manufacture at wafer scale and therefore at low-cost micrometer-sized

waveguides and circuits on a silicon chip surface.

The application of SOI optical biosensors provides a number of advantages.

The sensors can be made exceptionally small because of the large refractive index

contrast of the material. This allows for the fabrication of dense and multiplexed

label-free sensor arrays that provide real-time affinity information for the interaction

between the analyte and the receptor molecules on the chip surface. By modifying

the surface by the correct receptors, the sensor can respond selectively to a wide

variety of target molecules. The high intensity of the optical mode at the waveguide

surface explains the very high sensitivity of SOI biosensors. Reported applications

range from nucleic acid detection, over proteins to the detection of entire pathogens

like viruses.

Integrated photonic waveguide circuits have first been developed for the telecom-

munications industry. To benefit from the extensive experience from this field, the
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first integrated optical biosensors also made use of infrared light from the telecom

wavelength region around 1550 nm.

The rest of this chapter is structured as follows. First section introduces one of the

main workhorses of biosensing in SOI: the microring resonator. The next sections

will discuss a number of refinements, like peak splitting compensation, the exploita-

tion of the Vernier effect for increased sensitivity, and the use of dual-polarization

rings to determine conformational information.

15.2 Sensing with Microring Resonators

In this section, we will introduce the principles of guiding light in integrated waveg-

uides. Evanescent field sensing with microring resonators is discussed, and some

applications of microrings as label-free biosensors are provided.

15.2.1 Photonic Waveguides

Integrated silicon waveguides are much like the optical fibers used for data transfer,

only smaller. An optical waveguide consists of a high refractive index core and a

low refractive index cladding. Light is preferentially concentrated in the high index

core, with a small fraction of its power extending into the cladding regions. For light

with a wavelength of 1550 nm, the SOI material system shows an exceptionally high

index contrast. The silicon waveguide core has a refractive index of 3.47, while the

silica bottom cladding has an index of only 1.44. For most sensing applications, the

top cladding will typically consist of aqueous solutions like serum- or water-based

buffers with refractive indices around 1.31. Light that propagates through an invari-

ant waveguide without changing its transversal shape is called a waveguide mode.

Such a mode is characterized by an invariant transversal intensity profile and an

effective index. The effective index of a mode is the ratio between the vacuum speed

of light and the phase velocity of the propagating light. It represents how strongly

the optical power is confined to the waveguide core. Optical modes with an effective

index higher than the largest cladding index are guided modes. Modes with lower

index are radiating, and the optical power will leak to the cladding regions. The

waveguide dimensions determine which modes can exist. Most waveguides support

modes of two independent polarizations, with either the major magnetic (quasi-TM)

or electric (quasi-TE) field component along the transverse (horizontal) direction.

For most biosensing applications, it is preferable that the waveguides operate in a

single-mode regime for each polarization. This single-mode regime is obtained by

reducing the waveguide dimensions until all but the fundamental waveguide modes

become radiating. As an example, we have included an image of the cross section of

a silicon wire waveguide with the corresponding distribution of the power of the

fundamental optical mode in Fig. 15.1. For any waveguide geometry, part of the
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Fig. 15.1 Cross section of a silicon-on-insulator wire waveguide with the intensity distribution of

the fundamental quasi-TE mode

optical mode power is confined to the silicon waveguide core. The remaining power

is located in the cladding regions. For guided modes, the intensity in the cladding

region decays exponentially with increasing distance to the core. It is this evanes-

cent tail of the mode that can sense changes in the waveguide vicinity. The bind-

ing of biomolecules to the waveguide will locally change the surrounding refractive

index which results in a changing effective index of the optical mode. To inspect the

interaction between an optical mode and its environment, waveguides can be used in

resonant structures with highly wavelength-dependent behavior.

15.2.2 Microring Resonators

The high index contrast of SOI waveguides allows the fabrication of micrometer size

bends. The possibility to create very small ring resonators has made them one of the

successful applications of silicon photonics. Because of their unprecedented small

size and wide applicability, silicon microring resonators have been the subject of

many scientific publications. In this section, we will discuss the characteristics of

microring resonators that make them ideal candidates for biosensing transducers.

A microring resonator consists of a closed circular waveguide. A light wave prop-

agating through a microring waveguide will interfere with itself after one roundtrip.

When this interference is constructive, the light will start to resonate in the ring. The

resonance condition for constructive interference is satisfied when the phase differ-

ence after one roundtrip amounts to an integer times 2π. This means the wavelength
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of the optical mode has to fit an integer times in the roundtrip length of the ring. We

can thus express the resonance condition as follows:

λres =
neff L

m
,m ∈ ℕ (15.1)

A microring resonator will have an infinite number of resonances, one for every

solution of the resonance condition. To address the resonator, connections to access

waveguides are needed. Typically, these connections are made by including direc-

tional coupler sections. A directional coupler is a region where two waveguides are

in close proximity. The evanescent tails of the fields in the waveguide will feel the

presence of the other waveguide and coupling between both can occur. The strength

of the coupling will depend on the overlap between both waveguide modes and the

length of the coupler. Based on the number of access waveguides, we will consider

two configurations of microring resonators that can be used for biosensing applica-

tions. If only a single access waveguide is present, the resonator is called an all-pass

resonator. A microring with two access waveguides is an add-drop or channel-drop

resonator. Both configurations are discussed in more detail in the next sections.

15.2.2.1 All-Pass Ring Resonators

A ring resonator with one access waveguide is in the all-pass configuration. A

schematic representation is given in Fig. 15.2. A fraction k of the input field cou-

ples to the ring in the directional coupler. On resonance, the light in the ring inter-

feres constructively and power in the resonator builds up. Light coupling back from

the ring to the waveguide will then interfere destructively with the remainder of the

input light that is transmitted by the directional coupler. For undercoupled micror-

ings holds: the higher the losses in the resonator, the lower the transmitted power.

Off resonance, the input light does not couple to the ring and the transmitted power is

maximal. The power transmission of an all-pass microring is given by Eq. 15.2. Here

a is the roundtrip amplitude reduction due to losses in the ring and r the amplitude

self-coupling coefficient of the directional coupler. For a lossless coupler, r is related

to the amplitude cross-coupling or coupling loss k as r =
√
1 + k2. The transmission

spectrum of an all-pass ring is plotted in Fig. 15.3.

Tall−pass =
a2 − 2ar cosφ + r2

1 − 2ar cosφ + (ar)2
, φ = 2π

λ
neff L (15.2)

The spectrum is characterized by the full-width at half-maximum (FWHM) of the

resonances, the on–off extinction ratio, and the free spectral range (FSR) between

consecutive resonances. If the resonator losses and the coupling to the waveguide

increase, the resonance broadens. The ring is undercoupled if the coupling loss is

less than the roundtrip loss (r > a). The extinction ratio of the resonances becomes

infinite for critical coupling, when the coupling loss balances the roundtrip loss of
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Fig. 15.2 Schematic

representation of a microring

in the all-pass configuration

Fig. 15.3 Transmission

spectrum of a microring in

the all-pass configuration

the ring (r = a). If the coupling loss increases further (r < a), the ring becomes over-

coupled. The resonances broaden and their extinction ratio is reduced.

15.2.2.2 Add-Drop Ring Resonators

An add-drop or channel-drop resonator has two access waveguides, as shown in

Fig. 15.4. The second waveguide makes it possible to drop or add signals at the res-

onance wavelength to the signal in the input waveguide. Just like for the all-pass

resonator, constructive interference builds up the power in the ring on resonance.

Because a second waveguide is coupled to the microring, part of this power cou-

ples to this waveguide and light at the resonance wavelength is dropped to the drop

port, hence the name. The drop port will show transmission peaks on the resonance

wavelengths. The output of the access waveguide, the pass port, features a dip in

transmitted power on resonance. Off resonance, the pass transmission is maximum

and the drop port is dark. The add-drop resonator is described by two transmission

functions: one for the pass port and one for the drop port that are given by Eq. 15.3. As

an add-drop resonator has two directional coupler sections, two different amplitude

self-coupling coefficients feature in the equations. r1 represents the self-coupling

of the input directional coupler, r2 is the self-coupling coefficient of the directional

coupler leading to the drop port. The transmission spectra are plotted in Fig. 15.5.
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Fig. 15.4 Schematic

representation of a microring

in the add-drop configuration

Fig. 15.5 Transmission

spectrum of a microring in

the add-drop configuration

Tpass =
a2r22 − 2ar1r2 cosφ + r21

1 − 2ar1r2 cosφ + (ar1r2)2

Tdrop =
a(1 − r21)(1 − r22)

1 − 2ar1r2 cosφ + (ar1r2)2
, with φ = 2π

λ
neff L

(15.3)

When comparing the pass port transmission to that of an all-pass resonator, we

see that the second coupler acts as an extra loss mechanism in the microring. The

add-drop resonator is critically coupled if r1 = ar2.

15.2.3 Evanescent Field Sensing with Ring Resonators

A label-free microring resonator biosensor can directly measure selective affinity

interactions between analyte molecules and receptor molecules on the ring waveg-

uide surface. As most biological molecules have a higher refractive index than the

surrounding aqueous environment, the binding of such a molecule to the waveguide

will locally increase the refractive index. The evanescent tail of the optical field will

sense this changing refractive index, and it will result in a change in effective index

of the waveguide mode. As the ring resonance wavelength is directly proportional

to the effective index, this change in effective index in the ring will induce a shift of



15 Silicon Ring Resonator-Based Biochips 391

Fig. 15.6 Schematic representation of analyte molecules binding to the sensor receptors and the

resulting wavelength shift in the transmitted signal

the resonance wavelength of the microring. For high index contrast material systems

like SOI, the mode is strongly confined to the waveguide core. The high intensity at

the waveguide edge explains the high sensitivity to index changes in the immediate

vicinity of the chip surface. At the same time, the strong exponential decay of the

evanescent field for increasing distance to the waveguide limits the effect of noise-

inducing index changes in the bulk of the liquid. The binding of target molecules

to an all-pass microring waveguide and resulting wavelength shift is displayed in

Fig. 15.6. When more molecules bind to the ring surface, the total index change

and wavelength shift will increase. This explains why continuous monitoring of a

microring resonance wavelength allows one to create a binding curve of the reac-

tion. Such a binding curve can provide information about, for example, the binding

affinity between a target and the probe by considering the slope during binding. The

total shift after an experiment represents the amount of molecules bound to the sur-

face. The next section discusses some state-of-the-art applications using microring

resonator biosensors.

15.2.4 Applications of Microring Resonators for Label-Free
Biosensing

Multiplexed detection of different antibodies in complex serums using SOI microring

resonator biosensor was reported by De Vos et al. [1]. In the reported sensing sys-

tem, an array of microring sensors is used and the projected concentration detection

limit is 3 ng∕ml, which is lower than the detection limit for individual ring sensors

previously reported by the same authors [2]. Advanced slot waveguide designs are

investigated in [3–6]. It is shown that the sensitivity to protein binding is increased

due to higher overlap between the optical mode and the detected proteins. The over-

all detection limit, however, is not reduced compared to simple microring sensors

because of increased losses in the slot waveguides. As a microring resonator has

a specific resonance wavelength determined by the ring circumference, waveguide
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division multiplexing can be used for multiplexed assays by employing rings with

different lengths. This is demonstrated by a multiplexed antibody assay in [7]. A

fully integrated reader instrument with SOI microring sensor chips is reported by

Densmore et al. [8]. This instrument is used with an optical microring array chip

with up to 128 sensors for E.coli serotyping in [9]. A versatile SOI microring res-

onator sensing array in combination with high-speed scanning instrumentation is

reported by [10]. The reported refractive index sensitivity is below 10−6 refractive

index units. A streptavidin detection limit of 60 fM is established using biotin capture

probes. Using two DNA oligonucleotide probes, multiplexed detection in complex

media is demonstrated. A similar system is used for a variety of biosensing demon-

strations in [11–16]. The detected molecules range from microRNA sequences to

large protein biomarkers or entire viruses. By using the real-time microring response

to study reaction dynamics, the identification of single-nucleotide polymorphism in

hybridized DNA sequences is reported in [17]. Integration of microring sensors in

different packaging configurations has been investigated by Arce et al. [18–20]. The

successful integration of a microring on an optical fiber tip and the combination with

digital microfluidics or Eppendorf tubes are reported.

15.3 Resonance Splitting in Microring Biosensors

15.3.1 Introduction

The high index contrast of the SOI-platform causes high confinement of the optical

fields in the waveguides, which makes the microrings very sensitive to changes on

the waveguide surface. This explains their very high sensitivity to biomaterials, but

at the same time, waveguide roughness causes scattering of the guided light. This

degrades the quality factor of the resonances and can ultimately lead to splitting of

the resonance [21]. A lot of work has been done on using resonance splitting as a

beneficial effect for sensing in non-integrated cavities with extreme quality factors,

with very successful results [22]. However, in this chapter we will focus on the detri-

mental effects unexpected resonance splitting can have on the efficacy of microring

biosensors integrated in a lab-on-a-chip context. In a biosensor device, the resonance

wavelength will be tracked automatically by a fitting algorithm. This works fine for

unsplit resonances, but unpredictable resonance splitting can introduce aliasing in

the recorded binding curve signal. Since the resonance splitting in a microring sen-

sor can easily amount to a measurable erroneous shift, unexpected resonance split-

ting can result in fitting errors and severely compromise a recorded binding curve.

Jumps between both modes of a split resonance can lead to false positive or even

false negative results when the sensor is implemented in a lab-on-a-chip setting, as

demonstrated by Fig. 15.7. This section will discuss microring resonance splitting in

detail. We present a simple theoretical description and an integrated interferometric

approach to resolve the resonance splitting of a microring resonator on a single chip.

We demonstrate experimentally how the resonance quality factor can be improved.
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Fig. 15.7 Unexpected resonance splitting can lead to false positive or false negative results as

a consequence of hopping between both modes of the split resonance. A false positive response

occurs when the signal hops to the higher wavelength mode, and a false negative can occur when

the signal hops to the lower wavelength mode during a binding event

15.3.2 Origin of Resonance Splitting

A perfectly symmetric microring resonator mode in the absence of a bus waveguide

is twofold degenerate. Both clockwise (CW) and counterclockwise (CCW) propaga-

tion are possible in the microring, and both modes are uncoupled. This degeneracy is

lifted when the CW-mode and CCW-mode become coupled, e.g., by surface rough-

ness on the waveguide edges and by the proximity of bus waveguides. These devia-

tions from circular symmetry cause forward propagating light to scatter back into the

opposite direction, exciting a CCW-mode from a CW-mode and vice versa. Standing

wave modes as a symmetric and antisymmetric superposition of the traveling waves

can now be considered as the new eigenmodes of the system. They will, however, no

longer be degenerate as a consequence of the symmetry breaking coupling [23]. If the

linewidth of the resonance is small enough to distinguish both modes, the resonance

splitting will be visible in the output signal. This occurs for high-quality resonances,

when the backreflected power exceeds the coupling losses of the resonator. A critical

relation between reflected power and microring coupling is derived in [24].

Using the simple coupled harmonic oscillator model described in [23], one can

easily derive expressions for the CW- and CCW-modes of a microring resonator

coupled to a waveguide in the all-pass configuration. The coupled mode system is

described by Eq. 15.4:

daCW

dt
= iΔωaCW − 1

2τ
aCW + i

2γ
aCCW + κs

daCCW

dt
= iΔωaCCW − 1

2τ
aCCW + i

2γ
aCW

(15.4)

Here, a is the amplitude of the CW- and CCW-modes (|a|2 is the energy stored in

the CW- and CCW-modes, respectively) and s represents the field in the input waveg-

uide (|s|2 is the input power). The frequency of the lightwave is detuned by Δω with

respect to the resonance frequency of the resonator. τ is the lifetime of photons in the

resonator and is determined by the total losses of the coupled microring resonator.
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The photon lifetime is related to the quality factor (Q) of the microring as Q = ωτ .

κ describes the coupling from the input wave to the resonator mode. By associat-

ing a lifetime κ =
√
1∕τext to the coupling coefficient, intrinsic resonator losses can

be distinguished from coupling losses as 1∕τ = 1∕τext + 1∕τ0. τ0 is determined by

material absorption and scattering losses in the microring waveguide. Losses in the

bends and directional coupler also contribute to the intrinsic amplitude decay in the

resonator. As explained in [25], the traditionally used power coupling coefficient K
can be readily translated to the coupling coefficient κ used in this description. The

coupling between CW- and CCW-mode is described by the scattering lifetime γ. The

eigenmodes of the coupled system in Eq. 15.4 are a symmetric and antisymmetric

superposition of the CW- and CCW-mode. The complex amplitudes of these new

eigenmodes are given by Eq. 15.5:

a+ = 1√
2

(
aCW + aCCW

)
= 1√

2
−κs

i
(
Δω+ 1

2γ

)
− 1

2τ

a− = 1√
2

(
aCW − aCCW

)
= 1√

2
−κs

i
(
Δω− 1

2γ

)
− 1

2τ

(15.5)

From Eq. 15.5, it is clear that the eigenmodes are centered around the new eigen-

frequencies ω = ω0 ± 1∕2γ. They each have a linewidth of 1∕τ , determined by the

losses of the coupled microring. The results from Eq. 15.5 can be used to calculate

both the CW- and CCW-mode as well as the transmitted and reflected fields for the

microring coupled to an input waveguide by using the relations from Eq. 15.6:

t = s + κaCW and r = κaCCW (15.6)

When comparing the theoretical transmission to the recorded transmission spec-

trum of an all-pass microring resonator, we obtain the results from Fig. 15.8. The

resulting fitted parameter values indicate a quality factor of Q = 20, 850 for the

eigenmodes. The mode splitting amounts to Δλ = 79 pm, and the power coupling

ratio of the directional coupler is K2 = 0.0332, which corresponds well to the pro-

jected design value for critical coupling. The width of the resonance splitting is of the

same order of magnitude as the expected resonance shift in a complementary DNA

binding curve. This indicates that the outcome of a detection experiment can indeed

be severely compromised by unexpected mode hopping during DNA binding.

15.3.3 Integrated Interferometric Circuit

As demonstrated in [27], in the context of a fiber-based system, an interferometric

approach can be used to retrieve the unsplit modes of the microring resonator in

an output signal. However, such a fiber-based setup is difficult to stabilize and to

integrate. Therefore, we have implemented this in an integrated circuit on a single

SOI-chip. A layout of the circuit is provided in Fig. 15.9. Vertical grating couplers
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Fig. 15.8 Measured spectrum of all-pass microring with resonance splitting. The full line gives

the theoretical transmission after fitting the model parameters. Reproduced from [26]

Fig. 15.9 Schematic representation of the integrated interferometric circuit. Reproduced from

[26]

are used to couple light from a tunable laser light source into the circuit and collect

the power at the output. The input light excites the CW-mode in the microring res-

onator, which in turn excites the CCW-mode as a consequence of mode coupling.

The normal modes of the microring resonator are the symmetric and antisymmet-

ric superposition of the CW- and CCW-mode, given by Eq. 15.5. If the coupling

per unit time between the bus waveguide and the microring is represented by κ, the

fields transmitted and reflected by the resonator are again given by Eq. 15.6. Here,

s = ain∕
√
2 and ||ain

||
2

is the total input power.

The input light is first passed through a 3 dB combiner before coupling into the

microring. The CW propagating light will couple back to the waveguide to consti-

tute the transmitted field. The CCW propagating light will form the reflected field

when coupling back to the waveguide. The input combiner acts as a splitter for the

reflected light which is guided through a feedback arm toward a 2× 2 multimode

interference (MMI) coupler. The transmitted light is passed to a 3dB MMI-splitter.

It is split equally between output 1 and the 2× 2 MMI coupler, where it is recom-

bined with the reflected light. The signals from the 2× 2 coupler are the result of
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interference between the transmitted and reflected fields and are collected in output

2 and 3. For the case of a perfect 2× 2 MMI coupler, the fields at the output ports

for given input fields E1 and E2 are 1∕
√
2
(
E1 ± iE2

)
. There is a quadrature phase

relationship between both output signals. We can summarize the output fields of the

interferometric circuit in Eq. 15.7:

out1 =
1√
2
t

out2 =
1
2
( 1√

2
ain + κaCW + eiφκaCCW)

out3 =
1
2
( 1√

2
ain + κaCW − eiφκaCCW)

(15.7)

Here, φ is the phase difference between the interfering transmitted and reflected

fields. We find that output 1 is always proportional to the pass signal of the micror-

ing resonator in the all-pass configuration. To obtain the required output signals in

output 2 and 3, the phase difference φ between the transmitted and reflected wave

has to be controlled carefully. In this case, this is done by processing a titanium–gold

heater on the feedback waveguide. By setting the current through the heater, we can

tune the phase difference to the required value. If it is a multiple of π, we see from

Eq. 15.7 that the signals in output 2 and 3 are given by the sum of a constant and a

signal proportional to the complex amplitudes of the normal modes of the resonator,

given by Eq. 15.5. In other words, the spectral shape of the signals in output 2 and

3 will be identical to this of the complex amplitudes of the eigenmodes. This means

we will have access to the unsplit, high-Q normal modes of the cavity. Since the

detection limit of a biosensor is limited by the quality factor of the resonance [28]—

higher resonator Q-factors give rise to lower detection limits—this provides a tool

to improve the detection limit significantly. Even worse, fitting errors introduced by

resonance splitting can cause jumps between both modes of a split resonance that

lead to false positive or even false negative results when the sensor is implemented

in a lab-on-a-chip setting.

15.3.4 Controlling Microring Resonance Splitting

The fabrication process for the optical chip with integrated interferometric circuit is

described in detail in []. The experimental results are summarized in this section.

Changing the phase difference between the reflected and transmitted fields gives us

the ability to change the resonance state in the output signals from one normal mode,

over the severely split intermediate state to the other normal mode.

The width and corresponding quality factors of the recorded eigenmode spec-

tra compare favorably to those of the resonance signal in output 1, as can be seen

from Fig. 15.10. When determined based on the fitted model of Eq. 15.5, we obtain

a width of 50 pm for the unsplit eigenmodes and one of 130 pm for the split all-pass

transmission. Since the limit of detection (LOD) scales with the square root of the
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Fig. 15.10 Split all-pass

transmission and

interferometric output

signals showing unsplit

modes for a phase difference

Δφ = 0. Output power of

output 1 has been scaled for

clarity. Reproduced from

[26]

resonance width, this technique provides a potential LOD improvement with a factor

1.6. One could argue that the total width of the transmission resonance is not a good

measure for estimating detection limits. However, when the resonance splitting Δλ
is less than or equal to the width of the individual normal modes, splitting will be

obscured while still causing significant broadening of the resonance dip. In that case,

a fit to the more narrow unsplit mode revealed by this interferometric approach will

always be more accurate and provide limit of detection improvements up to a fac-

tor

√
2, while at the same time eliminating the chance of false positive or negative

detections due to intrinsic microring effects.

15.4 Vernier-Cascade Sensor

In this section, we will discuss the use of Vernier-cascade rings [29–31]. This setup

consists of two rings which are put in series, in order to improve the sensitivity of

the device, i.e., the resonance shift for a given excitation. The main advantage of this

is that it allows for integration with on-chip spectrum analyzers, paving the way for

the use of cheaper light sources than the tunable laser required for interrogation of

the extremely small shifts of individual ring sensors.

15.4.1 Theoretical Analysis of the Vernier-Cascade Sensor

The Vernier-scale is a method to enhance the accuracy of measurement instruments.

It consists of two scales with different periods, of which one slides along the other

one. The overlap between lines on the two scales is used to perform the measure-
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Fig. 15.11 Illustration of the concept of the photonic sensor consisting of two cascaded ring res-

onators. Two ring resonators with different optical roundtrip lengths are cascaded. The complete

chip is covered with a thick cladding, with only an opening for one of the two resonators. This sen-

sor ring resonator will be exposed to refractive index changes in its environment, while the other

resonator, the filter ring resonator, is shielded from these refractive index changes by the cladding.

Reproduced from [34]

ment. It is commonly used in calipers and barometers, and it has also been applied

in photonic devices [32, 33].

In Fig. 15.11, it is illustrated how this concept can be applied to a ring resonator

sensor. Two ring resonators with different optical roundtrip lengths are cascaded, so

that the drop signal of the first ring resonator serves as the input of the second. Each

individual ring resonator has a comb-like transmission spectrum with peaks at its

resonance wavelengths. The spectral distance between these peaks, the free spectral

range, is inversely proportional to the optical roundtrip of the resonator so that each

resonator in the cascade will have a different free spectral range. As the transmission

spectrum of the cascade of the two ring resonators is the product of the transmission

spectra of the individual resonators, it will only exhibit peaks at wavelengths for

which two resonance peaks of the respective ring resonators (partially) overlap, and

the height of each of these peaks will be determined by the amount of overlap.

The complete chip is covered with a thick cladding, with only an opening for

one of the two resonators. This sensor ring resonator will act as the sliding part of

the Vernier-scale, as its evanescent field can interact with the refractive index in

the environment of the sensor, where a change will cause a shift of the resonance

wavelengths. The other resonator, the filter ring resonator, is shielded from these

refractive index changes by the cladding and will act as the fixed part of the Vernier-

scale. The cascade of both resonators can be designed such that a small shift of the

resonance wavelengths of the sensor ring resonator will result in a much larger shift

of the transmission spectrum of the cascade.

We can identify two regimes:

The first regime is illustrated in the left side of Fig. 15.12 and occurs when the

free spectral range difference between the two resonators in the cascade is large
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Fig. 15.12 Calculated transmission spectra that illustrate the operation of the cascade. The graphs

on the left side illustrate a first regime that occurs when the free spectral range difference between

the two resonators is large compared to the full-width at half-maximum of the resonance peaks of

the individual resonators. The graphs on the right side illustrate a second regime that occurs when

the free spectral range difference between the two resonators is small compared to the full-width

at half-maximum of the resonance peaks of the individual resonators. Top: transmission spectra of

the individual filter ring resonator (dashed line) and sensor ring resonator (normal line). Middle:

transmission spectra of the cascade of these two resonators in the same wavelength range as the

top image, illustrating only one clearly visible transmitted peak in the first regime (left), while

in the second regime (right) an envelope signal is superposed on the constituent peaks. Bottom:

transmission spectra of the cascade in a larger wavelength range. Reproduced from [34]

compared to the full-width at half-maximum of the resonance peaks of the individ-

ual resonators. The transmission spectrum of the cascade will then typically exhibit

isolated peaks, of which the neighboring peaks are inhibited. The sensor will in this

regime behave as a discrete sensor, of which the transmission peak will hop from

one filter ring resonance wavelength to another for a changing refractive index. The

smallest detectable shift of the transmission spectrum of this sensor is equal to the

free spectral range of the filter ring resonator, which forms a limitation to the detec-

tion limit of the sensor. The sensor presented in [29] works in this regime.
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A second regime occurs, however, when the free spectral range difference between

the two resonators in the cascade is small compared to the full-width at half-

maximum of the resonance peaks of the individual resonators. On the right side of

Fig. 15.12, it is illustrated that in this regime a periodic envelope signal is superposed

on the constituent transmission peaks. If we do not take dispersion into account, the

envelope period is given by [34]

fsrsensor ⋅ fsrfilter
|||fsrsensor − fsrfilter

|||

(15.8)

where fsrsensor and fsrfilter are the free spectral range values of the corresponding

individual resonators. Note that in practice the envelope period can not be chosen

larger than the available wavelength range of the measurement equipment, so that

the second regime typically requires that the cascade consists of resonators with

very large roundtrips. In the remainder of this article, we will work with sensors that

work in this regime.

In this section, we will introduce an analytical formula for the envelope signal,

and in Sect. 15.4.3, we will show that this formula can be fitted to experimental

data, making it possible to continuously track the spectrum of the sensor, allowing a

reduction of the detection limit.

As each peak in the transmission spectrum of the individual ring resonators is well

approximated by a Lorentzian function, each of the constituent peaks in the trans-

mission spectrum of the cascade can be described as the product of two Lorentzian

functions that are shifted compared to each other:

Tconstituent (λ) =
tmax,filter

fwhm2
filter

4
fwhm2

filter

4
+
(
λ − λ0 −

Δλ

2

)2 ⋅
tmax,sensor

fwhm2
sensor

4

fwhm2
sensor

4
+
(
λ − λ0 +

Δλ

2

)2 (15.9)

where tmax and fwhm are respectively the transmission at resonance and the full-

width at half-maximum of the corresponding individual ring resonator, and where

λ0 and Δλ are respectively the mean of and the difference between the two resonance

wavelengths under consideration from both combs.

If we assume that both ring resonators have the same full-width at half-maximum

fwhm, we can identify two different shapes of the constituent peaks, depending on

their position in the envelope peak [34]:

If the difference between the resonance wavelengths is larger than the full-width

at half-maximum of the individual resonances, Δλ > fwhm, the corresponding con-

stituent peak has two maxima of which the transmission quickly converges to zero

for increasing values of Δλ. This situation corresponds to the tails of the envelope,

where the transmission is very low.

If, however, the difference between the resonance wavelengths is smaller or

equal than the full-width at half-maximum of the individual resonators, Δλ ≤ fwhm,
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Eq. (15.9) has only one maximum. This situation corresponds to the constituent

peaks in the center of the envelope peak, where the transmission is high. The enve-

lope peak in the transmission of the cascade formed by these maxima is in good

approximation given by [34]

Tenvelope (λ) =
⎛
⎜
⎜
⎜
⎝

√
tmax,filtertmax,sensor

(
FWHM

2

)2

(
FWHM

2

)2
+
(
λ − λcentral

)2

⎞
⎟
⎟
⎟
⎠

2

(15.10)

with

FWHM = 2 ⋅
fwhm ⋅ min

(
fsrsensor, fsrfilter

)

|||fsrfilter − fsrsensor
|||

(15.11)

Here λcentral is defined as the central wavelength of the envelope peak. Equation

(15.10) shows that the envelope signal forms a peak described by the square of a

Lorentzian function with full-width at half-maximum FWHM.

A change of the refractive index in the evanescent field of the sensor ring resonator

will cause a shift of the resonance peaks in its transmission spectrum, which will be

translated in a much larger shift of the central wavelength of the envelope peak in the

transmission spectrum of the cascade. The sensitivity of the cascaded ring resonator

sensor is given by [34]

∂λcentral

∂nenv
=

fsrfilter

fsrfilter − fsrsensor

∂neff ,sensor

∂nenv
λ

ng,sensor
(15.12)

with
∂neff ,sensor

∂nenv
the change of the effective index of the sensor ring resonator waveguide

due to a change of the refractive index in the environment of the sensor and ng,sensor
the group index of the sensor ring resonator waveguide. The sensitivity of the cas-

caded ring resonator sensor is enhanced with a factor
fsrfilter

fsrfilter−fsrsensor
compared to the

sensitivity of a single ring resonator sensor. As already stated earlier, in practice the

period of the envelope signal of the cascade cannot be chosen larger than the avail-

able wavelength range of the measurement equipment. For a given envelope period,

Eqs. (15.8) and (15.12) show that the sensitivity is in good approximation propor-

tional to the optical roundtrip length of the resonators in the cascade. Note that for an

increasing refractive index nenv, the resonance wavelength of a single ring resonator

will always shift to larger wavelengths, while the central wavelength of the envelope

peak in the transmission spectrum of the cascade will shift to smaller wavelengths

if fsrfilter < fsrsensor and to larger wavelengths if fsrfilter > fsrsensor.



402 S. Werquin et al.

15.4.2 Design and Fabrication

Our sensor was made in silicon-on-insulator with 2 μm buried oxide and 220 nm

silicon top layer with CMOS-compatible 193 nm optical lithography and dry etching.

An elaborate description of the fabrication process can be found in [35]. Figure 15.13

pictures the device.

Two ring resonators are cascaded similar to the concept explained in Sect. 15.4.1.

In order to work in the second regime mentioned in that section and in order to have

an envelope period smaller than the bandwidth of our grating couplers introduced in

Sect. 15.4.3, the physical roundtrip length of the filter resonator and sensor resonator

was respectively chosen to be 2528 and 2514 nm. By folding the cavity [36], their

footprint was reduced to only 200μm × 70 μm. The resonators consist of 450 nm-

wide single-mode waveguides, and each one has two 6 μm-long directional couplers

with a gap of 180 nm between the waveguides. The complete chip was covered with

500 nm silicon oxide by plasma deposition, and a window was etched to the second

resonator in the cascade by consecutive dry and wet etching, so that only the evanes-

cent field of this sensor ring resonator can interact with refractive index changes in

the environment of the sensor. Note that this design is suboptimal and only serves as

a proof-of-principle.

15.4.3 Experimental Performance

To allow controlled delivery of liquids to the sensor, a microfluidic channel with

600 μm × 50 μm cross section was made in PDMS by casting and directly bonded

to the sensor chip at 135
◦
C after having applied a short oxygen plasma treatment to

both surfaces [37]. The liquids were pumped through the channel over the sensor ring

resonator with a syringe pump at a 5 μl/min flow rate. The chip was mounted on a

temperature-stabilized chuck to avoid drifting of the sensor signal due to temperature

Fig. 15.13 Left: Optical microscope image of the device fabricated in silicon-on-insulator. Two

ring resonators with 2.5 mm physical roundtrip length are cascaded, and their footprint is reduced

by folding the cavity. The complete chip was covered with 500 nm silicon oxide, and an opening

was etched to the second ring resonator. Right: Scanning electron microscope image of the second

ring resonator with folded cavity. Reproduced from [34]
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variations. A second-order diffractive grating, integrated on the input and output

waveguides, is used to couple from a 10 μm-wide ridge waveguide to a vertically

oriented, butt-coupled single-mode fiber. The grating has 10 periods of 630 nm with

50 nm etch depth. A linear, 150 μm-long taper is employed as a transition between

the ridge waveguide and a 450 nm-wide photonic wire waveguide. A more detailed

description of the grating couplers can be found in [38]. A polarization controller

was used to tune the polarization of light from a tunable laser for maximum coupling

to the quasi-TE mode of the waveguides, and the optical power transmitted by the

sensor was measured with a photodetector.

In Fig. 15.14, the transmission spectrum of our sensor is plotted. Deionized water

was flowing over the sensor. As predicted in Sect. 15.4.1, a periodic envelope signal

is superposed on the sharp constituent peaks.

The detection limit of a refractive index sensor, the smallest change of the refrac-

tive index that can be detected, is often defined as the ratio between the smallest

detectable spectral shift of its transmission spectrum and its sensitivity [39]. Next

to having a sensor with a large sensitivity, it is thus equally important to be able to

measure a small shift of the transmission spectrum. This smallest detectable shift is

determined by the shape of the spectrum and the noise, but also the method that is

adopted to analyze the spectrum has a large impact [40].

Here we will introduce a method to accurately determine the central wavelength

of an envelope peak in the transmission spectrum of the cascaded ring resonator

sensor, which is based on fitting the formulas derived in Sect. 15.4.1 to the measured

spectrum. The fitting procedure is illustrated in Fig. 15.15

In first step, Eq. (15.9) is fitted to the highest constituent peaks in the transmission

spectrum. In Fig. 15.15, a good correspondence can be observed between the fitted

function and the experimental data, which was measured with 1 pm wavelength step.

By taking the analytical maximum of the fitted function for each of these constituent

peaks, the envelope signal is determined in a noise-resistant way.

In second step, Eq. (15.10) is fitted to the envelope signal that is formed by the

output of previous step. In Fig. 15.15, this fit is shown by the dashed line. The posi-

tion of the analytical maximum of this function is taken as the central wavelength of

the measured envelope peak.

Fig. 15.14 Measured

transmission spectrum of the

device as deionized water is

flowing over the sensor ring

resonator. The height of the

envelope peaks varies due to

the wavelength-dependent

coupling efficiency of the

grating couplers.

Reproduced from [34]
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Fig. 15.15 Illustration of the fitting procedure. In gray, a measured transmission spectrum of our

device is shown. In first step, Eq. (15.9) is fitted to the highest constituent peaks, shown by the solid

lines. Then the analytical maxima of these fits are determined, shown by the dots. In second step,

Eq. (15.10) is fitted to the envelope signal formed by these maxima, which is shown by the dashed

line. The position of the analytical maximum of that last fit is taken as the central wavelength of the

envelope peak. Reproduced from [34]

A good measure for the smallest detectable wavelength shift with this method is

given by the standard deviation on the fitted central wavelength of the envelope peak.

Based on the confidence interval of the fitting parameters returned by our standard

fitting software, the smallest detectable wavelength shift was calculated to be 18 pm

for the measured spectra of our sensor. Note that this value is an order of magnitude

smaller than the distance between the peaks in the spectrum.

To measure the sensitivity of the sensor to changes in the bulk refractive index

of its aqueous environment, it was measured how much the envelope peaks in the

transmission spectrum shifted when changing between flowing deionized water and

three aqueous solutions of NaCl with different concentrations. The refractive index
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top cladding refractive index
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ft 
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) sensor consisting of two
cascaded ring resonators
2169 nm/RIU

single ring resonator sensor
76 nm/RIU

Fig. 15.16 Shift of the transmission spectrum of the sensor consisting of two cascaded ring res-

onators as a function of the bulk refractive index in its top cladding. The dots show the shift that

was measured by changing the flow between deionized water and aqueous solutions of NaCl with

different concentrations, and the solid line represents the linear fit to this experimental data, reveal-

ing a sensitivity of 2169 nm/RIU. For comparison, the dashed line shows the calculated resonance

wavelength shift of a single ring resonator. Reproduced from [34]
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of each of these solutions was calculated [41]. In Fig. 15.16, the dots indicate the

measured shifts as a function of bulk refractive index. A linear function was fitted to

the measured shifts, and its slope revealed a sensitivity of 2169 nm/RIU. This value

corresponds well with the theoretical sensitivity of 2085 nm/RIU calculated with

Eq. (15.12). The resonance wavelength shift of a single ring resonator comprised

of a 450 nm-wide waveguide is calculated to be 76 nm/RIU, showing the large sen-

sitivity improvement with the presented sensor. The calculation of both mentioned

sensitivities is described in [34].

The resulting detection limit of our sensor is equal to the ratio of the small-

est detectable wavelength shift and the sensitivity, that is, 18 pm/2169 nm/RIU =

8.3 × 10−6 RIU. Although the detection limit is currently not improved compared to

that of a single ring resonator sensor [42], this first experimental result is promising

for future optimized designs regarding the different levels of optimization of single

ring resonator sensors and this new sensor.

15.4.4 Vernier-Cascade Sensor with On-chip Spectrometer

Here, we will show of the Vernier-cascade introduced earlier can be combined with

cheap on-chip spectrometers in order to allow readout using a cheap broadband light

source as opposed to an expensive tuneable laser.

We chose to integrate a Vernier-cascade sensor with a well-known and

compact arrayed waveguide grating (AWG) [44], as depicted in Fig. 15.17. The

Vernier-cascade can be made at least an order of magnitude more sensitive than

Fig. 15.17 Transmission spectrum of a Vernier-cascade sensor can be measured with a low-cost

broadband light source by dividing it into different wavelength channels with an integrated arrayed

waveguide grating (AWG) that distributes them to spatially separated output ports that can be mon-

itored in parallel with a camera. The micrograph of the silicon-on-insulator chip shows the compact

folded cavities of the ring resonators constituting the Vernier-cascade that is connected to a dense

16-channel AWG. The chip is covered with a polymer cladding except for a window to the second

resonator to allow its evanescent field to interact with the fluid. Reproduced from [43]
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a ring resonator sensor, with sensitivities as large as several thousands of nm/RIU.

Moreover, it can be designed to have a transmission spectrum with an easy-to-resolve

periodic envelope signal superposed on sharp constituent peaks, as we showed ear-

lier.

The output of the AWG’s ports can be monitored in parallel with an infrared

camera, making this interrogation scheme compatible with the simultaneous readout

of multiple sensors on the same chip.

Our implementation of the device consists of 450 nm-wide single-mode waveg-

uides defined in the 220 nm high silicon top layer of a SOI wafer with 2 μm buried

oxide using CMOS-compatible 193 nm optical lithography and dry etching.

A 600 nm-thick cladding of a benzocyclobutene-based polymer with low water

absorption covers the complete chip except for a window to the second resonator.

The filter and sensor resonator roundtrip lengths were chosen respectively 1271 μm

and 1257 μm so that the sensor would have a clearly visible envelope signal and

would have a large sensitivity, while retaining acceptable roundtrip losses. Both res-

onator cavities were folded with a 6 μm bend radius to reduce their footprint to less

than 7500 μm
2

(Fig. 15.17). The coupling of each resonator to its two access waveg-

uides is matched to the roundtrip loss to have an optimal extinction and is achieved

with directional couplers with 180 nm gap. The AWG has 16 channels with 1.6 nm

spacing, so that its bandwidth is larger than the envelope period of the sensor (13 nm)

to avoid it from limiting the sensor’s dynamic range. The chosen channel spacing is

the result of a trade-off between having a high resolution and having enough spec-

tral averaging per channel to be able to disclose the envelope signal directly with a

broadband light source.

To couple light from and to the device, the input and output waveguides were adi-

abatically tapered to a 10 μm-wide ridge waveguide in which a second-order grating

was etched to diffract TE-polarized light out-of-plane. The relative power diffracted

to free space by all output gratings, each corresponding with a channel of the AWG,

was monitored in parallel using a near-infrared camera with a microscope objective

at a distance of several centimeters from the chip. A standard single-mode optical

fiber was butt-coupled to the input grating (Fig. 15.18).

An envelope peak superposed on the constituent peaks is visible in the trans-

mission spectrum of the water-covered Vernier-cascade sensor filtered by the AWG

to its different channels (Fig. 15.19), confirming the on-chip spectral filtering and

Fig. 15.18 Vernier-

cascade’s transmission

spectrum exhibits a clearly

visible envelope signal

superposed on its constituent

peaks with a period smaller

than the bandwidth of the

AWG in order not to limit

the sensor’s dynamic range
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Fig. 15.19 Transmission spectrum of the Vernier-cascade through different channels of the AWG

measured with a tunable laser (bottom, a color for each AWG-channel) shows the envelope peak

superposed on the sharp constituent peaks. Approximately three constituent peaks are transmitted

by each channel, providing enough power averaging per channel to also reveal the shape of the

envelope peak when the transmission is measured with a broadband light source (blue dots). A

squared Lorentzian function can be satisfactory fitted to the broadband transmission peak (blue

line), allowing accurate determination of the peak position. Reproduced from [43]

parallel camera readout. The spectrum measured by stepping the wavelength of a

tunable laser shows that approximately three constituent peaks are transmitted by

each channel, providing enough power averaging to also reveal the envelope shape

when the transmission spectrum is measured with a super-luminescent light emitting

diode (LED) broadband light source with 1.55 μm central wavelength. A squared

Lorentzian function is satisfactory fitted to this envelope peak [34], allowing accu-

rate determination of the peak position.

The performance of our device as transducer for label-free biosensing was char-

acterized by measuring the refractive index change of watery salt solutions in real

time. To allow controlled delivery of the solutions to the sensor, a microfluidic chan-

nel with 600 μm× 50 μm cross section was made in polydimethylsiloxane (PDMS)

by casting and directly bonded to the sensor chip. Using a syringe pump, the solutions

were pumped at a 10 μl/min flow rate over both resonators of the Vernier-cascade to

keep them both in thermal contact with the liquid. As the thermo-optic coefficient

of the polymer cladding (−1.5 × 10−4∕K) is close to the thermo-optic coefficient

of water (−8 × 10−5∕K), both resonators react similarly to changes in the liquid

temperature. Hence, our device is very tolerant to temperature changes and no ther-

mal control was needed for the experiment. While the flow was repeatedly switched

between deionized water and three different concentrations of NaCl in water, the

broadband transmission of the Vernier-cascade sensor through the different chan-

nels of the AWG was measured with a suboptimal 6 Hz resolution and the spectral

position of the transmission peak was determined by fitting the squared Lorentzian

function mentioned before. The refractive index of the salt solutions was calculated

according to Ref. [41].

Our device allows to monitor refractive index changes fast and accurately

(Fig. 15.20), despite the limited spectral resolution of the AWG and correspond-

ing inaccuracy of the peak fitting. As the refractive index changes in label-free
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Fig. 15.20 Device can accurately monitor refractive index changes of watery NaCl solutions in real

time while being interrogated with a low-cost broadband light source, making it very applicable in

low-cost label-free biosensing. After smoothening the signal with a 1 min window, the standard

deviation of the noise was only 17.4 pm. The sensor responded very linearly with 1070 nm/RIU

sensitivity (inset). Reproduced from [43]

biosensing are typically slow compared to the period with which our spectra can

be captured with a camera, the noise on the peak position signal can be reduced by

smoothening the signal with a moving average over a time scale corresponding to

the speed of the refractive index changes of interest. The central limit theorem in

statistics predicts that the standard deviation on the signal will be reduced by the

square root of the amount of spectra in the chosen window. We reduced the stan-

dard deviation of the noise on the signal to only 17.4 pm by smoothening with a

1 min window. The spectral position of the transmission peak shifts very linearly with

the refractive index of the solution with a sensitivity as high as 1070 nm/RIU (inset

Fig. 15.20). This brings the detection limit of this device to 17.4 pm∕1070 nm/RIU

= 1.6 × 10−5 RIU, which is in the same order as the detection limit we reported for a

similar Vernier-sensor interrogated with a much more expensive tunable laser [34].

Moreover, it is expected to be an order of magnitude better than the interrogation

with a broadband light source of the ring resonator sensor integrated with a photonic

crystal spectral filter reported in [45], since our sensor is ten times more sensitive

and can be resolved with a slightly better spectral resolution.

15.5 Dual-Polarization Biosensing

The optical microresonator biosensors discussed above have proven to be a valid

tool to perform affinity analysis of a biological binding event. However, when a

layer of biomolecules binds to these microrings which are excited by a single optical

mode, the sensors cannot distinguish between a thin dense layer of biomolecules or

a thick sparse layer. This means the sensor is “blind” to changes in shape of bound

biomolecules. In this section, we introduce a novel technique to ascertain the confor-

mation of bound molecules by determining the thickness and the density (or refrac-

tive index) of this layer simultaneously. By tracking the thickness change due to a

binding event for instance, information can be gathered upon the folding or unfolding

of the newly formed biomolecular system, which is interesting for drug discovery.
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This technique is based on exciting the microring with two polarizations instead

of one. Furthermore, a proof-of-concept is given by analyzing the conformational

changes of Bovine Serum Albumin (BSA) proteins during adsorption to the silicon

surface due to a change in pH of the buffer.

15.5.1 Introduction

The number of applications to the US Food and Drug Administration (FDA) for new

drugs has decreased from 45 in 1996 to 23 in 2010 [46]. Combined with a more than

twofold increase of the combined American and European investments in pharma-

ceutical R&D [47], it is clear that the ruling paradigm for drug research is no longer

an efficient one. In the wake of these alarming conclusions, the FDA launched the

FDA Critical Path Initiative in 2004 to address the increasing difficulty and unpre-

dictability of medical product development [48]. In a 2011 Nature Chemistry Insight

[49], the authors state that the reason for the high failure rate in drug development can

be found in the lack of appropriate high-throughput tools to study molecular behav-

ior at an analytical and biophysical level of the drug candidates we produce. This

is in contrast to the current, more empirical screening of drug candidates. Specifi-

cally, cell metabolism and the failure thereof is often governed by subtle changes in

the conformation (i.e., shape) of protagonist proteins or enzymes. Current degenera-

tive diseases (Alzheimer, Huntington, Parkinson, etc.) that prove difficult to produce

effective drugs for, often find their cause in this misfolding of crucial proteins [50].

To accommodate these needs of the pharmaceutical industry, we adapt the high-

throughput sensor system based on multiple microring resonators such that it can

detect conformational changes of proteins. An inherent limitation to all label-free

optical sensing technologies that use a single optical mode is that they respond in

a similar way to both to an increase in thickness and an increase in refractive index

of a bound layer. In order to disentangle both contributions, we need to record the

wavelength shifts of two optical modes at the same time. A more comprehensive

treatment of this technique and applications is given in [51].

15.5.2 Working Principle

The two optical modes that are used to excite the microring are the fundamental

quasi-TE and the fundamental quasi-TM mode. In the remainder of this text, we shall

call these modes TE and TM modes for ease of notation. Due to birefringence, the

field profile of these two modes is different. The response of this mode to the local

geometry, including the bound biolayer, is translated to a scalar value by means of neff
which in turn determines the resonance wavelength, causing the modes to resonate

at different wavelengths. The capturing of biomolecules on the microring surface is

reflected by an increase in neff and thus implies a shift in the resonance wavelength,

which is governed by the following equation:
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Δλ(n, t) =
Δneff (n, t) ⋅ λ

ng
(15.13)

In this equation, Δneff (n, t) represents the change in effective refractive index of a

specific mode due to the presence of the protein layer, λ is the resonant wavelength,

while Δλ(n, t) is the shift of this wavelength due to the protein layer. The group index

is represented by ng and its inclusion ensures that first-order dispersive effects are

taken into account. Figure 15.21 shows the sensitivity of both modes to a change in

layer thickness, expressed as
∂λres

∂t
as a function of the width of a waveguide, with t

the thickness of the biolayer. The width of the microring waveguide should be such

that only the fundamental TE and fundamental TM modes are guided. Figure 15.21

denotes this region of interest by W1 and W2. The figure shows that in this region of

interest, the TM mode is more sensitive to changes in the thickness of the layer.

The temperature dependence of the TE and TM modes have been determined

experimentally and amount to 63 pm/K for the TE and 34 pm/K for the TM mode.

The sensitivity to bulk index variations and the penetration depths of both modes

have been determined via simulations based on the calibrated waveguide dimensions

used in the following BSA experiment. The sensitivity to bulk index variations for

the TE mode amounts to 57 and 222 nm/RIU for the TM mode. The penetration depth

is defined as the distance over which the energy density of the modes decrease by a

factor 1/e and this amounts to 60 nm for the TE mode and 114 nm for the TM mode.

The measurement setup tracks λTE and λTM during the experiment. In order to

extract (t,n) of the protein layer, we require a set of 2 equations linking the resonance

wavelength shifts with these 2 biological parameters:
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Fig. 15.21 Sensitivity of the microring resonator to binding of a thin biolayer in water for funda-

mental quasi-TE mode and fundamental quasi-TM mode, obtained with Fimmwave. The height of

the waveguide is fixed at 220 nm, and the excitation wavelength is 1550 nm. The region of interest is

denoted by W1 and W2, where only the fundamental TE and the TM mode are guided. Reproduced

from [51]
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ΔλTE = f (n, t) (15.14)

ΔλTM = g(n, t) (15.15)

In order to determine f and g, we perform a set of electromagnetic simulations

using Fimmwave to calculate these shifts when sweeping over different values of n
and t. We subsequently fit an analytical model to these sweeps, which is then used

to numerically determine n and t from the measured shifts.

The blueprint of these functions f and g can be retrieved via derivations based on

waveguide theory. Without going into details, we can say that there are 4 free param-

eters to determine per mode. In order to retrieve the free parameters, the wavelength

shift of both modes is simulated for t = 0–200 nm and Δn = 0–0.2 RIU for a wire

waveguide as depicted in Fig. 15.22a. We use refractive index unit (RIU) as a unit

for the dimensionless refractive index throughout this text. These simulated shifts

can then be fit to the model using a least square metric with physical constraints on

the parameters. The results of this fit is shown in Fig. 15.22b. An R2
goodness-of-fit

of 0.9998 is obtained, confirming the validity of this model.

15.5.3 Influence of Noise on Measurement Accuracy

With this solving framework, we can make an estimate of the error of the system,

arising due to noise on the determination of the resonance wavelength. There are

various contributions to this wavelength noise from different elements in the mea-

surement setup, such as temperature fluctuations, laser instability while sweeping

the wavelength, thermal noise and shot noise from the camera capturing the light.
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Fig. 15.22 a View of the cross section of the ring waveguide as it is used for simulations. b Sim-

ulations of the wavelength shifts for both modes in function of the thickness of the protein layer for

various refractive indices of this layer. The fitting of this data to the model results in an R2
value of

0.9998. Reproduced from [51]
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To quantify the noise of our system, we have streamed phosphate-buffered saline

(PBS) at 30 μl/min over the sensor array for 11 min, gathering 47 resonant wave-

lengths per mode. We have quantified the noise as the standard deviation on a linear

curve through these measurements, to correct for time-dependent linear drift. We

have experimentally obtained this noise as 220 fm for the TM mode and 246 fm for

the TE mode. This is in good agreement with the noise determined in [10] for a TE

mode, where a similar microring and lithographic fabrication process is used. The

error in determining (t, n) is calculated as a function of the waveguide width, based

on Gaussian wavelength noise with 220 fm standard deviation for both modes. These

errors are determined for a protein layer with n = 1.41 − 1.45 RIU [52] and t = 2–

9 nm. The average error for a specific waveguide width is depicted in Fig. 15.23.

Previously, we determined the region of interest for W as 361 nm < W < 586 nm.

However, for widths closer to 361 nm, the difference in neff between both modes

decreases such that the mutual coupling increases in the bends of the microring [53].

The reduced width also causes the propagation losses to increase, which results in

a decrease of the Q-factor of the cavity. These considerations lead to a choice of

W between 460–560 nm. We can see in Fig. 15.23 that in this region, the average

error does not differ much and amounts to 25–30 pm for t and 0.8 × 10−3 −1.0 ×
10−3 RIU. for n. It has been shown that conformational changes of proteins can be

measured with a similar resolution in [54].

15.5.4 Sensor Design

In order to excite both polarizations simultaneously, we take advantage of the ver-

tical asymmetry of the waveguide. According to [55], the vertical mirror symmetry
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Fig. 15.23 Mean error on determination of t and n for various widths of the waveguide, with a
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plane gives rise to two distinct polarizations: one with the electric field confined

in this symmetry plane (TE polarization) and one with the electric field perpen-

dicular to this plane (TM polarization). In [56], an asymmetrical directional cou-

pler is suggested that can couple TE light to TM light in an adjacent waveguide by

using two waveguides with different widths, such that neff ,TE ≈ neff ,TM and the modes

are approximately phase-matched. A microring which has an asymmetrical coupling

section has been examined in [57], where it was shown that a TE mode in the access

waveguide can successfully excite a TM mode in the ring waveguide. However, if the

gap in the coupling section is sufficiently small, the TE mode in the access waveg-

uide can also excite the TE mode in the ring waveguide, even though they have a

substantial phase mismatch. Indeed, the large modal overlap when the waveguides

are very close can compensate for this phase mismatch.

To determine the optimal waveguide dimensions of the ring and the coupling

section, we take into account the considerations of the previous section, where we

determined that for a microring with a width 460 nm < W < 550 nm we obtained

a minimal error on (t, n). For the access waveguide, we need W > 270 nm, such

that the fundamental TE mode is still guided by the waveguide, as can be seen in

Fig. 15.21. The waveguide of the microring was designed to have a width of 550 nm,

such that with an access waveguide that is 290 nm wide, a small theoretical phase

mismatch was achieved between the TE mode of the access waveguide and the TM

mode of the ring waveguide of Δn = 0.0481. In Fig. 15.24a, this phase matching is

illustrated.

Once the sensor was fabricated, fiber-to-fiber measurements were performed

with water as cladding. The measured spectrum is shown in Fig. 15.24b where the

two sets of resonances are visible, each with a different free spectral range (FSR).

Figure 15.25 shows a SEM top view of the microring and a cross section of the cou-

pling section. On the top view of the microring, we can see that the access waveguide

quickly bends away after the coupling section, such that this section is only 1 μm

long. This is done in order to reduce the influence of non-uniform protein binding

on the microring behavior. The cross section shows that for a gap of 65 nm, the non-

phase-matched coupling of the TE mode of the access waveguide to the TE mode of

the ring waveguide can succeed. This gap has been achieved by designing the cou-

pling section with a 120 nm gap on the lithographic mask. Due to optical proximity

effects, the gap of the fabricated microring is smaller. Coupling sections with a gap

greater than 65 nm have also shown to couple both modes efficiently.

15.5.5 Proof-of-Concept: BSA Experiment

A BSA molecule can be characterized as a prolate ellipsoid with dimensions

14 nm×4 nm [58]. It is often used as a blocking agent in an immunoassay to prevent

non-specific binding and adsorption to the surface [59]. The adsorption behavior of

BSA on the silicon surface of the microring is thus crucial to avoid measuring false

positives. It is a soft protein, meaning that it can easily change structure and shape
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Fig. 15.24 a Effective index of the first three guided modes for a rectangular waveguide with a

height of 220 nm and water cladding. The black lines show the slight phase mismatch for a 550

nm ring waveguide and a 290 nm access waveguide. b Measured fiber-to-fiber spectrum of the

microring with water cladding. Both the TE and the TM resonances are visible. Reproduced from

[51]
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Fig. 15.25 SEM image of the microring with access waveguide and a square region where the

ions bombarded the coupling section (a). After the ion bombardment, a SEM image of the cross

section of the coupling section is taken (b), which shows the waveguide dimensions. Reproduced

from [51]

depending on the chemical context. In [60], it is shown that it forms reversible con-

formational isomers in a bulk solution with changing pH. Previous experiments have

studied this behavior in the context of adsorption on a silicon nitride surface [61].

They have shown that the adsorption is reduced at pH 3 with respect to pH 5 [61]. As

a proof-of-concept, we record the (t,n) profile of a layer of BSA molecules during

adsorption to the silicon surface, while changing the pH value of the buffer. This

way, we show that the dual-polarization microring sensor is capable of recording

conformational changes (Table 15.1).

The BSA molecules are dissolved in a PBS buffer with pH value 3 and 5. A

sequence of water—BSA in PBS at pH 3, BSA in PBS at pH 5, BSA in PBS at

pH 3—is streamed over the chip, and the captured resonance wavelengths of a TE

and a TM mode are shown on Fig. 15.26a. A calibration protocol described in [51] is

applied and used to calculate the thickness and the refractive index of the adsorbed

BSA layer during the experiment, as shown in Fig. 15.27. With the commonly used
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Table 15.1 The thickness, refractive index and adsorbed mass of the adsorbed BSA molecules for

different pH values of the buffer. The values for pH 3 are those recorded during the first streaming

of BSA in PBS at pH 3

t pH 3 n pH 3 M pH 3 t pH 5 n pH 5 M pH 5

Microring 1.4 nm 1.433 1.70

ng/mm
2

3.0 nm 1.407 2.72

ng/mm
2
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Fig. 15.26 a Resonance wavelength shift of the fundamental TE mode and fundamental TM mode

of the BSA experiment in function of time. b Adsorbed mass ng/mm
2

of BSA molecules to the

silicon surface. Reproduced from [51]

Fig. 15.27 Thickness and
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layer consisting of adsorbed

BSA molecules.
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density of proteins of ρmol = 1.35 g∕cm
3
, the adsorbed mass can be obtained from n

by using the following formula [62]:

ρ = ρmol
n − nB

nmol − nB
(15.16)

with nB the refractive index of the buffer and nmol the refractive index of the dry

molecule, which is 1.45 for a wide class of proteins. The adsorbed mass, illustrated

in Fig. 15.26b, can be calculated as
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M = ρ t (15.17)

The general trend of an increased adsorbed mass at pH 5 compared to pH 3 is con-

firmed. The increased adsorbed mass at pH 5 with respect to pH 3 can be explained

by the fact that BSA molecules are close to their isoelectric point for pH 5, mean-

ing that the molecules are almost free of charge such that they do not repel each

other. This is in contrast to BSA molecules at pH 3, which have a positive charge.

This also explains the slow contracting that is occurring during pH 5. This can be

seen in Fig. 15.27, where the thickness decreases slightly during pH 5 and the refrac-

tive index, or density, rises with a similar small slope. At a pH value of 3, the BSA

molecules are positively charged, while the silicon surface is negatively charged. The

molecules tend to make as much contact as possible with the surface due to electro-

static attraction, forming a thin yet dense layer. When the pH value rises from 3 to 5,

the BSA molecules become neutral and thus they lose this strong electrostatic attrac-

tion. They form a thicker layer which is albeit less dense due to the expansion of the

molecules.

As a final observation, we note that when the fluid is switched back from pH 3 to

pH 5, there is only a slight decrease in mass. This non-reversible behavior is clearly

shown in Fig. 15.26b. This is explained in [63], where the authors describe the inabil-

ity to wash off adsorbed BSA molecules on a hydrophilic surface. The surface of our

chips is extremely hydrophilic, due to an oxygen plasma treatment. When the pH

drop backs to 3, the BSA molecules become positively charged, such that they feel

the electrostatic repulsion of neighboring molecules, yet they can not desorb easily.

At this stage, we see a drop in refractive index to 1.335, accompanied by an increase

in thickness to 19 nm, which saturates to 14 nm, which is exactly the long side of the

BSA molecules in bulk solution. This suggests that the BSA molecules turn upright

due to the increased repulsion, such that they are dangling in the buffer, explain-

ing the very thick and sparse layer. Since the BSA molecules have a pronounced

denaturation during adsorption to hydrophilic surfaces, they can be longer than in

a bulk solution. The experimental observation of the inability to wash off the BSA

molecules on a plasma-treated silicon surface under various conditions is important

in an immunoassay as it prevents the blocking step to degrade in the washing steps

of the immunoassay itself.

15.6 Conclusion

In this chapter, we discussed ring resonator sensors and showed how they can be a

valuable tool for biosensing applications. Apart from the basic ring resonator sen-

sors, we discussed mechanisms to eliminate resonance splitting, to improve sensi-

tivity by using cascaded rings and to detect conformational changes by employing

dual-polarization rings.
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Chapter 16
SOI Waveguide-Based Biochemical
Sensors

Ahmmed A. Rifat, Rajib Ahmed and Bishanka Brata Bhowmik

Abstract Silicon-on-insulator (SOI)-based nanophotonic is a well-matured tech-
nology which enables to fabricate a myriad of optical devices such as sensors,
light-emitting diode (LED), organic-LED, photodetectors. The SOI-based bio-
chemicals sensing overcomes the limitations of previous electrical and fiber-based
sensing technologies. Here, theoretical framework, performance criteria, and recent
progress on SOI-based waveguide and micro-ring resonator sensors are discussed.
Finally, this chapter summarizes the SOI-based sensors design and optimizes the
configurations for high-sensing performance. Furthermore, the main challenges in
SOI-based sensors and possible solutions to these challenges are also outlined.

Keywords Silicon-on-insulator ⋅ Waveguide ⋅ Chemical sensors
Ring resonators ⋅ Optical sensing and sensors

16.1 Introduction

Recently, optical waveguide (WG)-based sensing has become an emerging tech-
nology. It allows real time, fast and precise sensing of different physical parameters
like temperature, pressure, humidity, corrosion [1, 2]. The advancement of SOI
technology has enabled the possibility to fabricate the miniaturized WG-based
sensors. The optical WG sensors have shown the great advantages compared to the
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mechanical and electronic sensors such as quick response, high sensitivity, lower
power consumption, free from electromagnetic interference, small footprint which
make them promising in the sensing technology [3, 4].

In WG sensing, the advantages over electronic and mechanical sensors are that
there is no electromagnetic interference, and having higher sensitivity, quick
response, lower power consumption, higher multiplexed configuration, small
footprint eliminates the necessity of fluorescent labelling process for biosensing and
facilities the label-free configuration [5–7]. To date, several types of WG-based
sensors such as long-period fiber grating [8], oligomer [9], MZI interferometer [10],
prism-based surface plasmon resonance sensor [11], Bragg-grating sensor [12] have
been reported. Among the reported sensing schemes, micro-ring resonator
(MRR) is one of the key sensing techniques in WG platform which consist of a ring
and one or two straight WGs. Moreover, CMOS compatible optical MRR tech-
nology has attracted the field of integrated photonic sensor due to its low cost and
capability of mass production. Also using technology, monolithically integration of
photonics and electronics can be done. Recent advancements and realization of
photonics elements using silicon-on-insulator technology have been demonstrated
in Refs. [10–13]. Different optical properties of MRR have been used to act as
sensor. Some of the important sensing may be based on refractive index variation,
light absorption capability, or Raman and fluorescence-based [13–15]. Moreover,
sensing may be classified as a bulk and surface sensing. Therefore, sensing prin-
ciple may be based on WG surface or surrounding volume refractive index
(RI) variation. WG-based sensor is also classified as refractive index sensor. The
sensing principle is based on shift in resonance frequency due to RI variation.
WG-based bulk RI sensors have been used to sense liquid/gaseous analytes
(chemicals, DNA, proteins, etc.). 2.8 × 10−8 RIU variation was measured effi-
ciently with 0.01 µg/m L−1 protein variation [4, 16]. Moreover, liquid or gaseous
phase analytes are also used for surface detection. For example, antibodies,
immobilized DNA can be detected using RI-based surface sensing and sensitiv-
ity ∼1.6 pg mm−2 can be achieved. DNA or antibodies detection can be used as a
point-of-care diagnostic or clinical purpose. Nowadays, using photonics sensors,
a small amount of sample in the range of nmol L−1 [17] or even less than
10 pmol L−1 [18] and accurate DNA detection is possible.

In this chapter, different WG structures, WG-based biochemical sensing prin-
ciples, approaches, developments are discussed. Different WG-based MRRs and
their applications in biochemical sensing are described. Sensing performance cri-
teria, limitations, and future challenges are also outlined.

16.2 SOI-Based Optical Sensing

Generally, light is confined within the WG along the dimensions of 1D, 2D, or 3D.
Based on the light confinement dimension, planar WG can be classified as planar
WGs (1D), channel WGs (2D), and photonic crystals (3D), respectively.
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The working principle of the optical sensors is mainly based on the evanescent field
detection principle [6, 7]. The light propagate through the SOI waveguide following
the total internal reflection (TIR). In SOI waveguide, the light propagate through the
core-medium and some of the light penetrates through the cladding region (See
Fig. 16.1). By etching, the cladding surface sensing performance can be achieved
and the behavior of the guided light in the core is directly related to the evanescent
area over the surface.

16.2.1 Historical Sensing Approaches

The invention of laser technology has led the advancement of communication
system. The WG technology shows the tremendous way to carrying the information
and optical energy. Due to planar surface structure, WG shows great development
in the optical sensing area. Until 1990s, the development of WG-based sensors was
slow due to lack of advanced optical instrumentations and also prices of the
components were high [1, 2, 8]. For example, a simple laser diode price was
approximately $3000 (prototypes) in 1980s and it reduced to $3 (compact disk
players) in 1990s.

Furthermore, the development of WG sensor was difficult for technological
limitation and also its applications were limited. Due to high price and limited
applications, WG was not widely applicable. However, nowadays, due to
advancement to silicon photonics, it is possible to produce compact and cheaper
price WGs, and as a result, WG has got great attention since last few decades.
Optical fiber is one of the promising optical sensing schemes due to its efficient
light propagating capabilities; however, nowadays, strip and dielectric WG struc-
tures are also capable of propagating light. As a result, WG structures are now
widely used in the field of integrated optics with broad range of applications
including sensing. The relationship between available components and the

Fig. 16.1 Evanescent wave
detection principle [19]
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approximate costs in the years from 1960 to 2017 is shown in Fig. 16.2a. More-
over, the progress of waveguide-based sensors is also shown in Fig. 16.2b.

In 1893, Joseph John Thomson proposed the WG structure for the first time
which has been implemented by Oliver Joseph Lodge in 1894 [20]. In 1897,
Rayleigh theoretically developed the wave propagation through the metal-based
WG structure and showed the transverse mode for the sound wave [21, 22]. Like
the optical fiber, WG-based structures have gained the attention in 1920s, and
initially, it focused the attention for communication applications [16].

Early 1960s, various types of WG structures such as disk and ring resonators
have been introduced. Integrated ring resonator has been proposed by Bell Labo-
ratories in 1969. In 1971, optical resonator has been proposed by Weber and Ulrich.
Initially, optical fiber-based ring resonator has been proposed by Stokes et al. in
1982. However, the structure was bulky and large scale of integration was required.
In 1997, Rafizadeh et al. have reported the GaAs-AlGaAs (III–V) material-based
micro-ring resonator for the first time [4, 23–27].

16.2.2 Development, Materials, and Sensor Configurations

Nowadays, to advance the SOI WG technology, various materials are widely used
such as silicon, silica, polymer, compound semiconductor, and glass. Among them,
silica-based WG technology has shown great attention due to low propagation loss,
inexpensive price, and fabrication simplicity [12, 18–20]. Moreover, each material
has its own advantages and disadvantages, and a comparison chart between widely
used materials is shown in Table 16.1. Different types of WG structures such as

Analog 
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Integrated 
Optical Ring

Resonator

First 
Optical Ring

Resonator

Waveguide
based Ring
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Fig. 16.2 a Relationship between cost and available components, and b milestones in WG
resonators [7]
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slotted WG, strip WG, single-slotted, double-slotted WG have been developed
based on the applications with design feasibility. The basic WG structures are
shown in Fig. 16.3.

The conventional strip WG and its electric field distribution are shown in
Fig. 16.3a [28]. Due to large refractive index contrast between silicon and air, this
kind of WG structure shows strong confinement. This kind of WG structure can be
easily utilized as a sensor by simply flowing through or dripped the unknown
analyte/sample top of the surface.

Due to the presence of sample with different refractive index, light will couple
with the outside sensing medium; as a result, optical phenomena such as either
transmission or intensity will change. Another silicon WG approach is shown in
Fig. 16.3b, where the silicon WG is covered with the nonlinear materials. Due to
thin WG strip, magnetic field can oscillate far into the external surface. Nowadays,
another interesting WG sensing approach is the slotted WG structure where the
WGs are divided into two or three slots. The slots not only individually guide
the light but also enhance the intensity (Fig. 16.3c). Moreover, it also leads to the
multi-analytes detection by using different materials/samples in different slots.
Photonic crystal-based slot WG is another interesting approach (Fig. 16.3d). Pho-
tonic crystal leads to the selective liquid infiltration facility and also can be coated
or filled with plasmonic materials such as gold, silver, copper, etc. which can
enhance the sensing performance significantly.

Recently, Wei Ru et al. experimentally demonstrated a long-range surface
plasmon-based WG sensor for the detection of dengue infection in blood plasma
(Fig. 16.4) [29].

Due to planar surface, homogenous metal coating can be developed easily which
is the key problem of photonic crystal fiber-based surface plasmon resonance
sensors [30, 31]. The microscopic image of the long-range surface plasmon-based
WG sensor is shown in Fig. 16.4a and the cross section of the functionalized WG
and a CYTOP-embedded WG (a fluoropolymer having a refractive index close to

Table 16.1 Comparison between widely used optical materials in SOI [27]

Materials Advantages Disadvantages

Semiconductors • Well-developed fabrication process
• Ultra-compact devices
• High optical nonlinearity
• Ease to integrate with existing CMOS
technology

• Processing steps are
complex

• High cost
• High propagation loss

Silica • Easy fabrication process
• Low propagation loss
• Low cost

• Low optical nonlinearity
• Limited photonic-circuit
applications

Polymers • Various fabrication techniques
• Fabrication steps are straightforward
• Low propagation loss
• High optical nonlinearity

• Processing steps are not
well mature

16 SOI Waveguide-Based Biochemical Sensors 427



that of biologically compatible fluids) is shown in Fig. 16.4b. Recently, combining
the Mach–Zehnder interferometer (MZI) and micro-ring resonator techniques, a
highly sensitive WG sensor has been reported where optical phenomena show the
Fano-resonance response (Fig. 16.5).

Polymer WG and substrate are used to fabricate the optical accelerometer.
It could be realized by liftoff process. It shows the maximum sensitivity of

Fig. 16.3 SOI WG structure and corresponding electric field distributions. a Strip WG using
silicon nonlinearity in core. b Strip WG using cover nonlinearities. c Slot WG using nonlinearities
in the slot. d Slotted photonic crystal WG. Reprinted with permission from Macmillan Publishers
Ltd. [28]
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(a)

(b)

Fig. 16.4 Long-range surface plasmon (LRSPP)-based sensor: a SEM image of the LRSPP-based
sensor. b Cross section functional view of the proposed sensor with a CYTOP-embedded WG.
Reprinted with permission from American Chemical Society [29]

Fig. 16.5 Schematic diagram of the Mach–Zehnder interferometer-based optical WG sensor.
Reprinted with permission from the Optical Society [32]
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111.75 mW/g, which is 393-fold increase in sensitivity compared to the conven-
tional MZI WG-based sensors [32]. Yipei et al. reported a plasmonic nano-sensor
for refractive index sensing using Au-nanowire WG (Fig. 16.6a) [26]. To realize
the phase-shift effect due to change of surrounding mediums refractive index, a
plasmonic nanowire Mach–Zehnder interferometer has been used. It shows the
maximum sensitivity as high as 5.5 π/(μm RIU), and the sensitivity can be enhanced
by reducing the nanowire diameter. It is clearly visible in Fig. 16.6b that with the
increasing of nanowire diameter sensor performance reduced significantly and
maximum sensor performance has been achieved at nanowire diameter 10 nm.
Also, it is notable that with the increase of sample concentration, propagation
constant increases monotonically.

Fig. 16.6 a Schematic of the MZI-based WG sensor. b Propagation constant as a function of
molecular concentration benzene [26]
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16.3 WG-Based Sensing

WG-based sensing techniques can be generalized into two categories such as bulk
sensing and surface sensing. The details of bulk and surface sensing schemes are
described in the following sections.

16.3.1 Bulk Sensing

The upper cladding refractive index can be changed consistently as a result bulk
refractive index will also change accordingly. The sensitivity which is measured by
using the bulk refractive index changed is known as the bulk sensing [7, 13, 33].

Bulk Sensitivity, SBulk nm ̸RIUð Þ=
λ* ∂neff

∂n

� �
ng

ð16:1Þ

where group index is ng, effective index is neff, and the central wavelength, λ0.
Figure 16.7a, b show the mode profiles of 800 × 220 nm2 WG for the TE00 and

TM00 modes [33].
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Fig. 16.7 Modeled WG-based sensing. a TE mode, b TM mode profile and c effective RI as a
function of WG width for TE and TM mode. Optical modeling of d bulk and e surface sensing.
f Bulk sensing and g surface sensitivity (nm/RIU) for TE and TM modes as a function of WG
width (nm) [27]
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Due to smaller height compared to the width, most of the magnetic field TM00 is
confined outside the core, and only electric field TE00 is confined in the core. With
the increase of WG width, refractive index of TE00, and TM00 modes increases
significantly and neff of electric field is high compared to the magnetic field
(Fig. 16.7c). Figure 16.7d shows the cross section of bulk WG, and corresponding
bulk sensitivity is shown in Fig. 16.7f. It is visible that maximum bulk sensitivity is
achieved of 240 nm/RIU for the TE00 mode whereas 100 nm/RIU for TM00 mode.

16.3.2 Surface Sensing

In the surface sensing, surface thickness and analyte refractive index can be
changed simultaneously. Surface sensing is advantageous if the electric field decays
exponentially in the surface. By using the suitable adhesive layer, surface sensing
can be enhanced as the different materials have analyte attraction capability due to
their large surface area and surface to volume ratio [7, 34, 35]. The surface sensing
depends on the change in ni or nt.

Therefore, the surface sensitivity can be

SSurface nm ̸RIU½ �=
λ* ∂neff

∂ni

� �
ng

ð16:2Þ

SSurface nm ̸nm½ �=
λ* ∂neff

∂nt

� �
ng

ð16:3Þ

The cross-sectional view of the surface WG sensor is shown in Fig. 16.7e, and
bulk sensitivity of the sensor is shown in Fig. 16.7g. According to Fig. 16.7g, it is
visible that magnetic mode intensity is high compared to the electric field which is
opposite in the case of bulk sensitivity.

16.4 Mode Multiplex WG Sensing

Recently, multimode WG sensor based on semi-triangular resonator has been
demonstrated by Rajib et al. [27]. It shows three different analytes detection
capability using the matrix inversion method (MIM). The reported ring WG
dimension is 800 × 200 nm2, which helps to allow three different modes such as
TE00, TE01, and TM00 modes (see Fig. 16.8). The access WG is either single
(Coupler-1) or multi-mode (Coupler-2, 3). The important part of this sensor is
coupler design which helps to couple between different modes and analytes. The
field distribution of different modes is shown in Fig. 16.9. The effective index

432 A. A. Rifat et al.



method (EIM) has been used to investigate the performance. The parameters of the
couplers are defined as WGs distance (d), coupling length (Lc), and coupler
length (L).

It shows the different analytes (n1, n2, and n3) detection capability with different
modes such as TE00, TE01, and TM00 in the ring WG, whereas the bus WG contains
only TE00 and TM00 modes. The odd–even index pairs have been used to optimize
the parameters. For coupler-1, the optimized distance d = 200 nm and coupling
length LTE01

c = 130 µm, and 3 dB coupler length LTE01 = 65 µm. Similarly,
d = 90 nm and LTE00

c = 1038 µm, and LTE00 = 519 µm for coupler-2 and
d = 150 nm, LTM00

c = 36.55 µm, and LTM00 = 18.27 µm have been optimized for
coupler-3, respectively. As a result, the total length of the ring is as follows:

LR = L1 +L2 +L3 + 3×
1
3

� �
× ð2πrÞ

= ð65+ 519.29 + 18.27Þ μm+ ð2π ×5Þ μm=633.98 μm

Here, the radius of the ring is r = 5 μm and the attenuation is α = 3 dB/cm.
Generally, SOI WG-based structure shows high refractive index contrast (neff

difference between core and cladding), and as a result, it exhibits the sharp bents.
Utilizing the optimized parameters, it showed that TM mode has high sensitivity

compared to the TE mode in both surface and bulk sensitivity methods and this
statement has well agreement with Ref. [36]. Moreover, it is evident that evanescent
fields are situated near the surface; as a result, surface sensitivity is more suitable
compare to the bulk sensing. Among the three different modes, TE01 mode shows
the highest Q-factor of 41,728 and lower full width at half maxima (FWHM) of
57.56 and lower free spectral range (FSR) of 824.8. Minimum FWHM enhances the
detection accuracy, and Q-factor has significant effects to enhance the sensor
performance.

Access WG (395nm) Ring WG (800nm)

TE00 TE00

TE01
TM00

x
x

Coupler-1

Access WG (395nm) Ring WG (800nm)

TE00 TE00

TE01
TM00

x
x

Coupler-2

Access WG (395nm) Ring WG (800nm)

TE00 TE00

TE01
TM00

x
x

Coupler-3
TM00

TE01

TE01
TM00

x

x

Fig. 16.8 Semi-triangular ring resonator sensor consisting of three couplers for TE00, TE01, and
TM00 modes in the ring to sense three analyte layers [33]
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16.5 Micro-ring Resonator-Based Sensing
and Performance Criteria

Micro-ring resonator (MRR) is a device, which works following the principle of
circulating light inside an optical cavity. It is a WG structure with a ring WG and
one or two straight WGs (see Fig. 16.10). The MRR can be categorized into active
and passive optical resonators based on the light-circulating medium and need of
external energy. Active optical resonators are widely used for the modulators, phase
shifter, producing lasers, etc. In 1969, Marcatili proposed the micro-ring resonator
for the first time [37]. Based on the ring coupling with the WGs, micro-ring res-
onator is also divided into two categories such as all-pass ring resonator (when ring
coupled with single WG) and add-drop ring resonator (when ring coupled with two
WGs). All-pass ring resonator and its field distribution have been shown in
Fig. 16.10a, b. Similarly, add-drop ring resonator and its corresponding field dis-
tribution have been shown in Fig. 16.10c, d.

In MRR, the ring resonator is placed close to the WGs so that propagating light
through the WGs can couple with the ring resonator and vice versa [13, 38]. This
mechanism is called directional coupling. There are few other methods also
available such as multi-mode interference (MMI) coupler, effective mode inter-
ference (EMI) [39].

(a1)

(a2)

(a3)

(b1)

(b2)

(b3)

Fig. 16.9 Multi-mode WG sensor. (a1–3) Cross-sectional view of Coupler-1, 2, 3, and (b1–3)
field distribution of odd and even modes [33]
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Like other optical sensing techniques such as optical grating, MZI, surface
plasmon resonance, sensitivity of the ring resonator also depends on the shift of the
resonance wavelength which occurs due to change of analyte refractive index. The
sensitivity of a ring resonator can be calculated by the following equation [32]:

Δλres =
Δneff L
m

� �
, m=1, 2, 3 . . . ð16:4Þ

where m is the resonance mode, L (= 2πr) is circumference of the ring WG, Δneff is
the effective index variation of the WG influenced by the surrounding medium.

neff is the effective refractive index of WG influenced by the surrounding sensing
medium. Due to the presence of the analytes (ni), effective index (neff) will change;
as a result, wavelength shift will occur:

Fig. 16.10 a and b All-pass MRR configuration and E-field distribution, respectively. c and
b Add-drop MRR configuration and E-field distribution, respectively
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Δλres =
∂neff
∂ni

� �
Δni +

∂neff
∂λ

� �
λ

h i
m

⋅ L

⇒m ⋅Δλres =
∂neff
∂ni

� �
Δni +

∂neff
∂λ

� �
λ

� �
⋅ L

⇒
m
L
−

∂neff
∂λ

� �
⋅Δλres =

∂neff
∂ni

⋅Δni

⇒Δλres =
∂neff
∂ni

⋅Δni
m
L − ∂neff

∂λ

=
λ ∂neff

∂ni
⋅Δni

λðmL − ∂neff
∂λ Þ

ð16:5Þ

Here, group index ng = λðmL − ∂neff
∂λ Þ=neff − λ ∂neff

∂λ (From Eq. 16.4)

⇒Δλres =
∂neff
∂ni

⋅Δni
ng

∴ S=
Δλres
Δni

=
λ ⋅ ∂neff

∂ni

ng

ð16:6Þ

Here, sensitivity of ring is defined by S. Due to change of evanescent field,
dielectric constant of the surrounding medium is change; as a result; device sen-
sitivity also changes.

Micro-ring resonator is an optical module which can confine light by following
the total internal reflection (TIR) and can be realized by micro-/nanofabrication
techniques. In ring resonator, the dimensions of the ring and bus WG can vary
based on symmetric or asymmetric coupling. A standard all-pass ring resonator is
shown in Fig. 16.11, where the relationship between the input (P0, Q0) and output
(P, Q) is as follows:

Fig. 16.11 All-pass ring
resonator. Reprinted with
permission from Royal
Society of Chemistry [34]
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P

Q

� �
=R

P0

Q0

� �

P= 1− γð Þ1 ̸2½P0 cosðκlÞ− jQ0 sinðκlÞ�
Q= 1− γð Þ1 ̸2½P0 cosðκlÞ− jQ0 sinðκlÞ�

R=
t jk

jk* t*

� �
ð16:7Þ

where κ, l, γ, and ρ are mode-coupling coefficient, coupling length, and loss
coefficient.

The transmission and coupling coefficients have strong effects on the amplitude
transmission and coupling. The transmission and coupling intensities as a function
of wavelength are shown in below [40]:

TðλÞ= ð1− γÞ a2 − 2at cosðλÞ+ t2

1− 2at cosðλÞ+ ðatÞ2
" #

ð16:8Þ

CðλÞ=1− ð1− γÞ a2 − 2at cosðλÞ+ t2

1− 2at cosðλÞ+ ðatÞ2
" #

=1−TðλÞ ð16:9Þ

where a is the single-round-trip amplitude transmission, t is the transmission
coefficient, and for lossless case, t2 + a2 = 1. Figure 16.10 shows transmission and
coupled power as a function of wavelength. Transmission and coupled power varies
with a and t variation. For the commercial software (Opti-FDTD or JCMwave),
WGs dimensions (widths and length) were changed to vary propagation constants.
Moreover, transmission or coupling power also depends on coupling length
Lc = π ̸2k. In critical coupling a= t or 1− a2 = k2, the transmitted power equals to
the loss in the ring.

The resonance wavelength of the resonator is defined as

λres =
neff L
m

m=1, 2, 3 . . . . ð16:10Þ

The critical coupling is defined as the resonance condition in which the trans-
mission at the output port is zero. That means Tmin drops to zero, a = t or
1 − a2 = k2, which indicate the transmitted power equals to the loss in the ring.

The full width half maximum (FWHM) is the 3 dB resonance width which can
be defined as,

FWHM=
ð1− atÞλ2res
πngL

ffiffiffiffi
at

p ð16:11Þ
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Here, ng = group index of the WG and function of effective index and wave-
length is defined as

ng = neff − λ
dneff
dλ

ð16:12Þ

The on–off extinction ratio is defined as the ratio of Tmax and Tmin:

ER=
Tmax

Tmin
=

a+ tð Þ2ð1− atÞ2
ða− tÞ2ð1+ atÞ2 ð16:13Þ

The wavelength range between two resonances is known as free spectral range
(FSR):

FSR=
λ2

ngL
ð16:14Þ

For 486 × 220 nm2, SOI WG group index is found ng ≈ 4.55. FSR as a func-
tion of round-trip lengths is shown in Fig. 16.10.

Figure 16.12a, b shows the normalized transmission as a function of wave-
length. In Fig. 16.12a, transmission coefficient t is varied with constant (a = 0.95)
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Fig. 16.12 a–c Transmission and coupling properties of MRR as a function of illumination
wavelength. d FSR as a function of round-trip length at operation wavelength, λ = 1.55 nm [40]
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round-trip amplitude transmission. As t increases, the extraction ratio ER (ratio
between maximum Tmax and minimum Tmin transmission) decreases. The sharpness
S of the transmission increases as t increases. Therefore, 3 dB bandwidth (BW) of
the transmission curve decreased. Figure 16.12b shows normalized transmission in
the critical coupling condition (a = t). As value (a = t) increased, Tmax, S increased
and 3 dB BW decreased, respectively. The ER is infinite in critical coupling con-
dition as Tmin is zero.

The finesses are defined as the ratio of FSR and resonance width:

Finesse =
FSR

FWFM
ð16:15Þ

The finesses indicate the sharpness of the resonance relative to their spacing. The
Q-factor is measured as the sharpness relative to the central frequency:

Q-factor =
λres

FWHM
ð16:16Þ

It can be also defined as

Q-factor =
πngL

ffiffiffiffi
at

p
λresð1− atÞ ð16:17Þ

The physical meaning of the Q-factor indicates the number of round-trip by the
light through the ring WG before it loss to initial values. More specifically, at
Q-value, energy lost is 1/e of the initial energy. To define the Q-factor, ring is
excited to some energy level and considers the loss of energy with time. Therefore,
to make high Q-factor reduction of loss due to coupler is important [33, 39, 40].

16.5.1 Materials and Configurations of Micro-ring
Resonators

Micro-ring resonator is mainly developed based on WG structure. To date, different
types of micro-ring resonators have be reported such as microsphere, ring, disk,
capillary, microtoroid, opto-fluidic, micro-tube and micro- or nano-fiber based [4].
Also, due to advancement of optical materials, various materials such as silicon,
silica, quartz, silicon-nitride, polymers, and also other hybrid materials have been
widely used for MRR [6].

Recently, photonic crystal-based ring resonators have been reported which
shows the high Q-factor [41, 42]. Q-factor is a quality indication of a device.
Vollemer et al. proposed a microsphere ring resonator [34]. Microsphere ring
resonator is inexpensive, and fabrication process is straightforward, and it can be
achieved with various materials like liquid, fused silica, polymers [34, 43, 44].
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Recently, tapered optical tip-based silica microsphere has been reported [45, 46].
Hybrid configuration also shows great performance in terms of sensing. However,
hybrid structure shows the better sensing performance compared to the ring-based
resonator but lower than the disk type [5].

16.5.2 Overview of MRR Sensors

Similar to the micro-ring resonator, micro-disk resonators are also made with the
polymer, metal-capped, silicon, silica, etc., on a silica wafer [6]. Ciminelli et al.
reported that micro-disk resonator made with SiO2 showed better performance
compared to the ring resonator having Q-factor 6 × 104 [47]. Propagation loss can
be diminished using the disk-based resonator; as a result, disk resonator shows
better sensing performance compared to the other ring resonator configurations [5].
However, the main drawback of the disk-based resonator is that it supports
multi-mode which hamper the sensing performance.

Micro-ring resonators sensing performance depends on various parameters such
as sensitivity, FSR, finesses, coupling efficiency, Q-factor, detection limit, full
width at half maximum (FWHM) [40, 48]. Among the sensor quality measuring
parameters, Q-factor is the key parameter. However, Q-factor also related to other
sensing parameters like FWHM. Q-factor value indicates how large area of prop-
agating light and analyte are coupled together. Furthermore, higher Q-factor value
also indicates the high-sensing performance. To improve the Q-factor, several
numbers of approaches have been reported following the all-pass ring resonator and
add-drop ring resonator [40]. By increasing the air gap between the ring and WG,
the Q-factor can be increased; however, large air gap will reduce the coupling
efficiency as well. Lower coupling efficiency will diminish the excitation ratio
which is very important for the sharp-resonant dips. The sharp resonance depth
indicates the higher signal to noise ratio (SNR); as a result, detection accuracy also
enhances. By increasing the cavity length, Q-factor also can be enhanced. However,
increasing the length means increasing the overall size.

Recently, microsphere resonator has been demonstrated with Q-factor of ∼2
106 [46]. Another, PDMS polymer-based microsphere has also been reported with
Q-factor ∼105. Hybrid silica-polymer microsphere has also been demonstrated and
having Q-factor ∼107 [44]. Due to fabrication limitation of microsphere structures,
it is limited for the mass production and small-scale integration. Moreover,
polymer-based ring resonators also show the limited Q-factor which indicates the
limited sensor performance [4]. Recently, slotted WG-based ring resonator has
sown great interest due to feasibility of placing the sample in the micro-fluidic slots.
The maximum reported refractive index detection limit is 5 × 10−6 (RIU), and
surface mass density detection limit is 0.9 pg mm−2 [49].

Microspheres resonators (Fig. 16.13a) are inexpensive, and the fabrication
process is simple. However, the main drawback of microsphere resonators is
the array-type fabrication which is important in terms of mass production [50, 51].
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This array-type fabrication problem can be solved by using the ring, disk, and
toroid-shaped resonators with SOI environment (Fig. 16.13b) [52].

By utilizing the advanced nano-micro fabrication facility ring, disk, or
toroid-shaped resonators can be achieved easily. Slotted WG-based micro-ring
resonator can pave the way of multi-analyte detection capabilities which fabrication
process is also simple (Fig. 16.13c) [53]. Another interesting sensing scheme is the
capillary-integrated ring resonators where capillary can be used to flow the sample
(Fig. 16.13d) [4]. To achieve this kind of structure, two separate methods such as
WG and fiber drawing are required. Resonator array-based ring resonator has also
been reported recently (Fig. 16.13e) [54]. However, its fabrication is complex.
Recently, utilizing the advantages of optical fiber fabrication microtoroid
(Fig. 16.13f) [55], capillary-based (Fig. 16.13g) [56] and micro-fiber coil
(Fig. 16.13h) [57]-based ring resonators have been reported. However, the inte-
gration of fiber with WG structure is not mature enough for the mass production.
Recently, Chao et al. reported a highly sensitive sharp asymmetric biochemical
sensor utilizing the fano-resonance optical property (see Fig. 16.14a) [58].

Kippenberg et al. have also been reported a cavity-based WG sensor which
shows the high Q-factor around 1 million (see Fig. 16.14b) [60]. Niehusmann et al.
reported the silicon WG-based micro-ring resonator which also shows the ultra-high
Q-factor with the minimum propagation loss 1.96 ± 0.1 dB/cm (see Fig. 16.14c)
[61]. Due to high Q-factor and minimal propagation loss, it is suitable for the
biochemical sensing. Nowadays, another interesting sensing scheme is the photonic
crystal-based WG sensor where photonic crystals are infiltrated with the various
liquids and lead to the multi-analyte detections. Loncar et al. have reported photonic
crystal lasers for the chemical detection (see Fig. 16.14d) [62]. It shows very little
amount of analyte like femto-litter detection capability using the nanocavity laser.

Fig. 16.13 Micro-ring resonators. a Microsphere, b Silicon-on-insulator (SOI), c slot WG,
d capillary-based, e resonator array, f microtoroid, g capillary-based, and h micro-fiber coil-based
ring resonator. Reprinted with permission from Springer [4]
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16.5.3 Micro-ring Resonator-Based Corrosion Sensing

Corrosion sensor is a special type of sensor which able to detect the oxidation of a
metal. Recently, Rajib et al. have been reported a micro-ring resonator-based cor-
rosion sensor which showed the iron metal to iron-oxide detection mechanism [40].
The schematic of MRR-based corrosion sensor and experimental setup are shown in
Fig. 16.15a and Fig. 16.15b, respectively. The iron nano-disks (NDs) are arranged
periodically in the ring WG, and also, the number of NDs has effects on the sensor
performance (see Fig. 16.15a). Due to change of iron NDs refractive index, it
shows the resonance wavelength shift by which unknown sample could be detected.
According to Fig. 16.15b, incident light will go through the bus WG and will
couple with the ring WG, and finally, counter propagating wave will decouple to
the bus WG. Optical analyzer/detector will receive the counter propagating wave
which will pass through the bus WG. Light from the source is launched into the bus
WG through an input port, coupled to the ring WG, and finally, counter propagating
wave is decoupled to the bus WG. Generally, the wavelength tunable laser is used
for the resonance shift measuring purpose. Figure 16.15c shows the transmission as
a function of wavelength. It shows the resonance peak at 1707 nm wavelength in
standard condition (without NDs), and with the presence of iron NDs, it exhibits the

Fig. 16.14 Scanning electron micrographs (SEM) of various optical microcavities for biosensing.
a Suspended polystyrene micro-ring. b Silica microtoroid WG structure. c Silicon on insulator
micro-ring. d InGaAsP membrane-based planar photonic crystal WG. Reprinted with permission
from Macmillan Publishers Ltd. [59]
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blue shift and found the resonance peak at 1683 nm wavelength. As a result,
normalized transmission also changed from −69 dB to −56 dB, respectively.
Furthermore, in iron oxidation condition, WG effective index becomes lower
compared to the ring WG with iron NDs. This condition also shows the blue shift
and reduces the normalized transmission as well. By observing the resonance shift
and also the transmission intensity, it will detect the oxidation condition of iron
NDs. To investigate the sensor performance, linear fitting has been observed which
shows the R2 value of 0.90, which is a worthy indication of a good sensor (See
Fig. 16.15d).

The micro-ring resonator-based corrosion sensor performance also depends on
the number of nano-disks in the WG ring. According to Fig. 16.16a, it is visible that
smaller number of nano-disks shows the large resonance wavelength shift that
means with the presence of minimum number of iron NDs it shows maximum
sensitivity and vice versa. The light interaction is increased by increasing the
number of NDs; however, it leads to the lower resonant wavelength shift. Besides
the number of NDs, radius of NDs has also notable effects on the sensing perfor-
mance shown in Fig. 16.16b. Figure 16.16b shows that increase of NDs radius
leads to the smaller resonant wavelength shift and vice versa. It shows the red
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resonant wavelength shift with the increase of NDs radius. So, by optimizing the
number of NDs on the WG ring and also the radius of the NDs, sensor performance
can significantly enhance. Figure 16.16c shows the important parameters such as
Q-factor and sensitivity effects with the variation of number of disks and the period
of the disks. It is clearly visible that with the increase in number of NDs, sensitivity
of the sensor and the Q-factor decreases dramatically. Same observation is also
found in terms of period. In the same size of ring WG, reducing the number of NDs
means the increasing of period between the nano-disks, and it is found that with the
increasing of period sensitivity of the sensor as well as the Q-factor also enhanced
significantly. In summary, it can be said that WG-based ring resonator is a
promising candidate for the corrosion or chemical sensing as it has more freedom to
optimize the parameters to improve the sensor performance.

16.6 Present and Future Perspectives

SOI-based sensors have become very promising due to sharp resonance depth and
high Q-factor. The SOI-based sensors are miniaturized, fast response and required
very less power which makes SOI-based sensors more promising compared to the
other optical sensors like available fluorescent-based sensor, optical fiber-based
sensor [63–65]. Moreover, the multi-slots SOI structures are also open the way to
detect the multi-analytes detections. Nowadays, micro-ring resonators integrated
with SOI WG structures are one of the promising sensing candidates.

The existing and possible additional features which will make the SOI WG
sensors more promising are listed below [4, 6, 7, 66],

• Multi-analyte detection: SOI WG-based multi-analyte detection technology is
not well mature. By using the array type and slotted WGs configurations,
multi-analyte system can be achieved easily.
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• Mass production: SOI-based planar structures are capable of miniaturize the
sensor architecture. Moreover, due to micro-nanoscale fabrication facility, mass
production of sensor chips is feasible.

• Real-time detection: Real-time detection capability is one of key factors.
Real-time detection capability can be achieved by parallel operation with ring
array configuration. Following this method, multiple analyses can be done at the
time instance; as a result, it will provide the higher throughput. Moreover,
multiple analyte/sample also can be analyzed simultaneously; as a result,
response time will be faster.

• Low-cost detection: By utilizing the on chip laser source technology, cost of the
current sensor technology can be reduced (tuneable laser sources are widely
used).

• Higher detection limit: Detection limit is one of the key parameters of a sensor.
Using the upstream and downstream components, detection limit of the sensor
can be improved.

• Small sample volume: Detection accuracy needs to improve for even a small
size/volume of sample. Highly efficient system is required to detect the small
amount of volume. Moreover, efficient integration with micro-fluidics and
sample delivery components is required.

16.7 Conclusions

In this chapter, we have summarized the SOI-based WG structures with light
propagation properties. A range of SOI-based WG sensors are analyzed with
optimized parameters. Fabrication materials such as polymer, liquid environment,
semiconductor, Si, SiO2 have significant effects on the device fabrication and the
sensor performance; as a result, optical properties of the currently using waveguide
materials are discussed. Nowadays, MRR-based sensors are widely used for the
commercial applications; as a result, we have covered the different types of
MRR-based biochemical sensors in the SOI waveguide platform. Furthermore,
performance criteria of the sensors are extensively studied. Finally, limitations and
possible solutions of the currently available SOI waveguide-based sensors are
discussed.

Contributions Ahmmed A. Rifat and Rajib Ahmed contribute to this chapter equally.
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