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Preface

The purpose of 2017 International Conference on Security with Intelligent
Computing and Big-data Services (SICBS’17 for short) with joined workshops,
Workshop on Information and Communication Security Science and Engineering
and Workshop on Security in Forensics, Medical, and Computing Services and
Applications, is to provide a platform for researchers, engineers, academicians, as
well as industrial professionals from all over the world to present their research
results and development activities in security-related areas. It also aims at
strengthening the international academic cooperation and communications and
exchanging research ideas.

It is the first SICBS. We wish that it could be then kept continued to the second
SICBS as this 2017 successful academic activity. This SICBS 2017 brought
together researchers from all regions around the world working on a variety of fields
and provided a stimulating forum for them to exchange ideas and report on their
progress in researches. In the conference including the two workshops, we collect
34 papers, covering the topics as follows: Algorithms and Security Analysis,
Cryptanalysis and Detection Systems, IoT and E-commerce Applications, Privacy
and Cloud Computing, Information Hiding and Secret Sharing, Network Security
and Applications, Digital Forensics and Mobile Systems, Public Key Systems and
Data Processing, and Blockchain Applications in Technology.

Organization of conferences is a hard work. It would not have been possible
without the exceptional commitment of many expert volunteers. We would like to
thank all those who contributed to the advisory committee, the technique program
committee, and the organizing committee for their efforts in the course of confer-
ence preparations. We also give our most thanks to all the authors of the submitted
papers to make this conference successful in the good paper quality for presenta-
tions. We are grateful to Springer for publishing the proceedings.
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Finally, but not the least, we hope that the participants will not only enjoy the
technical program during this prestigious conference but also discover many
beautiful attractions in Taroko National Park, in particular Qingshui Cliff, a top-ten
scenic area in Taiwan to make their stay unforgettable. Wishing you a fruitful and
enjoyable SICBS 2017!

Sheng-Lung Peng
Shiuh-Jeng Wang

Valentina Emilia Balas
Ming Zhao
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A Social Tagging Recommendation Model Based
on Improved Artificial Fish Swarm Algorithm

and Tensor Decomposition

Hao Zhang1,2(✉), Qiong Hong3, Xiaomeng Shi1, and Jie He1

1 School of Transportation, Southeast University, Nanjing 210096, China
andyhao@seu.edu.cn

2 Faculty of Transportation Engineering, Huaiyin Institute of Technology,
Huai’an 223003, China

3 Business School, Huai’an Institute of Information Technology, Huai’an 223003, China

Abstract. Folksonomy Tag Application (FTA) has emerged as an important
approach of Internet content organization. However, with the massive increase
in the scale of data, the information overloading problem has been more severe.
On the other hand, traditional personalized recommendation algorithms based on
the interaction between “user-item” are not easy to extend to the three dimensional
interface of “user-item-tag”. This paper proposes a clustering analysis method for
the initial dataset of the Tag Recommendation System (TRS) based on the
improvement of Artificial Fish Swarm Algorithm (AFSA). The method is used
for dimension reduction of TRS datasets. To this end, considering the weight of
the elements in TRS and the score that can reveal user preference, a novel
weighted tensor model is established. And in order to complete the personalized
recommendation, the model is solved by the tensor decomposition algorithm with
dynamic incremental updating. Finally, a comparative analysis between the
proposed FTA algorithm and the two classical tag recommendation algorithms is
conducted based on two sets of empirical data. The experimental results show
that the FTA algorithm has better performance in terms of the recall rate and
precision rate.

Keywords: Artificial fish swarm algorithm · Clustering analysis
Tensor decomposition · Tag recommendation

1 Introduction

In traditional Personalized Recommendation Systems (PRS), context-based recommen‐
dations are often realized by utilizing the properties of items (e.g. documents, commod‐
ities, services). Alternatively, collaborative filtering recommendations are carried out
through exploiting the similarities among users and items. One of the primary charac‐
teristics of the latter approach is the usage of the two–dimensional (2D) pairwise inter‐
actions between users and items (i.e. user-user, user-item, item-item) to filter and analyze
the data. Related data analytical techniques include Vector Space Model (VSM), Term
Frequency–Inverse Document Frequency (TF/IDF) and some Natural Language

© Springer International Publishing AG, part of Springer Nature 2018
S.-L. Peng et al. (Eds.): SICBS 2017, AISC 733, pp. 3–13, 2018.
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Processing (NLP) machine learning algorithms etc. [1]. As the advancement of Web
2.0, socialized tag has gradually turned into an important technique to organize the
context of Internet. An application of socialized tag technique namely Folksonomy tag
recommendation has become one of the top popular research topics in personalized
recommendation field.

A typical Socialized Tag Recommendation System (STRS) contains three funda‐
mental elements i.e. user, item and tag. And it extends the traditional two-dimensional
relations to three-dimension (3D). Through the modeling and analysis of the higher
dimensional data, richer information is provided to the recommendation system.
However, at the same time, a new issue occurs resulting from the information enrich‐
ment, i.e. traditional algorithms are unable to handle with such data directly. To this end,
some researches regarded the “user-item-tag” relations as a Tripartite Graph, and
decomposed the graph to three Bipartite Graphs while performing recommendation tag
system. Then, conventional recommendation algorithms (e.g. collaborative filtering
algorithm) were integrated to recommend the tag or item [2]. Meanwhile, other scholars
such as Liao et al. (2012) attempted to explore a method to balance the tradeoff between
the maximum retention of 3D relations information and the reduction of complexity in
terms of handling with high dimensional sparse data [3]. And based on the Tripartite
Graph, they proposed a tensor 3D decomposition algorithm and their algorithms were
validated through case studies. The key idea of Tripartite Graph is the conversion of 3D
relations in socialized tag system to 2D relations. Although the complexity of the system
is reduced, the latent information among elements in tag system is missing.

Moreover, the add-on of tag data increases the scale and sparse issues of the recom‐
mendation system. Symeonidis et al. (2009) applied tensor decomposition theory into
tag recommendation system [4]. They adopted tensor decomposition method to predict
the tag so as to reduce the sparse degree of the data. Likewise, to handle with the data
scale and noise issues arising from users’ random label, Sun et al. (2012) and Wang
et al. (2015) clustered the elements in tag system [5, 6]. Moreover, plenty of effective
researches on socialized tag system were conducted through the mining of association
rules, the analysis of link structure and the development of probabilistic models [7].

The novel contributions of this paper is described as follows: Firstly, a new type of
swarm intelligence algorithm – Artificial Fish Swarm Algorithm (AFSA) is adopted to
cluster the elements in tag system [8]. As such, the dimension of initial input data for
the socialized tag recommendation model is reduced. Then, the tensor decomposition
algorithm with dynamic incremental updating is utilized to model tag recommendation
system. This step can achieve this function of maximize the latent relations among the
elements in tag system while satisfying the performance of recommendation system.
The efforts of this study can contribute on the quality improvement of socialized recom‐
mendation systems as well as providing high-quality recommendation services to users.
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2 Data Clustering Based on Improved AFSA

2.1 AFSA and Its Improvement

The artificial fish swarm algorithm (AFSA) is a random autonomous optimization model
proposed according to the characteristics of fish activities. Its basic idea is that within a
pool of water, the region with the largest number of local fish is usually the most abun‐
dant nutrients area. Therefore, given this assumption, we can simulate the fish’s feeding,
cluster and following behavior so as to achieve the goal of global optimization [8]. In
this paper, the basic AFSA is improved to cluster the initial data set of tag recommen‐
dation system. Further, the optimal cluster results are used as the input data for the
incremental tensor decomposition algorithm in the next step. The parameter description
and several typical behaviors of the artificial fish swarm algorithm are as listed as follows
(we take the maximum value case as an example).

(1) Parameter description: N is the total number of artificial fish and X = (x1, x2,… , xn)

represents the individual state of artificial fish, xi(i = 1, 2,… , n) is the non-opti‐
mized variable. Y = f (X) represents the food concentration (i.e., fitness function)
of the artificial fish in the current position m (Y is the value of the objective function).
Visual is the visual perception distance of artificial fish, δ is crowding factor,
Try_number is tentative times. And the distance between individual fish i and j is

dij =
|
|
|
xi − xj

|
|
|
, Step represents the step length, Rand () generates (0-1) random

numbers.
(2) Preying behavior: Prey (), Xi is the current state of artificial fish, Yi is the current

fitness, and Xj is a randomly selected state within its visual perception distance. If
Yi < Yj, then go forward in this direction and update the current state. Else, reselect
random state Xj and judge the state update condition and repetitive operation after
repeated the times of Try_number, which still fails to meet the conditions. And then
moves one step at random. Its preying rules are defined as the Eq. (1).

Xt+1
i

= Xt

i
+

Xj − Xt
i

‖
‖
‖

Xj − Xt
i

‖
‖
‖

⋅ Step ⋅ Rand(), Yi < Yj (1)

(3) Swarming behavior: Swarm(), Xi is the current state of artificial fish, search the
number of partners (nf) in the current neighborhood (dij < Visual) and the center
position Xc. If Yc /nf > δYi. It indicates that the partner center has more food and is
not crowded. Then moves one step to the center position of the partner, and its
moving rule is defined as the Eq. (2), otherwise perform preying behavior.

Xt+1
i

= Xt

i
+

Xc − Xt
i

‖
‖Xc − Xt

i
‖
‖

⋅ Step ⋅ Rand(), Yc∕nf > 𝛿Yi (2)

(4) Following behavior: Follow(), Xi is the current state of artificial fish, search
partner Xmax in the nearest neighborhood (di j < Visual) with the largest fitness
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value Yj. If Yj /nf > δYi, it indicates that partner Xmax ‘s current state has a high
food concentration and is not crowded around. It advances one step to partner
Xmax in the direction, and its moving rule is defined as the Eq. (3), otherwise
perform preying behavior.

Xt+1
i

= Xt

i
+

Xmax − Xt
i

‖
‖Xmax − Xt

i
‖
‖

⋅ Step ⋅ Rand(), Yj∕nf > 𝛿Yi (3)

(5) Behavior strategy and bulletin board, artificial fish will choose the best behavior
strategy according to their own state and surrounding environment so that they can
reach the higher concentration of food and improve the efficiency of optimization.
At the same time, the algorithm sets up a bulletin board to record the current state
and the current optimal food concentration values for each artificial fish after the
corresponding action update.

AFSA has good ability to jump out of local extremum and realize global adaptive
search. It shows good adaptability in many fields such as parameter optimization, data
clustering and signal processing [8]. However, the AFSA has the disadvantages of large
search blindness, slow convergence speed and low optimization accuracy in the later
stage of operation. Therefore, by using the idea of literature [9, 10], we proposed an
adaptive step size algorithm to reduce the later search blindness and improve the speed
of convergence. Through the behavior choice of strategies and the bulletin board, the
artificial fish location update strategy is optimized. The detailed improvement methods
are as follows:

(1) Improvement of adaptive visual field and step size of artificial fish. The visual field
and step size of artificial fish directly affect the search space and convergence rate
of the algorithm. In order to increase the global searching ability and speed up the
convergence, the larger visual field and step size can be selected at the earlier stage
of the algorithm. In the later stage of the algorithm, the visual field and step size
can be reduced. And the local search ability can be enhanced, so that the solution
of the oscillation can be avoided and the solution precision of the algorithm can be
improved. The corresponding adjustment rules are as follows.

⎧

⎪

⎪

⎨

⎪

⎪
⎩

Visual = Visual × exp
(

−30 ×
(

t

T

)𝜇)

+ Visualmin;

Step = Step × exp
(

−30 ×
(

t

T

)𝜇)

+ Stepmin;

Xnext = X +
Xn − X

‖
‖Xn − X‖‖

⋅

|
|
|
|

1 −
Y

Yn

|
|
|
|

Step

(4)

Among them, t is the current iteration number, and T is the maximum iteration
number, μ ϵ [1,10], Xnext is the movement rule of artificial fish under the current state of
X and the next state Xn of search. To balance the local search and global search of the
algorithm, setting Visual and Step as 3 piecewise functions, and in the early stage, the
values are large and gradually become smaller, and finally maintain at Visualmin and
Stepmin.
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(2) Improvement of movement strategy. The random moving behavior of artificial fish
can lead to the uncertainty of search and the degradation of the solution. To this
end, bulletin board is introduced in the optimization process. And it always keeps
to the direction of the better solution, and accelerate the convergence speed and
accuracy of the algorithm and prevent the degradation of the optimal solution in
the population [9]. Meanwhile, biological competition mechanism is introduced
and death operator 𝛤d(X ∈ Rn,𝛤m(X) = rand() ∗ (H − L) + L is adopted, the upper
and lower bounds of variables are H and L respectively. During the operation of
the algorithm, some individuals whose target function values are smaller are elim‐
inated. Then they are reinitialized to maintain the diversity of the population and
enhance the global optimization ability of the algorithm.

2.2 Clustering Analysis Based on the Improved AFSA

Based on the user-item rating matrix and item-tag weight matrix, each user is treated as
an artificial fish, we establish the objective function of artificial fish clustering by using
Pearson Correlation Coefficient [1]. Through four kinds of behaviors of artificial fish to
reach the optimization goal, and finally complete the analysis process of user clustering.

In this paper, we integrate the initial user clustering and user-item rating matrix to
determine the different user clusters’ preference items. Furthermore, the tag clustering can
be obtained. Then, the initial clustering analysis of elements in the social tagging system
is completed. And the dense initial analysis data set could be obtained, which will signif‐
icantly reduce the data redundancy and data size. In general, the traditional K-means
clustering algorithm is significantly affected by the initial clustering center and the
minimum distance between cluster centers. Compared with this method, the improved
AFSW has the characteristics of insensitivity to initial values and parameter values. Apart
from simpler algorithm, easier implementation and stronger robustness, it also has better
global search performance [8]. The implementation steps of the algorithm are as follows:

(1) Data preprocessing: Data cleaning, data transformation and normalization are
processed for the initial data set, and establish user’ vector space model. For
instance, user sets: U{ui|ui =

(

ui1, ui2,⋯ , uin

)

, i = 1, 2,⋯ , m}, which denotes the
users’ data sets with m*n, uij is the j eigenvalue of the user i, ui represents the
individual state of the artificial fish. And basic parameters of the algorithm are set,
such as δ, Try_number, initial cluster number k, and randomly select k values to
determine the initial clustering center.

(2) Establishing objective function: The objective function f(u) is the distance closeness
function between ui and cluster center zj (food concentration), which is defined as
follows:

minf (u) =
∑

ui∈Zj

∑k

j=1

(

sim
(

ui, zj

)

𝜃 +
1

D
(

ui, zj

) (1 − 𝜃)

)

(5)
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sim(ui, zj) is the similarity between the user and the clustering center determined by the
Pearson correlation coefficient, D(ui, zj) is defined by Euclidean distance, 𝜃. is the
accommodation factor.

(3) Calculate the initial food concentration of artificial fish and give the initial value to
the bulletin board. At the same time, the billboard update strategy in Sect. 2.1 is
used to optimize the position information of the artificial fish.

(4) Compare the current food concentration of the artificial fish and the food concen‐
tration in the optimal partner area within the visual field. According to Formula (4),
the visual field and step length of the adaptive artificial fish are calculated. And
perform preying, swarming, following and other behaviors are compare with the
initial clustering center state in order to update the status of the bulletin board or to
generate the current optimal clustering center.

(5) Whether the maximum iteration number is reached or the termination condition is
satisfied. If the condition is satisfied, the optimal solution is output. Otherwise, the
(1) is transferred until the condition is satisfied.

3 Tensor Model and Recommendation Algorithm

3.1 Tensor and Tensor Decomposition

In algebraic geometry, a tensor is defined by a multiple linear function coefficient, which
is delimited in the Cartesian product of the vector space and the duality space. Generally,
the zero-order tensor is a scalar, the first-order tensor is similar to the vector, the second-
order tensor is similar to the matrix, and the third-order tensor is similar to the cube
matrix. In the tag system recommendation, users, items, and tags can be used as a third-
order tensor to describe the elemental and ternary relations in the tag recommendation
system.

The tensor decomposition is an approach to reduce the order of the high-order
tensors. The purpose is to obtain a denser approximation tensor that is smaller than the
original tensor, and to maximize the retention of the original tensor. In this way, a
personalized recommendation service can be provided. CP decomposition and Tucker
decomposition are the most common tensor decomposition methods [11]. CP decom‐
position is the decomposition of tensor into a finite number of orders, which is also the
promotion of traditional matrix decomposition. Tucker decomposition is approximately
the mode-n product of a kernel tensor G and a factor matrix. The formal definition of a
Tucker decomposition model of the third order tensor Y ∈ RI×J×K formed by a user, a
item and a tag is defined as follows:

Y ≈ Ŷ = G×1U×2V×3W, rijk =
∑P

p = 1

∑Q

q=1

∑R

R=1
uipvjqwkrgpqr (6)

Among them, Y ∈ RI×J×K is the core tensor,Y ∈ RI×J×K, V ∈ RQ×J, W ∈ RR×K is
feature matrix on three dimensions. The order of the tensor Y is (P, Q, R), ×i is the mode-
i tensor-matrix multiplication, rijk is the (i, j, k) element of the tensor Ŷ. The principle
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of Tucker decomposition is shown in Fig. 1. The detailed steps of the tensor decompo‐
sition algorithm can be found in [12].

Fig. 1. Tucker decomposition principle

3.2 Tensor Decomposition with Dynamic Incremental Updating

The application of the Tucker decomposition model in the tag recommendation system
exhibits good performance. However, with the new users and new items continuing to
join, the traditional tensor decomposition algorithm based on the recommendation
system needs resolving the tensor to repeat the operation. As such, it greatly increases
the consumption of computing resources. To solve this problem, a dynamic increment
of the tensor decomposition method can be used [13]. On the basis of the original tensor
decomposition, with the new user and the new tensor constituted by item, tensor decom‐
position algorithm is carried out, and the original tensor decomposition results are
dynamically updated, which greatly reduce the complexity of the algorithm and improve
the adaptability of the algorithm.

The specific idea is: letting the current tensor Y, the new added tensor Y’, then
Y* = (Y + Y’). For the old users, the original decomposition of the results can be used
to recommend. And for the new users, it only needs to update the tensor decomposition
model part of the parameters and get the prediction value of Y’. And then the recom‐
mendation process can be completed, without repeating decomposition calculation of
the entire tensor Y*. The specific solution is as follows:

Set data Xold(X1, X2,⋯ , XNk
), new user data Xnew(XNk+1

, XNk+2
,⋯ , XNk+l

), and W turn
from Nk × R to (Nk + l) × R, l is the number of added users, W is decomposed into
W = (Wold, Wnew), where Wold remains the same, then only Wnew needs to be solved. The
corresponding objective function is: Min J = ‖

‖Xnew − G ×1 U ×2 V ×3 Wnew‖
‖, keep (G,

U, V) unchanged, then the optimal solution of Wnew is (Xnew)TA
(

ATA
)−1, the optimal

solution of Ynew =
∑l

k=1
∑R

r=1 UGrVT(Wnew).

3.3 Tensor Modeling and Recommendation Algorithm

In the algorithm of socialized tag recommendation, the tensor model is established
according to the ternary relation of the “user-item-tag”. The tensor representation and
modeling methods are mainly two forms: the positive “0/1” and the negative “±” [14].
Although this approach is easy to understand and deal with, the importance of the
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elements of the tag system is overlooked. For this reason, based on the “user-item-tag”
relationship, we propose to consider the weight of the elements and the score information
which reflects the user’s preference. The weighting of the elements and the score attrib‐
utes as the elements in the tensor. The new weighted tensor model is used to solve the
model by using the tensor decomposition algorithm based on the incremental update
proposed in Sect. 3.2, and the data preprocessing is processed by the method proposed
in Sect. 2.

For the user (i), item (j) and tag (k) as a triplet relationship, the attributes of its tag
are extracted. The Euler distance method is used to define the relationship between the

corresponding items D
(

tk, tc
)

. Then the wijk = 1∕D
(

tk, tc
)

 is defined as the weight value
of the tag in the triplet, and Rij is defined as the user i for the item j (0–5), we get the
weight Wijk = Rij ∗ wijk (user-item-tag). And then we use the triplet weight Wijk as the
tensor element to establish the tensor model. In Sect. 3.2, the incremental updating of
the tensor decomposition algorithm is used to solve the model. Finally, based on the size
of the weight, the optimal TOP-N tag recommendation list is generated for a user on the
item. In the user recommendation and item recommendation application, similar
methods can be used.

4 Experiment Design and Data Analysis

We selected two different testing datasets as the samples of this study. Then, the
proposed FTA algorithm is compared with two typical tag recommendation algorithms
i.e. FolkRank and Tensor Decomposition in terms of recommendation performance. To
test the validity of our model, Precious-Recall indices were adopted as the evaluation
methods for the recommendation quality.

4.1 Testing Datasets

The testing datasets used in this study were downloaded from two open-source datasets
websites, including MovieLens and Last.fm, which provided the empirical datasets for
testing the performance of recommendation algorithm [15, 16]. The detailed sample
scale and characteristics were shown in Table 1.

Table 1. Testing datasets scale and characteristics

Data Sets Users Items Tags Ratings
MovieLens 525 834 2804 569
Last.fm 756 728 3183 405

4.2 Algorithm Evaluation Indices

Previously, Precious–Recall ratios were defined as: precision ratio reflects the proportion
of the number of users’ actual preference labels among the label datasets in the system;
recall ratio represents the percentage of users whose preference labels were included in
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the final recommendation list. In our study, we made some modifications to the former
definition: Assuming that P(u) represents the testing user’s preference tag waiting for
prediction, T(u) denotes the TOP-N recommendation list provided by the system, R(u)
refers to the user’s actual preference tag during the system interaction process, then
Precision = T(u) ∩ P(u) ∕N, Recall = T(u) ∩ R(u) ∕P(u) ∩ R(u).

4.3 Experiment Results and Discussions

Considering the consistence of performance comparison, we select TOP-
N = [6, 7, 8, 9, 10], experiments in each scenario were conducted for 10 repetitions,
respectively. Then, the optimal results were averaged as the final evaluation results. As
such, we can control the influence of data distribution and parameter adjustments on the
performance of algorithm. The experiment results of two different datasets were
displayed in Figs. 2 and 3, respectively.

Fig. 2. Comparison results of different algorithms on MovieLens datasets

Results show that, the FTA algorithm proposed in this paper exhibits adaptability in
terms of the performance in both the two datasets. The quality of recommendation is
better than the two traditional algorithms. Moreover, from the results, we can make the
following observations:

(1) With the increase of TOP-N, Precision and Recall curves display a contradictory
trend. At the lower value of N, the Precision of the results is larger than the Recall
and vise verse. This is arising from the nature of Precision-Recall indices. However,
with regards to different algorithms, the two indices have different performance.

(2) Traditional tensor decomposition algorithm can have good performance under
normal situations. However, in terms of large scale and sparse dataset, it often fails
to control the complexity. Anyway, it still has better performance than FolkRank
method.
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(3) FTA algorithm is an effectively tool for dimension reduction. Meanwhile, the
adoption of tensor decomposition strategy with incremental updating can shorten
the processing time and preserve the latent information among the 3D elements.
Also, we can achieve better recommendation quality compared with the former two
algorithms.

Fig. 3. Comparison results of different algorithms on Last.fm datasets

5 Conclusion

The wide use of Socialized Tag System (STS) provides a boarder information platform
to the users. Consequently, it brings the problems of information overloading. Conven‐
tional recommendation systems provide personalized recommendation service on the
basis of the pairwise relations of user and item i.e. “user-user”, “user-item” and “item-
item”. However, such system has limitations with respect to dealing with the 3D relations
(“user-item-tag”) in STS. This study integrates a modified Artificial Swarm Fish Algo‐
rithm (ASFA) and tensor modeling approach to establish a new type of STS recom‐
mendation model. Firstly, we reduce the dimension of our dataset through clustering the
elements of the STS using our modified ASFA. Then, we apply a tensor decomposition
algorithm with incremental updating to model the recommendation system. This step
enables us to maximally keep the latent information in STS while still satisfies the
required performance. Finally, we utilize two testing empirical datasets to validate the
proposed algorithm and compare the results with two conventional algorithms. Results
indicate that our method has better performance in terms of both precision and recall
ratios. However, in our research process, several problems are identified and remained
to be solved. For instance, the complexity of the algorithm can be further reduced. And
more emulation methods should be adopted. The above two issues are regarded as the
future research directions.
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Abstract. Representation-based classification and recognition, such as face
recognition, have dominant performance in dealing with high-dimension data.
However, for low-dimension data the classification results are not satisfying. This
paper proposes a classification method based on nearest neighbor representation
in feature space, which extends representation-based classification to nonlinear
feature space, and also remedies its drawback in low-dimension data processing.
First of all, the proposed method projects the data into a high-dimension space
through a kernel function. Then, the test sample is represented by the linear
combination of all training samples and the corresponding coefficients of each
training sample will be obtained. Finally, the test sample is assigned to the class
of the training sample with a minimum distance. The results of experiments on
standard two-class datasets and ORL and YALE face databases show that the
algorithm has better classification performance.

Keywords: Nearest neighbor classification · Representation · Kernel function

1 Introduction

The nearest neighbor classifier [1], as one of the classical classifiers, has been long
drawing people’s attention. The principle by which it works is to assign the pattern to
the class of the sample that is the closest to it. The performance of the nearest neighbor
classifier depends on the method of distance calculation. The similarity between two
patterns is usually measured by distance functions. That is to say, when classifying a
new pattern, we should first identify the pattern closest to the test pattern, which then
enables the new pattern to be assigned to the class of the training pattern closest to it. In
order to improve the performance of the nearest neighbor classifier, the distribution
characteristics of various patterns in the subspace needs to be enhanced. On this basis,
Li et al. [2] put forward the nearest feature line (NFL) method. And moreover, Chien
et al. [3] proposed the nearest feature plane (NFP) method. Both NFL and NFP have
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improved the classification ability of the nearest neighbor classifier. Obviously however,
they increased its time complexity.

Extensive attention has been paid to find out a suitable measure to identify the nearest
neighbor of a sample in recent years. Many methods were proposed for the effective
search of the nearest neighbor. For example, Samet [4] proposed the maximum nearest
neighbor algorithm to find out the k-nearest neighbor; Wang et al. [5] proposed a simple
method of adaptive distance test to mark the different weights of each sample. What
needs to be noted, however, is that these algorithms have ignored the relationships
among different samples. In other words, these algorithms calculate the distance between
the test sample and the training sample without taking into consideration the connection
among the training samples, which could lead to classification errors.

Some other measures are used to calculate the distance between the test sample and
the training sample in other methods, such as kernel classification [6, 7], sparse-repre‐
sentation based classification [8], and the like. The former classifies through mapping
the samples to a high-dimension space via nonlinear mapping. The latter represents test
samples by means of the weight sum of training samples. However, when classifying
low-dimension data, representation based on classification methods will be influenced
by dimensionality. Therefore, in order to improve the quality of low-dimension data
classification, this paper proposes a nearest-neighbor-representation based classification
in feature space, where the data are first projected into a high-dimension space and then
represented and classified. Experimental results prove that this method has good clas‐
sification performance.

2 Representation Based Classification

Sparse-representation can be used to find the sparsest set of coefficients to represent test
samples by solving the following optimization problems:

min
x

‖x‖1 subject to Ax = y (1)

Here A is the matrix of training samples, while ‖∙‖1 is the norm l0, and x is the coefficient
of y.

After obtaining the solution of formula (1), sparse-representation assigns the test
samples to the class which has least redundant errors through reconstruction. The short‐
coming of this method is that it costs too much time working out the sparse coefficients.

3 The Classification of the Nearest Neighbor Representation in
Feature Space

Assuming that in the original space, there are n training samples x1, x2,… , xn which fall
into c types, and that y is a test sample in the original space. Our method first projects
the test sample y into the feature space, then it is represented and classified by the linear
combination of training samples. The feature space is obtained by projecting the original
space through nonlinear mapping 𝜙. The test sample y becomes 𝜙(y) when it is projected
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into the feature space, and training samples become 𝜙(x1),𝜙(x2),… ,𝜙(xn). Therefore,

we can get the formula 𝜙(y) =
n∑

i=1
𝛼i𝜙(xi). Each column vector in the feature space stands

for a sample. The formula 𝜙(y) =
n∑

i=1
𝛼i𝜙(xi) can be rewritten as:

𝜙(y) = ΦΨ (2)

Here Φ = [𝜙(x1),𝜙(x2),… ,𝜙(xn)],Ψ = (𝛼1, 𝛼2,… , 𝛼n)
T. We cannot directly work out

the solution of formula (2), since Φ is unknown. But it can be converted to the following
formula:

ΦT𝜙(y) = ΦTΦΨ (3)

According to the kernel function defined in reference [9], formula (3) can be converted
to

Ky = KΨ (4)

Here Ky =

⎛
⎜⎜⎝

k(x1, y)

⋮

k(xn, y)

⎞
⎟⎟⎠
, K =

⎛
⎜⎜⎝

k(x1, x1)⋯ k(x1, xn)

⋮

k(xn, x1)⋯ k(xn, xn)

⎞
⎟⎟⎠
,Ψ =

⎛
⎜⎜⎝

𝛼1
⋮

𝛼n

⎞
⎟⎟⎠
.

If K is non-singular square matrix, we can directly get the solution of formula (4),
namely Ψ = K−1Ky; otherwise, we can use the formula Ψ = (K + 𝜇I)−1Ky, where 𝜇
stands for a positive constant and I stands for an identity matrix, to solve formula (4).

4 Numerical Experiments

In order to verify the validity of our algorithm, we applied it to test two-class databases,
ORL [10] and YALE [11] face databases. Gaussian kernel k(x, y) = exp(−‖x − y‖2∕2𝜎),
in which 𝜎 is a parameter, is chosen as the kernel function in this paper.

4.1 Results of Experiments on Standard Two-Class Datasets

The experiment shows that our algorithm is very suitable for low-dimension data clas‐
sification. Table 1 gives information of the dimensionality of each dataset and the size
of the samples. It can be observed that the dimensionalities of these datasets are very
low. If the classification quality is not satisfactory in the original space, it will be signif‐
icantly improved by projecting the original data into a high-dimension space through
nonlinear function 𝜙. Table 2 shows that our method has considerably higher classifi‐
cation accuracy than INNC [12] and LRC [13].
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Table 1. Two-class datasets

Datasets Number of
training
datasets

Number of test
datasets

Dimensionality

Banana 400 4900 2
Heart 170 100 13
German 700 300 20
Image 1300 1010 18
Thyroid 140 75 5
Diabetes 468 300 8
Titanic 150 2051 3

Table 2. Classification accuracy (mean value ± standard deviation)

Dataset Our method INNC LRC
Banana 83.87 ± 0.74 51.77 ± 5.97 60.45 ± 2.20
Heart 81.53 ± 2.93 61.37 ± 4.69 61.31 ± 5.22
German 72.03 ± 1.80 63.74 ± 2.72 70.21 ± 2.04
Image 95.71 ± 0.39 75.52 ± 1.54 74.59 ± 2.48
Thyroid 94.16 ± 1.69 29.96 ± 4.42 29.79 ± 4.45
Diabetes 74.57 ± 2.00 52.01 ± 3.53 64.47 ± 2.57
Titanic 65.75 ± 1.31 45.11 ± 9.10 63.76 ± 2.73

4.2 Results of Experiment on Face Databases

This part presents the results of the experiment that apply our method to ORL and YALE
face databases. The results are compared with those of experiments respectively using
nearest neighbor line (NNL) [14], center-based nearest neighbor classifier (CBNN) [15],
nearest neighbor classifier (NNC) [1] INNC and large-margin nearest neighbor classi‐
fiers via sample weight learning (L-SWL) [16].

ORL face database contains 400 face photos of 40 different persons, 10 for each.
The photos of each person are taken in different time and under different light conditions,
and they show different facial expressions. In our experiment, each photo is cut into the
size of 46 × 56 pixels. YALE face database contains face photos of 11 persons, 15 for
each. These photos show different facial expressions, such as normal, sad, happy,
amazed, and so on. Figure 1 shows the photos of a person in ORL (a) and YALE (b),
respectively.

In the experiment on ORL face database, two evaluation programs are used. Program
1 is to select the first six photos of each person as the training samples, and the remaining
are test samples. Program 2 is to select 5 photos of each person as training samples, and
the others are test samples. By the same token, two evaluation programs are used in
YALE face database experiment. Program 1 is to select the first six photos of each person
as training samples, and the remaining are test samples; program 2 is to select the first
7 photos of each person as training samples, and the left as test samples.
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(a) ORL

(b) YALE

Fig. 1. Sample face photos of ORL and YALE face databases

Tables 3 and 4 show that our method is better than others. In particular, Table 4
indicates that our method has considerably improved classification accuracy, while
CBNN, NNL, NNC and L-SWL have the same relatively lower classification accuracy.
In evaluation programs 1 and 2, the classification accuracy of our method is 2.22% and
3.34% higher, respectively.

Table 3. Classification accuracy in ORL face database (𝜇 = 0.5)

Evolution
program

Our algorithm INNC CBNNC NNL NNC L-SWL

Program 1 96.63% (1.0e6) 94.60% 93.13% 93.75% 95.00% 88.75%
Program 2 96.00% (1.0e7) 92.50% 88.50% 92.00% 91.50% 74.50%

Table 4. Classification accuracy in YALE face database (𝜇 = 0.01)

Evolution
program

Our algorithm INNC CBNNC NNL NNC L-SWL

Program 1 96.78% (1.0e9) 95.56% 95.56% 95.56% 95.56% 95.56%
Program 2 97.67% (1.0e7) 86.67% 93.33% 93.33% 93.33% 93.33%

5 Conclusion

This paper proposes a nearest neighbor representation classification algorithm in feature
space, which extends nearest neighbor classification to nonlinear space. When dealing
with low-dimension data, traditional representation-based classification may undergo
loss of classification performance. This paper solves this problem by making use of
kernel function. In particular, our method has outstanding classification performance in
two-type datasets.
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Abstract. Many aesthetic QR code algorithms have been proposed. In this
paper, a new aesthetic QR code algorithm, based on salient region detection and
Selectable Positive Basis Vector Matrix (SPBVM), is proposed. Firstly, the
complexity of texture features are added to calculate the saliency values, based
on the existing salient region detection algorithm. According to the saliency
map, the important area of the image is preserved for the subsequent beautifi-
cation operation. Then, the appropriate basis vectors are selected by using the
proposed SPBVM according to the acquired salient region, and the salient
region is displayed completely by XOR operation which is performed by the
generated original QR code and the selected basis vectors. Finally, the aesthetic
QR code is obtained by combining the background image and the original QR
code. The results show that the pro-posed algorithm can produce more accurate
salient area and have more pleasant visual effect.

Keywords: Aesthetic QR code � RS code � Salient region detection
Selectable Positive Basis Vector Matrix � XOR operation

1 Introduction

QR code is a kind of two-dimensional code which has the characteristics of high error
tolerance level, wide range of encoding information types as well as convenient and
fast reading speed. The traditional QR code is composed of black and white modules,
which all have single color and poor visual effect. Therefore, many researchers have
focused on the algorithm of aesthetic QR code in order to solve the above problems.

The current aesthetic algorithms can be grouped into two categories. The first
category modifies the color or shape of the module in the original QR code to achieve
the beautification effect [1]. The results are shown in Fig. 1.

The algorithms in second category consider the fusion of the original QR code and
background image to enhance the visual effects. Because the QR code is encoded by
the coding mechanism of RS code, the algorithm can be divided into two kinds of
algorithms according to the characteristics of RS code [2, 3].
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The first kind of algorithms make use of the error correction coding mechanism of
RS code [4–6, 9]. The effect pictures are shown in Fig. 2.

The second kind of algorithms uses the XOR characteristic of RS code [7, 8] to
beautify the QR code. The effect pictures are shown in Fig. 3.

Although the above algorithms have implemented the visual appearance of the
traditional QR code. But the selected images for aesthetic QR code is relatively simple,
the algorithms cannot be well applied to the background image with multiple salient
regions.

Considering the above disadvantages, a new algorithm is produced as follows.

(1) A salient region detection algorithm is proposed to obtain a saliency map which is
more suitable for the aesthetic QR code. The complexity of texture features is
calculated by the Gray Level Co-occurrence Matrix (GLCM) and added into the
salient region detection algorithm of Xu et al. [10], and the saliency map can be
obtained more accurately.

(2) SPBVM is constructed according to the saliency map from Positive Basis Vector
Matrix (PBVM), which can be used to realize the flexible replacement of regions.

Fig. 1. Modifying the color or shape of the module.

(a) The effect pic-
ture of [4]

(b) The effect pic-
ture of [5]

(c) The effect pic-
ture of [6]

(d) The effect pic-
ture of [9]

Fig. 2. The aesthetic QR codes of different algorithms.

(a) The effect picture of [7] (b) The effect picture of [8] 

Fig. 3. The aesthetic QR codes of different algorithms.
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Due to the basis vectors corresponding to the code words in data area are
redundant in the process of the Gauss Jordan Elimination. Therefore, based on the
saliency map, some positive basis vectors can be selected to form SPBVM, and
the associated Reverse Basis Vector Matrix (RBVM) can be obtained by Gauss
Jordan Elimination. Finally, the display of salient region is retained as much as
possible.

2 The Proposed Algorithm of Aesthetic QR Code

Given a background image IO, we intend to make the salient region of IO in the
aesthetic QR code IR be fully displayed, and not affect the decoding rate. Firstly, the
salient region of the selected background image IO is obtained by the improved salient
region detection algorithm. The complexity of texture features in background image is
added to calculate the saliency values, and the saliency map ISAL is generated. Then the
binary image with closed area IBIN is obtained by dilation and erosion algorithm. It is
convenient for the selection of basis vectors. Secondly, the proposed SPBVM is used to
generate the initial aesthetic QR code. According to the extracted salient region, the
result of RBVM IRR is generated by XOR operation between IBIN and the selected basis
vectors which include in the SPBVM. Finally, the aesthetic QR code IR is generated by
the synthetic strategy with IRR and IP. Figure 4 shows the flowchart of the proposed
aesthetic algorithm.

QR Code(IQ) Result of 
PBVM(IRP)

Original 
Image(IO)

Preprocessed 
Image(IP)

Result of 
RBVM(IRR)

Result of QR 
Code(IR)

Gray-scale
 Transformation

SPBVM

Synthetic
 Strategy

Gray 
Image(IG)

Preprocessing of
 salient region

 detection

Saliency 
Map (ISAL)

Binary 
Image (IBIN)

Binary map 
with 

dilation
 and erosion
algorithm

Preprocessing

Luminance mean
>

threshold?
Y

N

Saliency-Gray 
Image (ISG)

Adding the complexity 
of texture features to 

calculate saliency values

PBVM

Fig. 4. Flowchart of the proposed algorithm.
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2.1 The Improved Salient Region Detection Algorithm

In the previous works, without taking into account of the salient region of the back-
ground image, there are black and white modules in the salient area of the final results.
Therefore, the salient region detection algorithm is added to the aesthetic QR code
algorithm in this paper.

In this paper, the salient region detection algorithm is improved on the basis of Xu
et al. [10] and Cheng et al. [11]. In the previous algorithm, the brightness variation of
the elements is taken into account. However, it ignores the situation where the
brightness of the non-salient region changes greatly, the non-salient region is misla-
beled as a salient region, resulting in inaccurate detection results. Considering that the
salient region has richer texture, the texture in non-salient region is however relatively
simple and smooth. Therefore, by adding the complexity of texture features in each
region, the more accurate salient region can be achieved.

The description of the complexity of texture features. The Gray Level Co-
occurrence Matrix (GLCM) [12–15] is used to calculate the complexity of texture fea-
tures. Five texture parameters (energy, entropy, contrast, homogeneity, correlation) are
selected in the salient region detection algorithm, and the saliency map can be applied to
the aesthetic QR code. The complexity of texture features is calculated the Eq. (1).

Gcom
Rk

¼ a1 � Energyþ a2 � Entropyþ a3 � Contrastþ a4 � Homogeneity
þ a5 � Correlation

ð1Þ

In the Eq. (1), a1, a2, a3, a4 and a5 denote the weight coefficients, which are
calculated based on the BP neural network in Chen et al. [16]. Energy represents the
distribution of grayscale image and the thickness of the texture, in Eq. (2). Entropy
represents the amount of information in the image, in Eq. (3). Contrast reflects the
comparison of the brightness between a pixel value and its neighborhood pixel values,
in Eq. (4). Homogeneity represents the local changes of the texture, in Eq. (5). Cor-
relation represents the conformity of the texture in different directions, in Eqs. (6–10).

Energy ¼
Xn
i¼1

Xn
j¼1

Gði; jÞ2: ð2Þ

Entropy ¼ �
Xn
i¼1

Xn
j¼1

Gði; jÞ log2 Gði; jÞ: ð3Þ

Contrast ¼
Xn
i¼1

Xn
j¼1

ði� jÞ2Gði; jÞ: ð4Þ

Homogeneity ¼
Xn
i¼1

Xn
j¼1

1=ð1þði� jÞ2Þ � Gði; jÞ: ð5Þ
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Correlation ¼
Xn
i¼1

Xn
j¼1

ðði � jÞGði; jÞ � u1u2Þ=s1s2: ð6Þ

Where

u1 ¼
Xn
i¼1

Xn
j¼1

i � Gði; jÞ: ð7Þ

u2 ¼
Xn
i¼1

Xn
j¼1

j � Gði; jÞ: ð8Þ

s21 ¼
Xn
i¼1

Xn
j¼1

Gði; jÞ � ði� u1Þ2: ð9Þ

s22 ¼
Xn
i¼1

Xn
j¼1

Gði; jÞ � ði� u2Þ2: ð10Þ

The flowchart of salient region detection algorithm. The improved salient region
detection algorithm is described in details as follows:

Step 1: The background image has to be preprocessed. The luminance mean of the
image is calculated to compare with the fixed threshold. If the luminance mean is
greater than the threshold, the image will be converted to grayscale image.
Step 2: The image is divided into different regions by the segmentation algorithm.
Step 3: The complexity of texture features is calculated as a detection factor of the
salient region.
Step 4: The salient values are mapped to each pixel of the corresponding region.
Step 5: The binary map of salient region is obtained by Otsu’s method [17], and
then the dilation and erosion algorithms are used to get a closed area.

The saliency values are calculated by the Eq. (11).

SðRkÞ ¼ Gcom
Rk

LRk

X
rk 6¼ri

eDsðRk ;RiÞ=�r2s wðRiÞDRðRk;RiÞ: ð11Þ

Here, Gcom
Rk

is the complexity of texture features. LRk is the brightness variation of
the elements. DsðRk;RiÞ indicates the spatial distance between different regions. wðRiÞ
represents the weight of the region, determined by the number of pixels. DRðRk;RiÞ
represents the color distance between the regions.

The comparison between the improved salient region detection algorithm and Xu’s
algorithm in [10] is shown in Table 1.
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2.2 The Generation of SPBVM

In order to display the salient region as much as possible, we propose the concept of
SPBVM.

Distribution and characteristics of RS code. The RS code can be divided into two
parts: data area (the length is k) and parity area (the length is t), the total length of a RS
code is n. Among them, the area for storing the input information is called as valid data
area (the length is m), and a terminator is added after the information sequence, the
code words after the terminator is called as invalid data area (the length is k-m). The
information stored in the invalid data area has no effect on decoding, so it is often
modified to display the background image in the algorithm of aesthetic QR code.

The distribution of RS code in QR code is shown in Fig. 5.

In [2, 3], Cox et al. have proved that the RS code has two important characteristics.
(1) The input information can be obtained directly in the encoding procedure;
(2) The XOR operation can be performed in RS code. That is, two different RS codes
are transformed into a new RS code by XOR operation.

PBVM and RBVM. RS encoding is closed under XOR and the concept of basis
matrix are proposed in [2, 3]. The modification of data area is achieved by the closed of
RS encoding. The idea is improved by introducing the optimization fusion strategy in
[8]. We extend the idea and propose the data area is modified by PBVM and RBVM is
used to modify the parity area.

Table 1. The comparison of different salient region detection algorithms

Background
image

Saliency map of
[10]

Binary image
of [10]

Saliency map of
our algorithm

Binary image of
our algorithm

m Valid Data Bits t Parity Bits

k-m Invalid Data Bits

Fig. 5. The distribution of RS code in QR code.
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First of all, the positive basis vector bi is constructed with the former k data bits and
the latter t parity bits, only the ith bit is 1 in the data bits, the other bits are 0, and the
t bits are the corresponding parity bits of RS code. Each basis vector is a valid RS code
where 1 � i � k. The all positive basis vectors bi are represented in Fig. 6.

The PBVM is constructed by the positive basis vectors, which is used to modify the
data area of RS code. It can be expressed like Eq. (12).

PBVM ¼
b1
b2
..
.

bk

0
BBB@

1
CCCA ¼ Ik j Pð Þ: ð12Þ

PBVM !
Row

Transformation
R j It

..

.

0 � � � 0

0
B@

1
CA: ð13Þ

Where Ik is the kth unit matrix, P with size k * t is the corresponding matrix of parity
area. The PBVM in matrix is shown in Fig. 8(a).

By performing elimination operation which is similar to the Gauss Jordan elimi-
nation on the PBVM, the parity matrix P is simplified to the simplest echelon matrix by
row transformation, and the process is described in Eq. (13).

RBVM ¼
c1
c2
..
.

ct

0
BBB@

1
CCCA ¼ It j Rð Þ: ð14Þ

Q ¼
0; Ti\T0 \Ni ¼ 0;

�1; Ti [ T0 \Ni ¼ 0;
1; Ti\T0 \Ni ¼ 1;
0; Ti [ T0 \Ni ¼ 1:

8>><
>>:

ð15Þ

Data bitsParity bits

Fig. 7. The reverse basis vectors cj.

Data bits Parity bits

Fig. 6. The positive basis vector bi.
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Thus the RBVM is obtained, which is used to modify the parity area of RS code. It
can be expressed as follows in Eq. (14).

Where It is the tth unit matrix, R with size t * k is the corresponding matrix of data
area. The RBVM is shown in Fig. 8(b).

The structure of RBVM is similar to PBVM, each row is a reverse basis vector cj
where 1 � j � t. cj indicates that the jth bit is 1 in the parity bits and the rest bits are
0. The reverse basis vector cj is represented in Fig. 7.

On the basis of the above works, the XOR operation can be performed on the
encoded information stream with the generated basis vector matrixes, PBVM and
RBVM. It is possible to control only one bit to be modified without changing the other
bits. Once the data bit (or parity bit) changes, the corresponding parity bits (or data bits)
remain updated simultaneously, so that the result is still a valid RS code without
affecting the decoding rate.

The proposed SPBVM. The proposed algorithm will select part of basis vectors in
PBVM to construct the SPBVM, and the RBVM which generated by the SPBVM is
more suitable for the fusion of background image.

In QR code, the length of data bits k is much larger than the length of parity bits t,
so it is possible to select parts of basis vectors (bi1, bi2…bij…bil, where il > t and
1 � ij � k) to participate in the elimination process. Therefore, a matrix called
SPBVM is composed of the partial basis vectors selected from all basis vectors.
According to the characteristics of human vision, the salient regions of background
image are not expected to be modified. Therefore, the selection scheme of SPBVM
combined with the salient region detection algorithm is proposed. First, the salient
region detection is carried out. Then the corresponding basis vectors which is not in the
salient region is selected to form SPBVM.

A simple example of the selection of basis vectors in SPBVM is shown in Fig. 9.
(a) The original QR code is obtained, and the circle is the salient region. (b) Showing
the details of the modification where the modified bit is represented by red box at the
upper-left, and the affected code words are represented by red blocks. (c) The result of
modifying one bit in parity area of (a). (d) Showing the details of the modification on
the basis of (b). All the bits in selectable basis vectors are modified, and the modified
bits are represented by red boxes, the affected code words are represented by blue

(a) PBVM (b) RBVM 

Fig. 8. PBVM and RBVM
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blocks. (e) The result of modifying all the selectable bits. From the experimental
results, we can see that the code words which affected by the modified bits all lay in the
non-salient region.

2.3 The Synthetic Strategy

To improve the visual quality after the above-mentioned operations, the synthetic
strategy, which is proposed in [6], is used to achieve the fusion of background image
and the QR code. The equation is described in (15). Where Q = 0 represents that the
module is replaced completely by the background image. Q = −1 or 1 represents that
the central area of the module is replaced by the corresponding area of the QR code, the
other area of the module is replaced by the background image. And Ti represents the
gray average value of the gray block, T0 represents the binary threshold, Ni represents
the module of QR code, Ni = 1 is the white module, and Ni = 0 is the black module.

3 Experimental Results

A dataset containing 100 images with different styles is ready for experiments. The
message embedded into each QR code is “hello”. For all the aesthetic QR codes, the
version number is 5 and error correction level is L, and some results generated by our
method are shown in Table 2.

(a). The original QR code. (b). The details of modify-
ing one bit.

(e). The result of modifying 
all the selectable bits.

(c). The result of modify-
ing one bit.

(d). The details of modifying 
all the selectable bits.

Fig. 9. The application of SPBVM.
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3.1 Comparison Results with and Without Salient Region Detection

In this paper, an aesthetic QR code generation contrast experiment, with salient region
detection and without salient region detection are designed. The experimental results
are shown in Table 3.

Table 2. The aesthetic QR code generated by our algorithm

Table 3. The generation of aesthetic QR codes with and without saliency region detection
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3.2 Correctness of QR Code Decoding

We evaluated the correctness of decoded messages on three different mobile devices
(HUAWEI Honor 7, MI 5, iPhone 6) with three various QR code decoders (Wo Cha
Cha, WeChat, Qrcode Scanner). The images in Table 2 which are generated by our
algorithm are used to calculate the decoding rates. The results are reported in Table 4.

3.3 Comparison of Different Aesthetic QR Code Algorithms

To evaluate the performance of our algorithm, we compare our aesthetic QR code
algorithm to those in [6, 8]. The generated QR codes are presented in Table 5.

Table 4. Decoding rates on different mobile devices.

Mobile phone APP Decoding rates

HUAWEI Honor 7 Wo Cha Cha 100%
WeChat 100%
Qrcode Scanner 100%

MI 5 Wo Cha Cha 100%
WeChat 92%
Qrcode Scanner 100%

iPhone 6 Wo Cha Cha 100%
WeChat 100%
Qrcode Scanner 100%

Table 5. The aesthetic QR codes generated by different algorithms.

[6] [8] Ours
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4 Conclusion

In the algorithm, we make full use of the XOR characteristics of RS code, without
sacrificing the error correction capacity of RS code. According to the acquired salient
region, the basis vectors are selected from PBVM to form SPBVM. The associated
RBVM can be conducted by carrying out the operation like Gauss Jordan elimination
on SPBVM. The replacement in parity area with the RBVM generate the black and
white modules which do not lie in the salient region. Experimental results show that the
proposed aesthetic QR code algorithm can achieve a better visual effect.
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Abstract. A compact cat swarm optimization algorithm (cCSO) was proposed
in this paper. it keeps the same search logic of cat swarm optimization (CSO),
i.e. tracing mode and seeking mode, on the other hands, cCSO inherits the main
feature of compact optimization algorithms, a normal probabilistic vector is used
to generate new individuals, the mean and the standard deviation of the prob-
abilistic model could lead cats to the searching direction in next step. Only a cat
is adopted in the algorithm, thus, it could run with modest memory requirement.
Experimental results show that cCSO has better performance than some compact
optimization algorithms in some benchmark functions test. The convergence
rate is also a highlight among compact optimization algorithms.

Keywords: Compact optimization � Cat swarm optimization
Normal probabilistic model � Memory saving � Differential factor

1 Introduction

Recently, compact optimization algorithms have got a rapid development. Georges
R. Harik et al. proposed a novel compact genetic algorithm (cGA) [1] in 1999. It
represented the population by using a probability distribution based on the set of
solutions and runs with less memory than the simple GA. A real-valued Compact
Genetic Algorithm (rCGA) [2] was presented for Embedded Microcontroller Opti-
mization in 2008, instead of processing a real population, it first time employed a
normal probability vector to generate a real-valued solution directly, and parameters of
probability vector could be updated with specified rules, these updating rules could
help genetic algorithm speed up the convergence rate and reduce large memory. Based
on the same probability vector updating rules, Compact Differential evolutionary
algorithm was designed in 2011 [3] by Ernesto Mininno et al. It uses the mutation and
crossover typical of differential evolution to implement its search task. And this modest
memory requirement makes the cDE algorithm have the ability to be embedded in
some small computational power equipment [4]. After cDE, Ernesto Mininno et al.
proposed the compact Particle Swarm Optimization algorithm [5] in 2013. After a
solution (particle) Generated from the probability vector, a particle retains the search
logic typical of Particle Swarm Optimization (PSO) algorithms [6] and begins to seek
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S.-L. Peng et al. (Eds.): SICBS 2017, AISC 733, pp. 33–43, 2018.
https://doi.org/10.1007/978-3-319-76451-1_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76451-1_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76451-1_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76451-1_4&amp;domain=pdf


for the best solution; it has good performance compared with other memory-saving
algorithms. And it also suits for embedded micro-equipment.

As a new member of the bio-inspired swarm optimization algorithm, Cat Swarm
Optimization algorithm (CSO) [7] was proposed by Chu et al., it showed a new
cooperation searching logic which is tracing searching mode and seeking searching
mode to solve continuous optimization problems. Tsai et al. developed CSO and
presented a parallel cat swarm optimization (PCSO) algorithm [8] in 2008. Since then
CSO were used widely to solve continuous optimization problems [9, 10].

CSO is a population-based optimization algorithm. And large memory usage is
required. But in some special applications, such as micro-robot [11, 12], hardware and
computation power are still limited. Based on these requirements, and inspired by
cPSO, a compact cat swarm optimization algorithm (cCSO) was proposed in this paper.
It also employs a probability model to generate new individuals; a novel differential
factor was adopted in seeking mode. Experimental results show that cCSO algorithm
has good performance and convergence rate compared with its population-based ver-
sion and other compact optimization algorithms.

The remainder of this paper is organized as follows. Section 2 introduces sampling
mechanism for Compact Optimization algorithms and cat swarm optimization.
Section 3 derives the compact cat swarm optimization, Sect. 4 shows and analyzes the
experimental results. Finally, conclusions are summarized in Sect. 5.

2 Related Work

In this section, the sampling mechanism of the compact algorithms with real-value
encoding was presented in detail, and CSO was described in Sect. 2.2.

2.1 Virtual Population and Sampling Mechanism

As mentioned above, the main feature of the compact algorithm is population-less, A
great deal of individuals would be generated in the whole evolutionary process. But in
compact algorithms [1–3], the population is virtual. The virtual population is a prob-
abilistic model of solutions statistic description instead of an actual population of
solutions. Generally, normal probabilistic distribution model is employed to generate
individuals. The model is named Perturbation Vector, and we indicated this vector with
PV , The mean and the standard deviation are parameters of this model. Parameters are
updated that it could get higher performance solution in the next step, it is encoded with
a n� 2 matrix in real-valued problems [8], and it is shown as formula (1):

PVt ¼ ½lt; rt� ð1Þ

Where l and r are respectively mean and standard deviation values of the corre-
sponding Gaussian PDF of individuals. And the apex t is iteration generations.

In order to solve problems in different domains, without loss of generality, each
variable should be normalized in the interval [–1, 1]. Thus, the Cumulative Distribution
Function (CDF) for the corresponding PDF will be less than 1, there will be a error
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between the real value and the truncated value of each variable to the corresponding
CDF value, then potential solutions which located out of the interval [–1,1] are needed
to mapping to the interval [–1, 1], in order to solve this problem, an error function [13]
was introduced, see formula 2.

erf(x) =
2ffiffiffi
p

p
Zx

0

e�t2dt ð2Þ

The PDF for truncated variable x could be presented as formula 3.

PDFðtruncNormðxiÞÞ ¼
ffiffi
2
p

q
e
�ðxi�uiÞ2

2ðriÞ2

riðerf ðui þ 1ffiffi
2

p
ri
Þ � erf ðui�1ffiffi

2
p

ri
ÞÞ ð3Þ

And the corresponding CDF is described by formula 4,

CDFðPDFðxÞÞ ¼
Zb

a

PDFðxÞdx ð4Þ

When a CDF value is generated by the CDF function, the corresponding variable x
could be got by computing the inverse function of the CDF. And the computed variable
x is required. The entire sampling mechanism is shown as Figs. 1 and 2.
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Fig. 1. The Gaussian probability distribution function curve
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2.2 The Perturbation Vector Updating Rule

The Perturbation Vector of the virtual population is used to generate a new designed
variable for the solution, we update the l and r to expect to generate better solution for
the problem. And the updating rule for PV is given in formula (5) and (6).

utþ 1½i� ¼ ut½i� þ 1
Np

ðwinner½i� � loser½i�Þ ð5Þ

rtþ 1½i� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðrt½i�Þ2 þðut½i� � utþ 1½i�Þ2 þ 1

Np
ðwinner½i� � loser½i�Þ

s
ð6Þ

In formula (5) and (6), where Np is virtual population size. Normally, i is the
dimension of the designed variable x. The details about formula (5) and (6) are
interpreted in [2], winner and loser are two important vectors. It will be discussed in
the Sect. 3.

2.3 Cat Swarm Optimization

Inspired by the behavior of cats capture their prey, Chu et al. presented the cat swarm
optimization (CSO) algorithm [7] in 2007, in CSO, it employs cats to portray the
solution sets. Each cat has two kinds of behaviors, which models into two modes,
namely, seeking mode and tracing mode, a group of cats use cooperate to look for the
best solution under a suitable proportion; it could get a good performance by this
cooperation method. The details about CSO are presented in this section.
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Fig. 2. The sampling mechanism
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2.3.1 Seeking Mode
When cats in seeking mode, they will look around and only adjust their position
slightly, and seek for the optimal opportunity to capture the prey. The algorithm used
the following procedure to implement this function.

Firstly, each cat will duplicate its own position five times, these positions will be
memorized in a seeking memory pool (SMP), then each value in SMP will be changed
slightly by a mutagenic operator, a dimension of designed variable x½i� could be
selected to mutate, and the variation range can’t be out of a fixed value, which was
decided by SRM. And another parameter CDC will determine that how many
dimensions of the solution will be mutated. The mutation operation will be presented as
formula (7):

x½i� ¼ x½i� þDx½i� ð7Þ

The cat will select a point in SMP with best fitness to update its position.

2.3.2 Tracing Mode
When cats are in tracing mode, their behavior will be simulated to the particle in PSO
algorithm, each cat traces the cat with the global best position to update its own
velocity and position. However, cats approach the global best value quickly by learning
from the group experience of the whole cat populations. And this update rule could
speed up the convergence rate.

The updating rule of tracing mode could be presented as formula (8) and formula (9).
The combination of seeking mode and tracing mode could ensure that the cat

swarm optimization algorithm convergence quickly and prevent the solution from local
optimum.

Vk t þ 1ð Þ ¼ x � Vk tð ÞþC � rand � ½Xgbest tð Þ � xk tð Þ� ð8Þ

Xðtþ 1Þ ¼ XðtÞþVðtþ 1Þ ð9Þ

Xgbest is the best position of the cat with the best fitness; xk is the position of catk. t is
the iteration generations. And C is a constant and rand is a random number in the
interval [0, 1].

Cats in seeking mode will select a position with the best fitness, and cats in tracing
mode also will generate a cat with global best fitness, these two cats would be com-
pared and the one with best fitness will be used to update the global best individual
Xgbest. When iterations meet the termination condition, the final Xgbest is the solution for
the problem.

3 Compact Cat Swarm Optimization Algorithm

A compact cat swarm optimization algorithm (cCSO) was proposed in this section, the
same to existed compact algorithms, a perturbation vector PV with normal distribution
probabilistic model is used. All designed variables x will be normalized to the intervals
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[–1, 1]. Only a cat is adopted in cCSO, and it also has two modes, one is seeking mode
and the other is tracing mode. The details would be presented in this section.

3.1 Initialization and Perturbation Vector Updating Rules

In initialization phase, the mean l½i� of each dimension of designed variable are
assigned 0, and standard deviation r½i� are assigned 10. Means l½i� standard deviations
r½i� are updated according to formula (5) and (6). There are two very important vectors
winner and loser. Obviously, l and r are updated by a factor 1

Np
ðwinner � loserÞ, the

vector ðwinner � loserÞ is indicator for local best solution for the next iteration. It
could be seen in Fig. 3.

3.2 Seeking Mode

When the cat is in seeking mode, it only updates the position of cats, the formula (9)
will be implemented in CSO algorithm, in cCSO, the updating rule is different from the
formula (7) and was presented as formula (10).

x ¼ xþ 1
Np

ðwinner � loserÞ ð10Þ

In formula (12), the vector winner � loser could face all directions, maybe it has
the larger probability to approach the best position quickly.

Fig. 3. The interpretation for updating rule with winner and loser
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The number rate of cats in seeking mode and in tracing mode is set to 49:1 [8]. But
in proposed cCSO, only a cat is in seeking mode, in order to mimic the search logic of
the corresponding CSO algorithm, the updating rule will be implemented 49 times.

3.3 Tracing Mode

In tracing mode, the cat employed need to updating its position and velocity. And the
updating rule is similar to Particle Swarm Optimization algorithm [9]. The difference
between cCSO and PSO lies that cat only traces the global best position to update its
own velocity and position. The updating rules are seen in formula (8) and (9).

3.4 The Implementation Procedure and Details

In the proposed cCSO, the Perturbation Vector also be initialized firstly, see [10], and a
rand will determine the cat will go into seeking mode or seeking mode.

When the cat is in seeking mode, cat’s position will be changed by differential
factor (winner-loser), and cat’s position also is updated by winner, and, l and r would
be updated by, l and r each run. The final winner will be left to xgb, While the cat is in
tracing mode, it will be updated similar to cPSO. For the sake of clarity, the pseudo
code for cCSO is shown as Fig. 4.

4 Experimental Results and Analyze

In order to test the performance of the proposed cCSO algorithm, five test benchmark
numerical functions [11, 12] were employed in this paper. The set of test functions
contains the testbed from IEEE CEC 2008 [17]. It is shown as follows.

Shifted sphere function:

f1ðxÞ ¼
XD
i¼1

z2i zi ¼ x� o;D ¼ ½�100; 100� ð11Þ

Schwefel’s Problem:

f2ðxÞ ¼
Xn
i¼1

ð
Xi

j¼1

xjÞ2zi ¼ x� o;D ¼ ½�100; 100� ð12Þ

Shifted Ackley’s function:

f3ðxÞ ¼ �20e
�0:2

ffiffiffiffiffiffiffiffiffiffi
1
n

Pn
i¼1

zi

r
� e

1
n

Pn
i¼1

cosð2�pi�ziÞ þ 20þ e; zi ¼ x� o;D ¼ ½�32; 32� ð13Þ
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Shifted Griewank’s function:

f4ðxÞ ¼
Xn
i¼1

z2i
4000

�
Yn
i¼1

cosð ziffiffi
i

p Þþ 1 zi ¼ x� o; D ¼ ½�600; 600� ð14Þ

t=0;

initialization u and sigma;

random generate gbx , cat.x and cat.v

p=rand;

if (p>0.2) cat. Mode=seeking else cat. Mode=tracing

while (t<maxiteration)

if (cat. Mode=seeking)

{generate xlb from PV

cat.x(t+1) =cat.x(t)+c1*rand*(cat.x(t)-xlb)

[winner, loser] =compete(cat.x(t+1), xlb);

Updating u and sigma according to formula 1.5 and 1.6

Cat.x=winner;

[winner,loser]=compete(cat.x,xgb);

xgb=winner;}

Else {generate xlb from PV

Cat.v(t+1) =w* cat.v(t)+c2*r2*(xgb-cat.x(t)); Cat.x=cat.x+cat.v

[winner, loser] =compete(cat.x(t+1), xlb);

Updating u and sigma according to formula 1.5 and 1.6

[winner, loser] =compete(cat.x(t+1), xgb);

xgb=winner;}

t=t+1;

end while

Fig. 4. The algorithm flow chart for cCSO
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Shifted Rastrigin’s function:

f5ðxÞ ¼ 10nþ
Xn
i¼1

½z2i � 10 cosð2pziÞ�zi ¼ x� o;D ¼ ½�5; 5� ð15Þ

Considerate that cCSO is a development version of cPSO, we compared with PSO,
cPSO. And reference to paper [4, 17], parameters of compared algorithms are listed in
Table 1.

Experiments were implemented in MATLAB on a personal computer with a
Pentium(R) Dual-core E6600 CPU, 3.06GHZ, 2.96 GB RAM. The demo system is set
at windows XP platform.

In order to get fair comparison results, for each compared algorithm, all benchmark
functions were computed over 30 times.

This section is organized as follows: firstly, a summary for memory usage is listed
as Table 2. Then, comparison among different algorithms is presented. and finally,
results analysis for cCSO are summarized.

Table 1. Parameters list for all compared algorithms in this study

Algorithm Parameter Original paper Algorithm Parameter Original paper

CSO w = 0:9�0:4

Np¼ 40

c1 = c2¼ 2:0

[7] PSO /1 ¼ �0:2

/2 � 0:07

/3 ¼ 3:74

c1 ¼ c2 ¼ 1

Np ¼ 60

[18]

cPSO /1 ¼ �0:2

/2 � 0:07

/3 ¼ 3:74

c1 ¼ c2 ¼ 1

Np ¼ 300

[4] cCSO w ¼ �0:2

c2 ¼ 2:0

c1 ¼ 3:74

Np ¼ 300

Table 2. Memory employments for all compared algorithms

Algorithm Components Memory slots

cCSO Compact CSO based structure
1 sampling

5

cPSO Compact PSO based structure
1 sampling

5

PSO PSO structure 2NP

CSO CSO based structure 2NP
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4.1 Memory Usage for All Compared Algorithms

The proposed cCSO algorithm inherits the main feature of compact optimization
algorithms, it has modest memory requirement. Because it has the same PV structure,
the CSO also has the similar data structure to CSO, so the total memory usage is need
to store five solutions. The detail about each compared algorithm is listed as Table 2.

4.2 Comparisons for Convergence Result

Results in Table 3 shows that experimental results for cCSO and compared compact
algorithms. From Table 3, the proposed cCSO displayed a pretty good performance
than cPSO.

Based on the same PV to generate new individual, and the combination for two
searching logic method can help it get the more effectively solution.

5 Conclusion

This paper proposes a novel optimization algorithm, namely cCSO, this algorithm
employs the search logic of CSO with a virtual population, a probabilistic represen-
tation of the population is used to generate new individual and guide the search
direction for the next iteration. the algorithm could run with modest requirement and it
also could ensure that the searching of cats becomes more effectively. The experimental
results showed that it played a better performance cPSO. It fits to solve problems which
happen in environment with limited hardware.
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Abstract. Nowadays digital images are more and more easily to be modified or
tampered intentionally by most people due to the rapid development of powerful
image processing software. Various methods of digital image forgery exist, such
as image splicing, copy-move forgery, and image retouching. Copy-move is one
of the typical image forgery methods, in which a part of an image is duplicated
and used to replace another part of the same image at a different location. In this
paper, we proposed a block-based passive detect copy-move forgery detection
method based on local Gabor wavelets patterns (LGWP) with the advantages of
high performance texture analysis of Gabor filter and rotation-invariant ability of
uniform local binary pattern (LBP). Experiment results demonstrate the ability
of the proposed method to detect copy-move forgery and precisely locate the
duplicated regions, even when the forgery images are distorted by JPEG compres‐
sion, blurring, brightness adjustment and rotation.

Keywords: Copy-move forgery · Image forgery detection
Local Gabor wavelets patterns (LGWP)

1 Introduction

Due to the rapid development of powerful image processing software, digital images
are more and more easily to be modified or tampered intentionally by most people. Copy-
move is one of the typical image forgery methods, in which a part of an image is dupli‐
cated and used to replace another part of the same image at a different location.

Image forgery detection is to detect whether if an image is affected by some kind of
manipulations such as copy or move, image splicing and image touching. Image forgery
detection techniques can be broadly categorized into active and passive approaches. The
active approaches embedded additional information in an image in advance and then
extracted that to discriminate its integrity. The most common methods are digital water‐
marks and digital signatures. The passive approach, on the other hand, is capable of
detecting image manipulation without priori information. Therefore, the passive
approaches are more practical in real-life applications.
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A common image forgery detection consists of four stages [1]. The first stage is
typically pre-processing, in which usually including color conversion and overlap or
non-overlap image partition. This stage is used to reduce the computation complexity
and increase processing efficiency. The second stage is feature extraction which is to
select representative image features for further discrimination. The third stage is to
match extracted features in the image and determine if it is manipulated. The matching
stage is either by block-based or keypoint-based. Finally, the results of tempered region
will be localized and displayed.

Copy-move forgery detection techniques can be categorized into block-based and
keypoint-based approaches. The block-based approach splits an image into either
overlap or non-overlap blocks. Then, the features are extracted from these blocks and
compared the similarity between blocks within the image. Generally, the feature extrac‐
tion techniques for block-based are in the form of frequency transform, texture and
intensity, and etc. Fridrich et al. [2] proposed the first block matching detection scheme
based on the discrete cosine transform (DCT). Popescu and Farid [3] proposed a copy-
move forgery detection method by using principal component analysis (PCA) instead
of DCT. Hsu and Wang [4], Lee [5] using Gabor wavelet features to extract image block
pattern information. Davarzani [6] et al. using multiresolution local binary pattern
(MLBP) to extract image block pattern information. These two pattern information are
known for their robustness to geometric distortions and illumination variations.

On the other hand, keypoint-based methods extract distinctive local features from
entire image. Each feature is presented with a set of descriptor produced within a region
around the features. Both features and descriptors in the image are classified and matched
to each other to find the forgery regions. The most popular keypoint-based approaches
are scale invariant feature transform (SIFT) [7, 8] and speed up robust features
(SURF) [9].

In this paper, we propose a passive copy-move forgery detection method based on
local Gabor wavelets patterns (LGWP). The image is converted into a gray-scale image
and divided into overlapping fixed-size blocks. The proposed LGWP descriptor is
applied to each block for local features extraction. The lexicographical sorting algorithm
is adopted to reduce matching time while comparing image blocks features. Finally,
regions of image forgery is detected through the identification of similar block pairs.

The remainder of the paper is organized as follows. In Sect. 2, the LGWP descriptor
is introduced, and Sect. 3 describes the proposed method. Section 4 present the results
of experiments and evaluate the performance of the proposed method. The conclusions
are presented in Sect. 5.

2 Local Gabor Wavelets Patterns

Gabor filters are well-known to be particularly appropriate for texture analysis due to
its similarity to those of the human visual system (HVS). Daugman [10] proposed the
2D Gabor functions by a series local spatial bandpass filters to accurate 2D space and
2D spatial frequency location. It is found that the 2D Gabor filter provide robustness
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against image brightness and contrast varying and now are being used extensively in
image processing applications such as iris recognition and fingerprint recognition.

The general form of a 2D Gabor filter is expressed as follows:

G𝜎,f ,𝜃(x, y) = g𝜎(x, y)exp[2𝜋 if (x cos𝜃 + y sin𝜃)] (1)

where

g𝜎(x, y) =
1

2πσ2 exp[−
(x2 + y2)

2σ2 ] (2)

and J =
√
−1, g𝜎(x, y) is the Gaussian function with scale parameter σ, f is the frequency

parameter, θ is the orientation parameter. Let I(x, y) denotes a grayscale image and
G𝜎,f ,𝜃(x, y) represent a Gabor filter. The Gabor magnitude output of an image I(x, y) is
obtained by convolution of each block with the Gabor filter until the entire image is
traversed. The magnitude responses M𝜎,f ,𝜃(x, y) of the Gabor filter can be computed as
follow:

M𝜎,f ,𝜃(x, y) =

√
C2

R
(x, y)𝜎,f ,𝜃 + C2

I
(x, y)𝜎,f ,𝜃 (3)

where C2
R
(x, y)𝜎,f ,𝜃 and C2

I
(x, y)𝜎,f ,𝜃 denote the real and imaginary components of the

discrete convolutions results of I(x, y) and G𝜎,f ,𝜃(x, y).
The local object appearance and shape can be characterized using the local magni‐

tude directions distribution. We define 𝜃k =
𝜋(k − 1)

n
, k = 1,… , n as the orientation k

in total n orientations. In most cases, one would use 2D Gabor filters with eight different

orientations. That is n = 8 and 𝜃k=1…8 =

{
0, 𝜋

8
, 2𝜋

8
, 3𝜋

8
,… , 7𝜋

8

}
. Suppose there are

total N sub-blocks in I(x, y), the average Gabor filter respond magnitude of all directions

in the same frequency and scale can be calculated as M
�̄�
(x, y) =

1
N

∑
M𝜃k

(x, y). The
orientation that corresponds to the strongest textural information point d(x, y) is defined
as follows

d(x, y) = arg maxk=1,…,n
{

M𝜃k
(x, y)

}
(4)

The local Gabor wavelets patterns LGWP(x, y) defined as follows:

LGWP(x, y) =

{
1, if

(
M𝜃k

(x, y) − M
�̄�
(x, y)

)
2mod(n−d,k) ≥ 0

0, otherwise
(5)

The modular operation in (5) is used to keep rotation-invariant textural information.
Suppose an image sub-block with k = 8 and M

�̄�
(x, y) = 100. Figure 1(a) shows the

Gabor filter respond magnitude of all 8 directions and the maxima magnitude is 167.
Figure 1(b) shows the LGWP code (10001010) using (5). Notice that all points of that
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Gabor filter respond magnitude greater than 100 are coded with 1. Figure 1(c) shows
the image sub-block rotated 90o and Fig. 1(d) shows the corresponding LGWP code
(10001010). It is obvious the LGWP code is efficient to locate the rotation and is robust
to resist such attack.

Fig. 1. Examples of LGWP code. (a) Original Gabor filter respond magnitude, (b) The LGWP
code of (a), (c) Gabor filter respond magnitude after rotated 90o, (d) The LGWP code of (c).

3 The Proposed Method

In the proposed method, original image first divided into overlapping blocks of a fixed
size, then the similarity of these blocks are detected, and finally displayed the possible
duplicated regions. A flow-chart of the proposed forgery detection method is shown in
Fig. 2.

Fig. 2. The flow-chart of the proposed algorithm.

3.1 Image Pre-processing

First, the color image is converted into the gray scale image I. Then the M × N grayscale
image I is divided into overlapping sub-blocks. Each block is denoted as Bij,
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Bij(x, y) = I(x + j, y + i) (6)

where x, y ∈ {0,⋯ , B − 1}, i ∈ {1,⋯ , M − B + 1}, and j ∈ {1,⋯ , N − B + 1}. Hence,
the grayscale image I is divided into (M − B + 1) × (N − B + 1) overlapping blocks.

3.2 Feature Extraction with LGWP

In this paper, we consider 8 directions for each block. In that, total 28 = 256 features can
be used to represent each block. To reduce computation complexity, we using so called
uniform patterns proposed by Ojala et al. [11] to extracted features from circular blocks
after LGWP features extraction. A local binary pattern (LBP) is called uniform if its
uniformity measure is at most 2. The 36 unique rotation invariant binary patterns that
can occur in the circularly symmetric 8 neighbors as shown in Fig. 3. By applying
uniform local binary pattern, the LGWP feature vector can efficient reduced from 256
to 36 and maintain rotation-invariant ability at the same time.

Fig. 3. The 36 unique rotation invariant binary patterns that can occur in the circularly symmetric
8 neighbors [11].

3.3 Matching Block Pairs

The matching techniques enhances the computational complexity during the search of
identical values in a large size image. For block-based image forgery detection, sorting,
hash, correlation and Euclidean distance are most common approaches [1]. In this paper,
we use the lexicographical sorting technique to detect potentially tampered region
through the adjacent identical pairs of blocks. The similar feature vectors are stored in
neighboring rows after lexicographical sorting, such that the features of duplicated block
pairs appear successively. The blocks were compared using Euclidean distance as
follows:

Bdistance

(
V̂i, V̂i+j

)
=

√(
xi − xi+j

)2
+
(
yi − yi+j

)2 (7)
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where (x, y) is the center of the corresponding block and ̂Vi, V̂i+j are sorted adjacent feature
vectors derivative from original feature vector Vi = (f1, f2, … , f36).

The more similar between blocks, the smaller value of Bdistance

(
V̂i, V̂i+j

)
 is calculated.

Hence, a predefine threshold Ts is given to indicate their similarity. We define (i) is the
smallest distance between the ith and the nearby features in vector V̂i lower than Ts as
follows:

D(i, 𝜎) = min{D(i;i − j),… , D(i;i − 1), D(i;i + 1),… , (i;i + j)} (8)

In addition, there is high possibility that the similarity of nearby blocks feature
vectors is very close. Thus, we compared only blocks in which the position distance
from other blocks exceeds distance threshold Td.

3.4 Post-processing

Generally, all detected blocks, including the original and forged blocks, are marked into
white (pixel value = 255) to generate the detection result. Figure 4(a) shows an example
of the early detection results with some distortion (marked in red circle). To obtain
accurate forgery regions, all blocks are further calculated their pairwise alike based on
the area of these blocks using 4-connected components labeling method. The difference
Fig. 4(b) shows the final detection results after post-processing from Fig. 4(a).

Fig. 4. Examples of detection results, (a) early results with distortions, (b) final results after post-
processing.

4 Experimental Results

In the experiments, the proposed method is evaluated using publicly available
CoMoFoD database [12]. The database consists of 260 forgery images with two different
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sizes 512 × 512 and 3,000 × 2,000. Here, we use the 512 × 512 size for all experiments.
Images are grouped into 5 groups of manipulation: translation, rotation, scaling, combi‐
nation and distortion. Different types of post-processing methods, such as JPEG
compression, blurring, noise adding, color reduction etc., are applied to all forged and
original images.

All experiments were performed on a personal computer with a 3.2 GHz CPU, 4 GB
memory, with MATLAB 8.5 environment. To illustrate the performance of the proposed
algorithm, we referenced correct detection ratio (CDR) indicates the performance of the
algorithm in terms of accurately locating the pixels of copy-move regions in the
tampered image defined as follows:

CDR =
The detected tampered region

The tampered region
(9)

At first, we test the detection performance without post-processing. Figure 5 shows
the example of detection results.

The statistical detection rates without post-processing for sub-blocks of various sizes
of 16 × 16, 32 × 32, and 48 × 48 are presented in Table 1. The proposed method performs
well in blocks sizes of 16 × 16 than other size because some portions of the forged
regions are so small that they cannot be detected when using larger block sizes. Thus,
we use the block size at 16 × 16 for further experiments.

The ability to resist post-processing attacks is fundamental to copy-move forgery
detection methods. The most common post-processing attacks are JPEG compression,
brightness adjustment, blurring and rotation. To evaluate the robustness and effective‐
ness of the proposed method in resisting above post-processing attacks, the experimental
results were compared with [5] in JPEG compression (quality factor = 20, 30, 50, 70,
90), brightness adjustment ([0.01, 0.95], [0.01, 0.90] and [0.01, 0.8]), Gaussian blurring
(σ2 = 0.005 and 0.0005) and rotation (0o, 2o, 20o, 45o, 60o, 90o, 150o and 180o) showing
in Table 2.

As shown in Table 2, the proposed algorithm achieved high correct detection ratios
for JPEG compression with a quality factor above 70 and also provides excellent robust‐
ness against changes in image brightness, as evidenced by the reliable detection perform‐
ance achieved in the [0.01, 0.8] range.

The forged images blurring using Gaussian blurring with standard deviation equals
0.005 and 0.0005. Both detection results are in high performance.

The case in which the forged images regions is copied, rotated and moved to another
position in the same image without distorting it using any other techniques. The dupli‐
cated regions are rotated by angles selected with 0o, 2o, 20o, 45o, 60o, 90o, 150o and
180o. Figure 6 shows the examples of image with different rotating angles. As Table 2
shows, the proposed method is robust against rotation attack at different rotating angles
and outperformed [5].
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Fig. 5. Detection results without post-processing (a), (d), (g) original image, (b), (e), (h) forgery
image, and (c), (f), (i) detection results.

Fig. 6. Examples of rotation attacks for a copy-move forgery region (a) original (b) 2° (c) 20°
(d) 45° (e) 60° (f) 90° (g) 150° (h) 180°.

Table 1. Copy-move forgery detection results of the proposed method without post-processing.

Block size CDR
16 × 16 0.991
32 × 32 0.974
48 × 48 0.967
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Table 2. Comparison of detection results of forged images by JPEG compression, brightness
adjustment, gaussian blurring and rotation.

Post-processing attacks The proposed method [5]
JPEG compression
(Quality factor)

90 0.975 0.970
70 0.910 0.920
50 0.862 0.840
30 0.570 0.520
20 0.350 0.320

Brightness adjustment [0.01, 0.95] 0.990 0.986
[0.01, 0.90] 0.990 0.975
[0.01, 0.80] 0.990 0.953

Gaussian Blurring (σ2) 0.005 0980 0.976
0.0005 0.958 0.946

Rotation angles 0o 0.991 0.988

2o 0.942 0.93

20o 0.830 0.12

45o 0.910 N/A

60o 0.810 0.09

90o 0.991 N/A

150o 0.840 N/A

180o 0.991 0.38

5 Conclusions

Image forgery detection is a rapidly growing research area, especially on passive techni‐
ques. Block-based approach is more popular approach due to its suitability with various
feature extraction techniques and the capability to achieve a high matching performance.
In this paper, we proposed a passive block-based image copy-move forgery detection
method based on local Gabor wavelets patterns (LGWP) with the advantages of high
performance texture analysis of Gabor filter and rotation-invariant ability of uniform local
binary pattern (LBP). Experiment results demonstrate the efficacy and robustness of the
proposed algorithm in detecting copy-move forgery, while forgery images is under JPEG
compression, brightness adjustment, blurring, and rotation.
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Abstract. We propose a hybrid intrusion detection approach to detect network
anomalies. The proposed approach uses a feature discrete method and a cluster
analysis algorithm to separate the training samples into two groups, normal and
anomaly groups, and then a new classification model is built to improve the
performance of the sub group classification. We discretize the features of
training samples by the method considering the interdependence between fea-
tures and labels. Class information is added into the attributes to enhance the
clustering results. For the anomaly group, several representative features are
selected to construct a classification model to improve the overall classification
performance. Two efficient machine learning algorithms, the Decision Tree
algorithm and the Bayesian Network algorithm, are adopted in our experiment.
The experiment results show that our method can increase both the normal and
anomaly detection rate, precision and accuracy. For the classification of new
types of modern attacks, our approach also can improve the overall accuracy.

Keywords: Intrusion detection system � Machine learning
Contemporary attack detection

1 Introduction

Network intrusion detection has been widely studied for past decades. In various types
of intrusion detection datasets, we concentrate on network flow based dataset analysis.
Mostly attributes in the network traffic are continuous values. The discretization
techniques transforms the continuous value into categorical value. This transformation
provides a different perspective for us to analyze the dataset. Garcia et al. [1] introduce
various discretization methods and show that some of them can improve the classifi-
cation accuracy. From the overall point of view to consider the intrusion detection
system. Garcia Teodoro et al. [2] present a survey of various techniques for anomaly
based intrusion detection. Buczak and Guven [3] provide a detail overview of cyber
security intrusion detection approaches and compare the pros and cons of various
techniques for both anomaly and misuse based intrusion detection issues.

1.1 Cluster Analysis

Clustering is a widely used anomaly detection method to divide the different behaviors
of groups [6, 7, 11–14]. Guo et al. [4] propose a two-stage architecture for anomaly
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detection. The first stage separates the data into normal and abnormal behavior by using
K-Means. The second stage uses KNN as the main machine learning algorithm. The
abnormal behavior is classified by an anomaly element and the normal behavior is
detected by a misuse element. This hybrid approach can effectively detect anomalies.
Om et al. [8] design a hybrid system combining K-Means and two classifiers, the KNN
algorithm and the Naïve Bayes algorithm, to reduce the false alarm rate in anomaly
detection. Al-Yaseen et al. [9] propose a multi-level hybrid intrusion detection system
for misuse detection. They use modified K-Means to obtain multiple clusters to con-
struct different SVM and ELM models for each class. Anita et al. [10] propos a hybrid
framework combining K-Means, KNN and Decision Table to improve the detection
results.

1.2 Feature Selection

There are two major categories of method for feature selection, i.e., wrapper based and
filter based. Wrapper based feature selections search the best performance feature
subset for a particular learning classifier. This method usually spends extremely high
computing time. Filter based feature selections evaluate feature subsets by computing
the attribute information, i.e., information gain, distance and correlation. Kaur et al.
[16] compare the performance of nine different feature selection methods for the
NSL-KDD dataset with the Naïve Bayes classifier. Desale and Ade [18] propose an
approach to intersect three different feature selection algorithms to discuss classification
results, i.e., correlation based feature selection with genetic search, information gain
with ranker and correlation attribute evaluator with ranker. Haq et al. [17] propose an
ensemble framework consisting of three feature selection algorithms and three machine
learning algorithms. They choose three different feature subsets for the three machine
learning algorithms respectively and vote the detection results to improve the final
detection performance. Pervez and Farid [19] propose a wrapper based like feature
selection algorithm for SVM classifier and the NSL-KDD dataset.

2 Methodology

We propose a new approach for intrusion detection systems to detect modern attacks.
The concept is using an enhanced machine learning model to improve the performance
of classification. As Fig. 1 shows, our approach can be roughly divided into the pre-
processing phase, the feature selection phase and the constructing classification model
phase.

2.1 Dataset

The UNSW-NB15 dataset [20] was created by using IXIA tool to extract contemporary
network activities contain both normal and new type of attacks in the Cyber Range lab
of the Australian Centre for Cyber Security (ACCS). The whole dataset has 2,540,044
records, which are directly captured from raw network traffics. It has 49 features with
two types of classes, attack categories and binary labels. The features involve five
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categories, namely flow features, basic features, content features, time features and
additional generated features. In recent network environment, nine up-to-date attack
activities are simulated, i.e., Generic, Exploits, Fuzzers, DoS, Reconnaissance, Anal-
ysis, Backdoor, Shellcode and Worms. Moreover, a training dataset and a testing
dataset are divided from the whole dataset by the collectors. The training dataset has
175,341 records and the testing dataset has 82,332 records. There is no duplicate
instance in these two datasets. 42 features are selected from the original features.

Compared to the previous intrusion detection dataset, KDD99, the UNSW-NB15
dataset has some important differences as follows. First, in UNSW-NB15, the training
dataset and the testing dataset have the same distribution and are statistically similar to
each other. Second, most of the features in UNSW-NB15 are different from KDD99,
even though they are extracted from the network flow. Last, UNSW-NB15 is more
difficult to analyze than KDD99 because normal traffics and contemporary abnormal

Fig. 1. The flow chart of the proposed approach
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traffics have extremely similar behavior. The difficulty of classification in UNSW-
NB15 was presented [20, 22]. On average, each machine learning algorithm on the
overall accuracy is reduced by about 10%. Many past intrusion detection methods may
not work in the contemporary network environment.

2.2 Discretization

Discretization is a kind of procedure for transforming a continuous attribute into a
nominal attribute. It can be divided into unsupervised types and supervised types.
Unsupervised discretization methods discretize attributes without using the information
of the class labels. Equal width (EW) and equal frequency (EF) are commonly used
unsupervised discretization algorithms. Supervised methods discretize attributes by
using the interdependence between attributes and class labels, i.e., Information Entropy
Maximization (IEM) and Maximum Entropy.

Class attribute interdependence maximization discretization (CAIM) algorithm [5]
is one of the supervised discretization methods. CAIM has two main considerations to
determine the discretization scheme. First, the discretization scheme should have a
minimum number of the discrete intervals. The other one is that the information loss
caused by the discretization process should be reduced to minimum. The value of
CAIM criterion is defined as:

CAIM C;DjFð Þ ¼
Pn

r¼1
max2r
Mþ r

n
ð1Þ

where C is the class variable in the sample, D is a discrete variable which we choose in
this round, F is the attribute under consideration, n is the number of discrete intervals,
r is an iteration variable of discrete intervals from 1 to n, maxr is the maximum value in
the r-th discrete interval among all classes and M+r is the total number of values
belonging to the r-th discrete interval.

The higher the value of CAIM criterion represents a better way to discretize the
attribute. The brief steps of CAIM are introduced as follows. In the beginning, the
maximum value and the minimum value of each attribute in the training dataset are
recorded. For each attribute, the inner boundary of the attribute is tentatively added as
the division point and the value of CAIM criterion is calculated. Each division
boundary is considered greedy until the largest value of CAIM criterion is found. We
determine the division boundary with the largest value of CAIM criterion as the best
discrete scheme.

In our experiment, binary labels, Normal and Attack are assigned to be discrete
class variables. We use the upper bound of discrete results as new value in each
attribute. An example of an instance before and after discretization is shown in Table 1.
The new instance values are still continuous types. However, this new values contain
the class information.
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2.3 Cluster Analysis

The main goal of cluster analysis is to group instances together based on the infor-
mation of attribute values. Instances within the same group are similar but not similar to
instances of other groups. K-Means is a centroid based approach to separate the sample
into K disjoint groups. The brief steps of K-Means are as follows. At first, K initial
temporary centroids are randomly given. The distances between instances and tem-
porary centroids are iteratively computed. Each instance selects the nearest temporary
centroid to group into K clusters. Then, new means for each cluster are recalculated to
replace the temporary centroids. Repeat assigning each instance to the group with the
closet cluster and recalculating the centroids until all centroids are not changed any-
more. There are many different measures for distance calculation. We choose the most
widely used measure, Euclidean distance. The formula for the Euclidean distance is:

Distance p; qð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1
qi � pið Þ2

q
ð2Þ

where p and q represent two meanings, one is two points in the Euclidean space and the
other one is two instances in the sample.

Continue with the previous step, the new format of the sample contains the class
information. Using this advanced information, two groups can be separated more
dissimilarly to each other. The results of clustering the training dataset with or without
applying CAIM are different. In the following sections, we take these two cases as
K-Means combined with CAIM and K-Means respectively.

2.4 Correlation Based Feature Selection

Because discrete values miss some information, it can cause poor classification results.
The values of each attribute are retransformed to the original values after clustering.
Then, we examine the sub samples belonging to the anomaly cluster. Some irrelevant
features that may lead to erroneous decisions are picked out. Only choosing important
features to improve the classification performance. We use correlation based method
with genetic search to select features.

Correlation based Feature Selection [15], CFS is a heuristic method that ranks the
importance of each feature. An excellent feature is defined by two criteria. First one is
that the feature is highly correlated with the class labels. The other one is that the

Table 1. Samples of raw training data and results of converting the data

Original instance
0.121478,6,4,258,172,74.08749,252,254,14158.94238,8495.365234,0,0,24.2956,8.375,30.177547,
11.830604,255,621772692,2202533631,255,0,0,0,43,43,0,0,1,0,1,1,1,1,0,0,0,1,1,0
New instance

59.9999890.121478,12.0,16.0,1468.0,2454.0,17241.37888,255.0,254.0,18843182.0,49025.00781,3.0,3.0,
84371.496,56716.824,1460480.016,289388.2697,255.0,4294958913.0,4294881924.0,255.0,0.000245,
0.0002035,3.45e-05,57.0,75.0,1.0,3915.0,15.0,0.5,10.0,6.0,2.0,9.0,0.5,0.5,0.5, 11.0,15.0,0.5
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feature should not be correlated with other features. In CFS, the formula for the feature
subset evaluation function is defined as:

Merit ¼ k � rcfffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kþ k � k � 1ð Þ � rff

p

where Merit is the score of a feature subset, rcf is an average relevant score between
features and classes and rff is an average relevant score between features and features.

After assigning scores to features, we have to search the most efficient feature
subset. There are a lot of search methods can choose to reduce feature subset, i.e.,
BestFirst, Greedy and Random. We select a powerful algorithm, genetic search in our
experiment. Genetic algorithms are widely used to solve global optimization problems
in various domains. Each possible feature subset is regarded as a chromosome and go
through four stages, namely the initialization stage, the selection stage, the crossover
stage and the mutation stage. In accordance with the natural selection process to obtain
the best solution. In our approach, we assign the maximum generated variable to 20 and
the crossover probability to 0.6. In K-Means combined with CAIM, four features are
selected, i.e., sttl, swin, smean and is_sm_ips_ports. These four features are important
to recognize attacks in the anomaly cluster. The number of features for constructing
machine learning model is reduced from 42 to 4. We can observe that four features are
related to the source configuration. On the other hand, sttl and swin are found when we
using K-Means without applying CAIM.

2.5 Machine Learning Algorithm

Two different classification algorithms are adopted to construct decision modules. We
choose two different based methods, entropy based algorithms and probability based
algorithms.

(1) Decision Tree

Decision Tree is a tree like structure. It uses attribute values to create rules and
expresses decisions. The leaves represent classifications and the branches represent the
attribute conditions cause the decisions. Each node is determined by computing the
information entropy of each feature. ID3 and C4.5 are the two widely used algorithms
to automatically construct Decision Tree models. We choose C4.5 because it is
modified from ID3 and it is improved several ID3 weak points. In C4.5, the gain ratio is
used to make decisions. The gain ratio is normalized the information gain. The attribute
with the highest gain ratio is selected to be branching criterion. We use J48 to construct
our Decision Tree model. J48 is a C4.5 implemented by Java in WEKA. In the previous
phase, four features are selected to establish the classification mechanism.

(2) Bayesian Network

Bayesian Network is a probabilistic graphical model. It considers the attributes and
their conditional dependencies. The concept of Bayesian Network is establishing a
directed acyclic graph. In the graph, the child node is identified to be dependent on their
parents. Compared with the Naïve Bayes algorithm, the Bayesian Network algorithm
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usually has better prediction. Because Naïve Bayes has a strong assumption, it assumes
that each condition is independent. This assumption is too unrealistic on many issues.
The drawback of Bayesian Network is that it is hard to determine the relationships
between attributes. It may be decided by expert knowledge or using complicated
algorithms. In our experiment, we used the simple estimator and the hill climber search
algorithm to construct our Bayesian Network model.

3 Implementation and Results

The whole experiments were conducted on an Ubuntu 14.04 LTS with Intel Core
i7-3770 K running at 3.5 GHz and 32 GB RAM. The implementation was coded using
the python language and machine learning algorithms of WEKA tool was applied.
PyCAIM is an open source code in python language. This project completely imple-
ment the CAIM supervised discretization. We import PyCAIM into our code to dis-
cretize the training dataset. WEKA is also an open source project, it contains numerous
machine learning algorithms for data mining. The algorithms can be used directly by
the tool or be imported from the Java code. We chose J48 to implement the Decision
Tree algorithm and BayesNet to implement the Bayesian Network algorithm.
The WEKA version used in our project is 3.8.0.

3.1 Evaluation Metrics

We use the following four metrics: (1) Detection rate: synonymous with true positive
rate, the ratio of attack correctly detected; (2) False alarm rate: synonymous with false
positive rate, the ratio of normal incorrectly detected; (3) Precision: the number of
instances detected as attack are correctly detected; (4) Accuracy: the number of normal
and attack instances that are correctly detected divided by the total number of samples.

3.2 Results with Cluster Analysis

Clustering is applied to separate the data into two groups. Figure 2 present the clus-
tering results. Cluster1 is regarded as the anomaly cluster. The result of K-Means
combined with CAIM reduces 5.5% of samples in the anomaly cluster. Most of them
are normal instances and they are classified into Cluster0. We can notice that the testing
dataset has similar clustering effects by applying CAIM as the training dataset.

3.3 Results with Enhanced Anomaly Model

According to clustering results, there are a total of 36351 instances in Cluster1. They
will be classified for binary classes (normal and attack) by our enhanced anomaly
model. In this section, we evaluate the performance of the enhanced anomaly model.
The same sub dataset is detected by the original model and the enhanced anomaly
model. The original model is built by all features and the entire training dataset. As
Table 2 show, in this sub dataset, the performance of the enhanced anomaly model is
better than the original model. The original Decision Tree algorithm has 99.2%
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detection rate with 45.5% false alarm rate. In our enhanced anomaly model constructed
by the Decision Tree classifier, the detection rate can be increased to 99.6% with 43.1%
false alarm rate. On the other hand, the original Bayesian Network algorithm has 99.8%
detection rate but the false alarm rate up to 80.9%. However, in our enhanced anomaly
model constructed by the Bayesian Network classifier, the detection rate is 99.9% with
only 53% false alarm rate. The enhanced anomaly model is increased the detection rate
while reduced the false alarm rate. The results simultaneously indicate that the
enhanced anomaly model has higher accuracy than the original model. In summary,
using the enhanced anomaly model is better than using the original model if the new
coming instance is belonging to the anomaly cluster.

3.4 Results with Proposed Method

In order to verify the performance of our hybrid approach, three different conditions are
considered. First, the entire testing dataset is classified by original machine learning
algorithms without any modified. Second, we only apply the K-Means centroids to
clustering the testing dataset into two clusters. Then, the newly created anomaly model
is constructed by using the sub training dataset in the cluster1 with selected feature

Table 2. Comparison of anomaly detection performance for the anomaly cluster

Decision tree Bayesian network
Original
model

Proposed
method

Original
model

Proposed
method

Detection rate 99.2 99.6 99.8 99.9
False alarm
rate

45.5 43.1 80.9 53

Precision 91 91.5 85.2 89.8
Accuracy 91.32 92.09 85.54 90.51

Fig. 2. Results of clustering the training dataset with or without applying CAIM
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subset. The cluster0 sub testing dataset is detected by the original machine learning
model and the cluster1 sub testing dataset is classified by the newly created anomaly
model. This condition will be called basic K-Means in the following sections. The
basic K-Means case evaluate the effect of the CAIM. The last condition is our method.
The CAIM is applied before clustering.

As shown in Table 3, when we use the Decision Tree classifier, the basic K-Means
has better detection rate than the original model. However, the high false alarm rate
causes the poor overall accuracy. Our method solves the problem of high false alarm
rate. The cluster1 we choose to construct the enhanced anomaly model can behave
better than the basic K-Means. The accuracy of our method is 87.36% and the false
positive rate is 25.95%. Even though the original Decision Tree algorithm has out-
standing performance in detecting anomalies, we still improve it by using our enhanced
anomaly model.

In the Bayesian Network algorithm, the overall performance is almost the same
whether or not CAIM is applied. CAIM only effects a little. However, the hybrid
clustering framework can significantly improve overall performance, as shown in
Table 4. In short, our method has 85.45% accuracy at 26.73% false alarm rate. We can
detect anomalies more precise than the original Bayesian Network algorithm. In these
three conditions, our accuracy is the highest.

3.5 Additional Testing

As before, we use K-Means combined with CAIM to obtain two groups. After we
obtain the anomaly cluster, we still use the CFS feature selection with genetic search to
find representative features to construct the enhanced anomaly model. Eight features

Table 3. Comparison of anomaly detection performance for the overall system in the decision
tree algorithm

Original decision
tree

Basic K-Means Proposed method

Detection rate 97.96 98.35 98.24
False alarm rate 26.36 28 25.95
Precision 81.99 81.14 82.26
Accuracy 87.03 86.5 87.36

Table 4. Comparison of anomaly detection performance for the overall system in the Bayesian
network algorithm

Original Bayesian
network

Basic K-Means Proposed method

Detection rate 95.36 95.41 95.39
False alarm rate 31.58 27 26.73
Precision 78.72 81.2 81.39
Accuracy 83.25 85.31 85.45

A Hybrid Intrusion Detection System for Contemporary Network 65



are selected in our approach, i.e., proto, service, dpkts, sbytes, sload, smean, ct_state_ttl
and ct_src_dport_ltm.

At first, we use Decision Tree as the classifier to evaluate our approach. The overall
detection rates, false alarm rates and accuracies are described in Table 5. The detection
rates for ten categories are shown in Table 6. For the detection rates of each attack
category, most of them are improved by our method. On the whole, our approach has
the highest overall detection rate and accuracy with the lowest false alarm rate. We
improve 2.35% detection rate and decrease 1.21% false alarm rate.

Next, the Bayesian Network algorithm is regarded as the machine learning clas-
sifier. Applying the enhanced anomaly model can increase 4.22% detection rate and
decrease 5.46% false alarm rate. The overall accuracy is improved 4.77% as shown in
Table 7. The detection rates of each attack still can not all be improved as shown in
Table 8.

3.6 Compared with Other Work

Moustafa and Slay [21] use the same dataset to train a model. A new feature selection
method by using association rule mining combined with central points are proposed for

Table 5. Comparison of misuse detection performance for the overall system in the decision
tree algorithm

Original decision
tree

Proposed method

Detection rate 75.34 77.69
False alarm rate 25.49 24.28
Accuracy 74.96 76.84

Table 6. Comparison of detection rates for each category in the decision tree algorithm

Original decision
tree

Proposed method

Normal 74.51 75.79
Generic 96.66 97.57
Exploits 83.28 91.61
Fuzzers 48.99 49.21
DoS 11.67 11.45
Reconnaissance 80.15 81.01
Analysis 0 0
Backdoor 15.44 6.17
Shellcode 72.75 69.31
Worms 59.09 63.64
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the intrusion detection system. The central points can reduce the processing time when
we select the most frequent feature subset for anomaly detection. The selected features
can improve the evaluation of decision models. Eleven features are chosen, i.e., state, dttl,
synack, swin, dwin, ct_state_ttl, ct_src_ltm, ct_srv_dst, sttl, ct_dst_sport_ltm and djit.

Table 7. Comparison of misuse detection performance for the overall system in the Bayesian
network algorithm

Original Bayesian
network

Proposed method

Detection rate 71.69 75.91
False alarm rate 46.83 41.37
Accuracy 63.37 68.14

Table 8. Comparison of detection rate for each category in the Bayesian network algorithm

Original Bayesian
network

Proposed method

Normal 53.17 58.63
Generic 96.18 96.19
Exploits 52.68 43.12
Fuzzers 59.82 74.67
DoS 43.82 15.38
Reconnaissance 74.51 74.97
Analysis 0.3 2.07
Backdoor 25.9 0.17
Shellcode 71.69 77.51
Worms 86.36 86.36

Fig. 3. Performance comparison of related methods
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EM clustering (EM), Logistic Regression (LR) and Naïve Bayes (NB) are applied
to evaluate the performance. The overall accuracy and the false alarm rate are supposed
to be their evaluation criteria. As Fig. 3 shows, our method has the best overall
accuracy among all detection models.

4 Conclusions

An enhanced anomaly model has been proposed to improve the performance of the
suspicious group. In order to pick out this suspicious part of samples, we apply
cluster analysis combined with CAIM discretization algorithm to group instances of
the high probability of being abnormal. Some important features are selected from
this part of samples to construct an anomaly model. On the other hand, the remaining
samples are classified by the original model. The original model is constructed with
the entire dataset and all features. We use the Decision Tree algorithm and the
Bayesian Network algorithm to learn the classification mechanism to evaluate our
approach. These two machine learning algorithms always have overall excellent
detection results. The experiment results show that our approach can precisely detect
abnormal activities in both machine learning models for the anomaly detection. In
our approach, the instances belonging to the anomaly cluster can be accurately
classified by the enhanced anomaly model.
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Abstract. Software-Defined Networks (SDNs) were created to facilitate the
management and control of the network. However, the security problem is still
unresolved. To avoid the DoS attacks caused by links exceeding the bandwidth
load (such as traffic flooding and security loopholes), the most simple mitigation
solution is to offload the data by transferring it to other links. However, the transfer
of information could lead to high bandwidth loads on other links. To overcome
this problem, this paper proposes a method called “Avoid Passing High Utiliza‐
tion Bandwidth (APHUB),” which aims to (1) prevent the unloaded data putting
additional load on the links when passing through the high bandwidth and (2)
find a suitable new path. A comparison of the maximum bandwidth utilization
using the proposed method with other algorithms showed that this method consis‐
tently produced the smallest bandwidth utilization; we thus consider it a better
mitigation method than those presented previously.

Keywords: Software defined network · Offload · Path selection
Maximum utilization

1 Introduction

With the development of modern networks, software defined network (SDN) technology
is gradually being developed to make it easier and more convenient for managers to
control and operate the networks. However, security problems in the network are
growing so fast that the design and updates for the defense strategies can hardly keep
up due to the physical limits of the security devices. As a result, excessive congestion
occurs in some links because of DoS attacks, leading to the loss of data packets and
other problems. In the worst case, hackers might use this defect to cause a transmission
inefficiency in the entire network. To avoid this problem, many studies have developed
various Load-Balancing methods.

To avoid high bandwidth utilization caused by overuse in the same link, Load-
Balancing methods transfer data by passing links with high bandwidth utilization to links
with lower bandwidth utilization. This method is used mainly in decentralized IP
Networks. The disadvantage of this method is that it cannot ensure that, after transferring
to the links with lower bandwidth utilization, the next switch still has links with low
bandwidth utilization available.
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One Load-Balanced method uses SDNs to monitor the switches and collect infor‐
mation about the usage of all links in the entire network so that it can calculate and
reallocate the entire network bandwidth usage between all links. The new balanced load
is achieved based on the results of the calculation. Though the two methods mentioned
above solve the basic problem of high bandwidth utilization, they cannot ensure that, in
the path from the source to the destination, the data always passes through the links that
have the smallest bandwidth utilization. Therefore, this study aims to find a path that
ensures the smallest maximum bandwidth utilization (û) in all paths which is demon‐
strated by the following formula:

û = Max
{

P
i
[U]

}
, i = 1, 2… , n

Find the P which û is minimum → Min û

(1)

where P is the path, û is the maximum bandwidth utilization, i is one of the possible
paths from source to destination, and P

i
[U] is the set of bandwidth loads for each link

between the switches selected by this path (P
i
[U] =

[
u1, u2,… , um

]
).

The remainder of this article is structured as follows: The following section reviews
previous literature to introduce existing flow control methods and compares them with
the method proposed in this study. The third section presents the proposed method with
an example of its operation. The fourth section lists the experimental results with the
analysis and explanations, and the fifth section presents a summary of this article and
discusses future developments.

2 Related Work

In 2016, Benjamin Baron et al. published an article [1], which used vehicle traffic for
the centralized control of quality data unloading and used existing roads and road
networks instead of data networks to mitigate the delays in traffic flow. This system
takes advantage of the mobility of the vehicle by transmitting delay-tolerant traffic
through the road network and uses the daily routine of the vehicle to reduce the traffic
burden of the traditional data network. The author proposed the SDN-based structure in
which a controller and a set of fixed wireless data storage devices make up the unloading
point and are used as a forwarding engine. The controller receives the request to offload
all or part of the data transmission and selects the vehicle flow for a series of offloading
points that meet the transmission performance requirements in terms of bandwidth and
latency. The controller solves the traffic distribution problem using Max-Min fairness
allocation, calculates the unloading point sequence, connects to the unloading point,
installs the forwarding state, and configures the scheduling policy.

As the amounts of users and data traffic on mobile networks has grown in recent
years, the 3G/4G Base Station or Access Point Network service speed have declined,
resulting in low QoS. To solve this problem, Jang and Chang [2] proposed a new
approach called “Flow Management on Mobile Data Using SDN (FMSDN)”, which
uses software to define the characteristics of the network, depending on the different
circumstances, to manage the flow and control of data, and compare the methods to the
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Enforced Handover and Horizontal Handover theories. The purpose of this method is
to prevent information loss from BS or AP, low QoS, or other issues caused by the overly
huge data flow. However, the question remains whether a switch bandwidth can bear
the huge amount of data in the huge information flow when passing from BS or AP down
to SDN.

In the dynamic load balanced, the lack of strict routing synchronization increases
the tendency of transient loops. In 2016, Li et al. [3] attempted to make the router achieve
a dynamic load balance while avoiding the occurrence of transient loops in the IP
network using two methods: Local Traffic Rerouting (LTR) and Global Traffic
Rerouting (GTR). The only difference between the two methods is “Local” and
“Global”; the core algorithms are the same. The focus is to prevent the link bandwidth
usage from getting too large and leading to network congestion and packet loss. The use
of LTR or GTR can dynamically adjust the flow of information and achieve a balanced
load. In the algorithm, the way the links are connected to use the directed acyclic graph
(DAG) ensures that the transient loops are avoided. In the path search, the search takes
the shortest path, and the selection of the next node is relaxed. The threshold is used to
dynamically adjust the path selection.

Lan et al. [4] proposed an algorithm called Dynamic Load-balanced Path Optimi‐
zation (DLPO) which contains two main stages. The first stage is the initialization of
the path in which the DLPO attempts to find a temporary path based on the available
bandwidth of the bottleneck link for each path, and in all possible paths between the
source and target hosts. The path with the largest available bandwidth on the bottleneck
link will be selected as a temporary path. The second stage is the optimization of the
dynamic path in which the DLPO changes the traffic path during traffic transmission to
balance the link utilization and solve the congestion problem in the data center network.
The DLPO load balancing consists of two algorithms: the Multi-link DLPO algorithm
and the Single-link DLPO algorithm. The Multi-link DLPO algorithm can quickly
balance the link utilization in the network to address some congestion paths, and the
Single-link DLPO algorithm can reroute the traffic to avoid using high utilization links
to solve the congestion path that the Multi-link DLPO algorithm cannot handle.

3 Approach

In this article, we propose an algorithm called “APHBU,” which collects current infor‐
mation, controls the status of the switch, and calculates an appropriate path to offload
data. This method follows four steps:

1. Detection: The algorithm first detects whether the original path has a link with a high
bandwidth utilization. The switch notifies the control layer, which recalculates the
new path and passes it back to the switch.

2. Sort: The algorithm recalculates the path and uses the features of the SDN to collect
the information downstream of the switch, mainly for each link load conditions, and
to sort all of the links from small to large. This sorting procedure is used to create
the Order List (L) in preparation for the next algorithm.
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3. Connection path establishment: The algorithm defines a Select List (S), which starts
with NULL; through the L, after DELETE the load link one by one from the smallest,
add INSERT it into the S, and determine whether a path of S can be found between
the source and the destination; if not, repeat the action of DELETE and INSERT to
re-judge, until successful. By connecting the S path, the connected tree is formed.

4. Ensure the minimum bandwidth utilization in the path: After forming the connected
tree, there may be plural paths between the source and the destination. To improve
the path, the shortest path algorithm is applied to the connected tree.

3.1 Example

In this subsection, we take a basic network as an example, to compare the path found by
APHUB with those found by other algorithms. First, as shown in the diagram of the
network, Fig. 1, A is the source and H is the destination. The results of three algorithms—
APHUB, Shortest Path Smoothing (SPS), and Minimum First Smoothing (MFS)—are
compared.

1. APHUB
First, it removes all links from the network and sort the links by size creating a
list L = [Link(C, D), Link(D, F), Link(E, H), Link(A, B), Link(C, F), Link(A,
C), Link(B, D), Link(D, H), Link(F, G), Link(F, H), Link(A, E), Link(C, G)].
Next, it joins the links one by one and decide whether A can be connected to H
successfully. When the link comes to Step. 7, as shown in Fig. 2, the connection
is successful, and the formed structure is recorded as a connected tree. A
multiple path is found, and the shortest path is applied to the connected tree.
The best path is found as A → C → D → H, and the maximum link utilization
is the last link, namely, Link (D, H), whose value is 7.

Fig. 1. Example network.

2. Shortest Path Smoothing (SPS)
SPS is a typical path search algorithm, which selects the route by finding all the
paths connecting A → H and by summing the utilizations in all paths. The path

Mitigating DoS Attacks in SDN Using Offloading Path Strategies 73



with the smallest utilization is selected, as shown in Fig. 3. The selected path
is A → E → H, but the maximum utilization is Link (A, E), whose value is 10.

Fig. 2. APHUB outcomes.

Fig. 3. SPS outcome.

3. Minimum First Smoothing (MFS)
MFS is an intuitive algorithm that directly selects the minimum utilization of
the link to forward; the time complexity is low and can quickly determine the
path.

Step 1. Of the three links after A, the minimum bandwidth link, Link (A, B), is selected.
Step 2. After reaching B, as the connection cannot move backward, only one link is

available, namely, Link (B, D), so the connection continues here.
Step 3. After reaching D, there are three links, and the minimum bandwidth link, (D,

C), is selected.
Step 4. After reaching C, there are three links, the minimum bandwidth link, Link (C,

F), is selected.
Step 5. After reaching F, there are three links, the minimum bandwidth link is (C, D).

However, as D has already been visited, the second smallest Link (F, G) is
selected.
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Step 6. After reaching C, there are two links, the minimum bandwidth link, Link (G,
H), is selected.

To arrive at the destination, the selected path is A → B → D → C → F → G → H.
In the path, the maximum link bandwidth utilization is Link (F, G), whose value is 8 (as
shown in Fig. 4).

Fig. 4. Step-by-step diagram of MFS.

Consolidating the results of the three algorithms results in Table 1. The path found
by APHUB has the minimum value of û.

Table 1. The results of the three algorithms.

Algorithm Path û

APHUB [Link (A, C), Link (C, D), Link (D, H),
Link (G, H)]

Link (D, H) = 7

Shortest Path
Smoothing (SPS)

[Link (A, E), Link (E, H)] Link (A, E) = 10

Minimum First
Smoothing (MFS)

[Link (A, B), Link (B, D), Link (D, C),
Link (C, F), Link (F, G), Link (G, H)]

Link (F, G) = 8

4 Experiment

This section compares the algorithms presented in the examples to compare the simu‐
lations in terms of the maximum link utilization of each û and the average size of the
bandwidth. To make the simulation easier, this article uses C language to perform the
experiment. Table 2 shows the pre-set parameters before the experiment is carried out
(Table 3).
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Table 2. Experimental simulation environment

SW/HW Description
Processor Intel Core i7 3.40 GHz
RAM 4 GB
Operating System Microsoft Windows 7
Programming Language C Language

Table 3. Parameters in the experiments

Parameter Quantity
Number of switches 100–500
Offload 5–35 (%)
Output Link 1–10
Utilization 0–99 (%)
Average bandwidth utilization in the network 30–70 (%)

In this lab, the assumed specification for each switch is the same. Output link and
Bandwidth Utilization are different. The topology of the network is a random connection,
and the value of Bandwidth Utilization is given by the Gaussian discrete method, so that
the value belongs to the normal distribution. In this experiment, we discuss how different
averages will lead to the relation between the average and the maximum Bandwidth
Utilization. In the experiment, three path search methods, APHBU, MFS, and SPS are
discussed.

The relation between the maximum link bandwidth load rate and the average band‐
width of the entire network link bandwidth is shown in Fig. 5. It can be seen from the
figure that APHUB can effectively keep the maximum link bandwidth utilization in the
path below the average value of the network link bandwidth utilization. For MFS and
SPS, the situation is as follows:

1. As mentioned above, the maximum utilization of the MFS maximum load is the
largest among the three, much larger than the average, or is unable to let the data
offload connect to the link with maximum utilization, thus resulting in failure.

2. The maximum utilization of the SPS is significantly smaller compared to that of
MFS, but the maximum link bandwidth utilization of its path is still not comparable
to that of APHUB, and the minimum value cannot be achieved.
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Fig. 5. The relation between the average bandwidth utilization and the maximum bandwidth
utilization.

5 Conclusion

The purpose of this paper is to prevent links to high bandwidth utilization when the data
path is reproduced and to ensure that the path is optimized so that the highest link
utilization is the smallest of all paths. In addition, the new data path can ensure that all
links in the path of the data flow are low load links, thus balancing the load. As the link
in the path of the largest utilization joins last, it can be clearly and quickly known which
link requires further analysis.
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Abstract. Attack trees provide a model to describe the security of a system based
on the possibility of various attacks. In this paper, we propose the concept of
“attack graphs” as an extension of attack trees, wherein directed acyclic graphs
are used to depict possible attacks on a system. By deploying this model, system
managers can discern all possible threats to the system and thus are more likely
to design efficient countermeasures to thwart those attacks. Within this model,
we also propose the concept of the most dangerous path in the attack graph, and
finally propose an algorithm to expose it.

Keywords: Attack trees · Directed acyclic graph · Attack graph
The most dangerous path

1 Introduction

In the past few years, ubiquitous digitalization and widespread use of the internet have
been accompanied by increasing cyber-attacks and intrusions while the technological
defense methods reciprocally prosper and become treacherously complicated. In fact,
the reason why attacks can break through existing security defenses is often because
they are able to dodge security methods in ways that designers have not thought of.
Undoubtedly, a threat modeling method for computer system security is in high demand.
If we can predict various attack methods and simulate solutions before systems are
attacked, we stand a fair chance to prevent possible attacks. In addition, if we can identify
the attackers, understand their motives and targets, and be aware of the security capa‐
bilities of computers, we may be able to build appropriate solutions that deal with real
threats.

This study presents a graph-based model that describes attacks and predicts a variety
of different intrusion paths based on the systematic thinking of security management
organizations. Thereby, it provides a fast, specific, and organized method for examining
system security strategies and adjusts them to achieve the ultimate purpose of attack
prevention and enable their alignment with security situations [1].

System engineers have for a long time relied on failure mode and effect analysis
(FMEA) to improve their system security designs by analyzing failure data and types
of failure [2]. The main purpose of this approach is to identify risks and enable control
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mechanisms or minimize the identified risk factors. Recognition of risks enables the
creation of more realistic project plans. The FMEA technology helps identify failure
potentials and enables the detection of problems in the early warning processes before
they occur [3].

Engineers improve their system designs based on failure data in historical context.
Both software engineers and information system administrators do the same. However,
IT professionals for system operations security usually utilize attack information instead
of failure data to improve the security of computer network systems and some of the
components connected to these systems. The reasons are organizational changes such
as fatigue and discontent with the leak of information (fear of a decrease in public trust,
etc.), as well as the preference to employ resistance against attacks based on detailed
and reliable attack data [4].

Despite that the fatigue of some organizations has been exposed on their systems,
attack data have become readily available in the last few years. This is because mass
communication tools and media have been paying more attention to information security
issues and other resources such as the SANS Internet Storm Center [5] and Security-
Focus [6], as well as many Computer Emergency Readiness Teams and Coordination
Centers, which have been consolidating real-time and comprehensive security-related
information. These resources announce security vulnerabilities, discuss their nature in
detail, and describe how to utilize and fix them.

Several studies have described the use of attack models for testing the security levels
of enterprise systems. The authors of these publications argue that understanding a
system requires the use of different methods and models, wherein attackers can actually
help IT professionals who are responsible for the system design to achieve reliable
security systems that hinder their attacks. In addition, these IT professionals can present
appropriate solutions that deal with real threats if they can understand who these
attackers are, recognize their attacking capabilities, and discern their motives and
targets [1].

Basically, understanding the constructs of threat models can help developers and
integrators build robust and reliable systems. In early studies, researchers predominantly
used a tree structure, i.e., the so-called attack tree, to deduce possible threats and describe
their systems. For example, after a website has been built, an administrator can easily
use a threat model to test it. The same applies to IT professionals as they try to envision
vulnerability in enterprise information assets. By developing several attack trees (thus
forming an enterprise attack forest), IT professionals can obtain evaluation accredita‐
tions for hundreds of potential vulnerabilities in an enterprise system, and thereby
improve the security of their computer network. Several organizations, including general
budget, accounting and statistics offices, as well as the U.S. Department of Homeland
Security, have engaged Red Teams to identify vulnerabilities in their information
assets [7].

However, the construction of system attacks that is described in attack trees is too
narrow. In attack trees, there is only one path by which the attack can lead to the base
of the system (root). Therefore, many circumstances cannot be described using attack
trees. In order to solve this problem, we allude to the concept of “attack graphs” for an
attack that is portrayed as a node, but it belongs to many different paths. In this way, we
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can describe the attack in a more realistic way. In addition, the danger in each route can
be defined and therefore the concept of “the most dangerous path” can be realized, which
would assist system designers to enhance the defense and avoid severe damage.

This paper comprises six sections. Section 2 will introduce studies related to attack
trees. Section 3 leads to the concept of attack graphs. Section 4 presents the concept of
the most dangerous paths and delivers an algorithm that identifies the most dangerous
path within an attack graph. The final section presents the conclusions of this study.

2 Attack Trees

A tree can be defined in several ways, and recursion is a natural way to describe it. A
tree is the collection of all its nodes, which may be empty and thus sometimes be marked
as Ø. If this is not the case, then a tree is composed of a special node r called the root,
and zero or more subtrees T1, T2, …, Tk. The root of each subtree has a directed edge
that points into node r and can be described as a child of the latter. According to the
recursive definition [8], an n-node tree has a special node called the root and n-1 edges,
where each node except for the root has a parent node, as shown in Fig. 1.

Fig. 1. A tree.

In the tree shown in Fig. 1, the root is v0 and nodes v1 to v5 are children of v0 while
v3 is the parent of v8 and v9. Each node can have any number of children, which may
also be zero. A node without children is called a leaf, which is the case for v1, v4, v5, v6,
v7, v8, and v9 in Fig. 1. Nodes that share the same parent are called siblings and therefore
v1 to v5 are all siblings. The relationships between grandparents and grandchildren can
also be defined in the similar way.

In such a tree, there is a single path from any node to the root node. In this path, the
number of edges defines the length of the path. The longest path therefore defines the
height of the tree [8, 9].

Attack trees are conceptual diagrams that can portray the attack. A complete attack
tree may contain hundreds of thousands of different attacks paths. Even so, these trees
are very useful when determining which threats exist and how to deal with them. Attack
trees can lend themselves to defining an information assurance strategy [1, 2].

How do we create an attack tree? First, identify the possible attack goals. Each goal
forms one single tree (although they may share subtrees and nodes). Second, think of
all the attacks that would lead to the goal, and then add them to the tree. Repeat the
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process. Once you finish, you can use it under any circumstances. Leaves represent the
attacks, and nodes represent the targets. The root usually represents the whole system.
In an attack tree, there are AND nodes and OR nodes. OR nodes are alternatives. For
example, there are four ways to open a safe. AND nodes represent different steps toward
achieving the same goal. Attackers cannot achieve the goal unless both subgoals are
satisfied. This is the basic attack tree [1].

For example, we show how the attack tree is used in the actual situation. The attack
tree portrayed in Fig. 2 demonstrates a possible computer virus attack [1, 2].

Fig. 2. An attack tree for computer virus attack.

3 Graph Model: Attack Graphs

Let G = (V, E) be a graph where V is the node set and E ⊆ V2 is the edge set. For other
graph-related definitions, we refer to [10, 11].

The graph G = (V, E) is a directed graph if (u, v) is an edge, then the edge is from
vertex u to vertex v with v commonly known as the head, and u as the tail of the edge.
In a directed graph, the (u, v) edge differs from a (v, u) edge (unlike in a typical undirected
graph, both are the same).

In directed graphs, on the other hand, there is a direction to follow, such a path leads
in one direction only. The beginning of the path is called the starting point, while the
end is called the finish point. When the path starts from the starting point and ends at
the same position, which indicates the starting point is equal to the finish point [10], this
path is called a cyclic graph. If no cyclic path exists in a directed graph, then the graph
is called a DAG (Directed Acyclic Graph). The DAG is often used to demonstrate certain
problems in computer [12].

The concept of the attack graph comes from the attack tree. In the attack tree, every
leaf represents an attack, while nodes are like forts wherein AND or OR nodes stand for
the defense capabilities. To break through an AND node, all its subnodes have to be
broken through as well. However, to break through an OR node, one only requires one
of its subnodes to be accomplished. Every leaf has only one way that leads to the root,
which usually represents a system headquarter. The entire system will shut down once
the headquarter fails.

82 Y.-C. Kao et al.



If a single attack can harm more than two forts, it cannot be characterized by the
attack tree. To describe an alternative, we came up with the concept of the attack graphs.
It is a DAG. Attack graphs no longer follow the tree structure.

Building an attack graph involves two steps. First, one needs to break down a system
from top to bottom hierarchically. The resultant breakdown usually results in a tree
structure with the root node as the entire system. Using a company as an example, this
is usually a typical organizational hierarchy chart. By including the direction from a
child to the parent on each edge in the tree, a DAG is formed.

Second, each possible attack needs to be presented as a node. If node u can attack
v, then we build a directed edge directing from u to v. When all nodes have been consid‐
ered, an attack graph is created.

In our attack graphs, apart from the starting point (sources), all nodes have AND or
OR node indicators. All the attacks pointing to an AND node have to be satisfied, while
the OR node only needs one of the conditions. We can add AND/OR nodes to complete
the full structure of attack tree. Figure 3 is an attack graph with indicators for a computer
virus infection system.

Fig. 3. An attack graph for computer virus attack.

4 The Most Dangerous Path

If we appoint an initial attack probability to every source (in-degree zero) and indicate
all other nodes as AND/OR nodes, we can define the system’s attack probability as
follows:

• u is an AND node: Assume that vertices in {u1, u2, …, ud} are its lead nodes, which
means (ui, u) defines an edge in the graph. Let the probability of ui be pi. Then ∏ pi
is the probability of u to denote the success rate of all ui being attacked.

• u is an OR node: Assume that vertices in {u1, u2, …, ud} are its lead nodes, which
means (ui, u) defines an edge in the graph. Let the probability of ui be pi. Then ∑ pi
is the probability of u to denote the success rate of all ui being attacked.
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With the abovementioned definitions, the attack graph becomes a DAG. Every node
from the starting point to the target has an attack probability. The node that has the lowest
probability defines the rate of a successful attack. This rate could be defined as the barrier
for this attack path. Therefore, when we call a path “the most dangerous path,” it means
it is most likely to be broken through.

Determining the most dangerous path in an attack graph helps the administrator to
come up with appropriate countermeasures or necessary safety precautions to block the
attack. We can calculate the most dangerous path by following the method below. For
this, we take the assumption that all attack probabilities are the same at all attacking
points:

First, we add up the amount of attack sources. Let us assume there are k of them.
Thus, the probability of each source is 1/k. We work in the following topological
ordering:

• If node u is an AND node, then its probability is ∏ pi, where pi is the probability of
its predecessor ui for some i.

• If node u is an OR node, then its probability is ∑ pi, where pi is the probability of its
predecessor ui for some i.

We mark the target nodes first, then scan in reverse order according to the topological
ordering. We mark the predecessor with the highest attack probability, and repeat the
steps until we meet the source. We connect all the nodes marked to form a path, which
is the most dangerous path we are looking for. According to the definition of the most
dangerous path, we can easily prove that the path we just found out using the algorithm
is the most dangerous path. The following is our algorithm:

Algorithm MDP
Input: an attack graph 
Output: the most dangerous path 

1: let k be the number of source vertices 
2: for each source vertex v, f(v) = 1/k
3: from source vertices to sink vertex do 

v is OR: f(v) = ∑ f(ui) where ui is a predecessor vertex of v
v is AND: f(v) = ∏ f(ui) where ui is a predecessor vertex of v

4: let u be the sink vertex 
5: while u is not a source vertex 

let v be a predecessor vertex of u with maximum f(v) 
let u = v and mark u

6: output the path induced by marked vertices 
End of Algorithm 

Finally, we analyze the time complexity of this algorithm. Steps 1, 2 and 4 are the
initial statements, which the settings could be completed within O(|V|). Steps 3 and 5
are loops that require O(|V| + |E|), and therefore the total time consumed is O(|V| + |E|).
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It is worth mentioning that the probability for each attack source could be different. This
case would only require a small modification in Steps 1 and 2.

5 Conclusion

When an attacker enters the system, the attack tree has only one way to describe the
attack, i.e., by following the tree structure. The attack graph describes the attack in a
more diverse way, i.e., a single attack point can belong to a variety of attack paths.

In this study, we come up with the concept of the attack graphs as an extension of
the attack trees. Taking attack probabilities as the parameter, the idea of the “most
dangerous path” is introduced. A linear formula is presented to calculate the most
dangerous path.

In conclusion, the present study predominantly focuses on how to modify the attack
trees to attack graphs and thus produce warnings exhibiting the weak links by calculating
the most dangerous path.
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Abstract. Although significant achievements have been achieved in the field of
face detection recently, face detection under complex background is still a chal‐
lenge issue. Especially, face detection has wide applications in real life, such as
face recognition attendance system and crowd size estimation. In this paper, we
propose a novel cascaded framework to tackle the challenges based on: blur,
illumination, pose, expression and occlusion. Our framework adopt the localiza‐
tion of facial landmarks to boost up their performance. In addition, our detector
extracts features from different layers of a deep residual network for comple‐
mentary information of low-dimensional and high-dimensional features. Our
method achieves notable results over the state-of-the-art techniques on the chal‐
lenging WIDER FACE benchmark for face detection and our results show that
average precision of 89.2%. Importantly, we demonstrate superior performance
and robustness in a challenging environment.

Keywords: Face detection · Cascaded conventional neural network
Facial landmarks

1 Introduction

Face detection in the field of computer vision has an unusual position and it also has
widely research value in artificial intelligence interaction, video conferencing, identifi‐
cation of identity, vehicle safety and so on. Face detection is one of the visual tasks that
humans can do effortlessly. However, in computer vision terms, this task is not easy.

Numerous techniques of the current face recognition assume that the availability of
frontal faces of similar sizes. The background in these images is eliminated so that the
accuracy of face detection is higher. However, in realistic application scenarios, this
hypothesis may not set up because of the facial appearance and environment conditions.
Faces may occur in a complex background and in many different postures, the detection
result will vary under different illumination conditions (such as day and night, indoor
and outdoor), different occlusion degree of human face (such as masks, sun-glasses, hair,
beard etc.), different age groups, unconstrained pose and other factors. The above
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different factors caused that detection system are prone to detect certain areas of the
background as human faces by mistake, or failed to detection real faces.

In order to rectify the problem, a series of detectors proposed by many researchers
are designed to cope with these problems. Farfade et al. [1] did significant research on
the problem of multi-view face detection, and their method also can handle occlusion
to some extent. In their work, a deep dense face detector (DDFD) they addressed uses
a single model based on deep convolution neural network to detect faces in a wide range
of orientations, without pose/landmark annotation. To improve the accuracy for the face
recognition system under the variant light conditions. Tran et al. [2] proposes a new
approach that the illumination of each test image is adjusted by singular value decom‐
position (SVD) of the training images before the features are extracted to solve illumi‐
nation variation. Zhang et al. [3] proposed a multi-task cascaded networks framework
for face detection in unconstrained environment, which marks a step forward in face
detection.

As algorithms proposed above, most of these algorithms are designed to solve certain
problems. So the key issue is: Can we propose a model to address a comprehensive
problem? In this paper, our network architecture effectively solves these complex issues
of heavy blur, overlap, extreme illumination, small objects and irregular posture etc.
Our framework is integrated with cascaded convolutional neural networks (CNNs),
which is designed from two aspects. The first network aims at detecting faces through
a deep residual neural network (ResNet) [4], and then eliminates the excess bounding
boxes by non-maximum suppression (NMS). In the second network, it will produce
facial landmarks location based on the output of the previous network through a more
lightweight network, and use these attributes of facial landmarks to exclude the wrong
boxes with higher performances.

On the whole, the contributions of this paper are mainly summarized in the following
two aspects:

1. We propose a new cascaded CNNs based on framework for face detection under
complex background. Extensive experiments are conducted on challenging bench‐
marks, to show superior performance than the state-of-the-art methods and has its
advantages of simplicity and robustness.

2. We explore the relationship between face detection method and the facial landmarks
location. Experimental results show that facial landmarks contribute to enhance the
accuracy of detection. It is equivalent to a verification procedure and reduce false
positive rate by dint of the relationship.

The rest of the paper is organized as follows: In Sect. 2, we briefly introduce related
research in the area of face detection. Section 3 presents the framework of our work and
provides a more detailed description for each modules. Section 4 provides the experi‐
mental results, and conclusions are in Sect. 5.
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2 Related Work

2.1 Multi-scale Representation

Multi-scale representation is very important in image processing. Lowe [5] proposed a
scale invariant feature transform algorithm (SIFT) that keeps the invariance of image
translation, rotation, zoom, and affine transformation. Speed up robust features algo‐
rithm (SURF) proposed by Bay [6] is similar to the above SIFT method. In Ramanan
et al.’s work [7], their algorithm mainly uses multi-scale representation and deformable
part model for object detection and their result outperforms the best results in the 2007
challenge. Researchers have shifted from visual geometric restoration to more object
recognition problems since the emergence of Bag of Words (BOW), spatial pyramids
and vector quantization. Single Shot Multi-Box Detector (SSD) [8] is the recent tech‐
nique that obtains predicting category scores and a series of fixed-size bounding boxes.
This network is different from the base network, but add additional auxiliary structure.
However, all these multi-scale representations describe local features of images in a
simple form at different scales. Our work aims to choose the appropriate scale invariant
method to optimize our model so that our model can be better applied to multi-scale
faces detections.

2.2 Face Detection

Face detection is the key step of face recognition and also an indispensable part of face
application. However, it also meets with many challenges, such as blur, occlusion,
extreme lighting, and large pose variation, in real applications.

Early detection methods based on geometric features [9–12] have the characteristics
of small storage and immunity to illumination interference, but require high quality of
image and high accuracy of feature points. Now it is often used as an aid to other methods
of detection. Compared with these traditional methods [13, 14], neural network method
has its unique advantages in face detection and recognition. When implementing with
GPU, it can significantly improve detection speed. In recent years, more complex
networks were applied to the face detection, such as VGGNet [15], GoogleNet [16],
ResNet, etc.

Facial landmarks location is not only a key problem in face recognition research
field, but also a basic problem in the field of graphics and computer vision. The purpose
is to find landmark locations on the images that correspond to facial features such as the
eyes, nose, and mouth. The basic idea of the traditional location algorithm, such as active
shape model (ASM) [17] and active appearance model (AAM) [18], is that combine the
texture features of faces with the position constraints among the feature points. Certainly,
there are template fitting approaches as well, such as the methods of [19–21]. Recently,
Zhang et al. [22] use the inherent correlation between face detection and face alignment
to boost up the performance.

However, most of the available face detection and face alignment methods has not
exploited the inherent correlation between these two tasks. We investigate to associate
with facial landmarks location and face detection.
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3 The Proposed Approach

In this section, we will depict the architecture of cascaded networks for face detection
and describe the characteristic of each proposed approach in detail.

3.1 Overall Framework

The overall framework is divided into three parts for different purposes as shown in
Fig. 1. The input of our approach could be an arbitrary picture and the final bounding
boxes are disposed by NMS.

Stage 1: We initially resize the input image to different scales to build a coarse image
pyramid, the size of scale factors could be set according to a certain proportion. Our
method uses the bilinear interpolation method to downsample the input images.

Fig. 1. Overview of our cascaded networks that includes three stages. The yellow boxes represent
the result of detection.

Stage 2: Multi-scale images generated by image pyramid are fed to the first network
for face detection. The characteristic of detection network is able to extract high-
dimension features, namely response maps, using modified 101-layers residual
network (MR-net). These response maps are extracted by end to end from different
layers. Based on the response maps, we obtain detection bounding boxes for each scale
and then merge them back in an original scale. After that, the final detection bounding
boxes will be extracted by employing the NMS.
Stage 3: This stage uses a facial attribute as an auxiliary task to enhance face detection
performance by exploiting another convolutional neural network (F-net). Then, this
network outputs five facial landmarks to verify whether the face is true or not, if the
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facial landmarks cannot be detected, these boxes from MR-net are excluded. The
advantage of this network is that it reduces false positive rate. The final result is shown
as Table 1.

Table 1. Performance of our approach on validation set of WIDER FACE. Underline indicates
the best performance.

Method Easy Medium Hard
ACF [23] 0.659 0.541 0.273
Two-stage CNN [24] 0.681 0.618 0.323
Multi-scale cascade CNN [25] 0.691 0.634 0.345
LDCF+[26] 0.790 0.769 0.522
Multi-task cascade CNN [3] 0.848 0.825 0.598
Ours 0.892 0.863 0.702

3.2 Design of Cascade Network Architecture

Each network of our cascade network has its own characteristics. The MR-net is used
to detect accurate faces in the wild, this network we design has good robustness and
detection effect in the complex background, the results can be seen in the experimental
chapter. The structure of MR-net is a modification of the residual network, not just
extracting the last layer feature for classification. However, we takes more into account
the features from other layers and then merge with the features of the last layer. The
advantage of MR-net for face detection as the following:

1. MR-net network can solve the problem of gradient disappearance, it increases the
depth of networks, but can ensure the best accuracy at the same time. Because the
classification operation is not performed only at the last level, this operation is similar
to google-net.

2. We modify the network based on 101-residual network to produce multi-results from
different layers by end-to-end detection and then merge them. You can also think
MT-net as a model Pyramid, namely the output of the lower layer is equivalent to
the result that a small model works on the image, and the output of the last layer is
equivalent to the result that the large model works on the image, then merge them
as the final result.

The last network of our cascade network is F-net, the function this network assist
the results of detection with more accurately. Namely we add check step on the output
of MR-net, this step allows face detection to be more accurate. Our cascade network
architecture is showed in Fig. 2.
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Fig. 2. The architectures of MR-net and F-net, where “Fc” indicates fully connected layers, “MP”
indicates max pooling and “Conv” indicates convolution.

3.3 Training

For training MR-net, we define the class label (positive or negative samples) to each
object: (i) Positives: Regions that the intersection-over-union (IOU) overlap higher than
70% with any ground-truth boxes; (ii) Negatives: we assign a negative label to a non-
face background if its IOU overlap is lower than 30% with any ground-truth boxes
(others are ignored). With these definitions, we minimize an objective function. We use
log loss function for face classification and Huber loss for bounding box regression for
each sample xi. Obviously, we need a multi-task loss and it is defined as

L
(
pi, ri

)
=

1
Ncls

∑

i

Lcls

(
pi, y

gt

i

)
+ 𝜆

1
Nreg

∑

i

piLreg

(
ri, r

gt

i

)
(1)

Here i is the index of object in mini-batch and pi is the predicted probability of object
i being a face. The notation ygt

i
∈ {0, 1} denotes the ground-truth label. ri is a vector

representing the 4 parameterized coordinates of the predicted bounding box, including
left top, height and width. rgt

i
 is the ground-truth box coordinates.

We implement our method using the caffe package [27] and used its pretrained
ImageNet [28] model for fine-tuning on the WIDER FACE [24] training set. During
training, we randomly crop the training images to 227 × 227 region and we define the
learning rate of 10−5 and momentum of 0.9. Here the training data is WIDER FACE,
which dataset consists of 393,703 labeled face bounding boxes in 32,203 images, where
50% of them for testing set consists of three subsets according to the hierarchy of images,
40% for training set and the remaining for validation set.
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4 Experiments

In this section, we first analyze the distribution of data and amplify data if the data is
unbalanced. Then we evaluate the detection performance against other methods and
qualitative results on WIDER FACE. At last, we investigate the impact of using the
localization of facial landmarks, which assists the face detection to reduce the false
positive rate.

4.1 Data Analysis

We analyze the distribution of the average object scale on WIDER FACE. As shown in
Fig. 3(a), we found that more than 78% faces had an average size between 8 and 40
pixels approximately. Smaller objects obviously exceed larger objects, and here exists
the phenomenon of imbalanced data. Therefore, we add one step of the data augmen‐
tation. In the data amplification section, we use simple cropping, scaling and rotation.
Certainly, it is necessary to consider the distribution of pre-trained dataset (ImageNet),
as shown in Fig. 3(b). During the training phase, the data analysis is important to obtain
a better training model.

Fig. 3. The statistic of object sizes on the training dataset. (a) The distribution of WIRED FACE
dataset and different colors represent different ranges of face pixels. (b) The distribution of pre-
trained ImageNet dataset.

4.2 Evaluation on Face Detection

In this section, we visualize qualitative result of our detectors in Fig. 4. We choose
challenging samples with high occlusion, exaggerated expression and other cases (atyp‐
ical pose, blur, illumination etc.). The results show that our method has both better
robustness and higher accuracy. We include a detailed comparison for the following
methods [3, 29], and datasets are divided into five groups according to attributes. As the
experimental results shown in Table 2, our model works well in any case of challenging
dataset, which proves that the characteristic of F-net play an important role as well.
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Fig. 4. Visualize results for each challenging situation with our method.

Table 2. Experimental result validate that our method has notable robustness for various
situations. The seetaface [29] approach is an open source C++ face recognition engine.

Method Blur Occlusion Expression Illumination Pose
Our 0.867 0.656 0.941 0.8351 0.899
MT-CNN [3] 0.840 0.603 0.933 0.7786 0.795
Seetaface [29] 0.5556 0.1906 0.9333 0.7421 0.8333

The performance of our proposed detector has been compared with other state-of-
the-art face detectors [3, 23–26] when using the publicly available dataset of WIDER
FACE. Our face detector is able to achieve excellent results on challenging dataset.
Importantly, compare with multitask cascade CNN algorithms, the performance of ours
improves by 10.4% on “hard” set. As shown in Fig. 5, our method obviously can improve
precision and recall rate on “hard” and “easy” set respectively.
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Fig. 5. Precision recall curves on three subsets of WIDER FACE validation set.

4.3 The Effectiveness of Joint Face Detection and Facial Landmarks

We conduct related experiments to compare two different approaches (with and without
the localization of facial landmarks) on WIDER FACE and evaluate the joint contribu‐
tion of detection and facial landmarks. Qualitative result shows that it is beneficial for
face detections with the localization of facial landmarks and some detected bounding
boxes by mistake are eliminated as shown in Fig. 6. Left-hand image is not through
processing steps of facial landmarks. However, there are some wrong boxes, such as
photo frame on the table, chair beside the window. On the contrary, right-hand image
jointed detection and facial landmarks is shown significant results. In Table 3, we
compare two results with F-net and without F-net. Obviously the results with F-net
shows better performance on the datasets.
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Fig. 6. Observing the result of facial landmarks. (a) The result of test image without facial
landmarks. (b) The result of test image with facial landmarks.

Table 3. Comparison of our face detector with F-net and without F-net on datasets of WIDER
FACE.

Method Easy Medium Hard
With F-net 0.892 0.863 0.702
Without F-net 0.889 0.861 0.700

5 Conclusion

In this paper, we have proposed a novel cascaded CNNs framework for face detection
and further gained additional performance by exploiting the inherent correlation
between face detection and facial landmarks. Extensive evaluation on the challenging
benchmarks for face detection demonstrate that our methods have achieved superior
performance than the state-of-the-art methods. In the future, we will explore the corre‐
lation between super-resolution and facial features to further improve performance.
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Abstract. Attribute-based encryption is a very powerful primitive in public-key
cryptography. It can be adopted in many applications, such as cloud storage, etc.
To further protect the privacy of users, anonymity has been considered as an
important property in an attribute-based encryption. In an anonymous
attribute-based encryption, the access structure of a ciphertext is hidden from
users. In this paper, we find an attack method against Li et al.’s anonymous
attribute-based encryption schemes. The proposed attack uses an “invalid
attribute key” to recover the hidden access structure of a given ciphertext. No
information of the master secret key nor private keys are necessary in our attack.

Keywords: Attribute-based encryption � Anonymity � Hidden access structure
Cryptanalysis

1 Introduction

As the Internet thriving over the whole world recently, there is a trend that everyone
stores their sensitive data in third party storage space, such as Google drive or Drop-
box. In order to protect the sensitive data from being revealed to attackers, public-key
encryption is an appealing way to deal with the problem. In some scenarios, the
identities of receivers may not be important, or the receivers are a group of users with
same attributes, then this is where attribute-based encryption can be used.

Attribute-based encryption (ABE) is a branch in the researches of public-key
cryptosystem, first introduced by Sahai and Waters [1] in 2005. In such encryptions, if
the attributes satisfy some pre-defined access structures, then a ciphertext can be
successfully decrypted. There are two types of ABE, key-policy attribute-based
encryption (KP-ABE) [2–4] and ciphertext-policy attribute-based encryption
(CP-ABE) [5–9]. The difference between these two kinds of ABE is where the attri-
butes append on. In a KP-ABE scheme, an access policy will be assigned to a key when
the key’s holder enrolls into the system. A set of attributes will be appended to a
ciphertext. On the other hand, in a CP-ABE scheme, a user’s private key is associated
with a set of attributes, and a ciphertext is assigned with an access structure.

In some applications for CP-ABE, the access structure of a ciphertext is necessary
to be protected. Motivated by the requirement, a variant of CP-ABE called anonymous

© Springer International Publishing AG, part of Springer Nature 2018
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CP-ABE or CP-ABE with hidden access structure is introduced [10–17]. In 2009, Li
et al. proposed an anonymous CP-ABE [10]. The authors claimed that their scheme
achieves short public parameters, provable security, and user accountability. However,
we find an attack method to the anonymity of Li et al.’s scheme. Through our method,
anyone can recover the access structure of a given ciphertext, even the user who has not
registered in the system (i.e. the user who has not been issued a private key from the
key generation center). Note that, in 2011 Li et al. [18] have mentioned a security flaw
on the anonymity of [10], but we have proposed a much stronger result. In [18], Li
et al. pointed out that the anonymity of [10] cannot be proven under a variant of DLIN
assumption since the assumption is easy to solve through bilinear maps.

2 Preliminaries

2.1 Bilinear Maps

Let G1;G2 be cyclic multiplicative groups of prime order p and g be a generator of G1.
A bilinear map e : G1 �G1 ! G2 is a map with the following properties.

1. Bilinearity: e ga1; g
b
2

� � ¼ e g1; g2ð Þab for all g1; g2 2 G1 and a; b 2 Zp.
2. Non-degeneracy: There exist g1; g2 2 G1 such that e g1; g2ð Þ 6¼ 1.
3. Computability: There is an efficient algorithm to compute e g1; g2ð Þ for all

g1; g2 2 G1.

2.2 Access Structure

The access structure used in [10] is AND-gate with multi-values. Roughly speaking,
each attribute owns multiple values. For example, the attribute could be CAREER, and
its value could be Professor, Doctor, etc. Let n be the number of attributes in the system
and 1; n½ � be the integers from 1 to n. Each attribute xi contains a set Si of values, and
Sij j ¼ ni 2 N, where i 2 1; n½ �. An access policy is defined as W ¼ W1;W2; . . .;Wn½ �,
where Wi�Si for i 2 1; n½ �. An attribute list L ¼ L1; L2; . . .; Ln½ � where Li 2 Si for i 2
1; n½ � is said to satisfy an access structureW ¼ W1;W2; . . .;Wn½ � if Li 2 Wi for i 2 1; n½ �.

3 The Review of Li et al.’s Scheme

There are three schemes proposed in [10]. In this section we briefly review the first
scheme, anonymous CP-ABE with short public parameters. The scheme consists of
four algorithms, Setup, KeyGen, Enc, Dec. The four algorithms are defined as follows.

• Setup. Let G1;G2 be cyclic groups of prime order p, and e : G1 �G1 ! G2 be a
bilinear map. Let the attribute universe U ¼ x1;x2; . . .;xnf g and Si be the
multi-value set for attribute xi, where Sij j ¼ ni. The key generation center
(KGC) performs as follows.

1. Randomly choose g1; g2 2 G1 and a 2 Zp. Then compute T ¼ e g1; g2ð Þa
2. Choose a cryptographic hash function H : 0; 1f g�! G1.
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3. Publish the public parameter para ¼ g1; g2; T ;Hð Þ, and keep secret the master
secret key msk ¼ a.

• KeyGen. Given an attribute list L ¼ L1; L2; . . .; Ln½ �, where Li 2 Si. KGC performs
as follows.

1. Pick randomly s1; s2; . . .; sn�1 2 Zp and compute sn ¼ a� Pn�1

i¼1
si.

2. Choose randomly ri; r
0
i 2 Zp; i 2 1; n½ �.

3. For i 2 1; n½ �, compute the attribute key ski ¼ di0; di1; d
0
i0; d

0
i1

� � ¼ gsi2H 1 k i kð�
LiÞri ; gri1 ; gsi1H 0 k i k Lið Þr

0
i ; g

r
0
i
2 g. The private key skL ¼ sk1; sk2; . . .; sknf g.

• Enc. To encrypt a message M 2 G2 with an access structure W ¼ W1;W2; . . .;Wn½ �,
the encryptor performs as follows.

1. Choose randomly z 2 Zp and compute C0 ¼ MTz.
2. For i 2 1; n½ �; ti 2 1; ni½ �, if vi;ti 2 Wi, choose zi;ti 2 Zp and compute Ci;ti;0;Ci;ti;1;

�
C

0
i;ti;0;C

0
i;ti;1Þ ¼ H 1 k i k vi;ti

� �zi;ti ; gzi;ti1 ;H 0 k i k vi;ti
� �z�zi;ti ; g

z�zi;ti
2

� �
; if vi;ti 62 Wi

choose zi;ti ; z
0
i;ti 2 Zp and compute Ci;ti;0;Ci;ti;1;C

0
i;ti;0;C

0
i;ti;1

� �
¼ H 1 k i k vi;ti

� �zi;ti ;�

g
zi;ti
1 ;H 0 k i k vi;ti

� �z0i;ti ; gz0i;ti2 Þ.
3. The ciphertext is

C ¼ C0; Ci;ti;0;Ci;ti;1;C
0
i;ti;0;C

0
i;ti;1

n o
i2 1;n½ �;ti2 1;ni½ �

� 	
:

• Dec. Given a ciphertext C ¼ C0; Ci;ti;0;Ci;ti;1;C
0
i;ti;0;C

0
i;ti;1

n o
i2 1;n½ �;ti2 1;ni½ �

� 	
, a user

with private key skL ¼ di0; di1; d
0
i0; d

0
i1

� �
i2 1;n½ � on the attribute list L ¼ v1;k1 ;



v2;k2 ; . . .; vn;kn � first compute

C0 ¼
Yn

i¼1

e Ci;ki;1; di0
� �

e C
0
i;ki;1; d

0
i0

� �

e Ci;ki;0; di1
� �

e C0
i;ki;0; d

0
i1

� � ;

and then compute M ¼ C0=C0.
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4 The Proposed Attack Method

In this section we will first give the high-level overview of our attack method, then give
the detailed description of the proposed attack. Finally, we use a simple example to
illustrate the scenario of the proposed attack.

4.1 Overview

The ciphertext C can be divided into three parts, the first part C0 is the encryption of the
message, which masks the message with the randomness z; the second part

Ci;ti;0;Ci;ti;1
� �

and the third part C
0
i;ti;0;C

0
i;ti;1

� �
are used to help users with correct

attributes to recover the information about z. The structures of second and the third
parts are similar, though they are generated under different bases and randomness. We

denote zi;ti ; z
0
i;ti

� �
as the ciphertext components Ci;ti;0;Ci;ti;1;C

0
i;ti;0;C

0
i;ti;1

� �
such that

Ci;ti;0;Ci;ti;1
� �

and C
0
i;ti;0;C

0
i;ti;1

� �
are generated under randomness zi;ti ; z

0
i;ti

� �
respectively.

Intuitively speaking, in the first scheme of [10], the way to achieve anonymity is to
generate two types of ciphertexts, then argue that the two types are indistinguishable. If

a value vi;ti 2 Wi, then the ciphertext is zi;ti 2 Zp; z
0
i;ti ¼ z� zi;ti

� �
, which we call it

“valid component”; otherwise, the ciphertext is zi;ti 2 Zp; z
0
i;ti 2 Zp

� �
. Using the

ciphertext component zi;ti ; z
0
i;ti

� �
with corresponding attribute key, a user can obtain the

term e g1; g2ð Þsi zi;ti þ z
0
i;ti

� �
. In the case of “valid component”, the user with correct

attribute key obtains exactly e g1; g2ð Þsiz. Then she can compute C0 ¼ Qn
i¼1 e g1; g2ð Þsiz¼

e g1; g2ð Þaz, since Pn
i¼1 si ¼ a, and thus successfully decrypt the ciphertext.

The main concept of our attack is that we found that an attacker can generate an
“invalid attribute key” without the information of msk. Although such a key cannot be
used to recover the message, it can be used to distinguish whether a ciphertext com-
ponent is “valid” or not. In our attack method, an attacker first computes an “invalid
attribute” for attribute xi with value ki 2 1; ni½ � under a randomness �si. If a ciphertext

component zi;ti ; z
0
i;ti

� �
is a “valid component”, then the attack should obtain e g1; g2ð Þ�siz.

Since �si is chosen by itself, the attacker can compute the term e g1; g2ð Þz if and only if
the attribute xi with value ki belongs to Wi, which means this relation can be used to
distinguish the two types of ciphertexts.

4.2 The Proposed Attack

Given a ciphertext C ¼ C0; Ci;ti;0;Ci;ti;1;C
0
i;ti;0;C

0
i;ti;1

n o
i2 1;n½ �;ti2 1;ni½ �

� 	
, an attacker

performs the attack method as follows.
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4.3 Analysis

As we mentioned in Overview, the attacker generates an “invalid attribute key” for
each value of each attribute, then uses it to decrypt the corresponding ciphertext. By the
correctness of the Li et al.’s scheme, one can easily check that xi;ti ¼ e g1; g2ð Þz iff vi;ti is
chosen into the access structure, i.e. the ciphertext component is zi;ti ; z� zi;ti

� �
for some

zi;ti 2 Zp. Moreover, if vi;ti is not in the access structure, which means the ciphertext

component is zi;ti 2 Zp; z
0
i;ti 2 Zp

� �
, then Pr zi;ti þ z

0
i;ti ¼ z

h i
is negligible since

z; zi;ti ; z
0
i;ti are chosen uniformly at random from Zp. Though the attack algorithm seems

necessarily to be performed over all the attributes in the universe, it is still practical.
The reason is that the schemes in [10] only support small universe, i.e. the number of
the total attributes is only polynomially many.

4.4 A Simple Illustration

In this section, we will give a simple illustration to demonstrate the proposed attack.
Assume that there is a small system that only contains one attribute with three values
A;B;Cf g. Therefore, the universe is x1 ¼ A;B;Cf gf g, and the public parameter para

and the master secret key msk is the same as the setting in Sect. 3. Assume that the
attacker is given a ciphertext C encrypted under the access structure
W ¼ W1 ¼ A;Cf g½ �, i.e.
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C ¼ C0;

C1;1;0;C1;1;1;C
0
1;1;0;C

0
1;1;1

n o
;

C1;2;0;C1;2;1;C
0
1;2;0;C

0
1;2;1

n o
;

C1;3;0;C1;3;1;C
0
1;3;0;C

0
1;3;1

n o

0
BBB@

1
CCCA

¼ MTz;

H 1 k 1 k Að Þz1;1 ; gz1;11 ;H 0 k 1 k Að Þz�z1;1 ; gz�z1;1
2

� �
;

H 1 k 1 k Bð Þz1;2 ; gz1;21 ;H 0 k 1 k Bð Þz
0
1;2 ; g

z
0
1;2

2

� �
;

H 1 k 1 k Cð Þz1;3 ; gz1;31 ;H 0 k 1 k Cð Þz�z1;3 ; gz�z1;3
2

� �

0
BB@

1
CCA

To recover the hidden access structure, the attacker first generates “invalid attribute
key” for value, i.e.

skA ¼ g�s12 H 1 k 1 k Að Þr1 ; gr11 ; g�s11 H 0 k 1 k Að Þr
0
1 ; g

r
0
1
2

� 	
;

and computes x1;1 ¼ e g1; g2ð Þ�s1z� � 1
�s1¼ e g1; g2ð Þz. Similarly, the attacker can obtain

x1;2 ¼ e g1; g2ð Þz1;2 þ z
0
1;2 ; x1;3 ¼ e g1; g2ð Þz. Since x1;1 ¼ x1;3, the access structure W ¼

A;Cf g½ � is recovered, and thus the anonymity is violated.

5 Conclusion

After reviewing Li et al.’s paper [10], we found that their schemes do not achieve
anonymity. Anyone can produce “invalid attribute keys” to recover the hidden access
structure of a ciphertext. The proposed attack does not need any information of the
master secret key nor private keys. Though we only break the anonymity of the first
scheme of [10], the other two schemes in [10] have very similar construction to the first
one, and actually they are designed based on the first scheme. Therefore, we believe
there are the same flaws in the other two schemes in [10].
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Abstract. Community detection is crucial to Social Network Analysis (SNA) in
that it helps to discover high-density overlapping communities hidden in complex
networks for advanced applications. This study proposed a novel community
detection method by seed set expansion. The method gathered meaningful nodes
into a seed set, which was then used as a central node to merge neighbor nodes
until communities were found. To enhance efficiency, a two-level expansion
approach was further developed, which adopted the 80/20 rule and involved
threshold change in order to discover cohesive subgroups of smaller sizes. To
detect overlapping communities, local clustering coefficients (LCC) were calcu‐
lated to measure the interaction density between neighbor nodes and determine
whether they expanded or not. The experiment results were evaluated by meas‐
uring the cohesion quality of communities.

Keywords: Social network analysis · Community detection
Clustering coefficients

1 Introduction

In social network analysis, depending on the number of groups that a node belongs to,
community detection methods can be divided into two categories: partitioning-based
methods and overlapping-based methods. In partitioning-based methods, an actor/node
belongs to one group only. The most famous method in this category is the GN (Girvan-
Newman) algorithm [1], which is a top-down method that repeatedly removes the
highest-betweenness edge from the network to incrementally find groups. On the other
hand, overlapping-based methods move bottom-up, with an actor/node being present in
several groups. For example, the CPM (Clique Percolation Method) algorithm [2]
expands k-cliques to detect overlapping communities. In previous studies, the quality
of community detection was often measured by the modularity, the value of quality Q
[3], or cluster cohesion [4].

Aiming to reduce computation time by avoiding the need for a full scan, some local-
based methods have been proposed, for example, seed set expansion. The seed set
expansion method is a local link-based analysis that was first presented in the HITS
algorithm [5] proposed by Jon Kleinberg in 1999. The technique has since been widely
adopted in community finding [6] and webpage community discovery [7].
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Overall, seed set expansion methods can be divided into three main groups, including
k-means, high-degree, and random walk. The k-means methods adopt Graclus [8] to
split data into k clusters, using their centroids as seeds. Most seeds are presented by link-
based methods as the centroids of cohesive subgroups. The high-degree methods follow
the hypothesis that a high-degree node and its neighbor nodes can merge into a cohesive
group with a high clustering coefficients. The easiest way to find candidate seeds is to
randomly select nodes as seed set members from a given graph, thereby saving compu‐
tation time.

Seed set expansion methods are similar to clustering methods, especially those with
seed nodes in k-means or nodes with higher degrees. The community detection process
adopts the discovered seeds as the basis to incrementally grow by adding new member
nodes in the neighborhood to the original seed set until reaching a cohesive group. The
process of seed set expansion terminates when no more nodes are qualified to be joined
to the growing group. In previous research, however, the network was decomposed to
find communities. Seed set expansion was first completed by using random-walk to find
new member nodes [9]. Then the conductance distance of neighbor nodes was computed
for low conductance cuts [10].

According to the concept of 20/80 distribution, 80% of connections are linked to 20%
of nodes. Applying the same idea to overlapping community detection, this study
adopted degree centrality and used nodes with higher degree in the graph/network as
seed set members. This seed set generation method effectively reduced the execution
time as it simply followed the descending order of nodes’ degree until reaching 80%
degree of the whole graph. In the seed set expansion process, seed nodes were retrieved
one by one, in descending degree order, to calculate the local clustering coefficients
(LCC) [11] of all neighbor nodes to decide whether to add a neighbor node to the group
or not. Both the execution time and the subgroup quality were used as criteria to check
the effectiveness of the proposed method, as compared with the CPM, a well-known
overlapping community detection method.

2 Literature Review

2.1 Quality of Community Detection

In 1906, Italian economist Vilfredo Pareto first proposed the 80/20 rule [12] when he
observed that 20% of the Italian population owned 80% of property in the country. Based
on the 80/20 rule, this study assumed that only a few nodes own a large number of
neighbor nodes, while most nodes connect to only a few nodes in complex networks.
Using the top 20% of nodes as seeds can help to detect most communities in complex
networks.

Community detection is an important research issue in SNA. The most cohesive
subgroup in a complex network is a complete subgraph, also called a “clique”, where
all member node pairs are connected by an edge. In large-scale complex networks, a
high-quality result of community detection holds a much higher intra-relationship
density of communities than the inter-relationship density between communities [13].

106 Y.-J. Su and C.-C. Lee



The most popular method to evaluate detection result is Clustering Coefficients (CC).
The CC of community Ci is calculated as Eq. (1):

CCi =

|
|
|
ejk:vj, vk ∈ Ni, ejk ∈ Ei

|
|
|

(

ki ∗
(

ki − 1
))

∕2
(1)

where community Ci contains a set of nodes Ni and a set of edges Ei. ejk presents the
relationship between a pair of nodes vj and vk belonging to Ni. ki stands for the number
of nodes in community Ci.

On the other hand, the Local Clustering Coefficients (LCC) is adopted to measure
the relationship density between neighbors of a node, for example the LCC of node vi
as Eq. (2).

LCC
(

vi

)

=

|
|
|
ejk:vj, vk ∈ Nvi

, ejk ∈ Evi

|
|
|

(

di ∗
(

di − 1
))

∕2
(2)

where ejk shows an edge existing between a pair of nodes, vj and vk, and both nodes are
neighbor nodes of node vi. In addition, Nvi is the set of all neighbor nodes of node vi and
di is the degree of node vi. Evi is the set of all edges between neighbor nodes of node vi.

In 2004, M. E. J. Newman and M. Girvan first proposed the concept Modularity, the
value of quality Q, for measuring the overall subgrouping quality resulting from parti‐
tion-based community detection. In overlapping community detection, a node may
belong to several communities simultaneously. When Graph G=(V,E) includes M
edges, the computation of modularity Q can be retrieved as shown in Eq. (3).

Q =
1

2M

∑

(i,j∈VxV)

[

Aij −
kikj

2M

]

1
OiOj

(3)

where oi and oj represent vertices vi and vj belonging to a number of communities. ki
and kj are the degrees of vertices vi and vj, respectively. An adjacent matrix A is adopted
to represent the relations between all nodes in Graph G=(V,E) with M edges. The content
of each cell Aij is either 1 or 0.

2.2 Seed Set Expansion

Seed set expansion, first proposed by Jon Kleinberg in hyperlink analysis for webpage
ranking algorithm HITS [5], has been wildly used in network community discovery and
webpage subgrouping. In recent years, seed set expansion has been applied to SNA-
related research, such as overlapping community detection.

All seed set members are selected and collected from important nodes of the network
structure. The collection methods variously depend on the degree of nodes, the total
distance to all other member nodes, or random selection. The purpose of forming seed
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sets is to collect more important nodes for high-quality grouping. Gleich [9, 14] main‐
tained that seed set collection is more important than seed set expansion in community
detection.

3 Research Method

This research proposed a novel overlapping community method, of which the operation
sequence divided into three phases, as shown in Fig. 1. The first phase was Data Pre-
processing, which recursively removed all noise nodes, whose degree was either 0 or 1,
from the complex network until no more noise nodes existed. Next, in the Seeding phase,
all nodes of the pruned network were ranked in the descending order of the nodes’
degree. Based on the 80/20 rule, only the top 20% nodes were checked with Local Clus‐
tering Coefficients (LCC) whether greater than the threshold Hlcc or not. If the LCC of
a node was higher than the threshold Hlcc, the node would be added to the seed set. Last,
in the Seed Set Expansion Phase, the seed nodes were selected sequentially as the center
of a new community and incrementally added its community neighbors to the current
community when the LCC was higher than the threshold Hlcc. In order to avoid skipping
smaller-scale communities, the Expansion phase adopted another higher LCC threshold
Hlcc to check if the remaining nodes formed small-scale communities. Once a remaining
node could serve as a new seed, the seed set expansion process would be executed again.

Fig. 1. The operation of overlapping community detection by LCC

3.1 Seed Set Construction

The seeding method of this research modified Gleich’s approach [14] by inserting
higher-degree nodes into the seed set. It followed the 80/20 rule and adopted the top
20% of nodes, which presumably owned 80% of the connections in the complex network,
to construct the seed set. The details of the operation are shown in Table 1.
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Table 1. Seeding two algorithm.

3.2 Seed Set Expansion

First, following the order of nodes’ degree from the highest to lowest, a node was
retrieved from the seed set to function as the center of a community. Next, this study
used local clustering coefficients (LCC) to decide whether all neighbor nodes of the
center should be merged into the current community, as shown in Table 2. Once the
LCC value was higher than the threshold Tlcc, which means that there is strong cohesion
between the center and its neighbors, then the community would expand while neighbor
nodes were added. In expansion operations like depth-first search, all member nodes’
neighbors would be checked by LCC threshold Tlcc recursively. The expansion operation
would stop when there was no neighbor node to satisfy the Tlcc constraint.

Table 2. Community expansion algorithm.

In expansion level one, all members of the seed set were checked with LCC compu‐
tation iteratively, as shown in Table 3. When the LCC of a seeding node exceeded the
threshold, initially the seeding node would serve as the center of a community and
incrementally added neighbors into the community recursively by LCC checking.
However, with an LCC lower than the threshold, the seeding nodes were skipped. All
checked nodes were marked and would not be checked in expansion level two.
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Table 3. Seed set expansion level one algorithm.

In expansion level two, the checking targets were nodes without checking marks. As
the purpose of this operation was small-scale high-cohesion community detection, the
LCC threshold was adjusted higher than expansion level one, as shown in Table 4.

Table 4. Seed set expansion level-two algorithm.

4 Experiment Results

The experiment adopted five datasets retrieved from SNAP (Stanford Network Analysis
Project) and Network Repository, including three co-authored networks CA-GrQc, CA-
CondMat, CA-HepPh and two Facebook datasets, as shown in Table 5. The input
networks that came from Facebook owned higher-density relationship between
members, but the relation density of all co-authored networks was sparser.

Table 5. Five datasets and detailed information.

Dataset No. of nodes No. of edges Density
CA-GrQc 5,242 14,484 0.00105
CA-CondMat 23,133 93,439 0.00034
CA-HepPh 12,008 118,489 0.00164
Facebook-1 4,039 88,234 0.01081
Facebook-2 1,446 59,589 0.057
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The experiment result showed that the CPM constructed a smaller number of
communities with many member nodes as shown in Table 6. The proposed LCC method
generated a larger number of communities with few member nodes. The communities
constructed by the CPM were looser; therefore, the method might work better with
sparse complex networks, for example, the dataset Ca-CondMat. On the other hand, the
proposed LCC method, stricter in seed expansion, might produce better result when
applied to complex networks with higher-density relationships, for example, the dataset
Facebook-1.

Table 6. The Comparison of CPM and the Proposed LLC Method.

Dataset No. of
communities

Node-ratio in
communities

Clustering
coefficient

Modularity Q

CPM LCC CPM LCC CPM LCC CPM LCC
CA-GrQc 831 1037 73% 72% 0.92 0.92 0.55 0.56
Facebook-1 16 107 98% 98% 0.76 0.86 0.19 0.37
CA-CondMat 2897 4537 88% 87% 0.92 0.90 0.62 0.44

As the proposed LCC method reduced execution time in several steps, it was consis‐
tently faster than the CPM with all the five datasets, as shown in Fig. 2. Notably, once
the scale of the input network became larger, for example, CA-HepPh, though the clus‐
tering coefficients of the two methods remained the same at 0.93, the LCC method spent
only 15% of CPM’s execution time.

Fig. 2. Comparison of execution time: CPM vs the proposed LCC method.

5 Conclusion

The research proposed a LCC-based expansion method to detect overlapping commun‐
ities in complex networks. The method not only yielded high-quality detection results
but also significantly reduced execution time. The proposed community detection
method was divided into three phases: data pre-processing, seed set construction, and
seed set expansion. First, in data pre-processing, low interaction nodes, whose degree
was 0 or 1, were viewed as noise from the input graph and recursively removed. Next,
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in the seed set construction phase, the top 20%-degree nodes were gathered to form the
seed net. Last, in the expansion phase, with each qualified seed node, whose LCC was
higher than the threshold Tlcc, serving as the center of a new community, all qualified
neighbors were incrementally added to the community. However, the three-phase oper‐
ation only revealed larger scale of communities, with smaller-size communities easily
being skipped. Therefore, the remaining nodes were all checked by a higher LCC
threshold to detect smaller-scale cohesion subgroups.
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Abstract. In the field of security, writing a Request For Proposals (RFP) includes
a description of specifications that requires careful definition of problems and an
overview of how the system works. An important aspect in this context is how to
generate technical specifications within the RFP. This “specification writing” is
a complex subject that causes even design professionals such as architects and
engineers to struggle. Typically an RFP is described in English, with graphs and
tables, resulting in imprecise specifications of requirements. It has been proposed
that conceptual representation such as UML diagrams and BPMN notations be
included in any RFP. This paper examines RFP development of Public Key
Infrastructure (PKI) and proposes a conceptual depiction as a supplement to the
RFP to clarify requirements more precisely than traditional tools such as natural
language, tables, and ad hoc graphs. A case study of an actual government
ministry is presented with a model, i.e., diagrams that express how the features
and services of PKI would logically operate in the requisite system.

Keywords: RFP · Public key infrastructure · Conceptual modeling
Diagrammatic representation

1 Introduction

A Request For Proposals (RFP) is normally a basic tool used to solicit submission of
proposals from prospective vendors for a desired service. Security administrators usually
issue an RFP when purchasing security-related items such as a public key infrastructure
(PKI) system or an intrusion alarm system. Writing an RFP requires carefully defining
the problems that need solving and explaining how the system to be purchased works.
An important question in this context is how to generate technical specifications within
the RFP. This “specification writing” “is a complex subject that even design professio‐
nals such as architects and engineers struggle with” [14]. There are many specification
methods, including [14],

• Proprietary Method: the buyer provides a detailed product description of what is to
be bought and how to install it.

• Performance Method: the buyer describes the desired end result, but leaves details
of accomplishing this result to the bidder.
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Most organizations have some form of standard terms and conditions that they typi‐
cally attach to RFPs and other contract documents. Usually, the same terms and condi‐
tions are used to purchase anything from a box of paperclips to a tractor-trailer rig and
they contain many “requirements that may not be applicable to the typical security or
surveillance project” [14] (Italics added).

In general, it is quite common to see RFPs with requirements that are very broad,
derived from a vendor’s list of features, or copied from another organization’s RFP [9].
According to Hadrian and Evequoz [12], producing more precise requirement specifi‐
cations would be helpful for all stakeholders. Requirements should be unambiguous and
validated by business users. The authors enumerate the main difficulties in RFP require‐
ments specification, including expressing precisely what will be needed (i.e., specific
requirements) and attaching requirements to specific parts in a process.

Businesses seeking software solutions are advised to “Model your business process
graphically. Business process diagrams (or models) are excellent at showing gaps in the
process or errors in your understanding” [9]; this source particularly recommends Swim
Lane diagrams. Many works have been published that utilize diagrams for modeling a
procurement process such as RFP at the operational level. Douraid et al. [10] modeled
the static and dynamic behavior of a procurement system in UML that includes an
ordering process. The Electoral Officer of Canada [11] used BPMN in an RFP for auto‐
mation of the polling process. According to Electoral Officer of Canada [11], over the
past few decades, the polling process in Canadian General Elections has become
increasingly complex. In response it was decided to introduce electronic devices that
automate paperwork and other administrative tasks performed by election officials in
the polling place. The RFP is envisioned as a conceptual E-Poll Solution, with require‐
ments structured around that vision. State diagrams (Fig. 1) are utilized to clarify the
requirements, and the narrative is supplemented with business process model notation
(BPMN) diagrams (Fig. 2).

Fig. 1. State diagram for electors (redrawn, partial from [11])
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Fig. 2. BPMN check-in (redrawn, partial from [11])

Similarly, this paper proposes a conceptual model, the Flowthing Machine (FM)
model that can be used to facilitate the creation of RFP specifications. The resulting
model can then be understood by all stakeholders without particular knowledge of tech‐
nical details. The diagrams in FM express the technical parts of the RFP in a “neutral”
representation that facilitates communication among stakeholders.

We selected PKI as the content of a demonstration RFP because “all of the books or
Web sites on the subject either assume that you already know all about PKI or they use
so many big words that they are hard for a beginner to understand” [13]. PKI is suitable
as a test case for communication among stakeholders by providing a nontechnical
language that underlies the RFP.

For the sake of a self-contained paper, the next section briefly reviews the FM model
that forms the foundation of the theoretical development in this paper. The FM diagram‐
matic language has been adapted to several applications [2–8]; however, the example
given here is a new contribution.

2 Flowthing Model

FM uses “flowthings” (hereafter, things) to model a range of items – for example,
ordered items, certificates, keys signals, employees, signatures, data, and so on – and
their dynamic behavior. Things flow in (abstract) machines among basic stages in which
a thing can be created, released, transferred, processed, and received (see Fig. 3).

Fig. 3. Flowthing machine

The machine is the conceptual structure used to change or transmit things as they
pass through stages, from their inception or arrival to their de-creation or transmission.
Machines form the organizational structure (blueprint) of any system. These machines
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can be embedded in a network of assemblies called spheres (e.g., Encryption system,
Certificate Authority System) in which the machines operate.

The stages in Fig. 3 can be described as follows:

Arrive: A thing reaches a new machine.
Accept: A thing is permitted to enter, or not. If arriving things are always accepted,
Arrive and Accept can be combined as a Receive stage.
Process (change): A thing goes through some kind of transformation that changes it
without creating a new thing.
Release: A thing is marked as ready to be transferred outside the machine.
Transfer: A thing is transported somewhere to or from outside the machine.
Create: A new thing appears in a machine.

The machine shown in Fig. 3 is a generalization of the typical input-process-output
(IPO; see Fig. 4), a process model used in many scientific fields. According to Aagesen
and Krogstie [1], most process modeling languages take an approach built on IPO:

Fig. 4. Input-process-output model

Processes are divided into activities, which may be divided further into subactivities.
Each activity takes inputs, which it transforms to outputs. Input and output relations thus
define the sequence of work. This perspective is chosen for the standards of the Work‐
flow Management Coalition (WfMC 2000), the Internet Engineering Task Force (IETF),
the Object Management Group (OMG 2000), IDEF (1993), Data Flow Diagram,
Activity Diagrams, Event-driven Process Chains, BPMN and Petri nets.

The stages in FM are mutually exclusive. An additional stage of Storage can also be
added to any machine to represent the storage of things; however, storage is not an
exclusive stage, because there can be stored processed flowthings, stored created flow‐
things, etc. In FM, the notion of spheres and subspheres refers to network environments.
Multiple machines can exist in a sphere if needed. The machine is a subsphere that
embodies the flow; it itself has no subspheres.

Additionally, in FM, triggering, denoted by a dashed arrow, indicates the activation
of a flow. It is a dependency among flows and parts of flows. A flow is said to be triggered
if it is created or activated by another flow. Triggering can also be used to initiate events
such as starting up a machine.

Example. Talhi et al. [15] investigated the main approaches adopted for specifying and
enforcing security in UML design.

Since there is neither consensus nor standard on how security should be specified
for UML design, non-security experts designers are feeling lost when it comes to deal
with security aspects of their design. In fact they are looking for precise answers to many
questions. Unfortunately, as far as we know, the state of the art is not providing such
precise answers. In fact we did not find any contribution covering all these aspects in
the same study providing UML designers with the expected answers [15].

118 S. Al-Fedaghi and O. Alsumait



Talhi et al. [15] discuss UML approaches, including activity diagrams, to show how
security requirements can be specified for UML design. Figure 5 specifies system
behavior in relation to the admission of patients to a medical institution and consists of
three main partitions: (1) Patient, who starts the activity by filling out an admission
request, (2) Administration area where insurance and cost information are collected, and
(3) Medical area responsible for admission tests, exams, medical evaluations, and
sending the medical results to the patient.

Fig. 5. Enforcing security requirements in an activity diagram (redrawn, partial from [15]).

Here, we encourage comparison of the activity diagram with a corresponding FM
representation in order to gain a general appreciation of FM diagrams (see Fig. 6).

In Fig. 6, the patient creates an Admission request (circle 1) that flows to Admission
(2). For simplicity, note that boxes around some subspheres, e.g., Admission request,
have been omitted. Also note that arrows are drawn in different colors to emphasize
different stages in the flow of the request. Upon receipt of the request in Admission, it
is processed and,

• The insurance information is extracted (4) and
• The request is sent to Medical evaluation (5)

Upon receipt of the request in Medical evaluation (6), it is processed (7) to trigger
the generation of a pre-admission test (8) that triggers the performance of exams (9) that
are processed (10) to trigger the creation of clinical information (11), that flows to
Medical Evaluation (12), then to Accounting (13).

After the insurance information (4) is extracted, it flows to Accounting for calculation
of cost (14). This triggers creating a request to the patient to pay (15, 16). Upon receiving
this invoice, the patient creates a payment (17) and sends it to the Accounting department
(18). Receipt of the payment (18) releases the clinical information (19) that is sent to
the patient (20).

In UML, the activity diagram is considered a representation of behavior. In FM,
Fig. 6 is considered a static script that would be “eventized”: cut into pieces according
to the natural joints of possible events, to represent behavior. The resulting time-based
schemata are used to control and manage execution of the system. An event is a thing
that can be created, processed, received, released, and transferred in time. Time is also
a thing that can also be created, processed, received, released, and transferred. Note the
uniform conceptualization of things that flow, including events and time. No additional
notation is needed to model the system behavior.

Writing Security Specification with Things That Flow 119



Fig. 6. FM representation corresponding to the activity diagram of Fig. 5

The sphere of an event in FM comprises the machines of time and the event itself.
Accordingly, Fig. 7 shows the event A patient generates an admission request that
flows to Admission in the Administrative area. In the figure the Process of an event
(top flow in Fig. 7) indicates an event running its course. For simplicity, we will omit
the stages of the event and its time machine from the representation of events.

120 S. Al-Fedaghi and O. Alsumait



Fig. 7. The event: A patient generates an admission request that flows to Admission in the
Administrative area

Fig. 8. FM representation of events

Figure 8 shows selected “meaningful” events in the example:
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Event 1: A patient generates an admission request that flows to Admission in the
Administrative area
Event 2: Admission extracts insurance information
Event 3: Admission sends a request for medical evaluation
Event 4: Exams are conducted
Event 5: Accounting calculates cost
Event 6: Accounting requests payment from patient
Event 7: Patient makes payment
Event 8: Clinical information is sent to patient

Now the total picture of the FM-based system is complete. The functional and
behavioral components have already been described. This description is followed by
developing control in the form of mechanisms to guide or regulate system behavior so
it functions as intended.

3 Case Study

This section reports the results of applying FM to develop an RFP for a government ministry
seeking Enterprise PKI service that facilitates introducing digital signatures to authenticate
the identity of the sender of a message or signer of a document. The ministry has decided to
provide digital signature capabilities as a framework for performing (internal) electronic
services in a secure manner that ensures the integrity of transactions.

The PKI provides authentication and a digital signature for government employees. Here
we assume general knowledge of public key cryptography; i.e., a digital signature requires
a key pair: the Public and Private Keys. Note that each model in this section represents a
cyber-physical system that integrates computation with physical processes, where users
interact utilizing both their digital identities and the physical interaction.

Even though the main objective of the project is to identify and implement the most
appropriate PKI solution that fulfills the ministry’s requirements for improving the security
of its IT Infrastructure, it is unclear what these requirements are. We will focus here on the
parts that describe digital signatures. This part of the system includes a conceptual model
that helps in describing how the required system registers users and issues PKI certificates,
and additional description (not included) contains how the system is used by the employees
of the ministry.

Figure 9 shows the FM representation of the ministry conceptualization of the issu‐
ance of digital signature certificates under the PKI framework. In the figure, an employee
(circle 1) applies for a digital certificate via his/her account (2). The request flows (3)
to the web interface that sends (4) it to the CryptoServer (server dedicated to Biometric-
PKI). This triggers (5) the release of the applicant’s fingerprint. The received fingerprint
(6) triggers the creation of public and private keys (7 and 8) used in the Biometric-PKI
system. Accordingly, the Registration Authority (RA) receives (9) the created keys and
validates the applicant’s identity, then passes them to the Certification Authority (CA)
(10). The CA (11) combines the public key (13) with the validated data (12) to create a
digital key certificate (14).
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Fig. 9. FM description of the digital certificate process as conceptualized by the Ministry.
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The private key (15) and the digital key certificate are sent and stored in the database
(16). This triggers the database to issue an acknowledgment-1 (17) which instructs the
user that the system is ready for the next step (18): signing. The private key and the
digital key certificate are forwarded to the Biometric Secure Digital Signature system
(19). The Employee activates the Scanning & Signing hardware (20 and 21) to provide
his/her fingerprint (22) and signature (23) to the Scanning & Signing hardware (24, 25).
The user enters his/her signature to trigger the creation of a digital signature image (26).
The Biometric-PKI system server receives both the signature image and the fingerprint
(27 and 28), to trigger creation of the Hash (29) using the Hash Algorithm. The created
Hash flows (30) to be combined with the private key (31) sent earlier from the repository
(32) to create a digital signature (33) to be combined with the certificate (34). The digital
signature and the certificate flow together (35, 36) to the Database (Repository) to trigger
the creation of Acknowledgment-2 (37) that flows to the employee (38).

Figure 9 is supposed to be attached to the RFP of the PKI and discussed with the
various bidders by stakeholders in the ministry. Thus a rigid method is not imposed;
rather it is an initial “vision” of the problem that the agency tries to solve; and the bidder
can respond with a counter model that is a modification or replacement of this FM
conceptualization. Of course different modifications are expected during these discus‐
sions.

The representation can also be used for other purposes during the project, including
identification of acceptance tests.

4 Conclusions

The paper has proposed utilizing a diagrammatic conceptual representation known as
FM as a tool for the specification of requirements in RFPs. FM is applied to a sample
case study of RFP for public key infrastructure (PKI). The results indicate that FM is
viable as a modeling tool that complements RFP. FM diagrams may present difficulties
because of their seeming complexity; however, some solutions to this problem have
already been implemented in engineering systems through multilevel simplifications.
Further studies will investigate other types of RFPs.
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Abstract. Numerous reviews are available online for many domains,
and increasingly even for singular products. In this scenario, aspect asso-
ciations to domains can be made extensive. Instead of generating aspects
from the training set of reviews for a domain, the task of aspect gener-
ation is pushed onto an automated taxonomy generation system. Based
on certain user input parameters, the taxonomy is expanded using an
unsupervised web crawl of E-Commerce Website(s). The aspect taxon-
omy can be used to assist researchers in annotation of reviews to use for
training classifiers for sentiment analysis, and for visualization of senti-
ment analysis results.

Keywords: Sentiment mining · Dataset · Aspect
Dependency parsing · Taxonomy

1 Introduction

This paper outlines a solution to create a taxonomy consisting of aspects of an
E-Commerce domain. Taxonomies have been built for numerous domains (e.g.:
agriculture [1], medicine [5]). They have been used for knowledge representation
and for building more “intelligent” applications. In the context of sentiment anal-
ysis, an aspect taxonomy can be used for annotation assistance and sentiment
analysis representation.

In the sentiment mining field, there are numerous product review datasets
available for researchers to use. But with fast evolving fields like E-Commerce,
analysis algorithms (Artificial Neural Network, CNN, etc.) as well as higher
computational power, review datasets need to be both large and current. A
widely used dataset from Hu’s paper [7] has reviews of a ‘DVD Player’ and
‘MP3 Player’ extracted in 2004. How long has it been since those you’ve heard
those terms? Additionally, there exist only a couple hundred reviews for each
Domain. Other data sets including those from Ding et al. [3] and Popescu et al.
[11] exhibit similar problems.

They do justice neither to product evolution nor help exploit better com-
putational power to work with larger datasets that newer algorithms need for
c© Springer International Publishing AG, part of Springer Nature 2018
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training (explained in application section). The idea expressed in this paper
assists in dealing with the pitfalls mentioned above by decreasing time taken
for review annotation. Additionally, visualization of sentiment analysis results
are often presented in a confusing manner with polarity scores for aspects given
individually. If the domain is organized in a clear hierarchy, the analysis results
of customer perception of the product is easier to grasp. Eg: in the mobilephone
domain-

mobilephone
- camera
- - lens
is a better representation than,

mobilephone
- camera
- lens

1.1 Application

The generated taxonomy will have the sentences associated with an aspect linked
to it. For example, the aspect “Cost” will have all the 200 sentences associated
with its identification as an aspect, linked to it. Since E-Commerce Domain
Aspect taxonomies are uncommon, some applications are illustrated below.

1. We see an trend in the industry where sentiment models need more test data.
[12] Rosenthal et al.’s 2017 semEval challenge uses CrowdFlower to get both
the sentiment and feature annotation while a group of Graduate Students
were tasked with the same in Zimbra et al.’s 2016 paper [17] which uses
an Artificial Neural Network. Thousands of datasets are annotated at great
time and expense. With each broad domain (e.g.: Movie, E-Commerce, etc.)
requiring its own train and test datasets - lots of productive time is spent
on classifying reviews. By applying the proposed system, the annotator need
only assign sentiment scores for the review set, and perform manual aspect
classification of sentences that did not get classified under a taxonomy aspect.
Thereby saving time on classifying the entire dataset. A possible concern
with the use of Crowd Platforms for annotation is, it might not yield good
accuracy as annotators might not be experienced in classification or simply
disinterested in the work.

2. Use the generated taxonomy to help visualize the final sentiment mining
results, similar to [16]. Sentiment scores assigned to the aspects in a taxonomy
can be easily understood by an analyst. Efforts are hence put in to ensure
human readability of the taxonomy, so that the it can be modified (insertion
or deletion) and understood easily.

Overall, this model can scale well for practical use in Aspect Based Sentiment
Analysis. Any erroneous aspect classifications can be easily spotted after the tax-
onomy is built, and hence removed. The corresponding sentences can be pushed
to the unclassified set. Likewise, aspects can be added to prepare the taxonomy
for sentiment analysis visualization.
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2 Related Work

Yu et al.’s paper [16] is work that attempts to do something similar to the idea
expressed in this paper. The hierarchy based on lexico-syntactic relations between
aspects are expressed using Hearst Patterns. However the end goal expressed by
them is only to create an organization that would allow the user to easily grasp the
overview of the reviews. Their system while sentiment neutral, uses a sentiment
analysis based approach to identify aspects (Pros and Cons [15]).

On the other hand, Garcia et al. [6] attempted to create an aspect list for
Restaurant and Laptop (E-Commerce) domains from a semEval training set by
extracting aspects from them. They further made an effort to classify identified
aspects into categories.

Identification of aspects has been done [9] using supervised, unsupervised
and semi-supervised methods. Our goal is to automatically create a taxonomy
in an iterative manner, and hence we use an unsupervised aspect identification
method.

2.1 Novelty

While Yu et al. [16] do reference their hierarchy for aspect identification, they
never formally presented it for building intelligent systems and there has been
very little research on automated learning of aspects using automatic crawl-
ing. Citing these factors, the technique presented in this paper stands apart in
opening up the aspect annotation and sentiment analysis presentation to a new
approach.

3 Proposed System

The central idea behind this system is, a successful aspect identification of a
relevant aspect will not need further review, with the assumption that a single
sentence contains reference to only one aspect. For example, If a sentence “I
liked the case a lot” is classified under aspect “case” - the chance that aspect
classification is wrong is small. But say, case is irrelevant to our domain, the
aspect is discarded from the taxonomy and the sentences associated with it are
sent to the unclassified section.

The system can be split into 3 broad modules, the Review Crawler, Aspects
Generator and Taxonomy Insertion.

3.1 Review Crawler

The Review Crawler fetches reviews from E-Commerce Websites based on the
input parameters. In the paper [4] “Ontology Focused Crawling of Web Docu-
ments”, the authors emphasize the advantage of “focused crawling”. “Focus” is
implemented by limiting the search to E-Commerce Websites. Instead of using
search engines or link-extraction (from web pages), an E-Commerce Website’s
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Fig. 1. Proposed system diagram

search functionality is used to obtain products of the domain, whose reviews are
then crawled. It could be construed that the E-Commerce website is used as a
search engine to get links to product reviews (Fig. 1).

After aspect extraction, and insertion of master domain’s terms into the
taxonomy, the aspects are taken as domain terms and crawled. This is done in
an iterative manner until some threshold is met.

Spam and Duplicates Handling: Duplicates are removed. Reviews with a
bag of words cosine similarity higher than 0.6 with each other are discarded.

3.2 Aspect Generator

The Aspect Generator takes in reviews of a domain term and outputs the gen-
erated aspects of the domain.



130 N. Chockalingam

Cleaning Data: The reviews are tokenized into sentences (the analysis is done
on the sentence level). Punctuation marks are removed next and so are non-
ASCII characters and all characters are made lower case. Lastly, conjunctions
(“but”, “and”, etc.) are handled by either splitting the sentence into two if they
are standalone (compound sentences) sentences or leaving the sentence as it is
if the 2 sentences cannot exist independently. We need to ensure 1 sentence has
only 1 aspect associated with it to the greatest degree possible (since that is an
assumption we make for this system).

Analysis: Mukherjee et al. [10] present a method using dependency parsing rela-
tions (dbj, nmod, etc.) between the words of a sentence, to determine the opinion
word and the aspects of a domain. An effective unsupervised technique to obtain
aspects. We cannot use even semi-supervised techniques such as double propaga-
tion (using aspect seed words) because the crawl is supposed to be iterative and
details are unavailable about the domains that will be crawled, except for the mas-
ter domain term the taxonomy is being created for. The extracted features are uni-
gram at this stage. Eg: The dependency parser relationship nmod is relevant and
connects ‘camera’ with ‘great’. Hence, ‘camera’ is extracted as an aspect (Fig. 2).

Fig. 2. Unsupervised aspect identification

Pruning Aspect Set: Once aspect words have been generated, noise needs to
be reduced. The frequent-frequency technique [7,15] is used to limit the number
of aspects. Another useful method is eliminating aspects with sentiment scores.
Senti-Word Net sentiment scores is used for this purpose - if an aspect has a non
0 sentiment score, it is discarded. Stop-Word removal and lemmatization are also
done to prune the aspect set. Lemmatization is preferred over Porter Stemmer
because it maintains human readability which is necessary for our application
objective. Example:

Computers would become:
Porter Stemmer: Comput
Lemmatizer: Computer

Detecting Multi-words: Efforts to detect Multi-Words, like performing a
posteriori pruning for adjacent nouns, and taking the most frequent ones, leads
to a lot of noise. Using domain neutral WordNet [6] to detect compound phrase
entries perform poorly because the domains are different.

Compound phrases like “battery life” can be captured, instead, by using
dependency parsing. If “battery” and “life” are both features, and are linked by
the compound dependency parser tag, they are merged as one feature - “battery
life”.
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3.3 Taxonomy Model

Taxonomy insertion deals with inserting the extracted Aspects into the taxon-
omy as its elements. We need to determine a cutoff page value for our review
crawling for an aspect. Ideally, this formula should incorporate the relationship
between the domain to be crawled and the Master Domain (Domain Term), and
begin limiting the pages as it proceeds to the next level of the taxonomy (aspect
occurrence in master domain’s value). A formula to accomplish this is proposed.

Formula: The maximum page size for crawling of a term is expressed as:

pageSize =
masterReviewSize ∗ log(aspectOccurenceInMasterDomain)

(k ∗ reviewsPerPage)
(1)

where k is a constant determined by the user and masterReviewSize is the size of
the master term’s review set size. If the crawler is unable to get a pre-determined
number of reviews within the page size, or if the crawler runs out of reviews to
crawl (even if still within page size), the aspect crawling is aborted.

Domain Pertinence: There may be duplicate aspect identifications. But an
ideal aspect taxonomy should have an aspect appear only once. To achieve this
goal, Domain Pertinence [2] is applied. If the value is greater than 1, the domain
is classified under term ‘i’, otherwise under term ‘j’ in the taxonomy. The formula
for domain pertinence is given below:

Pertinence =
freq(t/Di)

(freq(t/Dj))
∗ sentencesSize(Dj)
sentencesSize(Di)

(2)

Where freq(t/Di) represents the frequency of a term in Domain ‘i’, and
freq(t/Dj) represents the frequency of the term in Domain ‘j’. The compari-
son needs to be scaled since the size of sentence list in each domain differs after
data cleaning. Hence the review size of domain ‘j’ is divided by review size of
domain ‘i’.

To illustrate how it functions: the word “cable” is identified as an aspect
of “mobilephone” (master domain term) and “charger”. When the aspect of
“charger” is to be inserted into the taxonomy, the above formula is applied. If
the result shows it to be more pertinent to the cable domain, it is removed from
the “mobilephone” aspect list and placed under “charger” along with aspect
terms (if it has any). By applying it repeatedly for duplicates, no aspect term
will appear more than once in the system. Aspect identification data about how
many times an aspect has been mentioned in the reviews needs to have been
cached for this stage.

A deadlock will be reached when two domains have the other as an aspect. Eg
when “camera” has lens as an aspect, and “lens” has “camera” as an aspect. The
aspect with higher affinity to the master domain in distance first or frequency
second is given precedence. Another issue that arises is problem of often used
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terms like “cost” classified under some random term. In this case, a threshold
for classification is set - if an aspect is identified in more than a certain number
of domains - it is removed from the domain pertinence pool and assigned to the
highest term it appears under or simply discarded.

4 Evaluation

4.1 Experiment

The crawler was coded for Amazon and the evaluation was carried out for the
mobilephone domain. It is a rich domain with numerous aspects and is one of the
most popular of E-Commerce products. The generated taxonomy is expected to
have a reasonable number of features with 6000 reviews being used to identify
them.

The aspect generator was built atop NLTK and Stanford Dependency Parser
packages on Python. It takes in the initial 6000 reviews and generates 50 aspects
which is put into the taxonomy under the master term ‘mobilephone’.

Next, each identified aspect is again put through the crawl system and the
aspect identification takes place in an iterative manner. The top 20 extracted
aspects are inserted into the taxonomy under the term whose aspect they were
identified as. Each identified aspect also has the set of reviews it is mentioned
in, linked to it.

4.2 Observations

1. As the review set gets larger, the change in aspect ranking (based on fre-
quency) reduced. In other words adding more reviews does not improve/affect
aspect identification.

2. Regarding the aspect set, certain words like “product” were seen to occur
frequently in every domain. Domain pertinence elimination where a threshold
set to remove aspects in too many fields was effective.

3. Modifications can be applied to some aspects while crawling for their aspects.
Features like “battery life” fails to pass the review extraction page limit. In
this case splitting the words and running the E-Commerce domain search with
the more frequently used term (battery was used more frequently than life)
helped. Seemingly arbitrary, but proves to be an effective solution (Fig. 3).

4. Prior to Domain Pertinence application, if a domain term’s features have
already been identified, the aspects can be placed under it without engaging in
crawling or analysis. For example, “screen” is classified under “mobilephone”
and “camera”, but has already been crawled for “mobilephone”. The aspect
set of “screen” can be placed under “camera” without replicating the crawl
and analysis.
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Fig. 3. Partial representation of identified taxonomy

4.3 Results

Evaluation for this paper is complicated by the lack of similar works to compare
to. The aim of the paper is not to improve on Aspect Identification systems
despite differences with the technique used here with that of other unsuper-
vised aspect extractors. The paper is meant to change review annotation and
presentation of Sentiment Analysis.

4.4 Feature Identification

The following formulae, from [8] will be employed for evaluation.

Precision =
NumberofCorrect

NumberofExtracted
(3)

Recall =
NumberofCorrect

NumberofTrue
(4)

F -measure =
2 ∗ recall ∗ precision

recall + precision
(5)
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Evaluating the features identified for the MobilePhone master domain and 5
aspect classes (Table 1):

Table 1. Results of current system aspect identification

Review domain Precision Recall F-measure

Mobilephone 0.64 0.62 0.63

Camera 0.8 0.77 0.785

Charger 0.6 0.552 0.575

Memory 0.65 0.421 0.511

Battery 0.55 0.467 0.505

Box 0.35 0.34 0.345

To compare the system, another evaluation using semEval 14 dataset of lap-
tops (E-Commerce domain) is presented. The performance is compared against
Garcia et al.’s paper [6] which uses double propagation with generic opinion
words (good and bad) as seeds to generate aspects, and Jose’s 2015 submission
[13] which uses a Machine Learning approach for the same dataset. The aspect
set was limited to top 300 terms (Table 2).

Table 2. Comparison of aspect identification

System Precision Recall F-measure

Baseline 0.443 0.298 0.356

Garcia 0.279 0.444 0.343

Sentiue 0.577 0.441 0.5

Current (top 50) 0.640 0.360 0.461

Current (top 100) 0.600 0.320 0.417

Current 0.323 0.434 0.361

4.5 Taxonomy Evaluation

Tartir et al. [14] have presented some useful metrics for ontology evaluation that
could apply to taxonomies as well. The taxonomy is evaluated for class richness
and inheritance richness.

Class Richness: Class richness relates to how instances are distributed across
classes. It is calculated by dividing the total number of classes with instances by
the total number of instances identified.
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Inheritance Richness: Average relevant instances per class with instances is
measured using the Inheritance Richness formula. It is essentially the average
number of classes per sub-tree (Table 3).

Table 3. Evaluation of taxonomy

Domain Class richness Inheritance richness

Mobilephone 0.062 6.5

4.6 Annotation Speed-up

To evaluate the decreased classification time, 4 Computer Science Graduates
were given 350 sentences each, from the previous laptop domain dataset, to clas-
sify without the taxonomy and with the taxonomy. Annotators A and B classi-
fied Set1 and Set3 without the taxonomy, and Set2 and Set4 with the taxonomy.
Annotators C and D did the opposite. The Sets were given in order to reduce
experience bias. “Average” represents the average time without Taxonomy, and
“Average(T)” represents average with taxonomy (Table 4).

Table 4. Evaluation of speed-up

Annotator Set1 Set2 Set3 Set4

A 1 0.87 1.11 0.93

B 1.21 0.90 1.17 0.94

C 0.96 0.95 1.01 1.12

D 0.91 0.99 0.90 1.12

Average 1.11 0.97 1.09 1.12

Average(T) 0.94 0.89 0.96 0.91

Annotator A’s classification time of set A (2.52 h excluding breaks) is used as
baseline, and the rest are compared to it. The use of taxonomy gives a speed-up
of close to 15%. When all the reviews under an aspect are given to an annotator
to classify by sentiment polarity, the performance of the annotator improves,
partially because they tune themselves to the aspect’s review style. A better User
Interface is expected to improve annotation speed, over the existing Database
querying & spreadsheet based system.

5 Future Work

Further work could be done to upgrade the taxonomy using features of ontol-
ogy systems, which require relationships to be defined between the hypernym
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and hyponym. The presentation of sentiment analysis after the sentiment scores
are determined will be enhanced if the relationships are found.

Taxonomy creation performance is not a metric that this paper has been
judged by. Incorporating strategies to improve presentation and querying can
be done to improve the current system. Additionally, the unsupervised aspect
identification method could vary. One with higher accuracy could improve the
overall system.

6 Conclusion

The paper presents a method to assist annotators in the task of sentiment mining
which is growing in importance and value across numerous domains ranging from
E-Commerce, Services (Hotels & Restaurants) and Brand Image perception.
When an automated system can assist with some of the work, the annotator’s job
is reduced. This system works because aspect term identification for a particular
sentence is binary - either the aspect the sentence is identified under is relevant
and maintained, or irrelevant and discarded. This semi-automated annotation
task between acquiring the reviews and training can be termed hybrid/semi-
supervised because it uses both machine automation and human guidance.
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Abstract. In an Internet of Things (IoT) environment, forensics is commonly
used to perform accident analysis through network communication data and the
existing memory and logs in a device. Network traffic and memory are volatile
data, however, and IoT device logs pose difficulties in information retrieval as
opposed to a PC environment due to device and environmental constraints. To do
this, we will discuss history management of network information to analyze an
accident. History management can be performed on 13 items including IP, firm‐
ware version, port number, protocol, service version, and vulnerability informa‐
tion associated with it, and selection of the time and object of infringement can
be done by using the Euclidean distance for changeable data.

Keywords: IoT · History management · Network forensics

1 Introduction

Analysis of time-series data is crucial for accident analysis given the high difficulty in
determining the point of accident. To do this, analysis is done on forensic artifacts such
as volatile data, file systems, logs, and others. In the case of forensics for IoT devices,
however, acquisition and analysis of information is difficult due to environmental
constraints. For example, memory forensics requires extraction of the memory from the
device or physical connection to another device to receive the data; and the size of the
memory itself is not large enough. And since the size of storage used by IoT devices is
insufficient to accumulate logs, it is almost impossible to acquire data such as logs since
the time of the intrusion gets farther away.

This paper discusses management of network information history within an IoT
environment at the time of such infringement. Many studies have analyzed and utilized
network traffic information, but this one focuses on real-time analysis and detection. If
the attack succeeds by bypassing it, however, it must rely on the actions and logs gener‐
ated by the system. As mentioned above, the information within an IoT environment is
not of high quality and quantity, and poses many problems in performing analysis. This
study intends to show that the system can be used for infringement by tracking changes
in network information in case of infringement by periodically grasping the situation of
the network and converting it into time-series data.
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Section 2 reviews previous research on network information collection and time-
series data analysis. Section 3 selects a history management object from network infor‐
mation, and uses the possibility of change and Euclidean distance to examine graph
progress following the changes in network information. In Section 4, this information
is used to find how to use the system in case of infringement. Finally, Section 5 discusses
this study’s conclusion and future work.

2 Related Works

Forensics for IoT devices can be divided into network forensics, which includes analysis
of traffic and operational information that can be collected at the network level, and
device forensics, which separates the embedded log and memory in a device. This study
will examine network forensics that can be applied in an IoT environment.

Network forensics monitors and analyzes network traffic for information gathering
and legal evidence or intrusion detection purposes. This form of forensics is commonly
used for two purposes, generally for handling volatile information related to network
traffic. The first is monitoring abnormal traffic on the network and identifying attacks
and intrusions. Network-based evidence is the only evidence available for forensic anal‐
ysis because an attacker can erase all log files on a compromised system. The second
can include analysis of network traffic captured as statutory evidence, reanalysis of the
transferred files, search for keywords, and parsing of human communications.

2.1 Network Information Collection Tool

A variety of tools are available for gathering information from the internet connected
devices, including those for statically collecting network traffic like wireshark [1] or for
dynamically collecting information such as Nmap [2], Shodan [3], and Censys [4]. Static
collection is a method for extracting the desired information by collecting and processing
traffic from network switches and routers. Dynamic collection extracts the desired infor‐
mation based on response values received after sending scan traffic to a specific object
or protocol header.

2.2 Analyzing Time-Series Data

The time-series analysis of network information requires finding and searching for
patterns in time-series data. A general pattern definition for this is the pattern represented
by a time-series graph following the characteristics of its shape [6–8]. Or this study
proposes a method to generate segments by slicing the time-series data at a certain time
interval and apply the nominal representation to each segment [9], or to represent the
pattern as a probability model [10–12].
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3 Target Selection for History Management of Network
Information

This section examines the data that can be collected from the network information
collection system and select the history management object for the forensics. As
mentioned above, this is limited to the information that can be collected through network
scan, except for the network traffic data that can be collected through the wire shark and
other methods.

3.1 Collecting Network Information

A variety of information can be collected through network scanning including IP of the
basic target, the port to be scanned, the protocol used by the port, the application, and
the version information. The list of collectable information is as follows

– IP, Port, Protocol, Application Name, Application Version, OS Name, OS Version,
Firmware Version, Product Name, Product Version, Protocol Header, Protocol
Content.

This study uses a ZMap-based customized tool to extract follows information. ZMap
is a fastest Internet scanner in the world. This tool consists of Zmap and ZGrab. The
ZMap is scanning the network using Syn scan or ICMP scan, and The ZGrab features
information on 16 protocols and converted into JSON format including data as follows

– IP, Port, Protocol, Application Name, Application Version, OS Name, OS Version,
Firmware Version, Product Name, Product Version, Protocol Header.

Here, the remaining information is extracted using a rule-based fingerprint using the
TCP/IP header information for identifying the OS, and a firmware identification tech‐
nique for each IoT device for firmware identification.

– OS Name, OS Version, Firmware Version, Product Name, Product Version.

3.2 Vulnerability Matching Information

The collected information is used as information for measuring a device’s vulnerability.
In this case, based on the CVE (Common Vulnerabilities and Exposure) that is publicly
known cybersecurity vulnerabilities, the possibility of vulnerability is judged based on
the application and version information matching with CVE, OS and version informa‐
tion, firmware and version information. If the CVE vulnerability list includes the version
of the application corresponding to the scanned result, the CVE-ID is managed by
matching the information. To do this, this study utilizes the CVE crawler, formal vulner‐
ability information analysis and parsing technology, and keyword matching technology.
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3.3 Structure of History Management Set for Target Information

When the collected information is matched with that of vulnerability, a set for history
management is formed. The basic structure is as follows:

– IP - Date - Product Name (Version) - Firmware Version - OS
└ Port1 - Protocol - Application - CVE-IDs
└ Port2 - Protocol - Application - CVE-IDs
└ Port3…

It first records the date of scanning one IP and identifies the product name and
version, firmware version, and OS of the identified device. In the case of a port, a plurality
of ports can be opened in one device, information about protocols and applications for
each port is collected, and CVE information to be matched is described. The generated
history management set manages data collected based on IP-specific dates.

These managed data have various meanings as time-series data. First, the status of
connected devices is ascertained. In general, Shodan and Censys, as well as security
controls, show only the present situation and the flow of time is not expressed. This can
be used to identify devices that are potentially infectious at the time of the infestation.
Second, network changes of devices that are assigned IP can be observed. The IoT device
uses the same device of various objects due to environmental characteristics except the
home IoT. At this time, changes in the same network of the potentially infected device
family can be an important artifact for determining the point of infringement in the
analysis.

3.4 Analysis of Time-Series Data Using Euclidean Distance

To analyze time-series data, this study generally defines a pattern for time–series infor‐
mation and creates a learning model to generate a learning model for each pattern. The
similarity between the generated learning model and the new query sequence is then
measured to determine which pattern the new query sequence has similar characteristics
to. In the case of the IoT environment, however, little change in the collectible network
information means this method is less effective than system resource consumption. For
example, a change in the number of open ports per IP, product-firmware version infor‐
mation, access page, and others might have changes in network information, but changes
in information are infrequent. This study analyzed the time-series data by using open
ports, information on product firmware version, and the Euclidean distance between the
access page analysis results. The Euclidean distance between two points in 3-D is calcu‐
lated as follows.

d(p, q) =
1

1 −
√

(xp − xq)
2 + (yp − yq)

2 + (zp − zq)
2 (1)

p is the current data, q is the previous data, x is the port number, y is the firmware version,
and z is the access page analysis result. If this is applied to the IoT environment, the
Euclidean distance value 1 between the current data and the immediately preceding data
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is shown to appear in most sections. In this case, the Euclidean distance is changed to a
value other than 1 when the information is changed due to firmware update, new service
creation, or infringement. Also, when accessing from a new IP, a value other than 1 is
displayed.

Figure 1 shows the Euclidean distance when the information on the index page is
changed in a single device and recovered. In this graph, two non-1 values means infor‐
mation changed at that time. Then, second non-1 value is still being maintained. For
example, an administrator update a firmware and downgrade or this device was hacked
and recover it. Figure 2 shows the Euclidean distance when network information is
changed one time in a single device. It means network information is not changed when
the information was changed for whatever reason such as firmware update or intrusion.
Figure 3 shows the change of network information by using the standard deviation of
the Euclidean distance for each device when the infringement accident is spread by the
vulnerability in the same device group. Finally, Fig. 4 shows the standard deviation of
the Euclidean distance of the devices in the device group when a new device is added
to the same group.

Fig. 1. Recovery after changing device information

Fig. 2. Continuing after changing device information
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Fig. 3. Propagation spread in same device group

Fig. 4. Add device to device group

4 Scenario Based Utilization Plan

Section 3 discusses the network information of devices that can be collected in the IoT
environment, the classification of information that can be changed, and the analysis of
time-series data using Euclidean distance of information. Section 4 presents a potential
infiltration in the IOT environment and studies how the history management of network
information is helpful to accident analysis in case of infringement.

4.1 Utilization of History Management in Infringement by Unauthorized Device
in Wireless Network

IoT devices are mostly physically separated and communicate via wireless networks
like ZigBee, Z-Wave, Wi-Fi, Bluetooth and others. These wireless protocols have trans‐
mission distances ranging from tens to hundreds of meters. This means that it is possible
to externally access devices using wireless protocols, which has been proven through
the 2013 case of malicious codes deployed in Russia aimed at unsecured wireless
networks (with no security setting) using irons and electric kettle [4, 5]. In particular,
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detection and management of unauthorized devices are crucial in analysis of infringe‐
ment accidents caused by unauthorized devices, especially when connected to IoT
networks and when spoofing is performed to directly connect to devices and attacks.

In this case, based on a global scan for the management network, management of
the information is possible through history management of the information of the devices
connected to the network. Figure 5 shows when a new device appears in the device group
and information on other devices is changed. The standard deviation change in the
second time window indicates the addition of the device, that in the third time window
indicates network change due to the intrusion, and that in the fourth time window indi‐
cates unauthorized device removal.

Fig. 5. When unauthorized device is added and intrusion occurs

Based on the corresponding graphs, this study tracks behavioral changes for a
window each time based on the change of information in the network in the second,
third, and fourth time windows. In this case, by checking the network history of each
device, the addition of a new device and change in information of the device group are
possible, which can help infer an infringement occurrence time and select an analysis
target.

5 Conclusion

In an IoT environment, performing an analysis of infringements requires a lot of time
and effort due to limited information. Volatile data such as network traffic requires an
especially quick response. So the storage of network information for accident analysis
in an IoT environment is critical.

This paper shows that storage of network information in an IoT environment can be
used for accident analysis by performing history management on network information
in an IoT environment. It can be used to select the point of infringement accident by
detecting the change in network information and providing information on the change
point through analysis of similarities according to the Euclidean distance at time of
collection, with changeable information among network information as the subject.
Also, the study confirmed that it can be used to select the analysis target by providing
vulnerability information usable in the case of infringement caused by linking network
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and vulnerability information and the device list having vulnerability at the time of
infringement.

Current history management is performed by information collected through dynamic
scanning to the device itself, and a method for utilizing history management is suggested.
In addition, studying the history management of inter-device communication, which is
volatile data, is required as well as needed information on inbound and outbound traffic.
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Abstract. The cloud computing technique rises in these years. Due to cloud
computing techniques have some features including low cost, robustness, flexi‐
bility and ubiquitous nature. The data in organization will increase immediately.
A large number of data can be used on many applications of data analysis involves
business, medical and government. But it has some privacy issues, if dealer wants
to understand their customer behavior for requirement of marketing, they may
publish data into data analysis company, third-party, to analysis. To preserve
privacy in database, this paper proposes an efficient noise generation scheme
which is based on Huffman coding algorithm. The features of Huffman coding
algorithm are a character with lower occurrence frequency has longer code and
vice versa. It is suitable to be applied on protecting privacy on database, that tuple
with lower occurrence frequency has more noise. The paper presents a noise
matrix, a set of noise, which is based on this concept. Although this scheme may
lead to data distortion by replace original value, but does not affect to data anal‐
ysis. In the section of experiments, we consider running time of noise generation
with integer number and real number. Overall, this paper shares different concept
to perturb original value and propose an efficient data perturbation scheme.

Keywords: Huffman coding · Noise matrix · Numerical database
Privacy preserving

1 Introduction

The cloud computing technique rises in these years. Due to cloud computing techniques
have some features including low cost, robustness, flexibility and ubiquitous nature. The
data in organization will increase immediately. The term of big data emerged recently
that is a collection of dataset which has some features of velocity, volume and variety.
Big data can be used on many applications of data analysis involves business, medical
and government when the organization generates massive data rapidly. For an instance,
when dealer wants to understand their customer behavior for requirement of marketing,
they may publish data into data analysis company, third-party, to analysis. However,
customer privacy may have leakage crisis, when all transaction data involving personal
be published to the third-party, which cannot be trusted. Hence, protecting personal
privacy becomes very important. All of privacy disclosure in this research can be simply
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classified to two categories. The identity disclosure that adversary is able to match a
tuple in a database to an individual. The prediction disclosure that adversary is able to
predict the confidential value of an individual. This paper focus on that combination of
two or more insensitive attributes can be identified to an individual by an adversary.

In response to a sudden surge in data, the data analysis company may use distributed
database system to build their storage environment. Some solutions of dealing big data
based on distributed database systems have been proposed. To enhance speed of
processing, object-based storage is a choice. Mesnier et al. mentioned an object is a
logical collection which is variable size and can be used to store any type of data, such
as files, database records, medical images, or multimedia [14]. In practice aspect, there
is a merchant produces object storage device which has many features and benefits
including high performance, increase storage utilization, keep current investment, and
support server/desktop virtualization [21]. In 1998, NoSQL (Not only Structured Query
Language) concept has been proposed and redefined in 2009. The main advantages of
NoSQL are following: (1) reading and writing data quickly; (2) supporting mass storage;
(3) easy to expand; (4) low cost [8]. The data model of NoSQL can be classified to four
categories, key-value, column-oriented (column families), document store, and graph
databases.

Due to NoSQL database offers high performance and high availability, Tudorica
et al. compared performance on several NoSQL databases [16]. More and more compa‐
nies whose need to deal big data may select NoSQL database as their data storage. But
NoSQL database has lack of encryption support. There are some security features can
be discussed including authentication, authorization, auditing, client communication,
injection and Denial of Service [15]. However, this paper only focuses on preserving
privacy on numerical database. We proposed an efficient noise generation approach
which is based on noise matrix that can enhance speed of adding noise to original data.
Our approach will perturb data to achieve privacy protection but will not reduce data
analysis correctness when data perturbation.

The rest of the paper is organized as follows. We review relational literature in
Sect. 2. We organize several different solutions for privacy protection and illustrate
respectively. And then we illustrate noise generation approach based on Huffman coding
in Sect. 3. We use noise generation approach to build a noise matrix, set of noise. After
generating noise, we illustrate noise injection procedure. Also, we make the experiments
to analysis the running time for proposed approach in Sect. 4. Finally, we summarize
the paper in Sect. 5.

2 Related Work

In this section, we review some literature about privacy issues on database. Roughly,
the simple idea of privacy preserving is to encrypt entire data before publishing to the
service provider. The other idea is adding noise to perturb original value. And then
database answers an incorrect result instead of original value to user. We organize
several different solutions as the following.
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Agrawal and Srikant [2] proposed a concept of privacy-preserving data mining tech‐
nique is using data distortion. The sensitive data will be perturbed through a random
function, and the function returns a distortion value x + r instead original value x where
r is a random value. Each original value x has a corresponding noise value r. They
classified training data by decision tree which has a growth phase and a prune phase.
All of data will be partitioned to same class in growth phase, and will be perturbed, noise
injection, by generalized in prune phase. The objective of prune phase is adding noise
into original data when the need for data analysis. So they should determine a split point
and partition data. And then also need reconstructing original data by random value,
data recovery mechanisms. Liu et al. [13] also proposed a solution which based on
decision tree. Their proposed decision tree algorithm can be used to classify both the
original and the perturbed data.

Agrawal and Aggarwal [1] proposed an Expectation Maximization (EM) Algorithm
which is reconstructing distributions at aggregation level. They also proposed a privacy
metrics for quantification and measurement, which is based on concept of mutual infor‐
mation between original distribution and estimated distribution. They concern
perturbing data and reconstructing distribution, and proposed a robust estimate of orig‐
inal distribution. The proposed algorithm generates the noise value distribution as same
as original. Each noise value can be mapped to original value. Reconstructing distribu‐
tion algorithm with estimated distribution is approaching original destitution, and mini‐
mizes information loss.

Dwork et al. [4] proposed a cryptographic protocol for generating noise through
Gaussian, and be used for preserving privacy on statistical databases. The proposed ODO
protocol (Our Data, Ourselves Protocol) provides an efficient distributed interactive
solution via generating noise to prevent malicious participants. The participant queries
the database via a privacy mechanism to make sure participants are not faulty. The main
solution considers two types of generating noise, Gaussian and scaled symmetric expo‐
nential, to generates appropriately distributed random noise. Li et al. [12] proposed
Multilevel Trust approach by Gaussian for PPDM (Privacy Preserving Data Mining).
The assumption is data owner trusts the data miners at different trust levels and generates
differently perturbed copies of the same data for data miner at different trust levels. The
data miner has higher trust levels may access perturbed copies at lower than its levels.

Guan et al. [6] proposed an IBE (identity-based encryption) protocol for privacy
protection which is a kind of public key cryptosystems, and is based on bilinear maps
on elliptic curves. This scheme adopts user’s identity information as the public key, and
the private key is generated by private key generators (PKGs). The IBE scheme is
composed by four algorithms are following: (1) Select a security parameter, and get
system parameters and the master key; (2) ID as a public key, and generate private key
through PKGs; (3) Encrypt plaintext and get ciphertext; (4) Decrypt ciphertext and get
plaintext.

Guo et al. [7] proposed solution based on classical Elgamal homomorphic encryption
scheme. Homomorphic encryption allows the particular type of computation to encrypt
into the ciphertext, and obtains the encrypted result which is ciphertext of encryption
processing on plaintext. According to proposed solution, data are encrypted in key-value
pair before publish to database service provider, and construct index. In order to data
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maintenance, they also proposed data inserting algorithm and data deleting algorithm.
Meanwhile, they proposed a query protocol through Paillier encryption scheme. Finally,
they implement the proposed algorithms on Berkley DB, a NoSQL database.

Kellaris and Papadopoulos [11] proposed GS scheme with ϵ-differential privacy
which is based on grouping and smoothing technique, and focus on one-time publishing
of non-overlapping counts. Their scheme focuses on scenario which has privacy issue
with aggregation data. Such as social networks may sell user “check-in” summaries to
advertising companies, or hospital may provide patient’s prescription aggregates to
research unit for some research purposes. The proposed scheme groups the aggregation
and smooths them via centroid of group, and minimizes the smoothing perturbation.

Zhang et al. [17–20] proposed a serial noise generation strategy which is based on
historical probability. The customer’s privacy information may leak by untrusted service
provider record queries from users. They proposed a scenario which customer takes
certain actions to protect their privacy without cooperation with server or encryption
and decryption on server side. The difference to the mainly solution of noise injection
of random noise is that they record historical probability of all users queries. The random
noise approach would need a large number of different noises, and the same noise may
occur higher frequently. In order to prevent observation by malicious service provider,
their idea is to balance noise probability, that noise with higher occurrence probabilities
are used less. In contrast, the noise with lower occurrence probabilities are used more.

3 Proposed Scheme

Our scheme is adding noise into original data to achieve preserving privacy. For instance,
give a table where has a tuple which has an attribute of age 23. We can revise the value
to a range value, 20–30, to prevent adversary observe directly the value in database. The
limitation of the paper focuses on statistical database and numerical database, and use
data perturbation scheme to protect privacy of database. Although data perturbation
approach may replace original data from the measured value, noise. But in generally,
numerical database can bear some data distortion in minimum information loss.
Minimum data distortion does not affect the data analysis or database operation. In this
section we illustrate our concept for noise generation scheme and data perturbation
procedure.

3.1 Preliminary

There are many data involving sensitive and insensitive placed in entire database. Intui‐
tively, we only need to protect privacy for sensitive data. We can store directly insen‐
sitive data to database because it has not involved personal privacy. However, privacy
issues in database have many viewpoints can be discussed. This paper investigates
privacy issues from attribute aspect. Some attributes are not considered as sensitive by
individual, such as age, weight, education, occupation, and so on. But, the combination
of one or more insensitive attributes can be identified each individual, a tuple, by
matching those insensitive attributes. The set of one or more attributes by matching
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insensitive attributes is called quasi-identifier. Quasi-identifier is a set of attributes that
can be used to link person if the combination is unique. For an example, give a table
which has two insensitive attributes, age and weight. Assume the set of combination of
age and weight can be used to identify each individual. The set of combination is a quasi-
identifier.

Briefly, the data perturbation approach will use a new value, usually via a measure,
to replace original value. To address the identity disclosure for quasi-identifier, this
approach will group data and replace original value by centroid of group, average.
Although this approach may damage original value and may leads to the problem of
data distortion, but will prevent adversary to identify each various individual. However,
this paper concern on the problem when the quasi-identifiers are replaced by a centroid
of group, that value by grouped may has prediction disclosure issue since grouped value
be homogeneous. In other words, this paper considers the disclosure risk of homoge‐
neous sensitive value. We give an example to describe the scope of this research. For
simplicity, there is a relation which has a numeric quasi-identifier with two attributes,
weight and age, and nine tuples be converted respectively to data point and be placed
on two dimensional coordinate systems. We consider a single sensitive value which
shows in the Fig. 1. The red points are homogeneous value by grouping measure, and
the black points are the other homogeneous value by grouping measure. For example,
imagine an adversary knows the weight and age represented by the red points have
largest value for weight. It can predict target individual for the sensitive value of red
point when adversary uses regroup method which is the loop of dotted lines shown in
Fig. 1. Although the value of red point has been homogeneous, but there is a crisis for
prediction disclosure, and may leak privacy by regroup method.

Fig. 1. An illustrative example for prediction disclosure

3.2 Building Noise Matrix

We propose a noise generation scheme that is based on records occurrence probability,
and build a set of noise which is called noise matrix in this paper. For a brief description,
we consider the quasi-identifier which only has two attributes, and then the inside values
of attributes are converted into data point, each data point has one or more homogeneous
value, on coordinate systems. In other words, an attribute is indicated to x axis, and
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another one is indicated to y axis. It is indicated to three dimensional coordinate systems
when the quasi-identifier has three attributes. We also consider the character of all data
point before noise injection. In other words, we should understand how many pattern of
data point in the quasi-identifier, for example we can make a pair of age 23 and weight
50 as a unique pattern. Hence, we would classify all patterns, data point, and count the
occurrence probability by patterns. The high probability of data point shows that are
general in exist, that is mean these data point has more homogeneous value and hard to
identify individual. In contrast, the lower probability of data point which will easy be
observed by adversary and leak personal privacy.

Our scheme relies on Huffman coding algorithm which proposed by Huffman in
1952 [9]. Huffman coding algorithm is popular on data compression technique [5, 10].
The Huffman coding algorithm has two phases, build Huffman coding tree, Huffman
code generation. We can clearly understand number of pattern and the lower probability
of data point, easy leakage privacy, by building Huffman coding tree, which can classify
to different pattern and count probability of data point. The feature of Huffman coding
algorithm is a character has a corresponding code. The character with higher probability
has short code. In contrast, the character with lower probability has longer code.
According to the feature of Huffman coding algorithm, our noise generation scheme is
based on this result of algorithm, and adding more noise into which pattern with lower
occurrence frequently to prevent prediction disclosure problem. In contrast, the pattern
with higher occurrence frequently may have lower data distortion because there is
pattern has more homogeneous value may not leak privacy easily.

We give a simple example to illustrate our idea. All of records are converted to the
data point and be placed on coordinate system, which is a quasi-identifier that can be
viewed a pattern, we assume each pattern has one or more homogeneous value, such as
symbol A, B, and C in the Fig. 2. The Huffman coding tree is built through the occurrence
frequency of each symbol. The Fig. 2 defines each symbol has a corresponding frequency
respectively, and shows occurrence frequency above the symbol, and the number of
internal node of hollow circle is the sum of occurrence frequency from two children.
After building Huffman coding tree, then set the weight individually on each branch,
that weight on left child is 0 and vice versa the weight on right child is 1. Each symbol
has a corresponding Huffman code which we organize into a table shows on Table 1.
Our scheme perturbs data through the result of Huffman code, can be viewed noise.
Finally, we inject the result of Huffman coding, regarded as noise, into original value
directly to perturb data to prevent the problem of prediction disclosure.
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Fig. 2. Huffman coding tree and symbol probability

Table 1. Huffman code

Symbol A B C D E F
Frequency 7 5 4 4 4 3
Code 00 01 100 101 110 111

Some notation is defined to facilitate the discussion. Give a dataset D, and tuple t
i

corresponding quasi-identifier q
i
= a

i1
, a

i2
, q

i
∈ Q, where a

i1
 and a

i2
 are attributes in quasi-

identifier. In order to reduce dimensions in coordinate system with quasi-identifier, this
should be normalized before injecting noise to original data. Quasi-identifier is adjusted
by Euclidean distances calculation between two values of attribute, q

i
=

√
a

2
i1
+ a

2
i2
. For

a brief description, we only concern a quasi-identifier with two attributes. We input a
dataset and a quasi-identifier which is defined initially according to our designed algo‐
rithm, and output a Huffman coding tree.

The example mentioned above can be implemented to an algorithm and describe
detail for step by step in the Fig. 3 showing. The Huffman code is showed on Table 1
can be converted to a noise matrix which is shown on Fig. 4. Each symbol, the quasi-
identifier be viewed a set of various pattern, has a corresponding unique noise value can
be injected directly into original value.
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Fig. 3. Algorithm of Huffman coding tree

Fig. 4. Noise matrix

In order to simplify the process of noise injection, noise generation is based on orig‐
inal data and converted to a noise matrix. The processing of noise injection is directly
through original value and noise value corresponding to each other by noise matrix. We
use Huffman coding algorithm to generate noise and convert to a matrix to reach the
process of efficient data manipulation.

3.3 Data Perturbation Procedure

As the mentioned above, the noise is based on original value to build a Huffman coding
tree, then it will convert to a set of noise that we called noise matrix in this paper. Each
original value v of data point can be corresponded to a noise r by noise matrix. This
method can be simplified process of original value perturbation, and then the process of
noise injection can be more intuitively and easily. After building noise matrix, we will
describe the procedure for noise injection. For illustration simplicity, we only consider
a quasi-identifier with two attributes. Each data point is mapped to a block in the noise
matrix that is visual diagram shown in Fig. 5. The corresponding noise with original
value can be injected directly. The noise value has a string of binary, 0 and 1, according
to noise matrix that be shown in Fig. 4. We put the string of binary, which is in noise
value, into a queue, and add sequentially to original by the function of least significant
bit (LSB). The problem of data distortion may significantly reduce due to using LSB
function to perturb original value. The replaced value may close to original value, and
keep the degree of privacy.
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Fig. 5. A diagram for noise injection

We give a simple example to illustrate, assume the original value is (64)10, and has
a corresponding string of noise value (1010). First, The original of (64)10 should be
converted to a binary string (1000000)2, and then we put string of binary of noise into a
queue (1010)

queue
. We add ‘1’ into string of (1000000)2 and remove a bit from queue. In

this case, the length of noise value is 4, so we add 4 into the binary string. The string of
binary will be replaced and become to (1000100)2. Finally, we get the result is (68)10 by
reverse function from binary to decimal.

4 Experiments

The experimental environment is built on a 2.66 GHz processor for Intel Core (TM) 2
Quad CPU and 1.7 GiB of main memory, running the CentOS 6.5 operating system with
Linux kernel 2.6. All of algorithms were compiled from the compiler of G++ 4.8.2, and
the dataset is provided from UCI Machine Learning Repository [3] which can be used
in public. We first describe the background of dataset used in our experiments. The first
dataset, 3D Road Network, contains 434,874 instances, with 4 attributes, including
OpenStreetMap ID, longitude, latitude, and height in meters. We assume combination
of attributes of longitude and latitude is a quasi-identifier where data type of attributes
is real number. The second dataset, Census-Income, contains 299,285 instances, with
40 attributes. We assume combination of attributes of age and weeks worked in year is
a quasi-identifier where data type of attributes is integer number.

We consider running time of noise generation that calculates per unit time in milli‐
seconds. In order to estimate the precise time, we get the average of 61 times of running
time of noise generation. We further discuss the time changes that two datasets manip‐
ulate tuples from 500 to 250,000 respectively. Another, we also consider two datasets
which has different data type respectively. The first dataset, 3D, which has a numeric
quasi-identifier with two attributes of real number. The second dataset, census, which
also has a numeric quasi-identifier with two attributes of integer number. In addition,
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the proposed scheme formalizes quasi-identifier through Euclidean distances calcula‐
tion, we analysis the result of running time between formalize and non-formalize. The
Table 2 shows the result of running time for formalizes quasi-identifier, and the
Table 3 shows the result of running time for non-formalizes quasi-identifier.

Table 2. The running time of noise generation for formalized quasi-identifier
Tuples 500 1000 5000 10000 50000 100000 150000 200000 250000
3D 12.45902 24.04918 191.2295 584.8197 11070.23 44543.1 103439.7 185823.6 290646.6
Census 33.85246 49.62295 219.3443 427.2459 2097.443 4155.639 6208.279 8319.098 21837.38

Table 3. The running time of noise generation for non-formalized quasi-identifier
Tuples 500 1000 5000 10000 50000 100000 150000 200000 250000
3D 12.09836 23.90164 188.5574 578.5738 10953.57 44367.41 103080.4 185560.3 290231.9
Census 34.93443 47.14754 217.8197 430.3443 2110.836 4177.328 6301.492 8309.574 23385.74

The difference between whether formalized quasi-identifier may leads to a little calcu‐
lation error. The experimental results show the running time is more close to each other.
However, the running time of noise generation for formalized quasi-identifer is higher
than non-formalized quasi-identifer. This is because the step of formalized quasi-identi‐
fier should more time to manipulate data. Figures 6 and 7 show the running time is incre‐
mented with the increasing data, respectively represent formalized and non-formalized.
In addition, the beginning of running time of integer is slower than real number, that is
shown on Figs. 6(c) and 7(c). Furthermore, since attributes of dataset of census are more
than 3D, where the census has 40 attributes but 3D has 4 attributes. Hence, it leads to the
beginning of running time of census is slower than 3D, in 500 tuples and 1,000 tuples.

Fig. 6. The trend of running time of noise generation for formalized quasi-identifier
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Fig. 7. The trend of running time of noise generation for non-formalized quasi-identifier

5 Conclusions

The use of information and Internet technologies as teaching and learning tools is now
rapidly expanding into education. Electronic learning (e-learning) is one of the most
popular learning environments in the information age. Indeed, e-learning extends tradi‐
tional learning paradigms into new dynamic learning models through computer and Web
technologies [2].
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Abstract. The preservation of privacy has become a widely discussed topic on
the Internet. Encryption is an approach to privacy; however, to outsource
computing to an cloud service without revealing private information over
encrypted data is difficult. Homomorphic encryption can contribute to it but is
based on complicated mathematical structures of abstract algebra. We propoase
a new scheme for securely computing the similarity between binary vectors
through a cloud server. The scheme is constructed from ciphertext policy attribute
based encryption and garbled circuits rather than homomorphic encryption.
Attribute based encryption provides the access power, which is a necessary prim‐
itive in our scheme. Moreover, for computing over encrypted data, we rely on
garbled circuits to handle secure outsourcing and to avoid the use of homomorphic
encryption.

Keywords: Privacy preservation · Outsourced computing · Data search
Garbled circuit

1 Introduction

Cloud storage is a noteworthy trend in cloud computing and numerous scholars have
published research on cloud storage in the last few years. In particular, some IT compa‐
nies have developed storage services such as Dropbox, iCloud, and SkyDrive. One goal
of such storage services is to provide extra space for mobile devices, and another is to
maintain synchronization and consistency among multiple devices. Because cloud
storage offers great convenience, many users grow accustomed to storing and accessing
their data in the cloud.

A drawback of cloud storage is that users must fully trust the cloud server. A chal‐
lenge of privacy and confidentiality is how to protect sensitive or private data while
utilizing the efficient search function of the cloud [1]. Intuitively, secure encryption is
a straightforward method for providing data confidentiality; a user must encrypt private
data before uploading them to a server. In the future, users may wish to access specific
portions of those encrypted data but cannot reveal any private key to the server. Typi‐
cally, the user must recall all data from the server and then select the required subset.
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The encrypted data are unreadable random strings, and thus the server cannot directly
search for data based on his queries. This solution is trivial and inefficient because the
server is merely a storage server and cannot increase efficiency. A user who desires one
item must retrieve all items from the server. Keyword-searchable encryption [2, 3] (SE,
for short) is introduced to enable efficient searches of encrypted data. In keyword-
searchable encryption, a sender uses a receiver’s public key to encrypt data and corre‐
sponding keywords, and then sends them to the cloud. Subsequently, the receiver can
use its private key to generate the trapdoor of search keywords, and the trapdoor output
is sent to the cloud. Finally, the cloud can test the keyword ciphertext and trapdoor. If
the keyword ciphertext and trapdoor match, the cloud returns the corresponding
encrypted data.

Privacy-preserving outsourced computing with binary vector similarity (PPOS) is
an application of cloud storage. The system is composed of four entities (user A, user
B, the sharing cloud, and the searching cloud) and the scenario is somewhat similar to
that of SE. User A extracts the features from the original data and then uploads the
encrypted data to the sharing cloud and the encrypted features to the searching cloud.
User B generates a search request from the searching features and sends a search token
(similar to the trapdoor) to the searching cloud. Subsequently, the searching cloud server
returns a result that reflects the similarity between the search features and original
features (a.k.a L2-norm). User B applies the result to retrieve the data from the sharing
cloud server. Notably, PPOS is slightly different from SE because SE we care the 100%
match of keyword, whereas PPOS only care similarity. For security, the sharing cloud
server and searching cloud server are collusion-free, and thus some known attacks
against SE cannot be used against PPOS.

Zhang et al. proposed a PPOS scheme [4, 5] based on ciphertext-policy attribute
based encryption (CP-ABE) [6–8], additive homomorphic encryption (HE) [9], and
garbled circuits [10–13]. We briefly summarize the main idea of their scheme as follows.
For simplicity, we delineate only the interactions among user A, user B, and the
searching cloud server.

– User A generates a public key, a secret HE key, and a garbling key, and then runs
key generation for CP-ABE, sets the access structure, and gives user B an access key
(notably, user B can perform decryption of CP-ABE for one ciphertext if his access
key matches the attributes).

– User A uploads the ciphertexts of keyHE and the garbling key encrypted by CP-ABE.
– User A generates the XOR(xA(k), `) garbled circuits for each dimension k of xA, and

the output is the HE ciphertext consisting of 0 s and1 s.
– User B fetches the ciphertext of CP-ABE, decrypts it to obtain the key, and generates

the garbled input from the garbling key and his search request xB.
– Finally, the searching cloud server receives the garbled input uploaded by user B and

uses it to obtain HE.E(XOR(xA(k), xB(k))) in each dimension. Subsequently, that
server computes the summation to obtain HE.E(d(xA(k), xB(k))).

Contributions
Our starting point is that we found their improved scheme works with two individual
computations (including XOR operations in garbled circuit and summation in HE). The

162 D. Yang et al.



concrete goal is to get rid of the use of HE because garbled circuits can be used to render
computation. Hence, we propose a new scheme based on CP-ABE and garbled circuits.
The techniques that define our scheme are described as follows:

– User A generates a specific circuit that hardcodes user A’s input (feature value) and
computes summation of XOR(xA, .) for each feature dimension; the input of the
specific circuit is exactly the search request of user B. This action combines the two
individual computations of this scheme into only one.

– User A uploads the garbled circuit of the specific circuit and the CP-ABE ciphertext
of the garbling key to the searching cloud server.

– User B can decrypt the CP-ABE ciphertext to obtain the garbling key. User B applies
the garbling key to generate the garbled input for his search request, and then sends
the garbled input to the searching cloud server.

– Finally, the searching cloud server evaluates the garbled circuit and input and then
returns the “plain” evaluation result to user B.

Some minor challenges may require attention but are quite simple to overcome. If
we want to preserve the “output privacy” against the searching cloud server, we can
trivially set the server to deliver the final result as a ciphertext. In addition, as is known,
the entire garbling key may be long, and thus we can deliver a short pseudorandom
generator seed instead which is used to generate a long garbling key through a pseu‐
dorandom generator. This is a standard technique for achieving compression.

Organization. The remainder of this paper is organized as follows. Section 2 explains
some preliminaries including garbled circuits and CP-ABE. Section 3 presents a PPOS
framework. In Sect. 4, we introduce the proposed scheme, and in Sect. 5, gives some
discussions. Section 6 concludes this paper.

2 Preliminaries

2.1 Garbled Circuits

Garbled circuits were originally designed by Yao [10–13] for two-party computation.
A garbled circuit scheme consists of a pair of algorithms (GarbleC and Eval). In terms
of high-level functionality, GarbleC is the circuit procedure and Eval is the corre‐
sponding result evaluation procedure. Each input and output wire w of the circuit is
associated with two labels, lkeyw

0  and lkeyw

1 , which correspond to the bit-values b ∈ {0,1}.
Finally, a garbled circuit C̃ is applied to blind the evaluation by given the garbling inputs.
For security, given garbled circuit and input, it does not reveal anything except for the
evaluation result of the output. A garbling scheme usually consists of the two algorithms
described as follows.

– (C̃, {j, b, lkeyin,j
b )} ← GarbleC(1𝜆, C, {i, b, lkeyout,i

b }): as input, GarbleC takes a security
parameter λ, a circuit C, and a set of labels lkeyout,i

b  for all output wires i ∈ out(C) and

Privacy-Preserving Outsource Computing 163



b ∈ {0,1}. We denote the sets of input and output wires by inp(C) and out(C),
respectively. Then it outputs a garbled circuit C̃ and a set of labels lkeyin,j

b  for each
input wire j ∈ inp(C) and b ∈ {0,1}.

– (lkeyout,1, lkeyout,2,…) = Eval(C̃, (lkeyin,1, lkeyin,2,…)): Given a garbled circuit C̃ and
a sequence of input labels lkeyin,j, Eval outputs a sequence of output labels lkeyout,i.
Intuitively, if the input labels correspond to some input x then the output labels should
correspond to y = C(x).

Without loss of generality, we describe the circuit garbling scheme as the following
four algorithms.

– KeyGen(1λ): generates the garbling key
– GarbleC(key, C(`)): generates the garbled circuit C̃
– GarbleInp(key, x): generates the garbled input x̃
– Eval(C̃, x̃): evaluates the result C(x).

2.2 CP-ABE

Ciphertext policy attribute based encryption [6–8] is a universal and safe access control
protocol based on ciphertext policy, referred to as CP-ABE. In CP-ABE, when data are
encrypted by an access control policy, the keyCP-ABE consists of the Boolean values of
the attributes and the Boolean operators (AND/OR). The keyCP-ABE corresponds to a set
of attributes {A}; therefore, only a user that satisfies the attributes of {A} can do
decryption successfully.

The following algorithms exist in CP-ABE.

– Setup: Given only the implicit security parameter, it outputs the public parameters
P and a master key KM.

– Encrypt(P, M, AS): It takes the public parameters P, a message M, and an access
structure AS as inputs. We assume that the ciphertext implicitly contains AS. Subse‐
quently, M is encrypted to the ciphertext CT such that only the user possesses A, the
set of attributes that match the access structure AS, can decrypt M.

– Key Generate(KM, A): It takes the master key KM and a set of attributes A as input
and then generates a private key KS.

– Decrypt(P, CT, KS): The public parameters P, the ciphertext CT (which contains an
access structure AS), and the private key KS as input. Because KS is generated by the
set of attributes A, if A matches AS, the algorithm decrypts CT and returns M.

3 System Framework

The system framework is an outsource computing framework of data sharing and
searching with privacy-preserving. Figure 1 describes the framework, focusing on two
objectives:

1. Sharing data with selectively access delegation
2. Searching data without extra computing overhead
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Fig. 1. Key generation

To achieve these objectives, our framework comprises three parts: key generation,
data uploading, and data searching.

3.1 Key Generation

The framework enables a user to share his or her data selectively with someone who has
access delegation. When user A registers, the system generates his searching key to be
used for data uploading and searching. Subsequently, to prevent others from accessing
the searching key, user A can protect the key through access control, as illustrated in
Fig. 1. In other words, user A should encrypt the key with access control rules and upload
the encrypted key to the cloud so that only the designated user can access the searching
key from the cloud.

3.2 Data Uploading

Before being uploaded, user A’s data must be preprocessed. The keywords of the data
must be defined automatically or by user A. The keywords may be relevant to features

Fig. 2. Data uploading
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such as timestamps, document titles, file formats, media content and so on. These
keywords are transformed into a binary feature vector.

User A uses symmetric encryption to encrypt the data and uploads the symmetric
key (encrypted through access control) as well as the data to the sharing cloud. At the
same time, the encrypted binary feature vector is uploaded to the searching cloud, as
depicted in Fig. 2.

3.3 Data Searching

When user B plans to search the data of user A, user B must generate the feature vector
to describe what he requires. This feature vector is referred to as the searching vector.
If the search user B conforms to the rules for access control set by the data owner A,

Fig. 3. Data searching
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user B is permitted to obtain the searching key of user A from the cloud. Thus, user B
can use the searching key to generate an encrypted searching vector.

After that, user B uses the encrypted searching vector to search data. The cloud
computes similarity as the distance between the searching vector of user B and the
feature vector of all user A’s data without any further interactions with user A. The cloud
then returns the result to user B. Notably, the result is ciphertext that can be decrypted
by user B.

Finally, user B can discover the specified data, referring to the result decrypted
through the searching key of A, as illustrated in Fig. 3. As a result, the cloud manages
the entire computing process without any plain knowledge of the data or searching
content.

4 Proposed Scheme

The essential component of the system is the capacity to search encrypted data. To
address this, we propose a new scheme based on garbled circuits that compute the simi‐
larity between the searching vector and the feature vector. This section describes how
to encrypt and decrypt the vectors and obtain the similarity results.

User A

1. Use KeyGen(1𝜆) to obtain the key. When a new user registers, the system must
generate that user’s searching key.

2. Obtain and upload ABE.E(key). If user A wants to delegate access to another user
through access control, he uses CP-ABE to encrypt the key. Subsequently,
ABE.E(key) is uploaded to the cloud.

3. Use GarbleC(key, C(`)) to obtain and upload C̃. In these calculations, C(`) is
ADD(XOR(inputA, `).

In step 3, user A hardcodes the feature vector as inputA in a specific circuit for each
dimension.

User B

1. Fetch ABE.E(key). If user B plans to get the distance between the vectors, she needs
achieve the access right from A. More precisely, user B must fetch ABE.E(key) from
the cloud.

2. Decrypt ABE.E(key) to obtain the key. If the attributes of user B match the rule set
by user A, she decrypts ABE.E(key) successfully and obtains the key.

3. Use GarbleInp(key, x) to obtain and upload x̃. User B uses the key to translate the
searching vector x to x̃ as the input of C̃ and send it to the cloud.

Cloud

1. Use Eval(C̃, x̃) to obtain C(x). After receiving x̃, the searching cloud server evaluates
x̃ with C̃ to obtain the result of the distance between vectors, and then sends the
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distance to user B (for output privacy, the cloud will return the ciphertext version
instead) (Fig. 4).

Fig. 4. Sketch of the scheme

5 Discussion

We propose a PPOS scheme where data searching under ciphertext is located in the
third-party data center. Generally, implementing encrypted data searching usually relies
on HE to compute similarity. However, HE usually incurs excessive computational
overhead. Consequently, our scheme is based on only access control and garbled circuits
to not only protect the data in the cloud from access by unauthorized users but also enable
the data to be searched by authorized users without disclosure.

The scheme is unavoidably affected by the shortage of garbled circuits. Obviously,
the garbled circuits cannot be used more than once. Reusable garbled circuits may be
required, and this is a possible direction for future research.
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6 Conclusion

This paper describes a scheme of PPOS from weak assumptions. The proposed scheme
is based on CP-ABE and garbled circuits. In contrast to some previous schemes, our
scheme does not use HE, and we apply garbled circuits as primitives to handle secure
outsource computation.
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Abstract. Since the cloud computation auditing becomes important recently,
Wei et al. proposed their cloud computation auditing scheme. However, they
assume that the cheating adversary always gives the random response for the
auditing challenges. This assumption is impractical. When only a small part of
adversary’s response is random, the number of challenges is increased dra-
matically. Then the auditing load becomes so heavy that the auditor cannot give
the auditing results in reasonable time. Moreover, the probability of finding out
incorrect computed results cannot reach that the users want. To improve the
on-line audit performance or probability, the off-line easy-auditor improving
strategy, the function-based improving strategy, and mixed strategy are pro-
posed, respectively. Utilizing the off-line computation concept and the cloud
computation server help, the online audit performance, and the audit probability
will be improved.

Keywords: Merkle hash trees � Cloud auditing � Cloud computing
Cloud storage � Digital signature schemes

1 Introduction

For limited computing power, cloud users need to outsource the computation problem
to cloud computing servers to obtain the results. It is convenient for cloud users, but the
computation delegation may suffer the wrong result or cheating by cloud computing
servers. Cloud users need the verification agencies (VA for short) to audit the results
[1–5]. Since the VA should response the auditing results in reasonable time, the audit
efficiency of the computation result becomes the next topic to be focused on.

Due to VA’s limited computing power, the online audit of the computation results
is slow and the probability to find out the wrong results/cheat is not significant enough.
So, the performance of online auditing and the probability to successfully identify the
wrong results/cheat by online auditing are important issues in computation outsourcing
schemes.

For computation outsourcing services, many computation outsourcing schemes [6–
13] are proposed to satisfy correctness and soundness requirements. Correctness means
that all of the computed results are correct by following the cloud computing service
delegation procedure; Soundness means the cheat of cloud computation server or
wrong computed results can be find out with a reasonable probability the cloud users
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need. Here the probability of finding out the wrong results/cheat is the key issues.
Besides, the performance of online auditing should be improved to shorten the response
time of online audit [14]. Therefore, We et al. [13] proposed their audit procedure for
not only the cloud storage but also the computed results.

To increase the probability finding out the wrong computed results or cheating, the
adversary always gives the random answer for the challenging queries in [13]. Thus the
auditor needs only 33 challenging data to reduce the probability of finding out the
wrong results or cheating. However, in practical situations, the most powerful adver-
sary is the cloud computation servers. The most of computed results might be correct
but only small part is wrong or cheating. In this situation, among the challenging
results, some responses are correct and some responses are random answer. It is
possible that all the responses are correct. To enhance the audit effect, the size of
challenging data should be increased dramatically. For the large size of challenged
data, the auditor might not online perform the audit task in reasonable time.

To improve the efficiency of online audit and the probability finding out the wrong
computed results/cheating, some new audit strategies are proposed. In the following
section, our system model, assumptions, and security and performance requirements
are described. Section 3 is our proposed data strategies. The last is our conclusion.

2 Preliminaries

2.1 Cloud Computing System Model, Assumptions, and Security
Requirements

There are three main entities: Cloud Users (CUs, for short), Cloud Computing Servers
(CCSs, for short), and Verification Agencies (VAs, for short). CUs are the data owners
and propose the cloud computing service requests to CCSs. CCSs are the cloud
computing services provider because of their huge computing power on Internet. CCSs
also provide cloud storage services for CUs to store the data and computed results.
A VA should be trusted by some CUs and accepts the auditing delegation from CUs to
audit the computed results stored in CCS. The computing power of VA may be
stronger than CUs.

In the system models, some assumptions are described below. First, before dele-
gating CCS’s cloud computing services, CU has uploaded CCS the data for the cloud
computing requests. Those uploaded data is also signed by the data owner, CU, using
the public key based signature schemes to guard against any modification on those
uploaded data. Each one of those uploaded data has its unique indexes. Next, assume
that the computing power of the CCS is much stronger than the computing power of
CUs or VAs. Moreover, the storage size of CCS is also much larger than the storage
size of CUs or VAs. In our model, the CCSs and CUs have their certificated public
keys and the corresponding private keys for the underlying signature schemes.

The cloud computing service delegation procedure is roughly described below.
First of all, some CU sends CCS the cloud computation request and delegates CCS to
perform the delegated computation functions on CU’s uploaded data. CU assigns one
or more computation functions for the cloud computing requests to CCS. After
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receiving the cloud computation requests, CCS computes and stored the computed
results. CCS also generates and responds CCS’s signature on the computed results to
CU as evidences.

The auditing procedure is briefly described here. After obtaining the CCS’s sig-
nature on the cloud computed results, the CU may delegate some VA the verification of
the cloud computed results. To delegate the auditing task, CU sends VAs the CU’s
signature on the uploading data, the CCS’s signature on the cloud computed results, the
related data and cloud computing functions. VA helps CUs validate the correctness of
the cloud computed results. Due to the limited computation power, the VA randomly
selects some data indexes for cloud computing service requests and sends those indexes
to the CCS. According to the received selected indexes, CCS sends VA the CU’s
uploading data and the CCS’s computed results. VA first validates the integrity and
source of the received uploading data using CU’s signature. VA validates the integrity
and source of the received cloud computed results using CCS’s signature. Then VA
checks the correctness of cloud computed results using the cloud computing functions
and uploading data. If all the cloud computed results of the randomly selected data are
correct, then VA reports that the CCS computed results may be correct; otherwise, VA
reports that the part of the CCS computed results are incorrect.

The first security requirements of the cloud computing services is the correctness,
the second is soundness, and the third is efficiency. The correctness means that the
computation results are all correct if following the step of ours strategies. Soundness
means that the probability of finding out the wrong computed results or cheat is smaller
than the cloud users wish. The efficiency is related to the audit performance. The basic
way to audit the computed results is that the auditors perform the delegated functions
on the chosen delegated data and check whether or not the computed results by auditors
are the same as the results by the cloud computation servers. The auditor must give the
on-line audit response in reasonable time. Moreover, any improved on-line auditing
method should be better than the basic audit method.

2.2 Secure Cloud Computation Auditing

Definition 1: Cloud Computing Server Threat Model
Suppose that the CS delegates CCS the computation of the function f1 on the input data
set D = {m1, m2,…, mn} and each input data mi is uploaded to the server with position
pi, for i = 1, 2, …, n.

The cloud computing server threat is defined as below.

1. The cloud computing server may not correctly and honestly perform the delegated
function on all input data m1, m2, …, mn.

2. Instead of correctly performing the function f1 on some input data, the CCS ran-
domly generates the output for the input data.

Definition 2: Secure Cloud Computation Auditing (SCCA for short) Requirement
Suppose the percentage that the CCS does not perform the delegation function f
correctly is p. Let the successful cheat be the event that the CS or VA cannot find out
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the CCS’s threat. The SCCA requirement is satisfied if Pr[successful cheats] < e, where
e is an allowable probability.

3 Our Proposed Data Strategy

Our brief scheme for cloud computation delegation and auditing is given in Sect. 3.1.
Then our improving strategies are proposed in Sects. 3.2, 3.3 and 3.4, respectively.

3.1 Our Brief Cloud Computation Delegation and Auditing Scheme

To simplify the description, suppose that the delegation computation function is only
one function f1. So the computation delegation task F = {f1}. It is easy to expand our
description for F = {f1, f2, …, ft’}.

Our scheme consists of three phases: Input data preparation and uploading, cloud
computation, and computing result auditing phases. Each phase is described briefly. 錯
誤! 找不到參照來源。 shows our notations (Table 1).

Table 1. The notations in our auditing strategies

Notations Definition

F The delegation task function set F = {f1}, where f1 is some delegated
function

mi Some message block used as the input for the delegation task function
D An input data set {m1, m2, …, mn}
D0 An easy-auditor set
D00 The set of extra data for auditing
D1 The upload data set
R A computation result set {r1, r2, …,rn} of the input data set D
MHTs Merkle Hash Trees
SigCU,D CU’s signature on the input data set D using CU’s private key
SigCCS,R CCS’s signature on the computation result data set R using CCS’s

private key
t The number of elements in the easy auditor set
A The computation result of the easy auditor set
IN The index set consisting of the indexes of the challenges choosing

form the normal auditor set
IE The index set consisting of the indexes of the challenges choosing

form the easy auditor set
Challenge = IE[ IN The union of the IE and IN
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Input Data Preparation and Uploading Phase

Step 1: CU prepares the input data set D = {m1, m2, …, mn} and the extra data set
D00 for auditing for the delegation function f1, where each input data/extra
data has its unique index. Let D1 ¼ D[D00 be the uploaded data set. D1 may
need be rearranged.

Step 2: CU generates the signature SigCU,D1 on the digest of the uploaded input data
set D1 using CU’s private key, where the digest of D1 is computed using the
MHT.

Step 3: CU uploads CCS the uploaded input data set D1 and the computation del-
egation task F = {f1}.

Step 4: CCS validates the signature SigCU,D1 on the uploaded input data set D1.

Cloud Computation Phase

Step 1: CCS computes the result set R ¼ r1; r2; . . .; rn0f g on the uploaded input data
set D1 and the computation delegation task F, where n’ is the sum of n and
the number of elements in D00.

Step 2: CCS generates the signature SigCCS,R on the computed result set R using
CCS’s private key and MHT.

Step 3: CCS sends CU the signature SigCCS,R and the root digest on the result set R,
where the root digest of R is computed using the MHT.

Step 4: CU validates the signature SigCCS,R on the root digest of the result set R.

Computing Result Auditing Phase

Step 0: CU delegates some VA the auditing tasks by sending the index set of D, the
signature SigCU,D1, SigCCS,R, the digest on the result set R, and the com-
putation delegation task F.

Step 1: VA randomly chooses the index set Challenge from the index set of D to
form the auditor set, and sends the Challenge to CCS.

Step 2: CCS sends VA the input data D0 whose index are in the index set Challenge,
the corresponding computed results R0. CCS also sends the necessary
internal digests in the MHTs for the D and R.

Step 3: VA recalculates the root digest of D1 using the internal digests and D0, and
validates the SigCU,D1 using the recomputed root digest of D1.

Step 4: VA recalculates the digest of R using the internal digests and R’, and
validates the SigCCS,R using the recomputed digest of R.

Step 5: VA validates the correctness of R’. If all results in R0 are correct, then VAs
reports CU the cloud computed results are correct this time.

Next our data strategies are proposed by giving the detail in the above cloud
computation delegation and auditing scheme.

3.2 The Off-Line Easy-Auditor Improving Strategy

To provide the enough auditing probability against CCS’s cheating, the number of
auditors in the computed results auditing phase should be large enough to increase the
auditing probability as large as VA wants. While the number of auditors is increased,
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the computation load of the VA is also increased. The increase of the number of
auditors also slows down the VA auditing performance, because VA has to compute
the results for the randomly chosen auditors. To improve the VA auditing performance,
the concept of off-line easy-auditors is proposed.

The off-line easy-auditors are the chosen input data whose results are pre-computed
before the computed result auditing phase. Since the results of those chosen input data
are computed, the auditing cost for them is just the comparison without performing the
delegated function again.

The advantages of the off-line easy-auditors are given here. Trivially, the off-line
computation can improve the auditing performance. Moreover, VA provides larger
auditing probability against CCS’s cheating by choosing more auditors with the help of
the off-line easy-auditors. In the following, our first strategy is described by providing
the detail for the necessary steps in the input data preparation and uploading phase and
computed result auditing phase, respectively.

Input Data Preparation and Uploading Phase

Step 1:1: CU prepares the input data set D = {m1, m2, …, mn} for the delegation
function f1. CU and VA cooperatively randomly choose some indexes to
construct the subset D0 ¼ m0

1;m
0
2; . . .;m

0
t

� �
of D as the easy-auditor set,

where t is much less than n. After constructing the set D0, the different set
D� D0 forms a normal auditor set. Here, the value of t is dependent on the
VA’s computational capacity or the auditing probability VA needs. Let
D1 = D.

Step 1:2: CU sends VA the D0 with the index set and the function f1.
Step 1:3: VA uses the function f1 to compute easy auditing value set

A = f1ðm0
1Þ; f1ðm0

2Þ; . . .; f1ðm0
tÞ

� �
.

Computing Result Auditing Phase
In this phase, only the Steps 1 and 5 are stated in detail. The sub-steps for Step 1 are
described below.

Step 1:1: VA randomly chooses an index set IE from the index set of D0.
Step 1:2: VA randomly chooses an index set IN from the index set of D - D0. VA

prepares the easy auditing subset A0 from A according to IE, and sends the
set Challenge = IE[ IN to CCS.

The detail of Step 5 by VA is described below.

Step 5:1: Partition the R0 into two subsets R0
E and R0

N such that R0
E is the subset of the

set of the computed results of D0 and R0
N is the subset of the set of the

computed results of D - D0.
Step 5:2: Validate the R0E by comparing whether the results are the same with the

corresponding results in A0. If any result is not same, report CU the cloud
computed results are incorrect.
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Step 5:3: Computes the computing result set AN of the in-put data subset according
the index sex IN. Validate the R0

N by comparing whether or not any result in
R0
N is different from the one in AN with the same input data index. If anyone

is different, report CU the cloud computed results are incorrect; otherwise,
report CU the cloud computed results are correct.

3.3 The Function-Based Improving Strategy

The performance limitation of our off-line easy-auditor improving strategy is VA’s
computation and memory capacity. To overcome the limitation, our next strategy
focuses on the properties of the computation function f1 to increase the number of
auditors. Two examples are used to illustrate this strategy. The first is that the function
f1 is a homomorphism function and the second is that the computing problem is
isomorphism.

Example 1: Homomorphism Functions
Suppose that the function f1 is a homomorphism function with respect to the multi-
plication operation �. In other words, f1(m1 � m2) = f1(m1) � f1(m2). For example,
the RSA encryption function is a famous one with homomorphism. It is easy to see that
f1(m1 � m2 � m3 � … � mk) = f1(m1) � f1(m2) � f1(m3) � … � f1(mk). In the
following, the value of k is at most 4 as an example.

Input Data Preparation and Uploading Phase

Step 1:1: CU prepares the input data set D = {m1, m2, …, mn} for the delegation
function f1. CU randomly chooses the easy-auditor set D0 and partitions D0

to construct D0
E2 ¼ ðm0

2;1;1;m
0
2;1;2Þ; ðm0

2;2;1;m
0
2;2;2Þ; . . .; ðm0

2;t
2
;1;m0

2;t
2
;2Þ

n o
,

D0
E3 ¼ ðm0

3;1;1;m
0
3;1;2;m

0
3;1;3Þ; ðm0

3;2;1;m
0
3;2;2;m

0
3;2;3Þ; . . .; ðm0

3;t
3
;1;m0

3;
3
;2;m0

3;t
3
;3Þ

n o
,

and D0
E4 ¼ ðm0

4;1;1;m
0
4;1;2;m

0
4;1;3;m

0
4;1;4Þ; ðm0

4;2;1;m
0
4;2;2;m

0
4;2;3;m

0
4;2;4Þ; . . .;

n

ðm0
4;t

4
;1;m0

4;t
4
;2;m0

4;t
4
;3;m0

4;t
4
;4Þg. The number of easy-auditors is t = 2

t2 + 3 � t3 + 4 � t4, where t is much less than n. The value of t is
dependent on the VA’s computational capacity or the auditing probability
VA needs. The different set D - D0 forms a normal auditor set.

Step 1:2: CU generates D1 ¼ D� D00, where D00 ¼ m0
2;1;1 �m0

2;1;2;m
0
2;2;1 �m0

2;2;2; . . .;
n

m0
2;t

2
;1 �m0

2;t
2
;2g[ m0

3;1;1 �m0
3;1;2 �m0

3;1;3;m
0
3;2;1 �m0

3;2;2 �m0
3;2;3; . . .;

n

m0
3;t

3
;1 �m0

3;t
3
;2 �m0

3;t
3
;3g[ m0

4;1;1 �m0
4;1;2 �m0

4;1;3 �m0
4;1;4;m

0
4;2;1�

n

m0
4;2;2 �m0

4;2;3 �m0
4;2;4; . . .; m0

4;t
4
;1 �m0

4;t
4
;2 �m0

4;t
4
;3 �m0

4;t
4
;4g. After

rearranging D1, CU obtains the new rearranged set D1 and assigns each
element in D1 a unique index.

Step 1:3: CU sends VA the set D1, D0
E2, D

0
E3, and D0

E4 with the index set and the
function f1. Then let D1 be the unloaded data set.
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Computing Result Auditing Phase

Step 1:1: VA randomly chooses some pairs from D0
E2 to construct D00

E2. Since the pair
ðm0

2;x;1;m
0
2;x;2Þ in D00

E2 is chosen, the pair ðm0
2;x;1;m

0
2;x;2Þ is replaced with

ðm0
2;x;1;m

0
2;x;2;m

0
2;x;1;m

0
2;x;2Þ. Then let I0E2 be the set of indexes of the input

data in D00
E2. Similarly, VA randomly chooses some triples from D0

E3 to
construct D00

E3. Since ðm0
3;x;1;m

0
3;x;2;m

0
3;x;3Þ in D00

E3 is chosen, ðm0
3;x;1;m

0
3;x;2;

m0
3;x;3Þ is replaced with ðm0

3;x;1;m
0
3;x;2;m

0
3;x;3;m

0
3;x;1 �m0

3;x;2 �m0
3;x;3Þ. Let

I0E3 be the set of indexes of the input data in D00
E3. Similarly, VA randomly

constructs D00
E4 from D0

E4. Since ðm0
4;x;1;m

0
4;x;2;m

0
4;x;3;m

0
4;x;4Þ in D00

E4 is cho-
sen, the ðm0

4;x;1;m
0
4;x;2;m

0
4;x;3;m

0
4;x;4Þ is replaced with ðm0

4;x;1;m
0
4;x;2;m

0
4;x;3;

m0
4;x;4;m

0
4;x;1 �m0

4;x;2 �m0
4;x;3 �m0

4;x;4Þ. Let I0E4 be the index set of the input
data in D00

E3. Finally IE ¼ I0E2 [ I0E3 [ I0E4.
Step 1:2: VA randomly chooses the index set IN from the index set of D� D0. Then

sends the Challenge = IE[ IN to CCS.

The detail of Step 5 by VA is described below.

Step 5:1: Partition the R0 into the subsets R0
E2;R

0
E3;R

0
E4, and R

0
N such that R0

Ei is the set
of the computed results of D00

Ei, for i = 2, 3, 4, and R0
N is the subset of the

computing result set for D - D0.
Step 5:2: Validate the R0

E2 by checking the equation f1ðm0
2;x;1 �m0

2;x;2Þ ¼ f1ðm0
2;x;1 �

m0
2;x;2Þ for each ðm0

2;x;1;m
0
2;x;2;m

0
2;x;1 �m0

2;x;2Þ in D00
E2. If anyone does not

hold, some CU the cloud computed results are incorrect.
Step 5:3: Validate R0

E3 by checking f1ðm0
3;x;1 �m0

3;x;2 �m0
3;x;3Þ ¼ f1ðm0

3;x;1Þ �
f1ðm0

3;x;2Þ� f1ðm0
3;x;3Þ for each ðm0

3;x;1;m
0
3;x;2;m

0
3;x;3;m

0
3;x;1 �m0

3;x;2 �m0
3;x;3Þ

in D00
E3. If anyone does not hold, some cloud computed results are incorrect.

Step 5:4: Validate R0
E4 by checking f1ðm0

4;x;1 �m0
4;x;2 �m0

4;x;3 �m0
4;x;4Þ ¼ f1ðm0

4;x;1Þ
�f1ðm0

4;x;2Þ � f1ðm0
4;x;3Þ � f1ðm0

4;x;4Þ for each ðm0
4;x;1;m

0
4;x;2;m

0
4;x;3;m

0
4;x;4;

m0
4;x;1 �m0

4;x;2 �m0
4;x;3 �m0

4;x;4Þ in D00
E4. If anyone does not hold, some

cloud computed results are incorrect.
Step 5:5: Compute the computed result set RN of the input data subset according the

index set IN. VA validates the R0
N by comparing whether all the results in R0

N
are the same as the ones in RN with the same index. If anyone is not same,
report CU the cloud computed results are incorrect; otherwise, repost CU the
cloud computed results are correct.

Example 2: Isomorphism Problem
Suppose that the input of f1 is a pair (mx1, mx2). The function f1 is isomorphic if there
exist some one-to-one and onto transformations gx and g0x such that f1(mx1, mx2) =
f1(gx(mx1), mx2) = f1(mx1, g0x(mx2)) = f1(gx(mx1), g0x(mx2)). For example, the function
f1 is to determine whether or not two graphs mx1 and mx2 are isomorphic.
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Input Data Preparation and Uploading Phase

Step 1:1: CU prepares the input data set D = {(m11, m12), (m21, m22), …, (mn1, mn2)}
for the delegation isomorphic function f1. CU randomly constructs the
subset DE ¼ ðm0

11;m
0
12Þ; ðm0

21;m
0
22Þ; . . .; ðm0

t1;m
0
t2Þ

� �
of D and computes

D00 ¼ g1ðm0
11Þ; g01ðm0

12Þ
� �

; g2ðm0
21Þ; g02ðm0

22Þ
� �

; . . .; gtðm0
t1Þ; g0tðm0

t2Þ
� �� �

,
where gx and g0x are one-to-one and on to functions. Then the uploading
input data set is D1 ¼ D[D00. Here, the value of t is dependent on the VA’s
computational capacity or the auditing probability VA needs. The different
set D-DE forms a normal auditor set.

Step 1:2: CU rearranges the set D1 and assigns each element in D1 a unique index.
Step 1:3: CU sends VA the index sets of D1, DE, and D00 and the function f1.

Computing Result Auditing Phase

Step 1:1: VA randomly chooses some input data from DE to construct D0
E. Since the

pair ðm0
x1;m

0
x2Þ in D0

E is chosen, the pair ðgxðm0
x1Þ; g0xðm0

x2ÞÞ is replaced with
ðm0

x1;m
0
x2Þ; ðgxðm0

x1Þ; g0xðm0
x2ÞÞ

� �
. For each ðm0

x1;m
0
x2Þ; ðgxðm0

x1Þ; g0xðm0
x2ÞÞ

� �
,

those index of m0
x1, m

0
x2, gxðm0

x1Þ, and g0xðm0
x2Þ are added into IE. Finally, IE

is the set of indexes of the input data in D0
E.

Step 1:2: VA randomly chooses the index set IN from the index set of D-DE. Then VA
sends the set Challenge = IE[ IN to CCS.

The detail of Step 5 by VA is described below.

Step 5:1: Partition the R0 into the subsets R0
E and R0

N such that R0
E is the set of the

computed results of D0
E and D0

N is the subset of the set of the computed
results of D-DE.

Step 5:2: Validate R0
E by checking whether or not f1(mx1, mx2) = f1(gx(mx1), g0x(mx2))

for each ðm0
x1;m

0
x2Þ; ðgxðmx1Þ; g0xðmx2ÞÞ

� �
in D0

E. If anyone does not hold,
inform CU the cloud computed results are incorrect.

Step 5:3: Compute the computed result set AN of the input data subset according to
the index sex IN. Validate the R0

N by comparing whether all the results in R0
N

are the same as the ones in AN with the same input data index. If anyone is
not same, report CU the cloud computed results are incorrect; otherwise,
repost CU the cloud computed results are correct.

The most on-line auditing load is Step 5.5 in Example 1 and Step 5.3 in Example 2.
The number of auditors chosen from the normal auditor set should be small enough that
VA can perform it. Moreover, VA also utilizes the computation services of CCS to
speed up the auditing. This may leak some information to find out what the
easy-auditors are. To overcome this disadvantage, our mixed strategy is proposed.
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3.4 The Mixed Improving Strategy

Example 3: Input Data Preparation and Uploading Phase
The sub-steps for the Step 1 by CU is stated

Step 1:1: Prepare the input data set D = {m1, m2, …, mn} for the computation
function f1. CU randomly constructs the disjoint subsets D0 ¼ m0

1;m
0
2; . . .;

�
m0

tg and DE ¼ m0
tþ 1;m

0
tþ 2; . . .;m

0
t0

� �
of D, where t0 is much less than n.

Then the different set D� D0 � DE forms the normal auditor set.

Step 1:2: Partition DE to construct those sets D0
E2A ¼ ðm0

2;1;1;m
0
2;1;2Þ; ðm0

2;2;1;m
0
2;2;2Þ;

n

. . .; ðm0
2;i

2
;1;m0

2;i
2
;2Þg, D0

E2B ¼ ðm0
2;i

2 þ 1;1;m0
2;i

2 þ 1;2Þ; ðm0
2;i

2 þ 2;1;
n

m0
2;i

2 þ 2;2Þ; . . .; ðm0
2;t0

2
;1;m0

2;t0
2
;2Þg, D0

E3A ¼ ðm0
3;1;1;m

0
3;1;2;m

0
3;1;3Þ;

n

ðm0
3;2;1;m

0
3;2;2;m

0
3;2;3Þ; . . .; ðm0

3;i
3
;1;m0

3;i
3
;2;m0

3;i
3
;3Þg, D0

E3B ¼ ðm0
3;i

3 þ 1;1;
n

m0
3;i

3 þ 1;2;m0
3;i

3 þ 1;3Þ; . . .; ðm0
3;t0

3
;1;m0

3;t0
3
;2;m0

3;t0
3
;3Þg, D0

E4A ¼ ðm0
4;1;1;

n

m0
4;1;2;m

0
4;1;3;m

0
4;1;4Þ; ðm0

4;2;1;m
0
4;2;2;m

0
4;2;3;m

0
4;2;4Þ; . . .; ðm0

4;i
4
;1;m0

4;i
4
;2;

m0
4;i

4
;3;m0

4;i
4
;4Þg, and D0

E4B ¼ ðm0
4;i

4 þ 1;1;m0
4;i

4 þ 1;2;
n

m0
4;i

4 þ 1;3;

m0
4;i

4 þ 1;4Þ; . . .; ðm0
4;t0

4
;1;m0

4;t0
4
;2;m0

4;t0
4
;3;m0

4;t0
4
;4Þg. Let DEA ¼ D0

E2A;
�

D0
E3A;D

0
E4Ag, DEB ¼ D0

E2B;D
0
E3B;D

0
E4B

� �
. Here, the sizes of D0

E2A;D
0
E3A;

D0
E4A, D

0
E2B;D

0
E3B;D

0
E4B is dependent on the VA’s computational capacity or

the auditing probability VA needs.

Step 1:3: Compute A = f1ðm0
1Þ; f1ðm0

2Þ; . . .; f1ðm0
tÞ

� �
and AE2A¼ f1ðm0

2;1;1�
n

m0
2;1;2Þ; f1ðm0

2;2;1 �m0
2;2;2Þ; . . .; f1ðm0

2;i
2
;1 �m0

2;i
2
;2Þg, AE3A¼ f1ðm0

3;1;1

n

�m0
3;1;2 �m0

3;1;3Þ; . . .; f1ðm0
3;i

3
;1 �m0

3;i
3
;2 �m0

3;i
3
;3Þg, AE4A¼ f1ðm0

4;1;1�
n

m0
4;1;2 �m0

4;1;3 �m0
4;1;4Þ; . . .; ðm0

4;i
4
;1 �m0

4;i
4
;2 �m0

4;i
4
;3 �m0

4;i
4
;4Þg and

forms the easy auditor set AEA = {AE2A, AE3A, AE4A} and A.

Step 1:4: Generate the uploading set D1 ¼ D[D00, where D00 ¼ m0
2;i

2 þ 1;1�
n

m0
2;i

2 þ 1;2;m0
2;i

2 þ 2;1 �m0
2;i

2 þ 2;2; . . .; m0
2;t2;1 �m0

2;t2;2g[ m0
3;i

3 þ 1;1�
n

m0
3;i

3 þ 1;2 �m0
3;i

3 þ 1;3;m0
3;i

3 þ 2;1 �m0
3;i

3 þ 2;2 �m0
3;i

3 þ 2;3; . . .;m0
3;t3;1

�m0
3;t3;2 �m0

3;t3;3g[ m0
4;i

4 þ 1;1 �m0
4;i

4 þ 1;2 �m0
4;i

4 þ 1;3 �m0
4;i

4 þ 1;4;
n

m0
4;i

4 þ 2;1 �m0
4;i

4 þ 2;2 �m0
4;i

4 þ 2;3 �m0
4;i

4 þ 2;4; . . .;m0
4;t4;1 �m0

4;t4;2�
m0

4;t4;3 �m0
4;t4;4g. Then rearrange D1 to obtain the uploaded input data set D1

and assigns each element in D1 a unique index.
Step 1:5: Send VA the set D1;D0;DEA;DEB;A,AEAf g with the index sets and the

function f1.
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Computing Result Auditing Phase
The substeps for Step 1 by VA are described below.

Step 1:1: Randomly choose the index subset ID0 from the index set of D0.
Step 1:2: Randomly choose some pairs from D0

E2A to construct D00
E2A. Since the pair

ðm0
2;x;1;m

0
2;x;2Þ in D00

E2A is chosen, ðm0
2;x;1;m

0
2;x;2Þ is replaced with the triple

ðm0
2;x;1;m

0
2;x;2;m

0
2;x;1 �m0

2;x;2Þ. Then let I0E2A be the index set of the elements
used in D00

E2A. Similarly, VA randomly chooses some triples from D0
E3A to

construct D00
E3A. Since ðm0

3;x;1;m
0
3;x;2;m

0
3;x;3Þ in D00

E3A is chosen, ðm0
3;x;1;

m0
3;x;2;m

0
3;x;3Þ is replaced with ðm0

3;x;1;m
0
3;x;2;m

0
3;x;3;m

0
3;x;1 �m0

3;x;2 �m0
3;x;3Þ.

Let I0E3A be the index set of the input data used in D00
E3A. Similarly, randomly

choose some from D0
E4A to construct D00

E4A. Since ðm0
4;x;1;m

0
4;x;2;

m0
4;x;3;m

0
4;x;4Þ in D00

E4A is chosen, the ðm0
4;x;1;m

0
4;x;2;m

0
4;x;3; m

0
4;x;4Þ is replaced

with ðm0
4;x;1;m

0
4;x;2;m

0
4;x;3;m

0
4;x;4;m

0
4;x;1 �m0

4;x;2 �m0
4;x;3 �m0

4;x;4Þ. Let I0E2A
be the index set of the input data used in D00

E4A. Similarly, D00
E2B from D0

E2B,
D00

E3B from D0
E3B, and D00

E4B from D0
E4B are randomly constructed as the

auditor sets. Let I0E2B, I
0
E3B, and I0E4B be the index set of the input data used in

D00
E2B, D

00
E3B, and D

00
E4B, respectively. Finally D0

E ¼ D00
E2A;D

00
E3A;D

00
E4A;D

00
E2B;

�
D00

E3B;D
00
E4Bg and IE ¼ I0E2A [ I0E3A [ I0E4A [ I0E2B [ I0E3B [ I0E4B.

Step 1:3: Randomly chooses the index set IN from the index set of D� D0 � D00. Then
send the set Challenge = IE [ IN [ ID0 to CCS.

The detail of Step 5 by VA is described below.

Step 5:1: Partition the R0 to construct those sets R0
E2A;R

0
E3A;R

0
E4A;R

0
E2B;R

0
E3B;R

0
E4B,

RD0 and R0
N such that R0

EiA and R0
EiB are the sets of the computed results of

D00
EiA and D00

EiB, respectively, for i = 2, 3, 4, RD0 is the subset of the computed
result set with inputs in D0, and R0

N is the subset of the computed result set
with input data in D� D0 � DE.

Step 5:2: Validate RD0 by comparing the computed results with the same indexes in
RD0 and A. VA reports CU that the cloud computed results are incorrect, if
any comparison is not the same. Similarly, validate R0

E2A with AE2A, R0
E3A

with AE3A, and R0
E4A with AE4A, by comparing whether or not the results

with same index are the same. If any comparison is the same, report CU that
the cloud computed results are incorrect.

Step 5:3: Validate R0
E2B by checking f1ðm0

2;x;1 �m0
2;x;2Þ ¼ f1ðm0

2;x;1Þ � f1ðm0
3;x;2Þ for

each ðm0
2;x;1;m

0
2;x;2;m

0
2;x;1 �m0

2;x;2Þ in D00
E2B. If anyone is different, tell CU

the cloud computed results are incorrect.
Step 5:4: Validate R0

E3B by checking f1ðm0
3;x;1 �m0

3;x;2 �m0
3;x;3Þ ¼ f1ðm0

3;x;1Þ �
f1ðm0

3;x;2Þ � f1ðm0
3;x;3Þ for each ðm0

3;x;1;m
0
3;x;2;m

0
3;x;3;m

0
3;x;1 �m0

3;x;2 �
m0

3;x;3Þ in D00
E3B. If anyone is different, some cloud computed results are

incorrect.
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Step 5:5: Validate R0
E4B by f1ðm0

4;x;1 �m0
4;x;2 �m0

4;x;3 �m0
4;x;4Þ ¼ f1ðm0

4;x;1Þ �
f1ðm0

4;x;2Þ � f1ðm0
4;x;3Þ � f1ðm0

4;x;4Þ for each ðm0
4;x;1;m

0
4;x;2;m

0
4;x;3;m

0
4;x;4;

m0
4;x;1 �m0

4;x;2 �m0
4;x;3 �m0

4;x;4Þ in D00
E4B. If anyone is different, some cloud

computed results are incorrect.
Step 5:6: Compute the computed result set AN with the input data subset according to

the index set IN. Validate the R0
N by finding out whether or not any results in

R0
N is different from the corresponding one in AN with the same input data

index. If any difference is found, report CU the cloud computed results are
incorrect; otherwise report CU the cloud computed results are correct.

4 Conclusions

To improve the on-line audit performance, three data strategies, the off-line
easy-auditor improving strategy, the function-based improving strategy and mix
improving strategy are proposed. According to the concept of off-line easy-auditor set
and off-line computation, the online performance of audit is improved. Due to the
computation limitation, this strategy is bounded by either the delegated function
hardness and auditors’ computation and storage. To remove the limitation, in our
function-based improving strategy, auditors utilize the cloud computation server to
compute the results for the auditors. Please note that, if your email address is given in
your paper, it will also be included in the meta data of the online version.
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Reversible Image Steganography for Color Image
Quantization Based on Lossless Index Coding
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Abstract. In this paper, we proposed a joint lossless index coding and data hiding
technique for the palette images. The palette image is the compressed image of
the color image quantization technique. The compressed codes of the palette
image consist of the index table and the color palette. In the proposed technique,
a three-category lossless index coding method is employed. The secret data is
embedded into the encoded index table during the index coding process is
executed. From the results, it is shown that good hiding capacity is obtained in
the proposed technique while keeping a good bit rate.

Keywords: Reversible data hiding · Color image quantization
Lossless index coding · Palette design

1 Introduction

Image steganography is one of the major categories of information hiding, which
conceals secret data into a digital image [1]. The common requirements in image steg‐
anography are achieving high hiding capacity, providing good visual imperceptibility,
and ensuring security against steganalysis [2, 3].

In general, image steganography can be further classified into two main approaches:
irreversible [4–6], reversible [7–12]. In the irreversible approach, the cover image is
modified to embed secret data and cause the distortions to the image permanently. In
other words, the embedded image cannot be reversed to its original image. The irrever‐
sible approach is suitable for the general-purposed images.

In the reversible approach, the cover image is modified to embed secret data. The
embedded secret data can be extracted from the embedded image and the original image
can also be exactly recovered. It is particularly suitable for important images such as
military images, medical images, and satellite maps.

The reversible image steganography schemes are also called the lossless image steg‐
anography schemes. Basically, two main categories of the reversible image
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steganography schemes had been introduced. They are difference expansion [9] and
histogram shifting [10–12]. Some reversible data hiding schemes that use the mix of
these two approaches had also been proposed.

The basic concept of difference expansion had been introduced in [9]. In this scheme,
each pair of the two neighboring pixels is used to embed at most 1-bit secret data. The
difference and average value of two neighboring pixels in each pair are calculated. The
secret data to be embedded is appended to the difference value represented as a binary
number. Then the difference value and 1-bit secret data are added. The calculated result
is stored in the modified difference value. Two modified neighboring pixels are replaced
by the summation and subtraction of the average value.

The concept of the reversible image steganography based on histogram shifting had
been proposed in [10]. In this scheme, the image histogram of the pixels in the cover
image is produced. The required pairs of the peak points and the zero points are searched.
Each pixel in the peak point is used to embed 1-bit secret data. The others are modified
and no secret data are embedded. In this scheme, the summation of the number of pixels
in the peak points is the maximal hiding capacity for the secret data to be embedded.

To increase the hiding capacity of the histogram shifting, a block-based image steg‐
anography scheme based on residual histogram shifting had been proposed [11]. In this
scheme, the cover image is divided into non-overlapped image blocks. Each pixel in the
block is processed by using the linear prediction technique to generate the prediction
errors. The residual histogram of the cover image is employed to embed the secret data.
In addition, the reversible data hiding scheme based on histogram shifting of n-bit planes
had been proposed [12].

In previous studies, most image steganography techniques work on the digital image
in raw format. Some image steganography techniques for the compressed images of
vector quantization, block truncation coding, sub-band coding, color image quantiza‐
tion, JPEG, JPEG 2000 had also been proposed. Typically, the hiding capacity of one
image steganography technique for the raw image is higher than that of one image steg‐
anography technique for the compressed image.

In this study, we designed a reversible image steganography for the compressed
image of color image quantization (CIQ) [13–16]. CIQ is a commonly used image
coding technique for color images. To cut down the storage cost of one RGB color image,
first of all, the color palette of k representative color pixels is generated. Then, the closest
color pixel for each color pixel in the RGB color image is searched and its corresponding
index is recorded. The compressed result of one RGB color image consists of the set of
indices and the color palette used. The compressed image of CIQ is often called the
palette image.

The study of the lossless index coding technique for color image quantization [16]
motivates us the design of the proposed technique. The high degree of similarity among
neighboring indices is exploited in this technique. To increase the degree of similarity
among neighboring indices, the color palette used in the pixel mapping is sorted previ‐
ously. The indices that were compressed by CIQ are classified into three categories.
Different encoding rule has been adopted to encode one index in every category. Exper‐
imental results show that the proposed technique significantly cuts down the number of
bit rates without incurring extra image degradation.

186 Y.-C. Hu et al.



2 The Proposed Technique

The goal of the proposed technique is to encode the indices of CIQ and embed secret
data altogether. The color palette of k colors used in CIQ is first sorted by the mean
values of the color pixels. By doing so, the similar color pixels have a higher possibility
to be arranged in the neighboring area of the color palette. In the lossless index coding
process, each index will be classified into one of the three categories. Only the indices
belong to the first two categories will be used to embed secret data. No secret data will
be embedded into the indices of the third category.

The input dataset is the indices of the compressed image by CIQ. The set of indices
is often called the index table. Suppose the color image of W × H pixels is compressed
by CIQ using the sorted color palette of k colors. The index table consists of W × H
indices of log2k bits.

Each index idx in the index table will be classified as one of the three categories. Let
SNO denote the number of the distinct indices to be searched in the neighboring area.
Among these SNO entries, one entry is reserved as a switch code for data embedding.
In other words, only SNO-1 distinct neighboring indices will be checked.

If the same index of idx can be found among these SNO-1 distinct neighboring
indices, idx is classified as the first category. The position code of its identical index is
stored in log2SNO bits. The search order of the indices in the neighborhood for finding
the same index is depicted in Fig. 1. Only the non-repeated indices are used to encode
the current index idx, because it is highly possible that the same indices are appeared in
the neighboring area.

8 9 10 11 12

7 3 2 4 5

6 1 idx

Fig. 1. Search order of the encoded neighbors for the current index idx

An illustrative example for the index coding of the first category is depicted in
Fig. 2. Suppose SNO is set to 4 in this example. Four distinct indices 114, 113, 115, and
116 are searched at positions 1, 2, and 4. Here, the last entry of SNO is reserved. We
discover that the third distinct index has the same value as the current index 115. Here,
2-bit position code (10)2 is stored and used to encode the current index.
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116 114 113 113 115

116 114 113 115 115

116 114 115

Fig. 2. Example of the index encoding of the first category

To continue the same example as shown in Fig. 2, the same index cannot be found
in the neighboring areas of the current index 115 when SNO is set to 2. It is obvious that
the SNO value has great influence on the percentage of the indices belonging to the first
category. The larger SNO value is set, the higher possibility it is that the same index can
be found in the neighboring area of the current index.

If the current index idx does not belong to the first category, the difference value (dv)
between idx and the reference index ri is computed as follows

dv = idx − ri. (1)

Here, ri is set to the adjacent left index of idx. Let RTH denote the tolerant range
threshold for relatively address.

After calculating dv, idx will be classified as the second category if dv is no less than
–RTH/2 and no greater than (RTH/2) – 1. Otherwise, idx will be classified as the third
category. For each index belonging to the third category, the original index of log2k bits
is stored.

(a) Possible difference values     (b) Example with RTH = 8 
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Fig. 3. Encoding example of the relatively addressing approach
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To encode the index that belongs to the second category, the relative addressing of
the difference value is employed. Figure 3(a) shows the possible difference values –
RTH/2, –RTH/2 + 1, …, –2, –1, 1, 2, …, RTH/2 – 1 of the second category. There are
RTH-1 difference values for the relative addressing. Additional one entry with value
RTH/2 is reserved for data embedding.

These difference values are encoded in log2(RTH) bits in the relative addressing
process. The decimal values of their codes range from 0 to RTH-1. A coding example
of the difference values when RTH is set to 8 is depicted in Fig. 3(b). In this example,
there are 8 possible different values. The decimal values of 3 bits range from 0 to 7.

To embed 1-bit secret data sd in one index of the first category, the resultant code is
the position code of log2SNO bits if sd equals 0. Otherwise, the switch code with value
SNO-1 and the position code are stored.

To embed 1-bit secret data sd in one index of the second category, the resultant code
is the difference code for relative addressing if sd equals 0. Otherwise, the switch code
with value RTH-1 and the relative addressing code are stored. The details of the code
patterns and the code lengths of the index coding and the data embedding process
mentioned above are listed in Table 1.

Table 1. Code pattern and the code length of the index coding and the data embedding process

Factors Code pattern Code length
Category 1 sd = 0 position code log2SNO

sd = 1 switch + position code 2 × log2SNO
Category 2 sd = 0 difference code log2RTH

sd = 1 switch + difference code 2 × log2RTH
Category 3 N/A index log2k

In addition to the resultant code for each index of each category, the indicators for
these three categories are needed. The indicator of each category is placed in front of
the compressed codes of the index in each category so that each index can be correctly
decoded.

Three indicators indr1, indr2, and indr3 will be designed by using the Huffman coding
technique based on the occurrences of the indices in these three categories. Let no1,
no2, and no3 denote the total number of indices of these three categories, respectively.
The indicator corresponding to the largest occurrence is encoded using one bit. The
others are encoded using two bits.

An example of the indicator generation based on entropy coding is depicted in
Fig. 4. Suppose no1, no2, and no3 equal 6000, 3000, and 1000, respectively. Three nodes
N1, N2, and N3 that correspond to these three categories are produced. First, N3 and N2
are selected and merged into T1. Then the merged node T1 and N1 are then merged
together into the root node T2. In this example, the resultant codes of these three indi‐
cators indr1, indr2, and indr3 are (1)2, (01)2, and (00)2, respectively.
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0 1

N1

0 1

N2N3

T1

Fig. 4. Example of indicator generation based on entropy coding

3 Simulation Results

In the simulations, six color images of 512 × 512 pixels “Airplane”, “Lenna” “Pepper”,
“Sailboat”, “Splash” and “Tiffany” as shown in Fig. 5 are used as the testing images for
performance comparison. The color palettes are designed by using the fast splitting
algorithm [15].

(a) Airplane (b) Lenna (c) Pepper

(d) Sailboat (e) Splash (f) Tiffany

Fig. 5. Six test images of 512 × 512 pixels

To measure the image quality of the compressed image, the Mean Square Error (MSE)
between the pixels of the original image and those of the enlarged image is defined as:
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MSE =
1

W × H

W∑

i=1

H∑

j=1

(o
ij
− e

ij
)2. (2)

Here, oij and eij denote the color pixels in the original color image and the compressed
color image, respectively.

The quality of the palette image is measured by means of the peak signal-to-noise-
ratio (PSNR), which is defined as

PSNR = 10 × log10
2552

MSE
. (3)

Basically, PSNR is considered as an indication of image quality rather than a defin‐
itive measurement; however, it is a commonly used measurement for evaluating the
image quality.

Reconstructed images of CIQ using color palettes of size 16 and 256 are shown in
Figs. 6 and 7, respectively. It is shown that the false contour effect can be easily found
in the reconstructed images when the color palettes of size are used. The visual qualities
of these images are bad. When the color palettes of size 256 are used, good reconstructed
image qualities of the CIQ compressed images are obtained. The required bit rates of
CIQ using the color palettes of size 16 and 256 equal 4 bpp and 8 bpp, respectively.

(a) Airplane (b) Lenna (c) Pepper

(d) Sailboat (e) Splash (f) Tiffany

Fig. 6. Compressed images of CIQ using color palettes of 16 colors
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(a) Airplane (b) Lenna (c) Pepper

(d) Sailboat (e) Splash (f) Tiffany

Fig. 7. Compressed images of CIQ using color palettes of 256 colors

As shown in Table 2, with the increasing of the palette size, the image quality grows
in the color image quantization technique. Average image qualities of 28.173 dB,
32.629 dB and 37.143 dB are achieved by using the pixel copy technique when the
palette sizes are 16, 64 and 256, respectively.

Table 2. Image qualities of the color image quantization technique By Using different palette
sizes

Images N = 16 N = 32 N = 64 N = 128 N = 256
Airplane 30.438 32.553 35.425 38.079 40.096
Lenna 28.710 31.010 33.533 35.475 37.325
Pepper 26.205 28.250 30.055 32.315 34.728
Sailboat 27.068 28.987 30.630 32.422 34.486
Splash 28.365 30.830 33.105 36.414 38.776
Tiffany 28.253 30.709 33.024 35.318 37.447
Average 28.173 30.390 32.629 35.004 37.143

Experimental results of the bit rates by using the three-category index coding method
[16] are listed in Fig. 8. In the simulations, the values of SNO are set to 2, 4, and 8. From
the results, it is shown that the best bit rates are achieved when RTH is set to 32. In
addition, the lossless index coding method achieves the best performance when SNO is
set to 4.
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Fig. 8. Average bit rates of the lossless index coding method

Since the design of the proposed technique is based on the study of the lossless index
coding method [16], as shown in Fig. 8, the results help us understand the upper bounds
of the bit rates of the proposed technique. The lossless index coding process used in the
proposed technique reserves one entry as the switch code for the encoding of indices in
both the first and the second categories. The numbers of the actually used entries of the
comparative method and the proposed technique are listed in Table 3.

Table 3. Analysis of the actually used entries in the comparative method (CM) [16] and the
proposed technique (PT) for lossless index coding

Factors CM [16] PT
Category 1 SNO SNO-1
Category 2 RTH RTH-1

Average bit rates and hiding capacities of the proposed technique with different SNO
values are listed in Figs. 9 and 10, respectively. In Fig. 9, the proposed technique
achieves the lowest bit rates when SNO is set to 2. The best bit rates of the proposed
technique with SNO valued 2, 4, 8 are achieved when the values of RTH is set to 16, 16,
and 32, respectively.

From the results in Fig. 10, it is shown that the hiding capacity of the proposed
technique increases as the increment of the RTH value. The proposed technique achieves
the highest hiding capacities when SNO is set to 8.

The selection of the thresholds SNO and RTH has great influence on the performance
of the proposed techniques. The results listed in Figs. 9 and 10 help us to select the
controlling threshold values. To embed the secret data of 100000 bits by using the
proposed technique, SNO and RTH are suggested to be set to 2 and 2, respectively.
Average bit rate of 6.745 bpp is achieved while keeping an average hiding capacity of
0.409 bit per index (bpi). To embed the secret data of 200000 bits by using the proposed
technique, SNO and RTH are suggested to be set to 4 and 16, respectively. Average bit
rate of 6.348 bpp is achieved by using the proposed technique while keeping an average
hiding capacity of 0.764 bpi.
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Fig. 9. Average bit rates of the proposed technique with different SNO values

Fig. 10. Average hiding capacities of the proposed technique

4 Conclusions

A joint lossless index coding and data embedding technique had been proposed in this
paper. The input of the proposed technique can either be the RBG color image or the
palette image. From the results, it is shown that average hiding capacities ranging from
0.409 bpi to 0.988 bpi are obtained by using the proposed technique. From the results,
it is suggested that the SNO value should be set to 4 in the proposed technique.

According to the results, the bit rates of the proposed technique are greater than the
bit rates of CIQ in some cases. Note that 8 bpp is required by using CIQ when the color
palette of 256 colors is required. For example, average bit rates of 8.409 bpp and 9.521
bpp are required by using the proposed technique with SNO equal 2 when RTH values
are set to 64 and 128, respectively. In addition, average bit rate of 8.263 bpp is consumed
by using the proposed technique with SNO equal 8 when RTH values is set to 128,
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respectively. To solve this problem, we will try to improve the proposed technique to
further cut down the bit rates while keeping good hiding capacities.
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Abstract. In the process of secret communication, in fact, the length of each
transmission of ciphertext will never be the same. In order to meet dynamic length
of ciphertext and provide a good image quality, a novel adaptive threshold
strategy is presented. Firstly, a threshold pixel value and a k value are decided
dynamically based on the length of ciphertext and the cumulative statistics of
cover-image’s pixel value. Then if a pixel value is more than threshold value,
more than k bits secret data can be embedded by using modified Least Significant
Bit (LSB) substitution method, or the data of equal or less than k bits can be
embedded. This dynamic strategy can adjust hiding capacity consistent with the
length of secret message, and the secret data can be embedded in stego-image as
evenly as possible. Quality of stego-image would be improved by this way. The
experimental results, the proposed method not only achieves a larger embedding
capacity, but also has higher visual quality of stego-image than most of proposed
LSB based methods.

Keywords: Adaptive steganography · Threshold pixel value · Spatial-domain ·
Modified LSB substitution

1 Introduction

Due to the rapid development of Internet, digital data (such as text, image, audio, video
and so on.) can be exchanged quickly by Internet. Cryptography may provide a safe way
to protect the sensitive digital content [1]. However, the constructed ciphertext is a
meaningless message which will easily attracts illegal users’ attention and destruction.
To overcome this problem, steganography offers a different approach to transmit secret
messages, which can embed secret information into cover-media such that hackers
cannot find out the existence of the secret message [2]. In general, the technique of
steganography usually focuses on the following three parts [3].

(1) Maximum of data hiding capacity.
(2) Optimization of stego-image quality.
(3) Stegonagrpahic method can be effective against steganalysis.
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There are four basic spatial domain steganography techniques that have been
proposed [4–7]. A well-known and most common steganographic method is directly
replacing k least significant bits (LSBs) of pixel value in the cover image with k secret
bits [4]. LSB method typically achieves simple, high capacity and less computational.
In 2004, Chan and Cheng et al. propose a data hiding scheme by simple LSB substitution
with an optimal pixel adjustment process (OPAP) [5] is a modified LSB method and the
worst mean-square-error (WMSE) is less than 1/2 of Bender et al.’s method [4]. Thus
the quality of stego-image in OPAP scheme is better than that of the LSB substitution
scheme.

In 2003, Thien and Lin propose a simple data hiding method for high-hiding capacity
based on modulus function [6]. This scheme is almost as simple as the LSB substitution
method [4] in both embedding and extracting, and the error of most pixel values between
cover-image and stego-image is smaller than ⌈(m − 1)/2⌉. Therefore, this method also
has better quality of stego-image than half of the LSB substitution scheme in the same
hiding capacity.

In general, the edge regions of image can tolerate more alteration than smooth
regions. However, the LSB-based methods embed the secret message into cover-image
directly without considering above concept. In 2003, Wu and Tsai propose a pixel-value
differencing (PVD) steganographic method to improve the above disadvantage [7]. The
hiding capacity of PVD method is determined by the different value between the pixels,
in which two consecutive pixels are formed a sub-block to embed secret data. If the
different value of two consecutive pixels is large, that means the sub-block belongs to
an edge area, and more secret data can be embedded here. On the other hand, if the
different value is small, that means the sub-block belongs to a smooth area, and less
secret data can be hidden.

There are many spatial domain steganographic schemes [8–20] have been proposed
based on the above mentioned these four basic data hiding methods. This is the reason
why these four methods are called the basic methods.

In this paper, the proposed method provides a novel adaptive data hiding strategy to
enhance the hiding capacity and stego-image’s quality. At first, a threshold pixel value is
adjusted adaptively according to the length of secret data stream by the adaptive strategy
algorithm. If the pixel value is bigger than the threshold value, more secret data can be
embedded here. On the contrary, if the pixel value is equal or smaller than the threshold
value, less secret data can be hidden here. In this way, the secret message can be
embedded in the cover image evenly. In order to keep the quality of the stego-images, the
proposed method will apply the modified LSB substitution method [5] to embed secret
data. The concept of modified LSB substitution is to increase or decrease the most-signif‐
icant-bit (MSB) part by 1 for reducing the square error between the original pixel and the
embedded pixel. For instance, secret data is s = 101(2) then a pixel P = 10111000(2) is
embedded by the 3-bit simple LSB substitution method and the result P’ = 10111101(2).
The MSB part of P’ is decreased by 1, so the result of modified LSB substitution method
is P’ = 10110101(2), which largely reduce the error between P and P’.

The rest of this paper is organized as follows. The proposed method is presented in
Sect. 2. In Sect. 3, the experimental results and discussions will be shown. Finally,
conclusions are given in Sect. 4.
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2 Data Hiding by Adaptive Threshold Strategy

The threshold of the proposed adaptive data hiding strategy scheme is produced dynam‐
ically based on the hiding capacity requirement (length of ciphertext) and the cumulative
statistics of cover-image’s pixel value. In general, the hiding capacities are not fixed
number and the cover-images have different pixel value distribution in each data hiding
task. The proposed method utilizes above two dynamic parameters to obtain the
threshold pixel value. The range [0,255] of pixel value will be divided into higher level
and lower level by the threshold pixel value. For example, threshold pixel value is 160,
the range [0,160] is belonging to lower level and range [161,255] is belonging to higher
level. Every pixel is embedded by the k bits or (k + 1) bits modified LSB substitution.
If the pixel belongs to higher level and it will be embedded k + 1 bits secret data,
otherwise it can only be embedded k bits. In order to extract the embedded data correctly,
the same location pixel values of cover image and stego-image should belong to the
same level. If the pixel value changes into another level after embedding, an emendation
procedure is used to amend this error. The proposed adaptive threshold generation,
embedding and extracting algorithms are presented in subsections below.

2.1 Adaptive Threshold Generation Scheme

Step 1: Given a 256 gray-scale cover image F with size of M × N. The S is the secret
data stream that will be embedded into F. CT is the length of S. At first, all
pixels of the image F are scanned in roster scan order, and the number of
occurrences of every pixel value are recorded respectively. Then 256 variables
Pt(0), Pt(1), Pt(2),…., and Pt(255) can be obtained, where Pt(0), Pt(1), Pt(2),
…., and Pt(255) are the number of occurrences of pixel value 0,1,2,…., and
255 in F respectively.

Step 2: c0 is the embedding capacity of lower level pixel and c1 is the embedding
capacity of higher level pixel. Two variables can be obtained by following rules.

(1)

Step 3: The threshold pixel value T can be derived by following formula.
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(2)

Step 4: if T < 2c0 or T > 255 − 2c1, the following procedure will be executed.

(3)

After executing the above steps, the pre-processing procedure is accomplished.

2.2 The Embedding Procedure

The secret data stream S is embedded by roster scan order. Assume Pi is one pixel of
F. The pixel value of Pi is Pix. The order of Pi is expressed as F = { Pi | i = 1, 2, 3, 4,
…., M × N }. For each pixel, the detailed embedding steps are follows.

Input: a cover-image F’, threshold pixel value T, c0 and c1.
Output: a stego-image F’.

Step 1: The ki is the number of embedding bits of Pi which can be derived by following
rules.

(4)

Step 2: Extract ki secret bits to form S, and embed it into Pi by the modified LSB
substitution method.

Step 3: Let P’ix be the embedded result of Pix. If P’ix and Pix belong to the same level,
the embedding procedure of Pi is accomplished. Otherwise, the emendation
actions should be executed as follows.

Repeat step 1–3 until the secret data stream S is embedded into F. The flowchart of
Adaptive Threshold Generation Scheme and embedding procedures is shown in Fig. 1.

Capacity on Demand Steganography 199



Fig. 1. Flowchart of the pre-processing and embedding procedures.

2.3 The Extracting Procedure

In the recovery process, the embedded data can be extracted rapidly from the stego image
by the threshold pixel value T, the embedding capacity of higher and lower level k0 and
k1. The scan order of extracting procedure is the same as embedding procedure. The
steps of data extraction are as follows.

Input: a stego-image F’, threshold pixel value T, k0 and k1.
Output: a bitstream secret data.

Step 1: If P’ix is more than T, P’ix belongs to higher level, and k1-LSB secret data should
be extracted. Otherwise, P’ix belongs to lower level, and k0-LSB secret data
should be extracted.

Step 2: Repeat step 1 until all the secret data have extracted.
Step 3: Join all the pieces of secret data together and return the secret data stream S.
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3 Experimental Results and Discussion

Experimental results of the proposed scheme are presented and discussed in this section.
The experimental environment is using an Intel(R) Core(TM) 4950 computer with 8 GB
of memory. The program is written in MATLAB program tool. The secret data stream
S is generated by pseudo-random numbers. Four 512 × 512 gray-scale test images are
used, namely “Lena”, “Baboon”, “Peppers” and “F16”, as shown in Fig. 2. The peak-
signal-to-noise ratio (PSNR) is utilized to evaluate the distortion of the stego-image after
the secret data have embedded. The PSNR is defined in following equation.

PSNR = 10 × log 2552

MSE
(dB), (6)

MSE =
1

M × N

M∑

i=1

N∑

j=1

(
E

ij
− C

ij

)
. (7)

(a) Lena (b) Baboon

(c) Peppers (d) F16

Fig. 2. Four 512 * 512 gray-scale cover-images.

In Eq. (6), the value 255 is the maximum value of the pixel value. The mean square
error (MSE) represents the distortion between the M × N cover image C and its stego-
image E. The notations Eij and Cij represent the pixel values at the coordinate (i, j) of
image E and C, respectively. In general, a large PSNR value indicates the dissimilarity
is small between the cover image and the stego-image that is more imperceptible to the
human eye.
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3.1 Experimental Results

Tables 1, 2 and 3 summarize the comparison results with other spatial domain data hiding
algorithm [4, 5, 9, 10] for four test images. Because the maximum hiding capacity of [9,
10] are less than 4 bpp, we adjust the hiding capacity of proposed method consistent
with above schemes’ maximum capacities, and the comparison results are displayed in
Tables 1 and 2. Table 3 shows the comparison results with [4, 5], and all the hiding
capacities are 4.3 bpp. From Tables 1, 2 and 3, although the methods listed in the tables
are resulted in the same hiding capacity, the PSNR values of the proposed method
outperform that of other methods, which is enhanced about 2 to 3 dB performance for
the test images. Figures 3 and 4 show the visual quality comparison results between the
proposed method and [4, 5, 9–11].

Table 1. The visual quality comparison results of the proposed method with [9].

The proposed method PVD-LSB method [9]
Cover image (T) Capacity (bits) PSNR (dB) Capacity (bits) PSNR (dB)
Lena (212) 528512 45.99 528512 38.94
Baboon (198) 544056 46.02 544056 33.43
Peppers (210) 528256 46.09 528256 37.07
F16 (196) 530048 47.73 530048 37.42

Table 2. The visual quality comparison results of the proposed method with [10].

The proposed method PVD-MOD method [10]
Cover image (T) Capacity (bits) PSNR (dB) Capacity (bits) PSNR (dB)
Lena (120) 409752 47.80 409752 38.80
Baboon (122) 457168 47.76 457168 40.3
Peppers (85) 407256 47.83 407256 43.3
F16 (221) 409792 47.73 409792 43.5

Table 3. The visual quality comparison results of the proposed method with [4, 5] methods.

The proposed method [4] method [5] method
Cover image (T) Capacity (bits) PSNR (dB) PSNR (dB) PSNR (dB)
Lena (120) 1127219

(4.3bpp)
30.84 26.48 29.47

Baboon (122) 31.02 26.46 29.46
Peppers (85) 30.89 26.34 29.18
F16 (221) 30.15 26.61 29.45
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(a) Payload=3.5 bpp
PSNR=36.61dB

(c) Payload=3.5 bpp
PSNR=33.09dB

(b) Payload=3.5 bpp
PSNR=36.31 dB

(d) Payload=3.5 bpp
PSNR=30.40dB

Fig. 3. Comparison results of [9] and the proposed method; (a)–(b) the stego images generated
by the proposed scheme and (c)–(d) the stego images generated by [9].

(a) Payload=3.5 bpp
PSNR=48.03dB

(c) Payload=3.5 bpp
PSNR=33.09dB

(b) Payload=3.5 bpp
PSNR=36.31 dB

(d) Payload=3.5 bpp
PSNR=30.40dB

Fig. 4. Comparison results of [10] and the proposed method s; (a)–(b) the stego images generated
by the proposed scheme and (c)–(d) the stego images generated by [10].
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3.2 Discussion

In order to obtain better stego-image, a data hiding algorithm has to minimize the vola‐
tility of each pixel value in the embedding procedure. The proposed method has a
dynamic strategy to adjust hiding capacity consistent with the length of secret message,
and the secret message can be embedded in stego-image as averagely as possible. For
example, although the hiding capacity of all methods is 4.3 bpp in Table 3, the number
of unchanged pixels of each method is different. The number of unchanged pixels
generated by the proposed approach is 425, 327, 62, and 1022 in four stego-images,
respectively, but other methods have a large number of unchanged pixels. As such, the
secret message can be more averagely embedded on each pixel by the proposed method,
and the quality of stego-image would be better.

4 Conclusion

In this paper, an adaptive pixel value threshold strategy scheme that boosting up the
performance of LSB based steganography is proposed. The adaptive threshold strategy
is based on hiding capacity requirement and cumulative statistics of cover-image’s pixel
value in different cases to select the appropriate threshold pixel value. The advantages
of this paper are summarized as follows. First, this adaptive threshold strategy is
proposed to devise an efficient adaptive steganographic method. Secondly, the proposed
method improves the hiding capacity of [7, 9, 10] methods and the PSNR value is still
above 30. Thirdly, it has higher PSNR value than [4–7, 9, 10] at 10 different hiding
capacities. Fourthly, the stego-image generated by the proposed scheme has very few
unchanged pixel, and it is difficult to be perceived by human eyes. Therefore, the
proposed scheme has significant promotions in terms of capacity and imperceptivity,
and it is applicable to practical steganographic application.
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Abstract. A (k, n) threshold secret sharing scheme encrypts a secret s into
n parts (called shares), which are distributed into n participants, such that any
k participants can recover s using their shares, any group of less than k ones
cannot. When the size of s grows large (e.g. multimedia data), the efficiency of
sharing/decoding s becomes a major problem. We designed efficient and parallel
implementations on Shamir’s threshold secret sharing scheme using sequential
CPU and parallel GPU platforms, respectively, in a personal computer.
Experimental results show that GPU could achieve an appealing speedup over
CPU when dealing with the sharing of multimedia data.

Keywords: Secret sharing � Threshold scheme � Parallel computing

1 Introduction

Secret sharing provides the protection of a secret among a group of participants. A (k,
n) threshold secret sharing scheme (TSSS) aims at encrypting a secret s into n parts (called
shadows), which are distributed into n participants, such that any k participants can
recover s using their shares, while any group of less than k ones cannot. In 1979, Shamir
[1] proposed an elegant TSSS based on polynomial interpolation under Galois field. It is
perfect and ideal. Since then, quite a lot researches devoted their works in this topic.

In Shamir’s TSSS, secret s is merely a number. It could be successfully applied to
share a key with a moderate data size. Nowadays, multimedia data, such as images,
voices, video clips, etc., whose sizes are relatively larger than that of an ordinal
number/key. The efficiency of the encoding and decoding processes in the TSSS
becomes a major and significant consideration for practical usage.

Exploiting parallel computing to cope with the problem has been studied by Fang
[2]. The parallel environment was constructed by multiple CPUs (Intel Xeon CPU
2.66 GHz) under Open MPI. In a 12 CPUs cluster, his parallel decoding performance
receives about 7–10 times faster than that of using a single CPU for sharing a
512 � 512 image.

Recently, high performance computing resulting from GPGPU (general-purpose
computing on graphics processing units, GPU for short) [3] has been a popular and
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economic solution to time-consuming problems in many applications. Under CUDA
(compute unified device architecture) environment [4], GPU consisting of up to
thousands of cores in a single graphic card (or multiple cards) can be programmed to
execute simultaneously in a massively parallel fashion using some high-level languages
(e.g., C, Java, etc.).

In this paper, we develop efficient sequential and parallel algorithms, which are
executed in sequential CPU and parallel GPU platforms, respectively, in a personal
computer, to implement Shamir’s TSSS concerning the multimedia data. Section 2
briefly reviews the Shamir’s TSSS. Section 3 presents several sequential algorithms for
this TSSS and Sect. 4 discusses our parallel algorithms which are suitable for running
in GPU. The experimental results of our sequential and parallel implementations are
summarized and compared in Sect. 5. Section 6 gives some concluding remarks.

2 Shamir’s TSSS

Consider q, k, n and secret s for k� n\q and 0� s\q where q ¼ pm, in which p is a
prime number and m is a positive integer. s is encoded into n shadows y1; y2; . . .; yn for
a set of n participants P ¼ 1; 2; . . .; nf g by the following polynomial function with k−1
degrees:

f ðxÞ ¼ a0 þ a1xþ a2x
2 þ . . .þ ak�1x

k�1ðmod qÞ ð1Þ

where a0 is s and a1, a2, …, ak−1 are random numbers with 0 � al < q for 1 � l � k
−1. The dealer determines n distinct random keys x1, x2, …, xn, constructs n shadows
y1, y2, …, yn and distributes (xi, yi) to participant i where 0 < xi < q and yi = f(xi) for 1
� i � n. Note that all computations are with modular arithmetic under prime power
q (i.e. GF(q)) with q > n [1, 5].

In the decoding phase, any k participants, say i1, i2,…, ik, with k pairs of keys and
shadows xi1 ; yi1ð Þ; xi2 ; yi2ð Þ; . . .; xik ; yikð Þ can form k linear equations as follows.

yi1 ¼ a0 þ a1xi1 þ a2x2i1 þ . . .þ ak�1xk�1
i1

yi2 ¼ a0 þ a1xi2 þ a2x2i2 þ . . .þ ak�1xk�1
i2

. . .

yik ¼ a0 þ a1xik þ a2x
2
ik þ . . .þ ak�1x

k�1
ik

ð2Þ

Solving these equations, we can find all the k coefficients a0, a1, …, ak−1 of f(x).
s (= a0) can thus be obtained. Specifically, to reveal secret s (i.e., coefficient a0), we
simply compute (3) as follows.

a0 ¼
Xk
u¼1

yiuð
Yk

v¼1;v 6¼u

�xiv
xiu � xiv

Þ ð3Þ
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Note that Shamir’s TSSS is with perfect security. That is, any k-1 or less shadows
gain no information about s. It is also ideal so that the size of each share is the same as
that of the secret. Our realizations here preserve these two merits.

3 Sequential TSSS Algorithms

3.1 Sharing a Number

Shamir’s TSSS may be realized in several ways. Since the input data is treated as the
binary one, we choose q = 2m, which makes the addition and subtraction operations in
GF(q) much easier by adopting xor operation. For the encoding phase, a naive algo-
rithm, denoted as E1, is presented in the following. Owing to the computations in GF
(q), E1 adopts irreducible polynomial and multiplicative inverse to deal with the
multiplication and division operations [5, 6].

To reduce the complicated calculation time of multiplications and divisions in GF
(2p), we resort to two tables: Log and Antilog (with size q both). Specifically, the
product of two values is the antilog of the mod (GF−1) sum of their logs, while the
quotient of them is the antilog of the mod (GF−1) difference between their logs [5].
Exploiting Log and Antilog tables, multiplications and divisions are expected to be
more efficient. Algorithm E2 conducts such idea.
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The computation of the polynomial in (1) can be accelerated by the famous Hor-
ner’s scheme [7], which reduces the number of multiplications, as below.

f ðxÞ ¼ a0 þ a1xþ a2x
2 þ . . .þ ak�1x

k�1 mod qð Þ
¼ a0 þ xða1 þ a2xþ . . .þ ak�1x

k�2Þ mod qð Þ
¼ a0 þ xða1 þ xða2 þ . . .þ ak�1x

k�3ÞÞ mod qð Þ
¼ . . .

¼ a0 þ xða1 þ xða2 þ . . .þ xðak�2 þ ak�1xÞÞÞ mod qð Þ

ð4Þ

Following the Horner’s scheme and (4), we develop Algorithm E3 as follows.

For a further possible refinement, we may pre-compute xai ’s for 1 � a � k−1 and
1 � i � n when x1, x2,…, xn is given. In algorithm E4, we prepare an n � (k−1) table,
called Power table, to store the values of xai ’s to possibly accelerate the computations
for xai ’s in yi ¼ f ðxiÞ (Step 6 in E4).

Regarding the decoding phase, we adopt algorithm D1, which utilizes Log, Alog
and Power tables (since these are expected to deliver a better performance). Again, all
computations are in GF(q).
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With a subtle rearrangement, (3) could be reformulated as

a0 ¼ ð�1Þk�1ðxi1xi2 . . .xitÞ
Xt

u¼1

yiu
xiuciu

ðmod qÞ

where

ciu ¼
Yt

v¼1;v 6¼u

ðxiu � xivÞ for 1� u� t: ð5Þ

It is seen that the number of multiplications in (3) is reduced in (5). Algorithm D2
exploits this advantage.
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3.2 Sharing a Binary Data

In order to share a binary data D with a size of N bytes, we decompose it into
k ¼ N=ld e segments with l bytes each (or (N mod l) bytes for the last segment if N is
not divisible by l). The general algorithm S(alg, k, n, D, q, X, T, N, l) for
encoding/decoding a binary data is an abstraction for all algorithms introduced in 3.1
where alg 2 {E1, E2, E3, E4, D1, D2} and the parameters may be null (or an empty
set) if alg does not require such parameters.

4 Parallel Algorithms for Shamirʼs TSSS

To utilize the capability of parallel execution among the cores in GPU, we decompose
the data into fine grains such that each grain could be handled by a thread in GPU.
Consider binary data D with a size of N bytes, a word size of l bytes, and GPU with a
maximal number maxT of conceptually simultaneous running threads. Let k ¼ N=ld e.
Since k may be larger than maxT, we further partition these k segments into g ¼
k=maxTd e regions e1, e2,…, eη with maxT segments each (or (k mod maxT) segments
for the last region if k is not divisible by maxT). The maxT segments are distributed to
the cores in GPU, which are running in parallel. We call it a run. The whole task would
be finished after all k=maxTd e runs.

In the encoding phase, each segment requires k−1 random numbers for its corre-
sponding polynomial. In a single run, we need (k−1)maxT random numbers and, in
total, k(k−1) ones are required. This job can also be realized in parallel in GPU.
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Note that the area between __paralleldo <<maxT>>__ and __paralle-
lend <<maxT>>__ is running in parallel among maxT threads in GPU. Note that the
actual number of the cores in GPU depends on the hardware specification, whereas,
maxT is the number of threads conceptually. In our test platforms, maxT is
65535 � 1024. Definitely, we shall choose the most significant algorithm among E1,
E2, E3 and E4 to be the Encode function in Algorithm PE. Similarly, the most efficient
one between D1 and D2 is chosen as the Decode function in Algorithm PD as follows.
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5 Experimental Results

We tested the aforementioned sequential and parallel algorithms in CPU and GPU
platforms respectively. The CPU platform consists of an i7-4790 (3.6 GHz) processor
and 8 GB RAM under a PC running Windows 7. The programs were coded in Borland
C++ Builder. The same PC with a GeForce GTX 760 video card which owns 1152 cores
and 2 GB RAM acts as the GPU platform 1. Another GTX Titan X card consisting of
3072 cores and 12 GB RAM acts as the GPU platform 2. The parallel CUDA programs
were coded in Visual Studio 2015.

First of all, we would like to know the performances of Algorithm S using E1 and
E2, respectively, as parameter alg. A binary file with 7.8 MB in a (4, 5) threshold
structure was tested. Table 1 reveals the encoding times in seconds using l = 1 and
m = 8. It is seen from Table 1 that E2 is much faster than E1 in this case. The
advantage of E2 over E1 (which applies complicated arithmetics for addition and
multiplication) is quite intuitive.

Then, we compare the performances of Algorithms E2, E3 and E4 for a 15.9 MB
binary file with (k, n) = (2, 5), (4, 11), (6, 21) and (8, 31). The execution times in
seconds are presented in Table 2. It is seen that both E3 and E4 are superior to E2.
Further, E3 is a bit better than E4 for (2, 5), while E4 is slightly better than E3 for the
other cases. The Power table improves the calculation of polynomials required in the
encoding process. Comparing the values of E2/E4 ratios, we realize that when k and
n grow, the superiority of E4 over E2 tends to grow. Since the Horner’s scheme in E3
only delivers a better performance for small cases like (2, 5), we adopt E4 as the
sequential encoding algorithm for the following experiments.

Table 1. Comparison of Algorithm S using E1 and E2

Encoding

E1 89.74
E2 4.23
E1/E2 21.22

Table 2. Comparison of Algorithm S using E2, E3 and E4

(k, n) (2, 5) (4, 11) (6, 21) (8, 31)

E2 2.31 18.00 71.89 185.00
E3 0.99 5.43 16.94 36.01
E4 1.15 5.39 15.38 35.13
E2/E4 2.01 3.34 4.67 5.27
E3/E4 0.86 1.01 1.10 1.03
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Concerning the decoding phase, the comparison between the decoding times of D1
and D2 in seconds is given in Table 3. It is seen that D2 is better than D1. These
outcomes demonstrate the effectiveness of (4) for improving the computation in
decoding. Note that we set parameter t as k in these test cases.

Based on the above computational results, we obtain that Algorithm S using E4 and
D2, denoted as S(E4) and S(D2), are more efficient than the other alternatives for
encoding and decoding, respectively. In the following, we compare the performances
of these two algorithms against those of PE using E4 and PD using D2, respectively,
under GTX 760 and Titan X, denoted as PE4760/PE4X and PD2760/PD2X.

Table 4 exhibits the computational results in seconds of S(E4) against PE4760 and
PE4X, and S(D2) against PD2760 and PD2X for various (k, n)’s with the same 15.9 MB
data. When k is fixed, it is easily seen from Table 4 that the encoding time grows as
n increases for both CPU and GPU. This is reasonable since a larger n induces more

Table 3. Comparison of Algorithm S using D1 and D2

(k, n) (2, 5) (4, 11) (6, 21) (8,31)

D1 1.06 4.40 11.25 20.64
D2 0.70 1.90 3.99 6.97
D1/D2 1.51 2.32 2.82 2.96

Table 4. Results of S(E4) against PE4760 and PE4X, and S(D2) against PD2760 and PD2X

(k, n) Encoding Decoding

S(E4) PE4760 PE4X S(E4)/
PE4760

S(E4)/
PE4X

S(D2) PD2760 PD2X S(D2)/
PD2760

S(D2)/
PD2X

(2, 5) 1.15 0.21 0.15 5.57 7.95 1.42 0.06 0.04 22.17 37.69
(2, 11) 2.31 0.31 0.21 7.47 11.16 1.44 0.07 0.03 20.21 42.67

(2, 21) 4.31 0.42 0.32 10.35 13.42 1.44 0.07 0.03 22.08 42.87
(2, 31) 7.15 0.60 0.44 12.01 16.12 1.44 0.07 0.04 22.08 38.18
(2, 43) 10.17 0.81 0.60 12.62 16.99 1.45 0.07 0.04 20.73 38.03

(4, 5) 2.68 0.37 0.18 7.31 14.99 3.90 0.17 0.11 22.54 36.74
(4, 11) 5.40 0.57 0.32 9.45 17.07 3.87 0.17 0.10 22.63 39.48

(4, 21) 10.06 0.74 0.53 13.56 18.94 3.85 0.17 0.11 22.27 34.29
(4, 31) 15.24 0.98 0.75 15.55 20.35 3.88 0.17 0.10 22.71 39.56
(4, 43) 21.20 1.26 0.98 16.79 21.54 3.90 0.17 0.13 22.81 31.11

(6, 11) 8.28 0.81 0.46 10.23 17.89 8.00 0.31 0.24 25.82 33.86
(6, 21) 15.38 1.16 0.79 13.31 19.45 8.10 0.33 0.24 24.68 33.89

(6, 31) 23.09 1.51 1.09 15.32 21.23 8.32 0.32 0.25 26.07 33.04
(6, 43) 31.90 1.93 1.47 16.50 21.63 8.19 0.32 0.26 25.51 30.96
(8, 11) 12.45 1.06 0.59 11.73 21.06 13.90 0.52 0.35 26.78 39.96

(8, 21) 23.24 1.51 1.01 15.44 23.03 13.99 0.51 0.38 27.44 36.59
(8, 31) 35.13 1.98 1.43 17.71 24.54 14.29 0.51 0.43 28.13 33.14

(8, 43) 48.27 2.57 1.94 18.81 24.82 14.37 0.52 0.43 27.79 33.15
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encoding computations for a fixed k. When n is fixed, such a tendency remains as
k increases. PE4760 (PE4X) delivers a speedup of about 5–18 (7–24) over S(E4) for
different (k, n)’s in these experiments. Particularly, for (k, n) = (8, 21), S(E4) is 15.44
(23.03) times slower than PE4760 (PE4X). Further, PE4X is about 1.5 times faster than
PE4760. Regarding the decoding phase, the times for various n under a fixed k are
almost the same since we set parameter t as k. The time increases as k grows under a
fixed n. PD2760 (PD2X) delivers a speedup of about 22–28 (30–42) over S(D2) for
different (k, n)’s in our experiments. For (k, n) = (8, 21), S(D2) is 27.44 (36.59) times
slower than PD2760 (PD2X). Further, PD2X is about 1.3 times faster than PD2760.

To realize whether our parallel algorithm is applicable in real applications, we
tested a 231.7 MB video clip on Titan X for (k, n) = (3, 8). It takes 3.31 (0.83) s in
encoding (decoding for t = k = 3). These outcomes are quite acceptable for sharing
large data in cloud storage service or private distributed database.

6 Concluding Remarks

Shamir’s TSSS is graceful and elegant in the theoretical point of view. However, in
practical implementation, it demands a thoughtful design. We present several realiza-
tions in sequential and in parallel. Apparently, skills such as preprocessing, table
lookup and Hornerʼs scheme provide a satisfactory performance to Shamir’s TSSS in
both the sequential and parallel algorithms.

The performances of our algorithms in the parallel platforms are more efficient than
those of the sequential ones. The parallel computational results are appealing and
significant since they demonstrate that applying secret sharing in the real applications is
positively feasible. The i7 CPU for our sequential platform and Titan X for parallel are
contemporary. Still, GTX 760, which is not an up-to-date device, produces a moderate
performance with a lower cost (as compared to Titan X). As compared to the platforms
of PC clusters or supercomputers, both Titan X and GTX 760 are more cost-effective.

More experiments would be conducted to obtain more clues to clarify the rela-
tionship among different k, n, l, m and larger data sizes. The concept of ramp secret
sharing [8], which provides a trade-off between the level of security and the coding
efficiency (or the share size), is worthy of further implementations if the share size
becomes a compulsory consideration for practical applications.
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Abstract. Clock synchronization is a crucial issue for data fusion, localization,
duty cycle scheduling, and topology management in wireless sensor networks
(WSNs). In this paper we proposed a cognitive global clock synchronization
protocol (CGCSP) that is an accurate, energy efficient and reliable clock synchro‐
nization protocol in WSNs based on a single reference node. The CGCSP tackles
the disadvantages of being single reference node by a cognitive switchover mech‐
anism. This structure has been validated through the development of basic
synchronization schemes i.e. sender-receiver (S-R) synchronization and receiver-
receiver (R-R) synchronization. By evaluating and comparing the performances
of it with state of the art protocols such as reference broadcast synchronization
(RBS) and timing-sync protocol for sensor networks (TPSN), the proposed
CGCSP shows reasonable lead over them in single hop network as well as in multi
hop networks in terms of average synchronization accuracy and energy efficiency.

Keywords: Clock synchronization · Average synchronization accuracy
Energy efficiency

1 Introduction

WSNs are widely used in almost all type of applications such as military [1], environ‐
mental [2], industry [3], commercial and transportation [4]. Accomplishing all the
benefits from WSNs clock synchronization is the backbone for all applications.

Clock synchronization is the basic feature for wired networks and wireless sensor
networks (WSNs) for data synthesis and meaningful execution of any application.
Pioneer work in the wired network was [5] and accurate time synchronization is under
discussion in automation systems [6, 7]. However time synchronization in wireless
sensor nets is quite different from those of the wired networks due to the resources
constraints (limited energy at the end sensor node, less bandwidth, small processor, low
quality quartz crystal etc.) in WSNs. Clock synchronization is the fundamental problem
of the WSNs due to the above mentioned limitations. Local clocks of the sensor nodes
must be synchronized not only because of specific application requirements but for the
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channel access also [8]. Global positioning system is a high end practical solution. It
requires expensive hardware circuitry to obtain accurate time synchronization with
satellites. So it is preferred to synchronize the local clocks of the sensor nodes by
messages exchange mechanism between them. Nodes use crystals to count the frequen‐
cies and various factors (aging, temperature, environmental factors etc.) affect it as a
result local clocks of the nodes run at different rate so there is natural difference in the
clock of two nodes [9].

Target tracking has gained considerable attention for its application in different fields
such as military, civilian, and wildlife monitoring but getting accurate time synchroni‐
zation in the presence of non-deterministic delays is very difficult. The delays are cate‐
gorized as send time, access time, transmission time, propagation time and reception
time [10, 11] and these uncertainties are minimized by MAC layer time stamping [10,
12]. As communication is the basic source of energy consumption [19] so the protocols
with low communication cost are more energy efficient.

2 Problem Formulation

In the past one decade many synchronization schemes have been introduced to agree
local clocks of the sensor nodes on the same time. Few of them adopt global clock
synchronization like TPSN [10], RBS [11], and FTSP [12] and other are distributed
schemes like [13–16]. In global clock synchronization single reference node is respon‐
sible for the time synchronization in the network while in distributed clock synchroni‐
zation nodes reach on global time consensus through local exchange of information.
Both schemes have advantages and disadvantages. The prior scheme is easy to control
but in case of the reference node’s failure clock synchronization is disturbed while in
the latter case as there is no parent node so failure is not an option but topological control
of the second scheme is really hard.

If the problem of the master node’s failure is sorted out then maximum benefits can
be achieved from the centralized synchronization schemes. The CGCSP exploits central‐
ized synchronization method to achieve high accuracy because it uses reference clock
of a single sensor node. But failure of the master node can cause malfunctioning in clock
synchronization so a cognitive factor of expected master node is introduced in the global
clock synchronization structure. This expected master node shares the value of computed
clock offset to the child nodes and in this way physical clocks are converted into logical
clocks. In CGCSP any node in the sensor network can be the master node provided that
the node preserves highest energy level in the network and the node with second highest
energy level is assigned the position of expected master node. CGCSP adopts centralized
synchronization scheme to equalize Ci(t) for all i = 1,…… , N. As with the passage of
time local clocks of the sensor nodes drift from each other so CGCSP repeatedly corrects
the phase offset to keep the clocks synchronized.

WSNs exhibit multi hop operations. Some existing protocols do not achieve good
synchronization accuracy even for single hop network. Time synchronization protocols
must achieve good synchronization accuracy even in multi hop networks while
consuming least amount of energy. Many applications require synchronization accuracy

220 B. Ahmad et al.



less than 1 us for the significant achievement of their operations. RBS provides average
accuracy of 29.1 us while TPSN shows 16.9 us accuracy for the single hop network and
the case is worse for the multi hop network, FTSP produces the average accuracy of
0.5 us [20] while RTSP produces 0.25 us.

To keep time uncertainty in limits synchronization period must be performed peri‐
odically to renew the latest timing information of the node(s). Switchover mechanism
is applied in CGCSP to overcome the problem of the failure of the master node (either
malfunctioning or power drain) then a new pair of nodes starts acting as super nodes.
Although logical clocks will not be synchronized during switchover period but as soon
as switchover period ends clocks are resynchronized.

Although root/reference based protocols are topology sensitive but due to centralized
mechanism it is easy to handle them and if root node election is done on regular basis
then failure of master node is not a threat anymore. Existing solutions for time synchro‐
nization in WSNs are not resilient to the malicious nodes, CGCSP provide solution for
it. Network wide synchronization is achieved in CGCSP with a master node as the root
node. Every node synchronizes its local clock with the master node, so all nodes get
synchronized with the master node. Messages exchange mechanism for the CGCSP is
shown in Fig. 1.
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TC T6
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(a) Synchronization between M and N . (b) Synchronization between N and C . (c) In-
tegrated synchronization between M , N andC .
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Fig. 1. Clock synchronization mechanism of the CGCSP.

The major innovation of CGCSP over other protocols is the dynamic selection of
master node on the basis of energy level. Because if the compromised node becomes
root node it shares false information and the child nodes calculate false offset and skew.
So selection of master node on the energy basis saves from this adversary attacks.

A corrupted master node could send erroneous reference broadcast messages that
would cause nodes to calculate wrong skew and offset. To avoid this we propose that
instead of allowing a single node to be the master node for global time synchronization,
any node can act as master node provided that it has the highest energy level. In the
absence of any malicious nodes CGCSP is highly accurate and energy efficient and in
the other case it is still accurate but little higher communication overhead affects energy
efficiency.

3 Main Strategies of CGCSP

In WSNs applications the master node is likely to die due to the heavy workload of data
transmission because the node runs out of energy. To overcome this problem, CGCSP
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method proposes that instead of allowing a single node to be the master node for global
clock synchronization, any node can act as master node provided that it has the highest
energy level.

In CGCSP, a cognitive switch-over mechanism is applied to ensure that when the
master node is failure (either malfunctioning or power drain) a new node should start
acting as the master node. By using this mechanism, although the logical clocks will not
be synchronized during the switch-over period, the global clock can be re-synchronized
as soon as the switchover period ends.

3.1 Synchronization Process of CGCSP

In order to keep the accuracy of time synchronization, sensor nodes must operate clock
synchronization periodically to update the latest timing information.

The CGCSP exploits centralized synchronization method to achieve high accuracy by
using reference clock of a single sensor node. Since local clocks of the sensor nodes drift
from each other with the passage of time, the CGCSP repeatedly corrects the phase offset
to keep the clocks synchronized. As depicted in Fig. 1, the clock synchronization process
of CGCSP can be separated into two main phases. The first one is synchronization between
‘M’ and ‘N’, and the second one is synchronization between ‘N’ and ‘C’.

In the first phase, the clock synchronization between node M and N use sender-
receiver (S-R) synchronization scheme. Where T1 refers to the local time of node M
when it broadcasts to node N, T2 refers to the local time of node N when it receive the
message from node M, T3 means the local time of node N when it transmits ACK
(acknowledgement) message to node M, and T4 means the local time of node M when
it receives the ACK. In this phase, as the start of synchronization, node broadcasts
synchronization message to all nodes in network. The node N receives and exchanges
message with the node M and calculates its clock offset with the node M, and shares this
message to the other child nodes. The clock offset between node N and M can be
computed by:

offset(N, M) =
(T2 − T1) − (T4 − T3)

2
(1)

Then, the node N compensates and updates its local clock by:

time_valueN = time_valueN − offset(N, M) (2)

In the second phase, the clock synchronization between node N and node C uses
receiver-receiver (R-R) synchronization model. In this process, when node M broadcasts
synchronization message to nodes, node C also receives this information and compares
it with the message received from node N. Then, the node C calculates its clock offset
with node M and compensates and updates its local clock by following the formula:

offset(C, M) = offset(C, N) + offset(N, M) (3)

offset(C, N) = TC − TN (4)
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Where TC refers to the local time of node C when it hears the broadcast message from
node M, and TN refers to the local time of node N when it receives the broadcast message
from node M.

Combining the above two phases, the integrated clock synchronization process of
thee three nodes for CGCSP can be readily obtained, which is presented in Fig. 1(c).

Considering the energy consumption during the clock synchronization process of
CGCSP, the more synchronization message is exchanged, the longer the synchronization
time is spent, and the greater the energy is consumed by sensor nodes and the lower the
efficiency of clock synchronization. In general, equation below can be used to estimate
a radio signal’s power which fades as it travels further from a transmitter [17]:

pr =
pt

dc
(5)

Where pt is the transmitted power, d is the distance of the signal traveled from the
transmitter, pr refers to the received power of this signal after it traveled this distance,
and c is the path loss coefficient. In practical applications of WSNs, the signal fades due
to the diffractions, reflections, and refractions of walls and foliage so the path loss
coefficient is often large.

Therefore, the energy consumption of a node during the clock synchronization
process can be estimated in terms of messages transmission. According to the minimum
transmission energy consumption model in the typical planar topology control algo‐
rithm, the energy consumption of the wireless sensor nodes is mainly related to the
message bytes and the path [18]. So, we use the following formula to estimate the energy
consumption of each synchronization message sent by the wireless sensor node.

Et = 2.Eelec.k + Eamp.k.dc (6)

Where Et is the energy consumption of a node to transmit a synchronization message,
k is byte length of message, Eelec indicates the energy consumption of electronical devices
and Eamp of transmitter amplifier of the node, d refers to the distance between the trans‐
mitting node and the receiving node. For the path loss coefficient c the general values
are taken within 2–5. In the actual situation, it is generally taken 2 and for the outdoor
environment the appropriate value is 4.

4 CGCSP Implementation

The CGCSP adopts following set of rules.

1. Create n wireless sensor nodes which form a WSN. In accordance with the CGCSP
concept, each node contains the following information: node’s ID (which is the
node’s coordinates during simulation), initial clock value and initial energy value.

2. All nodes are logically arranged in descending order of their initial energy values.
The node with the highest initial energy value is chosen as the master/reference node
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M, and the node with the second highest initial energy value is chosen as the expected
master/reference node N.

3. Node M broadcasts synchronization message (its local clock value) to other nodes
at time TM. Node N receives this message at time TN, and the other child nodes C
receive this message at time TC. Then, they prepare to start the global clock synchro‐
nization.

4. Node N first performs clock synchronization with node M by sending a synchroni‐
zation request message to node M at time T1. After receiving this request at T2, node
M feedbacks an ACK message (including T2 and T3 information) to node N at time
T3. Then, node N receives this ACK signal at T4. At the same time, node N updates
its local clock by calculating the offset(N, M) using Eqs. (1) and (2).

5. Node N shares offset(N, M) and TN with other node C. Node C compares TC with TN

and updates its local clock by calculating offset(C, M) and offset(C, N) using Eqs. (3)
and (4).

6. Each time the message is transmitted; the node(s) will estimate its energy consump‐
tion according to the Eq. (6) and update its own energy value.

7. After the completion of clock synchronization, each node sends a message packet
to node M, which includes node’s ID, updated clock value and the energy value.
Node M builds and updates a sensor nodes’ information table for the whole network
by using these message packets.

8. After receiving the clock information of all nodes in the network, node M judges
whether its energy is lower than that of node N. If so, exchange the roles of master
node M and expected master node N happens, preparing for the next clock synchro‐
nization period. At the same time if the new node N has the second highest energy
value in all nodes is considered as expected master node. If not, re-select the expected
master node.

9. Enter the next clock synchronization period and repeat this procedure from step 3.

For a multi-hop network, CGCSP will join the selection of intermediate nodes in
each broadcast region. In the first broadcast region, the behaviors are carried out as the
above 9 steps. In the second broadcast region, first chose the node i.e. most far away
from the master node in first hop as an intermediate node, and then use it as the expected
master node to start clock synchronization of this region from the above step (5). By
analogy, in the third broadcast region, first select the node i.e. most far away from the
intermediate node in second hop as a new intermediate node, and then use it as the new
expected master node to start clock synchronization of this region from the above step
(5) and so on to complete the clock synchronization of next broadcast region.

5 Simulations and Performance Evaluation

5.1 Simulation Setup

Simulations are carried out through MATLAB. During the simulation, the computa‐
tional models are established for logical simulation to each algorithm regardless of real
physical channel conditions and other contents of real WSNs. The CGCSP is
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implemented as a program to operate clock synchronization procedure in a mode of
WSN. In order to simulate the message transmission process in clock synchronization,
random error is joined to simulate the situations of time delay, packet loss and so on. In
order to analyze the influence of the network size and multi-hop network on the perform‐
ance of the CGCSP, simulation experiments are carried out for the networks with
different node scales and ranging from single-hop to 5-hops.

In the simulation environment, a stochastic model of wireless sensor network (WSN)
is established by randomly distributed 50–100 sensor nodes, such as shown in Fig. 2 for
an instance of 100-nodes. In the simulated WSN model, a node’s ID is represented by
the coordinates of the node and the communication distance of two nodes is calculated
by the coordinate distance between these two points. In order to observe the effect of
the change of the number of messages exchange on synchronization performance, the
network density in each experiment is controlled to ensure the effect of only one variable.
In the experiments the network density (the ratio of network synchronization area and
the number of nodes) is set to 1.5.
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Fig. 2. Simulation model of a WSN composed of randomly distributed 100 nodes.

By taking the standard physical time t as the reference clock of each node, the initial
clock value and initial clock skew are randomly assigned to each node. Assume that the
message transmission time delaytime is a random variable related to the path length and
the time when a node is ready to send ACK message is a random value within 1, as:

delaytime = random(1) × distance (7)

readytime = random(1) (8)

The performance evaluation covers three aspects; synchronization accuracy, energy
efficiency and comparison of CGCSP with other typical protocols used for WSNs. So
the average synchronization error of 50–500 sensor nodes is collected for single hop and
multi hop network. The energy consumption is observed during the synchronization
period in whole network in terms of messages exchange. The performance of CGCSP
is compared with that of RBS and TPSN in terms of synchronization errors and energy
consumption. The simulation parameters are listed in the Table 1.

A Cognitive Global Clock Synchronization Protocol in WSNs 225



Table 1. Simulation parameters.

Parameters Descriptions
Number of nodes in a WSN 50, 100, 150, 200, 250, 300, 350, 400, 450, 500
Number of hops 1, 2, 3, 4, 5
Initial clock value of a node Random number within 1 (us)
Initial energy value of a node 0.125 J
Accuracy of random delay 0.1 (us)
Eelec 50 nJ/bit
Eamp 100 pJ/bit/m2

k 100 bit (synchronization message)
200 bit (ACK message)

Network topology Random

5.2 Synchronization Accuracy

Through the MATLAB simulations we observed the synchronization accuracy by the
average synchronization errors which are calculated after finishing each period of clock
synchronization for all nodes in a WSN. That is, after master node receives and updates
the complete node information table, the clock value of a node is calculated directly
from the table. The average error of a node is calculated by arithmetic square root of all
clock values difference of each node with the master node. Similarly, the average
synchronization error of nodes in multiple synchronization periods can be analyzed.

Figure 3(a) shows the simulation results of average synchronization errors calculated
for a single hop network in one synchronization period, while Fig. 3(b) shows for the
100 synchronization periods. For multi-hop network, we carried out the simulations
from single-hop to 5-hops. It can be seen clearly from the figures that, the CGCSP has
high synchronization accuracy, even if the WSN reaches 500 sensor nodes. The average
synchronization accuracy of nodes in single hop network is less than 1 us, and the
average synchronization accuracy is less than 0.5 us for the WSN with less than 300
nodes.

In summary, the influence of network size (number of nodes) and the number of
network hops on the synchronization accuracy of CGCSP can be obtained as: (1) With
the increase of the number of nodes in network, the synchronization error will gradually
increase, which is due to the global synchronization will introduce random errors for
each node. However, by increasing the synchronization cycles, the sensor node can
constantly update its local clock in a short time, which will achieve better synchroniza‐
tion accuracy. (2) The increase in the number of hops cause the synchronization error
to increase because of CGCSP for multi-hop network application, the synchronization
error of intermediate node and master node will be transmitted along with the multi-hop
network. There is a large accumulation of errors in the broadcast area.
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(a) Average synchronization errors in one
      synchronization period. 

(b) Average synchronization errors in 100 
      synchronization periods.

Fig. 3. Average synchronization accuracy versus no. of communicating nodes.

5.3 Energy Consumption

The energy efficiency of CGCSP is evaluated by energy consumptions in terms of
messages exchange during clock synchronization periods. The energy consumption of
a node in synchronization process is estimated according to the Eq. (6). The total energy
consumed by the whole network for global clock synchronization is calculated as the
percentage of it to its initial energy (energy consumption ratio). The energy consumption
of entire network is calculated after the execution of one and more synchronization
periods.

Figure 4(a) displays the simulation results of energy consumptions calculated in a
single hop network with one synchronization period, while Fig. 4(b) shows that with
100 synchronization periods. For multi-hop network, we carried out the simulation from
single-hop network to 5-hops network. It is evident from the figures that, the CGCSP
has low synchronization energy consumptions. In the case of completion of one synchro‐
nization period, whether single-hop or multi-hop network, the energy consumption ratio
is less than 0.1% for WSN with less than 300 nodes, even if the WSN reaches 500 sensor
nodes the energy consumption ratio is less than 0.2%.
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Fig. 4. Energy efficiency versus no. of communicating nodes.
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In summary, the influence of network size (number of nodes) and the number of
network hops on the synchronization energy consumptions of CGCSP can be obtained
as: (1) With the increase of the number of nodes, the number of information exchange
increases, and the energy consumption in the synchronization process is gradually
increased. (2) Although better synchronization accuracy can be achieved by increasing
the number of synchronization periods, but it will increase the synchronous energy
consumptions significantly, so it is necessary to compromise between synchronization
accuracy and the energy efficiency. (3) For multi-hop network, with the increase of the
number of hops, the synchronous energy consumption increases at a small extent. It is
because of communication hops, more hops mean larger spacing of nodes. The synchro‐
nization in each hop is achieved by the previous hop of the middle node and not directly
by master node and the expected master node for information exchange. Thus, it reduced
the information dissemination path and the energy consumption in synchronization did
not increase significantly.

Figure 5 shows the results of energy consumption with path loss coefficient ranging
from 2–5. It can be seen that with the increase of path loss coefficient, the energy
consumption of nodes is increased. When the path loss coefficient is 4, the energy
consumption is very large after 10 synchronous periods, and after 100 periods the energy
consumption ratio has reached 100%. When the path loss coefficient is 5, the energy
consumption in synchronization becomes quite large. Therefore, the CGCSP is more
suitable for the indoor WSNs environment.

50 100 150 200 250 300 350 400 450 500
10

-2

10
-1

10
0

10
1

10
2

Number of nodes in WSN

En
er

gy
 c

on
su

m
pt

io
n 

of
 s

yn
ch

ro
ni

za
tio

n 
(c

=3
) %

1 synchronization period
10 synchronization periods
100 synchronization periods

50 100 150 200 250 300 350 400 450 500
10

-2

10
-1

10
0

10
1

10
2

Number of nodes in WSN

En
er

gy
 c

on
su

m
pt

io
n 

of
 s

yn
ch

ro
ni

za
tio

n 
(c

=4
) %

1 synchronization period
10 synchronization periods

50 100 150 200 250 300 350 400 450 500
10

-1

10
0

10
1

10
2

Number of nodes in WSN

En
er

gy
 c

on
su

m
pt

io
n 

in
 o

ne
 s

yn
ch

ro
ni

za
tio

n 
pe

rio
d 

(%
)

50 100 150 200 250 300 350 400 450 500
10

-2

10
-1

10
0

10
1

Number of nodes in WSN

En
er

gy
 c

on
su

m
pt

io
n 

of
 s

yn
ch

ro
ni

za
tio

n 
(c

=2
) %

1 synchronization period
10 synchronization periods
100 synchronization periods

Fig. 5. Energy consumption with different path loss coefficient (c = “2, 3, 4 and 5”).
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5.4 Performance Comparison

In this section, we compare the performances of the CGCSP with that of the RBS and
TPSN, which are two often used typical protocols for WSNs, in single hop network and
multi-hop networks respectively with the same simulation parameters.

Figure 6(a) demonstrates that the average synchronization errors of the three algo‐
rithms increase with the increase of the network size (the number of nodes). However,
the average synchronization error of CGCSP method is obviously lower than that of
RBS and TPSN. Considering the case of a large-scale multi-hop WSN with 500 sensor
nodes, Fig. 6(b) displays that the average synchronization errors of the three algorithms
increase with the increase of the number of hops. However, the average synchronization
error of CGCSP is much lower than that of RBS and TPSN in the multi-hop network.
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Fig. 6. Average synchronization accuracy comparison.

The results show that the CGCSP achieves the best synchronization accuracy as
compared with the other methods. The CGCSP attains least average synchronization
errors in case of the same size of network and communication hops.

Figure 7(a) illustrates the simulation results of energy consumption ratios in one
synchronization period for a single-hop network, while Fig. 7(b) shows for a 500-nodes
multi-hop network. It can be seen that, the RBS algorithm has the maximum synchro‐
nization energy consumption due to its large number of information exchanges in
synchronization process. While the CGCSP and TPSN has quite low synchronization
energy consumptions both in single-hop and multi-hop network. Comparing the CGCSP
and TPSN, the energy consumption of CGCSP is slightly higher than that of TPSN. This
is due to the hierarchical structure of TPSN algorithm, which makes the nodes can
exchange information with adjacent nodes and the information transmission distance
can be reduced and as a result the energy consumption is relatively low.
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Fig. 7. Energy efficiency comparison of three protocols.

6 Conclusions and Future Research Direction

In this paper, we have analyzed the main strategies of the CGCSP, studied its synchro‐
nization process and given the procedure of its implementation. By simulation experi‐
ments and comparative study, we analyzed the synchronization accuracy and energy
efficiency of the CGCSP. The CGCSP employs energy level based cognitive node
switch-over mechanism, which can dynamically select master node and expected master
node and is reliable. It ensures the stability of global clock synchronization process and
keeps a good synchronization accuracy and lower energy consumption under the condi‐
tion of certain node failure. Simulation results proved the effectiveness of the CGCSP.
For the same network size, the CGCSP has higher synchronization accuracy than TPSN
and RBS. The proposed method shows lower energy consumption than RBS while has
little more overhead than the TPSN.

The research work presented in this paper is accomplished through MATLAB. The
study is performed with the parameters exhibited by the physical sensors. As a future
research direction a study can be conducted for the implementation of the CGCSP on
real sensor networks.
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Abstract. With the advances of diversified online services, there is an increasing
demand for web applications. However, most web applications contain critical
bugs affecting their security, allowing unauthorized access and remote code
execution. It is challenging for programmers to identify potential vulnerabilities
in their applications before releasing the service due to the lack of resources and
security knowledge, and thus such hidden defects may remain unnoticed for a
long time until being reported by users or third-party risk exposure. In this paper,
we develop an automated detection method to support timely and flexible
discovery of a wide variety of vulnerability types in web applications. The key
insight of our work is adding a lightweight detecting sensor that differentiates
attack types before performing symbolic execution. Based on the technique of
symbolic execution, our work generates testing and attack data by tracking the
address of program instruction and checking the arguments of dangerous func‐
tions. Compared to prior analysis tools that also use symbolic execution, our work
flexibly supports the detection of more types of web attacks and improve system
flexibility for users thanks to the detecting sensor. We have evaluated our solution
by applying this detecting process to several known vulnerabilities on open-
source web applications and CTF (Capture The Flag) problems, and detected
various types of web attacks successfully.

Keywords: Web application testing · Symbolic execution · Capture The Flag
Software vulnerability

1 Introduction

Web applications have become a significant part of the Web because of the attractive
features such as easy installation, customization and high accessibility. However, they
are often deployed with critical software bugs that can be maliciously exploited. Once
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a weakness is found, it can be exploited to take control of the system. Hence, there is a
need for an analysis tool which can automatically detect vulnerabilities and defend
against threats.

1.1 Motivation and Objective

Web applications are usually built with multiple utilities for customers in various program‐
ming languages. Our previous work, CRAXWeb [1], achieves the goal of detecting XSS
and SQL injection attack and generating the corresponding exploit [2–4]. However, many
types of attack remain unsupported. We propose to add an attack type differentiator called
detecting sensor in a designated call site of the Web service. The complex step of inserting
a detecting sensor into the web service components also decreases the flexibility in the
testing process. Therefore, we improve CRAXWeb to support the detection of more attack
types and speed up the procedure to deploy detecting sensors.

The aim of this work is to extend an existing exploit generator, CRAXWeb, for XSS
and SQL injection attack on web applications to implement generic web attack gener‐
ation. This work is based on a popular dynamic analysis technique in the field of software
testing called symbolic execution [5, 6]. Many related works are also based on it.
However, most of the works focus on only XSS and SQL injection attack. Our challenge
is to protect web applications against multiple types of threats.

1.2 Overview

This paper is organized as follows. Section 2 describes the background of software
testing and related web security issues. Section 3 describes and compares related works.
Sections 4 and 5 explain our method and implementation, respectively. Experimental
results are reported in Sect. 6. Finally, Sect. 7 concludes our paper, with future work.

2 Background

2.1 Symbolic Execution

Symbolic execution is a testing approach that executes programs with symbolic rather
than concrete inputs. Its objective is to explore as many paths in a program as possible.
Before executing, a path constraint is initialized as true. Whenever the program execu‐
tion encounters an assignment statement that associates with symbolic variable, the
symbolic variable will taint other concrete variables as symbolic. When symbolic
execution encounters a branch condition, it forks the execution state, following both
branch directions and updating the corresponding path constraints on the symbolic input.
If the program exits, or terminates unexpectedly, the current path constraint will be
solved to compute a concrete test case that drives the program to this execution point.

By considering symbolic execution on the example in Fig. 1, num is assigned a
symbol X at line 4 since it is user provided data. For the assignment at line 6, the symbolic
variable num taints the concrete variable key and the symbolic value of key becomes
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X - 100. For the branch at line 7, the execution encounters the symbolic variable key
and forks a new execution for another new path. One takes the true path with an addi‐
tional constraint X - 100 == 0. The other takes the false path, with an additional constraint
X - 100 ≠ 0. Whenever two forked executions finish, their path constraints can be solved
by the constraint solver for generating new test cases. One case is num = 100 and another
case is num = 101(not equal to 100). The process is shown in Figs. 1 and 2

Fig. 1. Sample code Fig. 2. Symbolic execution for sample code

2.2 Web Security Issues

Cross Site Scripting (XSS)
Cross Site Scripting (XSS) is a common attack vector that injects code into website to
complete a range of actions from stealing logs to installing malicious software on user’s
computer. Two primary types of XSS are reflected XSS and stored XSS. In reflected
XSS, an attacker crafts a URL containing a malicious string and sends it to the victim.
Whoever clicks the link is going to have the script execute in the browser. In stored XSS,
also known as persistent XSS, an attacker injects the malicious payload into databases
or visitor logs and has it be available to all visiting users, the payload will run in each
of the victims’ browsers.

Cross-Site Request Forgery (CSRF)
Cross-site request forgery (CSRF) is a type of website exploit caused by transmitting unau‐
thorized commands from a user whom the web application trusts. As opposed to XSS,
which exploits the user’s trust for a website, CSRF exploits a website’s trust for a partic‐
ular user’s browser. CSRF attack forces a logged-on victim’s browser to send a forged
HTTP request, which allows the attacker to launch any desired requests against the website,
without the website being able to distinguish whether the requests are legitimate or not.

SQL Injection
An SQL injection vulnerability occurs when the data from an untrusted source are used
to dynamically construct a SQL query. Attackers trick the system by executing malicious
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SQL commands to manipulate the backend database [7]. An SQL injection attack may
result in data theft, loss, modification or corruption, or even complete takeover of the
server.

Command Injection
Command injection occurs when an application passes unsafe user supplied data to a
system shell. An attacker can execute operating system commands with the privileges
of the vulnerable application. There are many ways to exploit a command injection, such
as by injecting the command inside backticks (for example ‘ls’) and running another
command if the first one succeeds (for example &&ls).

File Inclusion
A file inclusion vulnerability occurs when a user-controlled parameter is used as part of
a file name in a call to an including function (require(), or include() in PHP for
example). Depending on whether the file is remote or local, file inclusion can be cate‐
gorized into Remote File Inclusion (RFI) and Local File Inclusion (LFI).

Remote File Inclusion allows an attack to include and execute a remotely hosted
file. Since the included file is controllable, the attack can run arbitrary code either on the
client side or on the server. In the scenario of Local File Inclusion, the attacker can access
unauthorized files or utilize directory traversal characters to retrieve sensitive files
available in other directories.

3 Related Work

This section presents a comprehensive survey of previous work undertaken in the field
of testing and vulnerability analysis for web scripting languages. There are three main
topics: Symbolic Execution based Test Generation, Static/Dynamic Analysis based
Attack Detection, and Symbolic Execution based Attack Detection. Symbolic Execution
based Test Generation.

Apollo [8] is a tool that uses concrete and symbolic (concolic) execution to generate
failure-inducing inputs for PHP web applications. Jalangi [9] is a dynamic analysis
framework for JavaScript that applies concolic execution to generate function argu‐
ments. SymJS [10] contains a symbolic execution engine for JavaScript and an automatic
event explorer. Jalangi works for pure JavaScript programs, while SymJS works for
general web applications. Derailer [11] is a security bugs finding tool for Ruby on Rails
web applications. Chef [12] is a symbolic execution engines relying on the S2E [13] for
Python and Lua analysis. MultiSE [14] extends Jalangi and introduces a new technique
for merging states to improve its effectiveness.

3.1 Static/Dynamic Analysis Based Attack Detection

Pixy [15] performs interprocedural flow-sensitive data flow analysis to detect XSS
vulnerabilities in PHP scripts. XSS-GUARD [16] dynamically learns the set of scripts
that a web application intends to create for any HTML request. PIUIVT [17] enhances
the efficiency of invalid test inputs generation depending on feedback of analysis.
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MySQLInjectior [18] is a web scanning tool to detect SQL injection vulnerabilities based
on the identified styles. NKSI Scan [19] is a model based penetration test method for the
SQL injection vulnerabilities. It can generate test case covering different types and
patterns of SQL injection attack input. Zheng et al. [20] propose a path- and context-
sensitive interprocedural analysis to detect remote code execution vulnerabilities on
PHP applications. XSSDM [21] proposes a context-sensitive approach based on static
taint analysis and pattern matching techniques to detect XSS vulnerabilities. Joza [22]
is a hybrid approach which combines advantages of negative [23] and positive inference
[24] for SQL injection detection. DEKANT [25] uses static analysis with the ability to
learn to characterize vulnerabilities based on annotated source code slices.

3.2 Symbolic Execution Based Attack Detection

SAFELI [26] inspects Java to automatically generate SQL injection attack scenarios. Adrilla
[27] is an exploit generator which stems from Apollo. It combines concolic testing and
dynamic taint analysis to generate concrete attack vectors for PHP web applications. Kudzu
[28] is the first symbolic execution based framework for JavaScript code analysis. It uses
attack grammars to solve the exploit and finally finds out two unknown vulnerabilities.
Rubyx [29] is a symbolic executor for Ruby, with builtin support for specification and
verification of scripts. It proves complex security and correctness properties of Ruby-on-
Rails web applications. Huang et al. [30] proposed a hybrid vulnerability analyzer for Java
that applies symbolic execution to generate path constraints. Codeminer [31] combines
static analysis and symbolic code execution to identify XSS and SQL injection vulnerabil‐
ities on PHP web applications. Compared to these works, our framework can detect XSS
and SQL injection attack for the web applications written in any language. Moreover, for
PHP web applications, our framework detects more types of attacks such as command
injection, code injection, and file inclusion.

4 Method

Our work is based on the Selective Symbolic Execution (S2E) [13] framework, which
supports application emulation using QEMU. Figure 3 is the model of our method, which
is divided into four main parts: Symbolic Environment, Dangerous Function Analysis,
Symbolic Argument Checking, and Host Management.

The Guest OS comprises a client and a server which runs one or more back-end web
applications and a database, working like the real-world web service environment. The
only difference is the way client communicates with server. Client sends symbolic data
to server along with HTTP requests. The Host OS keeps track of the program counter
during the request processing. When the addresses of dangerous functions are reached,
it will check whether the arguments of the functions are symbolic. The Host Manage‐
ment contains a list of functions we are interested in and a configuration file used to
control the symbolic execution in the Host OS.
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4.1 Symbolic Environment

Symbolic Socket
To attack web applications, an attacker inject unexpected inputs to invoke abnormal
program execution and reaction, such as system crash and sensitive data leakage. These
malicious inputs are propagated within HTTP request, in the form of GET parameters
in URL or POST data in message body. For SQL injection, the single quotation mark
and the UNION operator are commonly leveraged to craft a malicious query, which is
joined into the original query intended to be run by the web application. For command
injection, the crafted command which is used as the arguments of dangerous functions
will be processed on the operating system.

In order to explore all possible paths through the whole web executing procedure
from request to response that correspond to all possible inputs, we have to make these
inputs symbolic. Hence, we adopt symbolic socket, which is composed of HTTP request
and symbolic data, to act as the communicator between the server and the client. The
symbolic data is injected into HTTP request to replace the value of original inputs from
users and passed to the web server along with the HTTP request. If the symbolic data
can reach the functions we are interested in, it implies that the arguments of these func‐
tions can be controlled by the original symbolic data. Figure 4 shows the propagation
of symbolic data.

Fig. 3. Symbolic environment, dangerous function analysis, symbolic argument checking, and
host management
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Fig. 4. Symbolic data propagates to the server along with HTTP request

4.2 Dangerous Function Analysis

Target Function Detection
To facilitate web security testing, our technique should be able to detect as many types of
vulnerabilities as possible. Because most of the vulnerabilities occur when untrusted data
is passed into and executed by functions in web application languages, what we care about
in this detecting method is the address of such dangerous functions. S2E is extensible to
support different architectures and features by means of a plugin interface. We implement
a customized plugin in the Host OS to monitor the address that the symbolic data flows
through the programs in the Guest OS during the symbolic execution.

In order to fulfill the goal of detecting SQL injection attack in web applications which
are written in different programming languages, it is essential to analyze the query
processing in the database server. The dispatch_command() function in MySQL
source code is where MySQL actually starts the analysis of commands, including
queries, prepared statements and other command types. Figure 5 shows part of the code
in dispatch_command(). As the name of the function implies, it is responsible for
dispatching the query to the appropriate handler. Since the SQL query run by a web

Fig. 5. MySQL function dispatch_command()
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application is a standard SQL query over the connection, we focus on the COM_QUERY
block in the switch statement. If the block is reached during symbolic execution, we can
continuingly check whether the query string (i.e. thd-> query()) is controllable.

For other types of attack such as command injection, code injection, file inclusion
and more, we target at the functions in PHP since it is the most widely used web appli‐
cation programming language and has raised substantial number of security issues due
to the improper use of functions. Take command injection for example, one of our target
functions is shell_exec(), which allows users to execute an external program.
Figure 6 shows the shell_exec() function in ext/standard/exec.c of PHP 5.5.38.
The char pointer, char *command, is the command that will be executed as well as the
argument that we have to check.

Symbolic Argument Checking
If the recorded functions are reached, we have to continuingly verify the controllability
of the arguments. S2E fetches blocks of guest code, translates them to the host’s instruc‐
tion set, and passes the resulting translation to the execution engine. It determines which
code to fetch and translate by reading the state of the virtual CPU and the guest memory.

Function Argument Checking.
It is time-consuming to insert s2e opcode to PHP or MySQL source code and recompile
the binaries.

To deal with this problem, we design a method to analyze the program state at the
Host OS when S2E notices that a dangerous function is executed instead of invoking the
checking process from the Guest OS. This reduces the manipulation on web service
components, leaving the web environment easy to deploy. The web server, database,

Fig. 6. PHP function shell_exec()
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and programming language can be built through a package manager like pip or apt-get
without hardcoding other functions needed by symbolic execution.

The method to analysis function arguments is divided into two steps: reading the
memory address from the register where the function argument stores and determining
whether the value in the memory is symbolic or concrete. Figure 7 shows an overview
of the workflow.

Fig. 7. The overview of the workflow

4.3 Host Management

Dangerous Function List
In order to reduce the complexity of processes for users, we build a list of functions and
their corresponding attack types. Users can choose what kind of detection they want to
implement on the web application by writing a python script to specify the attack types
or functions that are of interest. There is no need for users to consider the addresses of
the function and the argument. Figure 8 is the example of the python script. In this
example, although the file_get_contents() function does not belong to any of
the two attack types, it is also the target function.

Fig. 8. Python script example that is provided by user
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5 Implementation

In this section, we explain in detail how our method is implemented on S2E.The first
part is Symbolic Environment including the whole system architecture of our framework
and the propagation of symbolic data. The second part is Host OS Risk Detection; it
relates to the plugin we design to detect function execution and identify symbolic argu‐
ments. The third part is Host Management; it works as the communicator between users
and S2E.

5.1 Symbolic Environment

System Architecture
The architecture of the system is summarized in Fig. 9: the web application is built in
the Guest OS, which is running on a machine emulator called QEMU. The Host OS
constructed by S2E receives the information propagated from the Guest OS, and then
our customized S2E plugin can verify whether the dangerous functions are reached and
whether the function arguments are symbolic. Users can specify the functions or attack
types in a python script. The configuration writer creates the configuration file depending
on the script and the dangerous function list to control the plugin.

Most web applications are based on the client-server architecture where the client
submits data while the server stores and retrieves data. We make the testing application
run on top of Debian 7 with Apache as the web server and MySQL as the database in
light of flexibility and accessibility of use.

Fig. 9. System Architecture

Symbolic Socket
We deploy a program acting as the client in the Guest OS to generate symbolic socket,
which is made up of a HTTP request with injected symbolic data. Then, the HTTP
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request message with the symbolic string is written to the socket and sent to the web
server, as shown in Fig. 10.

Fig. 10. Generate a symbolic socket

Whenever a branch referring to symbolic data is encountered, the entire states (i.e.
memory, registers and PC) will be forked and each side of the branch will be explored
by S2E.

5.2 Dangerous Function Analysis

In order to detect multiple types of attacks, we focus on the execution of the functions
that might be used by attackers with malicious intentions. In this section, we detail the
analysis process of finding function address and the implementation of checking
symbolic variable in our customized plugin.

Target Function Detection

• MySQL Executable Analysis

MySQL supplies different executables to serve different purposes for users. For example,
mysql is a command-line client for executing SQL statement interactively and mysqld
is the server executable. Since the symbolic data is sent to the web server along with
HTTP request from the client-side, the target to analyze is mysqld, which is the server
daemon in the Unix-like operating system.

By reversing mysqld with the IDA Pro Disassembler, we can find the address of
dispatch_command() function, which is the entry point of MySQL query.
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In addition to the address of the function, the value of the argument is also necessary
for checking symbolic variable. S2E keeps track of the instruction executed in the Guest
OS with the corresponding state. We observe the disassembly code of
dispatch_command() and find the register where the argument is stored.

• PHP Module Analysis

Using the PHP module to execute PHP scripts on Apache is the default mode set at the
creating phase of most web frameworks. The PHP module acts as the PHP interpreter
that is embedded in each Apache processes, which means that no external PHP process
is required. As the interpreter is started along with Apache, it can cache certain infor‐
mation and need not to repeat the same tasks each time a script is executed, leading to
the good performance on PHP heavy sites.

Apache loads numerous modules when the service starts, including the PHP module
which is named libphp5.so. In order to get the base address of the PHP module inside
the Apache process, we use pmap command in Linux which can report memory map of
a process to list the information related to libphp5.so.

Then we reverse libphp5.so in the Apache process to get the starting address and
length of functions such as zif_shell_exec() or shell_exec() in PHP.

Symbolic Argument Checking
S2E provides macros to access the registers and memory of S2E-specific state. To get
the contents in registers, we use readCpuRegisterConcrete() macro to read
concrete value from general purpose CPU register. There are two macros to read the
content in memory according to the status of the target memory: readMemoryCon-
crete() gets concrete data, if the target memory is concrete status; readMe-
mory8() gets symbolic data, if the target memory is symbolic status. However,
readMemoryConcrete() fails if the value is symbolic. Since the argument has
chance to be symbolic, we use readMemory8() to read the content from memory and
then cast it into the KLEE Expression. S2E uses the KLEE Expression class as
the fundamental building block of all values in the emulated memory object. A concrete
value is merely a KLEE ConstantExpression which is derived from KLEE
Expression. We determine a value is symbolic if its cast expression is not a KLEE
ConstantExpression.

5.3 Host Management

Dangerous Function List
The dangerous function list is written in JSON format. It contains numerous function
names as the keys and each of them has the following components: the function address,
the offset of the register which stores the function argument, and the attack type. S2E
uses the predefined offset value to access each register from QEMU. Figure 11 is the
example of the function list.
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Fig. 11. The example of the function list

6 Evaluation

6.1 Evaluation of Vulnerable Applications

Experimental Environment
All experiments performed on a host hardware including a 2.4 Ghz CPU with 8 cores,
8 GB physical memory and host OS with Ubuntu 12.04 64-bit desktop edition. The guest
environment that is emulated by QEMU includes 2.8 GHz CPU with a single core,
128 MB physical memory and guest OS with Debian 7 32-bit for Linux platform. The
software environment is based on S2E 1.0. The database handler is based on MySQL
5.5.49 and the PHP version is 5.5.38.

Experimental Results
The experiment reports the vulnerabilities detection on different platforms to prove the
feasibility of platform-independent web testing with our method. Test 1 is a PHP web
service that contains numbers of dangerous functions. Test 2 is a website with SQL
injection vulnerability and it is built on a Python web framework called Flask. mfw is
a challenge of CSAW online CTF in 2016. The forth test case is the web services of
RCTF final attack-and-defense contests in 2015; it is built on Codeigniter and with
various types of vulnerabilities. The fifth, sixth, and seventh test cases are both the plugin
of Wordpress and have been recorded in the CVE list. Table 1 shows the experimental
result of vulnerability detection.
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Table 1. Evaluation of vulnerable applications

Test
case

Attack types Detected functions # of lines Testing
time (sec)

Platform CVE

Test 1 SQLi,
Commandi, LFI

mysql_query,
system, shell_exec,
assert, fopen

55 102.06 PHP

Test 2 SQLi MySQL–
dispatch_commend

36 31.66 Python (Flask)

Test 3 Code injection assert 62 6.25 PHP
Test 4 SQLi, Code

injection
create_function,
unserialize

44553 34.59/41.7 PHP
(Codeigniter)

Test 5 Commandi shell_exec 23086 33.53 PHP 2015-5227
Test 6 Code injection call_user_func 5377 60.19 PHP 2014-1215
Test 7 Path traversal file_get_contents 2264 48.58 PHP 2014-5368

*Test 3: mfw (CSAW CTF 2016 web 125), Test 4: RCTF Final 2015, Test 5: Landing Pages (WordPress plugin), Test 6: Download Manager
(WordPress plugin), Test 7: wp-source-control (WordPress plugin)

7 Conclusion and Future Work

The aim of this work is to extend an existing dynamic analysis framework to implement
automatic attack detection for web framework. By detecting the execution of dangerous
functions, developers can figure out potential vulnerabilities before releasing the web
service. This means that software flaws can be fixed early on, and that developers can
complete quick security audits.

Our work fulfills the goal of multiple types of web attacks, and has implemented the
testing procedure on web applications that are built on different framework and written
in different programming languages. The experimental result proved the feasibility of
our implementation. In addition, some of the test cases were announced as known
vulnerabilities in the CVE database.

Our work can automatically detect SQL injection and XSS attack and generate
corresponding exploit string. A SQL injection exploit payload possibly contains the
string such as “’or 1 = 1;–”, so we set the exploit generator to solve the constraints to
generate an input that formed by the basic exploit string. Thanks to our generic construc‐
tion, it is also possible to generate exploits for other types of web security issues with
the same method. By considering the exploit generation on code injection, when the
symbolic data reaches the eval() or assert() functions, exploit generator can
continuingly generate the exploit string that formed by “system(‘ls’)”.
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Abstract. The popularity of mobile devices has caused them to become indispen‐
sable to, and because of increasing dependency on mobile devices following sharp
growth in mobile device applications, effective security testing specifications have
become essential. However, developers do not prioritize security during mobile
application development, causing unscrupulous individuals to exploit loopholes or
vulnerabilities in the applications or develop malicious applications to steal sensi‐
tive user data, resulting in user information leakage and financial losses. The security
specifications for mobile device applications in Taiwan regarding data authoriza‐
tion, data storage, data protection, transmission protocol, transmission protection,
application execution, application security, system execution, and system security
remain inadequate. Mobile device testing specifications were analyzed in this study,
and the specification priorities of documents across countries were categorized. The
Open Web Application Security Project and National Institute of Standards and
Technology were used as the specification standard with the Cloud Security Alli‐
ance’s white paper on mobile device specifications to provide more complete
security testing specifications for mobile applications. Recommendations were
provided based on the testing procedures, improvement methods, and risk assess‐
ment of the test items to reduce personal information leakage and financial losses.

Keywords: Mobile phone security · Mobile applications
Inspection specification

1 Introduction

International organizations, such as the Open Web Application Security Project
(OWASP), U.S. National Institute of Standards and Technology (NIST), and Chinese
Ministry of Industry and Information Technology, and domestic organizations, such as
the Industrial Development Bureau of the Taiwanese Ministry of Economic Affairs (in
particular, its app inspection specifications version 2.0), National Communications
Commission, and Cloud Security Alliance (CSA), have each formulated their own
mobile device security specifications. Domestic inspection specifications on data author‐
ization, data storage, data protection, transmission protocols, transmission protection,
application execution, application security, system implementation, and system security
specifications are inadequate, and security concerns have been raised regarding the
specifications for application and system security inspections. This study improved the
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domestic inspection specifications for mobile applications to allow examiners to assess
whether the investigated mobile devices pose security concerns by using the inspection
items and risk levels. The inspection items in the improved mobile application specifi‐
cations help developers and users track mobile device security before launching appli‐
cations and help developers consult the risk assessment results and seek recommenda‐
tions.

2 Literature Review

2.1 Literature Review

The literature review covered numerous strategies with distinct priorities, objectives,
and perspectives and focused on research findings, methods, theories, and applications.
It also integrated ideas and practices from other studies, assessed the literature, estab‐
lished links between relevant fields, and identified the central topics in particular fields.
The review of theories describes crucial proposed or conducted experiments and how
abstract concepts from different theories were reorganized and reintegrated (Cooper
1998). In addition to theories, academic discourse, and works in relevant fields, the
review references online information, annual reports, relevant record documents, opera‐
tional specifications, and domestic mobile device security specifications published by
regulatory agencies responsible for mobile device security to provide a clearer concept
and reference for developing inspection specifications for mobile application security.

2.2 OWASP

OWASP is an international organization that works to establish OWASP foundations
globally. It is committed to assisting corporations to design, develop, acquire, operate,
and maintain secure applications. All information on the tools, documentation, forums,
and chapters used by OWASP is provided free of charge to those interested in application
security and its improvement [1].

2.3 NIST

The NIST establishes a stable foundation in physics, biology, and engineering. It
provides standards, reference data, and services for applied research, measurement
technology, and studies on test methods, and enjoys a high reputation in the international
community [2].

2.4 Industrial Development Bureau, Ministry of Economic Affairs

The Industrial Development Bureau provides complete industrial services to meet the
demand of industries to facilitate Taiwan’s industrial upgrading and transformation,
counseling firms to strengthen their operations and improving the industry’s productivity
and international competitiveness. It assists enterprises in responding to changes in the
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industrial environment by supporting industrial policy development and strategy formu‐
lation and developing projects that promote industrial transformation. The bureau also
helps develop and manage industrial districts and draft fiscal and financial measures on
industrial development. It additionally provides safety counseling and factory manage‐
ment to control industrial pollution [3].

2.5 NCC

The NCC formulates specifications to ensure effective competition in the telecommu‐
nications industry, which has a key role in national industrial development. To cope with
the trends in innovation associated with global digital convergence and integrate the
existing rights of communication and dispersion, the government resolved to establish
a supervisory authority to oversee the integration of telecommunications information
and dissemination [4].

2.6 CSA

The CSA is a global nonprofit organization, and the CSA Taiwan Chapter was estab‐
lished in 2011, whereas a civil society organization was formed in the Ministry of the
Interior in 2015. It has since promoted emerging information security topics, such as
cloud service security, in Taiwan. To improve the trust relationship between cloud serv‐
ices in Taiwan and their users, a fair and objective standard was established, combining
the global cloud service security certification program CSA STAR and third-party
authentication [5].

2.7 Risk Assessment

The three main elements of information security, known as the CIA triad of information
security, are as follows [6]:

• Confidentiality: data, during transfer and storage, should be inaccessible to unau‐
thorized users.

• Integrity: unauthorized users should be prevented from tampering with data during
data transfer and storage.

• Availability: mobile device resources should remain available.

The ISO/IEC 27000:2009 and ISO 31000:2009 series of the international information
security management standard provide the principles and guidelines for risk manage‐
ment. Through its structured and systemic approach, the various intangible uncertainties
that are difficult to describe are managed more transparently.
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3 Research Method Steps and Analysis

3.1 Mobile Application Specifications

The research method in this study was to apply the international specifications, such as the
OWASP’s top 10 vulnerabilities, OWASP Mobile Security Guide, NIST SP800-163.164,
ITU-T YD/T 2407, and the CSA’s Mobile Application Security Testing (MAST) initiative
as the specification for the inspected mobile applications items. To understand the target
directions each international organization’s specifications, the specification content was
defined in accordance with data access security, transmission protocol security, applica‐
tion execution security, and system execution security to determine the expected goal of the
document specification. The OWASP’s top 10 weaknesses include data access security,
transmission protocol security, application execution security, and system execution
security as priorities. NIST SP800-163 includes specifications regarding data access
security and system execution security but neglects application execution security and
system execution security. NIST SP800-164 includes specifications regarding data access
security, and it differs from NIST SP800-163 by regulating system execution security but
neglecting application execution security. ITU-T YD/T regulates data access security,
transmission protocol security, and system execution security but is inadequate concerning
application execution security. In this study, NIST SP800-163.164 and ITU-T YD/T 2407
were used as the standards for data access security and transmission protocol security,
whereas OWASP’s top 10 weaknesses, the OWASP Mobile Security Guide, and the
CSA’s MAST were applied to address the shortcomings in application and system execu‐
tion security.

3.2 Risk Assessment Framework

This study used the ISO 31010:2009 risk management–risk assessment techniques; their
risk assessment procedures are as follows: identify risks and their causes, determine the
consequences of risks, redefine the probability of risks, and identify the factors that
reduce the consequences or likelihood of risks. High-level risk assessment practices
were adopted according to the risk assessment methods and risk levels of information
security testing for domestic mobile phone system built-in software [7]. As shown in
Tables 1 and 2, Mobile Top 10 2016-Top 10 and Cloud Security Alliance were used to
analyze risk assessment threat and evaluate privacy security, native security, and protec‐
tion security in mobile devices as well as to evaluate the possible CIA impact levels for
the risk assessment framework, for which the risk levels were divided into low, medium,
and high.
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Table 1. Risk assessment framework

Table 2. Risk level

Risk level Description
Low The mobile device provides users with the basic relevant mobile device security

and personal information protection, such as thorough information on mobile device
resources and authorized usage and the provision of relevant protections

Medium The mobile device provides a complete protection mechanism for user information
and privacy, such as security mechanisms for the data transmission process and data
storage, ensuring users’ security protection throughout use, transmission, and
storage

High The mobile device should ensure that the core layer is not maliciously tampered
with and compromised to avoid information leakage

4 Results and Discussion

4.1 Test Item Details

This study addressed the inadequacies of mobile application specifications by consid‐
ering mobile application items regulated in various countries, and the details of the test
items are described in Table 3.

The six test items for the data leakage dimension included how user consent or
declination is used and acquired when an application launches, rejection mechanism,
and how applications access unrelated services without user authorization.

Additionally, test items on privacy and information security included whether sensi‐
tive information is stored in the file content of mobile applications and whether a pass‐
word strength policy is applied to avoid information theft; in total, six test items were
specified for this dimension.

The test items for the API/library native dimension included whether mobile appli‐
cations avoid incorporating reverse engineering and security vulnerabilities during
application development, which can cause native security threats; seven test items were
specified for this dimension.
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Table 3. Test item details for inspection specifications for mobile applications

Test item Security requirements
A.1 Inappropriate
Authority Extraction

The mobile application should fully declare the instructions for
mobile device resources and authorized uses and obtain the
relevant authorization from the users

Test items Test
number

Test details

A.1 Inappropriate
Authority Extraction

A.1.1 A complete description of access to sensitive data, mobile
device resources, and declaration of authorized uses
should be provided during the launch of the mobile
application

A.1.2 Access to sensitive data related to personal information
by the mobile device should be used to determine
whether the application provides the relevant identity
authorization mechanism

A.1.3 The mobile application should acquire user consent
before accessing sensitive data

A.1.4 The mobile application is permitted to access functions
without user authorization

A.1.5 Once the mobile application is denied access to sensitive
data by users, the application may not access sensitive
data through other means

A.1.6 Users’ use of mobile application functions such as
contacts or message sending, receiving, and deleting
should be recorded by the server. Testers should try to
access another user function to verify whether they can
access functions that should not be permitted by the
users’ role/privilege (but may be permitted for other user
account types)

The test items for the application data security dimension included whether the data
required for generating information after installing the application undergoes a memory
dump and whether the application automatically closes or locks within a configured
period of inactivity to mitigate data security problems linked with specific conditions or
loopholes designed during development; five test items were based on application data
security.

Four test items were formulated for the native environment obfuscation dimension
and were based on the security risks caused by unexpected conditions accidentally
produced by applications and the repackaging and obfuscation techniques.

Fourteen test items were formulated for the transmission protocol and encryption
strength dimension, including whether applications completely encrypt data for the
transmission protocol or channel during transmission, adopt secure encryption algo‐
rithms and authentication mechanisms to prevent data theft during transmission.

Four test items were specified for the data storage security dimension, including
whether applications provide encryption when they store sensitive data and whether
passwords are saved in a protected area of the operating system and in encryption form
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to avoid sensitive data from being accessible as plain text in executable files and prevent
sensitive data from being acquired without authorization.

4.2 Procedure Inspection and Methods for Improvement

Table 4 shows the improved mobile application specifications proposed in this study.
The improvement recommendations were proposed in accordance with the test proce‐
dures described in the test dimensions and the methods of improvements suggested in
the mobile application specifications of each country. They comprised improper
authority extraction, private data security, API/library native, application data security,

Table 4. Procedure inspection and methods for improvement for mobile application
specifications
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native environment obfuscation, transmission protocol and encryption strength, and data
storage security, and encompassed 46 test items. The test procedures, example screen‐
shots, and methods for improvement are listed on the basis of the test details. The actual
testing was conducted by users and developers according to the test procedures of each
test item. Images were simultaneously used as examples to enable users and developers
to understand the purposes of the test items, and methods for improvement were
provided to reduce the risks of mobile device security.

4.3 Risk Assessment Matrix

According to Table 5, Mobile Top 10 2016-Top 10 and CSA were used for risk assess‐
ment and threat analysis when privacy security, native security, and protection security
of the mobile device were evaluated to assess the possible CIA impact level for the risk
assessment framework. Three risk levels were used: low, medium, and high.

Table 5. Risk Assessment of Mobile Devices

OWASP mobile TOP 10 Test number Test details Risk
levels

M1 Improper Platform
Usage

A.1.1 A complete description of access to
sensitive data, mobile device resources,
and declaration of authorized uses should
be provided during the launch of the mobile
application

Low

M4 Insecure
Authentication

A.1.2 Access to sensitive data related to personal
information by the mobile device should be
used to determine whether the application
provides the relevant identity authorization
mechanism

Low

M6 Insecure
Authorization

A.1.3 The mobile application should acquire user
consent before accessing sensitive data

Low

M6 Insecure
Authorization

A.1.4 The mobile application uses functions
without acquiring user authorization

Medium

5 Conclusion

The popularity of mobile devices has resulted in increasing dependence on them, and
mobile application developers’ lack of security concern risks users’ personal informa‐
tion leakage; thus, the mobile device specifications in Taiwan remain inadequate. The
literature on mobile device testing specifications were reviewed in this study and were
classified into specification priorities for data authorization security, transmission
protocol security, application execution security, and system execution security. The
OWASP, NIST and CSA white paper on mobile device specifications were used as the
specification standard. The test specification dimensions for improving mobile applica‐
tions were improper authority extraction, privacy data security, API/library native,
application data, native environment obfuscation, transmission protocol and encryption
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strength, data storage security, for a total of 46 test items. Recommendations were
proposed in accordance with the test procedures in the test dimensions, methods for
improvement, and risk assessment so that domestic mobile device specifications can be
improved.

The research content provided improvements for the domestic mobile device spec‐
ifications, and studies on other countries and research and development technology can
be used in the future for analysis, to render the testing specifications for mobile devices
more effective and capable of protecting user security.
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Abstract. Application of pattern for new CAPTCHA generation idea aims to
present concept that applies mathematics theory. In this study, pattern is chosen
for CAPTCHAs generating. There are 400 participants who approaching this
study on the internet. Three type of pattern CAPTCHAs with two sample were
study. There are shape pattern, color pattern and shape-color pattern. Amount of
first correct answers, amount of total answers, percentage of success, amount of
spent time and five point usability score were collected. The result shows that the
most amount of first correct answers is color-shape pattern at 363. It also conforms
to Color-shape CAPTCHA which shows the highest percentage of success at
97.06. In the amount of spent time, shape-color pattern CAPTCHAs indicates
least time to solve at 5.25 s. The total spent time to find the correct answer of all
type CAPTCHAs are 5.25 to 8.87 s. Usability score result shows that shape pattern
CAPTCHAs is the highest score in all aspects at 4.34 with non-difference signif‐
icant at p-value < 0.01. The approach rates over level 4.00 in all, which means
the approach feels all type of Pattern CAPTCHAs practical is useful.

Keywords: Pattern · Geometric shape · CAPTCHAs

1 Introduction

Nowadays, there are various internet-enabled online services being used in our daily life
such as internet banking, e-commerce, online subscription and data uploading or down‐
loading. These resources can be easily accessed by the malicious users. These users have
developed automated or semi-automated software (bots) that can mimic (simulate)
human operation in order to access to those services. Most of these kind of intrusions
aim to agitate, attack or destroy data in the network system. As the result of that, a lot
of problems can happen for example, it can flood the online form, over subscribe the
amount of members in the website, create abusive accounts, and join the online surveys
and so on. These problems not only skew the results but also damage the system. There
are a lot of effort to overcome the problems of bots simulating human operation. The
well-known approach is using the CAPTCHA to distinguish actions between automated
bots and human. CAPTCHAs, the automated attack protection mechanism, were
presented by von Ahn et al. in 2003 [1]. It was designed to distinguish human operation
from bots by using simple questions that cannot be quickly solved by bots but easily for
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human. There are many kind of CAPTCHAs such as text-based, image-based, audio-
based, and multimedia-based CAPTCHA [2, 3]. CAPTCHAs has been effective method
that can use for preventing various online services from automated or semi-automated
software (bots) until now. Thus, in last a few years, CAPTCHAs were not the first choice
of method that every web service chose for prevent their web from bots. That is because
there are many bots type that can attack CAPTCHA such as the character recognition.
It is an automated computer image processing technique which is used extensively by
spammers. It can defeat text-based CAPTCHAs and the image-based CAPTCHAs for
example, 3D CAPTCHA and puzzle CAPTCHA. These are the advancement of algo‐
rithm and image processing technology today that lead automated bots to overcome
these challenges easily. Therefore, CAPTCHAs developer tries to build all CAPTCHAs
more complicated and create system load such as text-based CAPTCHAs, which there
are more warping and distraction of the letters, and Image-based CAPTCHAs, which
there are more images stored in big databases.

As a result, this situation makes sure that the generation state can consume more
time to access and use more storing spaces of disk [4–7]. For these reasons, CAPTCHs
become the strong guard that does not allow both human and automated bots to access
web services. The complicated CAPTCHAs are not correct for solving bots problem. In
this paper, the researcher tries to present new generate CAPTCHAs idea from very
simple pattern in mathematics in order to develop CAPTCHAs.

2 Overview of Our Scheme

2.1 Pattern in Mathematics

The definition of pattern in mathematics is regularly repeated in arrangement of shapes,
colors, or lines on a surface [8]. Mathematician sometimes calls mathematics the Science
of Pattern. Pattern is very simple and there are many patterns all around. Everybody
knows about Patterns and used to solve them such as color pattern, shape pattern and
number pattern [9, 10]. The excellent method to solve pattern is to observe sequence,
find hidden rules, then find the correct answer. Solving pattern does not require difficult
mathematic theories or any language. The correct answer shows in the line of sample in
pattern sequence. Therefore, finding and understanding patterns can provide more expe‐
riences in solving them. Patterns can help us learn to predict the future, discover new
things and understand this world better [9–11]. From all characteristics of pattern that
consist of good characteristics of CAPTCHAs should be: (1) easy for most people to
solve (2) difficult for automated software to solve and (3) easy to generate and evaluate
[11]. Therefore, in this study, pattern is used to generate CAPTCHAs. In This case, the
researcher chooses three types of pattern which are shape pattern, color pattern and
combined shape-color pattern to generate CAPTCHAs.

2.2 CAPTCHAs Generated

The technique of randomly the pattern creation uses colors and geometric shapes to
generate the pattern by sequencing into series. After that, it will be set as the reference
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pattern model. The authenticity process is to pass the test so users must find the missing
answer by learning from the sequence of reference pattern model. This mechanism is
easily manageable for human to find out, which the correct answer should be the next
in sequence of series. The CAPTCHAs are generated by simple algorithm programming.
The images do not need to be stored in the databases because color and geometric shape
are already existed. Hence, it takes very less time in the process of CAPTCHAs gener‐
ation. This function can be attached to main program during implementation state. The
flow chart of challenge generating is shown as Fig. 1.

Fig. 1. Flowchart of challenge generation.
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2.3 Methodology and Implementation

In this study, the proposed scheme is deployed in the main program of the website for
everyone who would like to participate. An experimental of the proposed scheme is
designed by renting website hosting services as the web-server. As for the development
of Pattern CAPTCHA, JAVA script and PHP are used on internet platform. There are
three types of pattern CAPTCHs in this study: (1) shape pattern (2) color pattern and
(3) shape-color pattern. There are 2 sample sequences in all types of pattern CAPTCHAs
in this study. Then, the study also conducts a survey using questionnaires, which are
provided to access online on the website. The connection schema is illustrated as Fig. 2.
There are three parts in CAPTCHAs webpage. Part one is general data of the approaches
about sex, age, education level were collect. Part two is pattern CAPTCHAs, which in
this part, CAPTCHA data about amount of time and a number of answers are collected.
The approach will be analyzed and find the answer of CAPTCHA. Then, they will eval‐
uate themselves. There is no language to explain the relationship of pattern series. And
part 3 is evaluation part, which the approaches will rate usability score. This study uses
5 point scale to represent usability of pattern CAPTCHAs. The three types of pattern
CAPTCHAs are shown in Fig. 3.

Fig. 2. Implementation layout.
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Fig. 3. Three type of pattern CAPTCHAs

The approach will observe and try to comprehend the relation of pattern series. Then,
it will choose the correct answer. There is no limit of time to find answers for all of the
questions. After that, data about the amount of time to answer the questions, number of
all answers, number of first correct answers, numbers of wrong answers, and satisfied
score for Statistical Analysis will be collected. The three types of pattern with two sample
sequences CAPTCHAs are shown in Fig. 3.

Amount of the approaches refers to the Electronic Transactions Development
Agency (Public Organization), or ETDA survey. The result of a number of Thailand
Internet User Profile 2016 were 38,015,725. Then, the sample’s size is calculated by
TARO YAMANE formula [12].

n = N∕1 + N(e)2 (1)

where,

n = Sample size
N = Population size
e = except error size = 5%

So Sample size = 38, 015, 725∕1 + 38, 015, 725(0.05)2

= 400

Data analysis in this study is amount, percentage, means and standard deviation and
statistic. For analysis, SPSS for Windows Version 10.0, a program for statistic analyze
is used.

3 Result and Discussion

The result of the study of Application of Pattern for new CAPTCHA generation idea is
shown in 3 tables:

From the Table 1, the result shows the amount of first correct answers, amount of
total answers and percentage of success in different types of pattern CAPTCHAs. The
result shows that the approach can solve color-shape pattern better than other types of
pattern CAPTCHAs. Color-shape pattern has the most amount of first correct answers
at 363. It can conform to Color-shape CAPTCHA, which shows the highest percentage
of success at 97.06. However, all types of pattern CAPTCHAs have percentage of
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success over 90. This result supports that pattern can apply to generate CAPTCHAs.
Moreover, the approach can understand and show correct response to pattern
CAPTCHAs immediately. In this study, no language is used for explaining how to pass
the CAPTCHAs. Therefore, this can be the strength of pattern CAPTCHAs which
suggests that they can communicate without any language. Furthermore, the remarkable
of this result is the approach can solve pattern that have more than one factor. From this
study, only shape or color pattern show lower percentage of success than color-shape
pattern CAPTCHA. It can be assumed that more factors may provide more clues to the
approach.

Table 1. Number of first correct, number of total answer and percentage of success in differences
type of pattern CAPTCHA’s.

CAPTCHA type No. of first correct No. of total answer % of success
Shape pattern 358 381 93.96
Color pattern 357 389 91.77
Color-shape pattern 363 374 97.06

The result shown in Table 2 suggests that there is significant of different amount of
spent time to solve pattern CAPTCHAs (p < 0.05). The approach spends less time to
solve CAPTCHAs in shape-color pattern at 5.25 s (p < 0.05). However, in other CAPT‐
CAHs types, the approach spends less than 10 s to solve CAPTCHAs.The total amount
of spent time on finding the correct answer are 5.25 to 8.87 s. And there are a lot of
research showing the spent time that users lose for solving CAPTCHAs such as Elie
Bursztein and et al. in 2010, which suggests that average amount of time to solve the
questions are 10.13 to 16.30 s [13]. Similarly,Youthasoonthorn Passzarkorn in 2014,
which aims to suggest the evaluation of CAPTCHAs efficiency in www.captchachal‐
lenge.com. It indicates that means of spent time of the multination approach to pass
CAPTCHAs are about 10.13 to 19.04 s [14]. Therefore, this may be the pattern
CAPTCHAs which is suitable for CAPTCHAs developers. In addition, this result
suggests that more factors will help the approach gets more hints for understand the rules
of pattern CAPTCHAs. Furthermore, the result also shows the same trend to percentage
of success. That is more factors will make the approach spends less time. After all, this
result supports that in pattern queries about the attributes of things, the approach will
apply reasons to the answer “What’s next?” and human will develop “function sense”
without simply asking for the next shape in the pattern.

Table 2. x̄ ± SD of time to find correct answer in different types of pattern CAPTCHAs.

CAPTCHAs type x̄ ± SD (sec)
Shape pattern 8.87 ± 7.91a

Color pattern 6.95 ± 19.99b

Color-shape pattern 5.25 ± 5.13b

aMeans values are express ± standard deviation.
bDifference letter at same line indicated statistic difference
according Duncan test (p < 0.05).
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The usability score is shown in Table 3. There are four aspects that are evaluated by
the approach of this study. All aspects that selected for used in this study are important
because they are good characteristics of CAPTCHAs. Feeling of the approach can
present users’ senses which sometimes can represent reality more than machines can.
From the table, it shows that the approach rates over 4.00 in all. That means the approach
feels that all types of Pattern CAPTCHAs practical are useful. Shape pattern
CAPTCHAs shows the highest score in all aspects which is 4.34. However, there is non
significant in score differences when the statistic test is used. This result shows that
pattern can apply for CAPTCHAs generating. It also suggests that everybody may get
used to pattern in mathematic when they were young, or it prove that there are patterns
all around us. Therefore, pattern can communicate itself. It can make the approach feels
good when they see it in CAPTCHAS and solve it without any obstacle and getting
annoyed.

Table 3. x̄ ± SD of usability score in difference type of pattern CAPTCHAs.

Usability aspect Shape pattern Color pattern Shape-color
pattern

Significant

x̄ ± SD x̄ ± SD x̄ ± SD

Simplicity 4.40 ± 0.87 4.320 ± .90 4 ± 3610.87 0.455
Understandability 4.0 ± 28.87 4.0 ± 21.89 4.0 ± 22.85 0.514
CAPTCHAs size 4.240 ± .85 4.0 ± 22.84 4.0 ± 23.86 0.941
Solve time usage 4 ± 12091 4.0 ± 10.91 4.0 ± 09.93 0.915
All aspect score 4 ± 340.77 4.0 ± 27.87 4.0 ± 29.87 0.508

Means values are express ± standard deviation.
Same letter at same line indicated statistic difference according Duncan test (p < 0.05).
Meaning of five point scale: 0.00−1.00 = very poor, 1.01−2.00 = poor, 2.01−3.00 = fair, 3.01−4.00 = good,
4.01−5.00 = excellent.

4 Conclusion

This research aims to apply pattern in mathematic for CAPTCHAs generating to find
new way for develop CAPTCHAs that is easy to understand and friendly with human,
and hard for bots in web service to use. This research suggests the good choice which
pattern for generating CAPTCHAs is chosen by amount of first correct, percent of
success, spend time to use and usability score. All results indicate that Pattern may be
new choice to use for generating CAPTCHAs in the future because it shows that high
amount of first correct answers and percentage of success are more than 90. Pattern
CHAPTCHAs can decrease spent time for solving CAPTCHAs in comparison to other
research. And the approach feels that pattern CAPTCHAs contains high usability.
However, there are more issues in applying pattern for generating CAPTCHAs. In
further study, the appropriated sample sequence of pattern, amount of factor to use and
how many shape or color in pattern sequences of CAPTCHAs should be studied.
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Abstract. Nowadays, handheld devices have become popular but volume of
malwares on mobile platform has also grown rapidly. To detect mobile malware,
static approaches and dynamic approaches are two common ways used to analyze
suspicious applications. Dynamic approaches detect malware base on the actual
behaviors of applications, but how to trigger malicious behavior and the efficient
of dynamic approaches are the difficulties of this kind of approaches. Due to the
limited resource of mobile devices, static analysis approach is the practicable way
to detect malwares on mobile device. Anti-virus software is the typical paradigm
of static analysis approach. However, the effectiveness of Anti-virus software rely
on its signatures. How to find an efficient and automatic way to build thread pattern
of mobile malware is a critical issue to detect new or zero-day malware.

In this paper, a detect mechanism based on data flow is proposed. The
proposed system analyzes the function calls and the data flow to identify malicious
behaviors in Android mobile devices. Machine learning approach is used to build
threat patterns automatically within a great volume of applications. The experi‐
mental result shows that the proposed system could detect malware with high
accuracy and low false positive rate.

Keywords: Android malware · Data flow · Machine learning

1 Introduction

Recently, mobile devices like smartphone or tablet have become popular and powerful,
more service or applications have been developed. People now install e-banking, e-
shopping or social network apps on their own mobile devices, and some valuable or
confidential data are also stored in their device. Therefore, mobile device have become
new target for attackers for the purpose of financial gain. According to Tread Micro’s
investigation [12], 17 malwares had already being downloaded about 700,000 times
before they had been removed. For example, FakeInstaller, a widespread mobile
malware family, sends SMS messages to premium rate numbers without the user’s
consent [7]. Faketoken [10], a new malware, it could record phone calls, intercept text
messages and steal data from various apps, including banking apps.

Among mobile platform (Android, iOS, windows mobile or Symbian), Android
platform occupies the largest market share. According to IDC’s latest study, Android
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platform occupies about 85% market share in 2017 Q1 [6]. Therefore, more and more
Android malware are created for the purpose of financial gain.

To detect malware, threat patterns are used to identify is a suspicious app is malicious
or not. There are two main ways used to build threat patterns from collected malwares,
they are dynamic analysis and static analysis approach. Dynamic analysis first executes
malware in a controlled environment (in most case, in a virtual machine), then, analysts
observe and record malware’s behavior for building threat patterns. However, authors
of malware may use anti-VM technique to evade detecting such as sleep for a while
before actually doing some malicious behaviors. Besides, to observe and record
malware’s behavior, dynamic analysis systems need many resources (Memory space,
disk space and computational resources). Either in a powerful workstation or in a smart‐
phone does not have enough resource to run dynamic analysis for the great volume of
applications. Rather than executing malware, static analysis can analyzes malware
without executing it. One of the advantage of static analysis is that it can scan and check
malware quickly. Due to this reason, we use static analysis approach to detect malware
in Android system.

Anti-virus software is most common used static analysis approach. By means of
matching signatures, anti-virus could detect malware efficiently. However, creators of
malware develop variants to evade detection by anti-virus. In this paper, an automatic
approach to build threat pattern on Android platform is proposed. The proposed system
use reverse engineering and machine learning approach to build threat pattern automat‐
ically.

To detect variants, the threat patterns in the proposed system are based on the concept
of data flow instead of specific strings. The structure of the paper is as follows: Sect. 2
reviews the literature of mobile malware detection approaches, Sect. 3 presents the
details of proposed system, Sect. 4 discusses the experimental results, and Sect. 5
concludes the paper.

2 Related Work

Sarma et al. [8] proposed an approach that analyzing risk of application based on
permission. Cerbo et al. [3] using Apriori algorithm to analysis the permission’s subset
of applications, which are same type. If an application request a permission, which is
different from the subset, it might be malware. It not good to detect malwares only based
on analyzing permissions because there are some drawbacks [1]. Most app developers
produce over-privileged mobile software [8, 14], permission based approach might not
be enough to identify mobile malware. Moreover, Grace et al. [5] discovered that
malware could perform malicious behaviors without asking for the permissions.

Enck et al. built an Android sandbox by modifying Android’s source code. The
sandbox monitor the leakage of sensitive data in device. For example, if a sensitive data
such as IMEI or DeviceId appear in text message or Internet, the system will issue an
alert. The system could detect possible information leakage; however, the proposed
system could not identify which application is suspicious. Shabtai et al. [9] proposed a
detection system applying knowledge-based and temporal abstraction method to identify
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unknown malware. Shabtai’s system built temporal threat patterns by logging history
events (for example, SMS message or the installation of apps). In Shabtai’s work, inter‐
action between users and devices is an import criteria for detecting malware. For
example, sending a SMS message without interaction with user is identified as abnormal
behavior. However, malware can easily avoid this approach by using social engineering
techniques. Moreover, monitoring every events in user devices needs a lot of resource.
There are some challenges for dynamic based detection approaches in Android platform.
First, dynamic analysis needs a lot of time and resources, but there are millions appli‐
cations in official market and third-party markets, so it is impractical to scan all appli‐
cations. Second, whether system can trigger malicious behaviors is also a problem
because the analysis process may terminate before the malicious behaviors occur. These
challenges all make dynamic analysis hard to detect malware effectively.

Wu et al. proposed an approach [10] that gets permission and component information
from Manifest file, and then extracts information of Intent, API calls and communication
between components from source code, then using k-means algorithm and expectation–
maximization algorithm to classified applications. Yerima et al. proposed an approach
[15] that first using feature selection techniques to find out API calls and system calls
that are proper to distinguish malwares and benign applications, then using Bayesian
classifier to classify malwares and benign applications. It seems that API or system calls
are important to identify malware. To detect new variants, Chen proposed an approach
which use concept of data flow to build threat patterns for mobile malware. However,
the threat patterns in Chen’s work are built manually [4]. Building a threat pattern
manually is a time consuming task. Therefore, how to build threat patterns automatically
is critical for detecting mobile malware.

3 Proposed Approach

3.1 Threat Patterns Built by the Concept of Data Flow

In this paper, we proposed an automatic approach to build threat patterns for detecting
mobile malware. To detect variants, the concept of data flow is used for building threat
patterns. The threat patterns consist of two main components; they are sensitive data
and sensitive methods. One application is identified as malicious when sensitive data
flow into sensitive methods. Sensitive data may be an API or constant variables in source
code. However, building such attack patterns is a time consuming task. Thus an auto‐
matic mechanism for threat pattern building is needed. An automatic approach to build
threat patterns

In this paper, we propose an automatic mechanism to build threat patterns for
Android malware. Figure 1 illustrates the process of proposed mechanism.
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Fig. 1. Threat pattern building process.

The first input of the proposed system is source code of either malware or benign.
In this paper, reverse engineering technology is used to get source code from APK files.
Figure 2 illustrates the process of getting source codes from APK files. In this paper, we
use three tools to decompile Android APK files. They are APKTool, dex2jar and JAD.
APKTool which can help us getting .dex files from apk file, dex2jar which can trans‐
form .dex files from APKTool into .class files, and JAD which is a decompiler which
can transform.class files into .jad files. These .jad files are the Java source code of APK
files.

Fig. 2. Reverse engineering process

The first component of proposed system is API calls and system commands extractor,
which can get API calls and system commands from source codes. The extracted API
calls and system commands will be used to train sensitive API calls, system commands
and data which malicious application tend to use. There are 21,193 API calls and 258
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system commands from official Android web site. Most API calls are useless for
analyzing malware behaviors and the great volume of API calls will also slow down the
speed of analysis. In this paper, mutual information is used to get sensitive API calls,
system command and data. There are 19 API calls and system command are choose as
sensitive API calls to build threat patterns.

After sensitive API and system commands are defined, the proposed system will
perform data flow analysis. The proposed system try to find all data flow from collected
APK files. Each data flow contains a ID, source data and at least one sensitive API call
or system command. Table 1 illustrates an example of data flow.

Table 1. An example of data flow

Data flow ID Sensitive data Sensitive API calls or system command
1 getSubScribeID sendTextMessage
2 getLine1Number sendTextMessage

There are 3,487 data flows are found in the proposed system; it means that there are
3,487 possible threat patterns to identify mobile malware. The following step is to select
useful threat patterns from these data flows. Checking the effectiveness manually of each
data flow is a time consuming task. In this paper, genetic algorithm is used to find a set
of threat patterns from these data flows. To implement genetic algorithm, we need to
encode our solution into a gene which is usually a binary string. We give index to every
data flow, if the data flow has an index k, and this relationship has been choose, the value
of the binary string at index k will be 1, otherwise will be 0. The length of the binary
string will be as same as the number of data flow. For example, if the binary string is
000110 means there are total six data flow in proposed system, and the 4th and 5th are
being selected as threat patterns.

There are some important parameters in genetic algorithm, they are population,
mutation probability, number of iteration and fitness function: There parameters will
influence the solution and the system performance. After carefully test, the parameters
are illustrates in Table 2. Fourteen threat patterns are selected in this step.

Table 2. Parameters of genetic algorithm in proposed system

Parameter name Values
Population 100
Mutation probability 0.1
Number of iteration 40
Fitness function True positive + Precision

3.2 Detection of Malware by Data Flow Based Threat Pattern

Now, our threat pattern generation process already defines several threat patterns. The
proposed system could use these threat patterns to detect Android malware. Figure 3
illustrates the detection process.

An Automatic Approach of Building Threat Patterns in Android 271



Fig. 3. Detection process of proposed system.

The first step of detection process is reverse engineering process, all APK files
are decompiled into java source files. Then, the proposed find all data flows in test
sample. Given A is a test sample, B is a set of threat patterns in the proposed system
and C is a set of data flows of A. DataFlow(R1), R1 ∈ B

DataFlow(R2), R2 ∈ C ∃J(R1, R2) > Threshold → A is malicious where similarity
function is defined as Eq. 1.

J(A, B) =
|A ∩ B|

|A ∪ B|
(1)

After out carefully test, threshold is set to 0.75 to get best performance in our system.

4 System Evaluation

Three experiments were performed to evaluate the detection performance of the
proposed system. To evaluation performance of proposed, 1,259 malwares and 1,259
benign applications are used. The benign applications were downloaded from Google
Play market, and our benign applications consist by the top popular free apps in each
category. There still have a chance that Google Play market contain some malwares, so
the benign applications we downloaded must had been existing on Google Play market
for over three month, because we believe that the chance of an malicious and popular
application can survive in Google Play market for over three month is low. The malwares
in this evaluation comes from Android Malware Genome Project [2], 1,259 malwares
in total from 49 different families. The analysis result show in Table 3, the result shown
the proposed system could detect mobile malware well.
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Table 3. Result of performance evaluation

True positive False positive Precision
96.5% 10.6% 90.0%

5 Conclusion and System Limitations

In this paper, we developed it based on static analysis approach, so we can deal with
large amount of applications. We also provide reports that contain the relationships of
API calls and system commands, so researchers can easily find what malicious behaviors
the application might conduct. Our approach also can generate threat patterns automat‐
ically, so researchers don’t have to trace malware source code line by line, it can greatly
shorten the time to build threat patterns. The threat patterns in the proposed system use
the concept of data flow. Our threat patterns have three advantages. First, unlike threat
patterns built by specific strings, our threat patterns could detect variants. Second,
analyzers could understand the behavior of malware after examine the threat patterns.
Third, analyzers could check the detection rate pattern by pattern. Analyzers could delete
obsolete or low detection rate patterns.

There are still some limits in static analysis. Some malware might execute commands
receiving from command and control server. Approach based on tracing source codes
cannot detect malware if the malicious parts does not inside source codes.

Although we can reverse Android APK file back to source code, some application
use NDK (Native Development Kit) for some special purpose. Using NDK, Android
programmer can use C to develop some functionality and communicate with Java via
JNI (Java Native Interface). The C source code will be compiled into share object (.so
file) which is very difficult to decompile back to source code. If malware authors write
their malicious code in C, we cannot detect it malicious behaviors through analyzing its
Java source code.
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Abstract. The storage and handling of alternate data stream (ADS) in NTFS
have posted significant challenges for law enforcement agencies (LEAs). ADS
can hide data as any formats in additional $DATA attributes of digital file. The
process of data content will update some metadata attributes of date-time stamp
in files. This paper introduces ADS and reviews the literature pertaining to the
forensic analysis of its data hiding. It describes some temporal patterns for eval‐
uating if ADS are hidden in digital files or not. The analysis of file metadata assists
in accurately correlating activities from date-time stamp evidence. The results
demonstrate the effectiveness of temporal patterns for digital forensics across
various types of file operations.

Keywords: Alternate data stream · Date-time stamp · Digital forensics
Temporal patterns · NTFS

1 Introduction

This growing dependence of digital technology has been a bonanza to computer crimi‐
nals to carry out their missions. Microsoft Windows systems have become one of the
primary targets for cybercriminals. In digital forensics, file date-time stamps are vital
attributes as they can establish the temporal sequence of events and time spans that can
lead to crime reconstruction for investigations and for court proceedings [5]. This paper
describes how alternate data stream (ADS) influences the date-time stamp attributes of
digital evidence in Windows. The purpose of this paper is to improve the potential ability
to discover temporal patterns, which are normally hidden to the human analyst.

1.1 ADS

ADS was introduced to make Windows new technology file system (NTFS) compatible
with HFS file system of Macintosh. It is both a feature and vulnerability of NTFS and
becomes one of the possible ways for hiding malware [9]. NTFS file system, which
manages the data and its metadata, is a popular file system in Windows Operating
System. In NTFS, the main data stream is usually visible to the user. The NTFS file
system reserves space for the master file table (MFT) to contain information about a
file, including its size, time and date stamps, permissions, and data content. Disk space
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that has been allocated for these entries will not be reallocated, and the size of the MFT
does not decrease [2, 8]. An MFT file record may have more than one $DATA attribute,
and the additional $DATA attribute is ADS [9]. ADS provides additional descriptions
for folders or files and attaches data streams to an NTFS file or folder. Proper user input
examination and analysis become essential to defend against this ADS attack. The
storage and handling of ADS create significant challenges for law enforcement agencies
(LEAs).

1.2 Data Hiding in ADS

A suspect can hide the data or files on the NTFS file system with ADS so that they are
not accessible to anyone. ADS can be used to hide data in NTFS file system for the
following reasons [1–3]:

• No size limits: ADS does not have any size limits and several streams can be linked
to each file.

• First $DATA attribute Examination: Most of the system utilities only examine the
first unnamed $DATA attribute.

• No-Show: ADS does not show up in directory listing and the file size of original file
does not change.

• ADS can embed metadata in any files or folders without altering their original func‐
tionality or content.

The literature reviews of three key attributes and their temporal values in NTFS $AttrDef
File are discussed in Sect. 2. Section 3 describes experiment environment, observations,
and the follow-up findings. Our conclusions are given in Sect. 4.

2 Literature Review

Temporal analysis of digital files is a crucial process that carries significant value to
establish its sequence of file operations in the computer system [4]. Different file systems
employ different types of date-time stamp mechanisms [5]. Even though different types
of temporal analysis were proposed in many researches, there is still no ADS temporal
analysis on the $SI/$FN attributes of NTFS. This paper tries to provide behavioral char‐
acteristics of date-time stamps in NTFS so that the temporal analysis in crime recon‐
struction can be explored to support or refute the chronological order of events. More‐
over, the methodologies adopted for NTFS in this paper can also be applied in other file
systems.

2.1 Three Key Attributes in NTFS

Digital files on NTFS are actually collections of multiple information, which contains
volume attributes, certain properties, and their corresponding details. The NTFS
$AttrDef file has three key attributes (Fig. 1): $STANDARD_INFORMATION ($SI for
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short), $FILE_NAME ($FN for short), and $DATA. Windows updates these attributes
in diverse ways, which cause $FN date-time stamps are not consistent with $SI [2, 5, 6].

Fig. 1. Comparison among $SI, $FN, and $DATA

2.1.1 $SI Attribute: Keeping Up to Date
(1) Contents

• Standard information: Standard information about a file includes primary date-
time stamps, ownership, security, and quota information.

• Four Temporal Values: $SI attributes contain a set of four temporal values.
• Core Metadata: The $SI attribute contains the core metadata and exists for all

files and directories.
(2) Features

• Windows APIs: $SI attributes are used by the application programming inter‐
faces (APIs) in the Microsoft Windows operating systems.

• Keeping Up to Date: This attribute will always be kept up to date. Any modifi‐
cation on digital files will update the date-time stamp values of $SI attributes.
These attributes are those most frequently updated as a result of file activity.

2.1.2 $FN Attribute: Rarely Updated
(1) Contents

• Four Temporal Values: $FN attributes contain another set of four temporal
values, which are not updated as often as their counterparts in the $SI attribute.

• File Name: This is where users store the file name and its parent directory’s
address.

(2) Features
• Rarely Updated: $FN attributes often correspond to the file creation time and

are rarely updated.
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• Updated Situation: They frequently correspond to when the file was created,
moved, or renamed. Moving a file from one drive to another will update $FN to
reflect the file created status in $SI attribute.

• Differ from $SI: $FN attributes contain many values that are duplicated with
$SI, but its result of file activity differs from each other.

• Full Path: The address of parent directory can be used to determine the full path
of file.

2.1.3 $DATA Attribute
Data can be hidden in files or directories as well. Codes can be executed directly from
ADS. This makes ADS a covert vector for malware activities [2, 8, 9]. ADS is not
dangerous itself but makes digital files or directories vulnerable to exploit by malicious
hackers. Any information stored in the files has many potential advantages in digital
forensics.

(1) Contents
• Raw Data of a File: ADS allows files to contain more than one stream of data.

The default data stream is called ‘$DATA.’
• Command Line Process: Executables in ADS can be executed from the

command line. Since the $DATA alternate stream exists for every file, ADS can
be operated easily by echo, type, start, or other commands on the compromised
machines for a rootkit or malware.

• Any Format: ADS can hide data in additional $DATA attributes as any formats,
such as txt, doc, or jpg.

• Any Size: That additional $DATA attribute, allocated for each file, has any size
of digital file.

(2) Features
• Metadata Update: Any modification of raw data will affect some EMAC values

in $SI or $FN attributes.
• Names to Hide Data: $DATA holds the raw data of a file. Additional $DATA

attributes can be allocated to an MFT entry, but they must have names to hide
data.

• Special Toolkits to Locate ADS: ADS is not shown when the contents of a
directory are listed. Special toolkits are necessary to locate it.

2.2 Temporal Values in NTFS

NTFS deals with every attribute as a file and maintains at least one MFT entry containing
various attributes to store corresponding metadata and multiple date-time stamps [6].
Details for each attribute come from the $AttrDef of NTFS’ hidden system files. $AttrDef
is made up of multiple 160 byte records, and it contains attribute definitions [3]. The attrib‐
utes of $SI and $FN in the NTFS $AttrDef file hold the following four forensically inter‐
esting values (EMAC for short) [3, 7]: MFT Entry modified (or metadata change) time (E-
time), Last Modification Time (M-time), Last Access Time (A-time), and Creation time (C-
time). $MFT is Windows Master File Table it stores metadata about the files on a system.
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The $MFT is located in the Windows registry. EMAC times record pieces of file system
metadata when certain events pertaining to a digital file occurred most recently. They are
updated in different circumstance. Windows does not often update $FN temporal values
when $SI attributes are much sensitive to the file’s diverse processes. Four temporal attrib‐
utes on $SI are explained below (Fig. 1) [2, 3]:

2.2.1 Entry Modified Time (E-time): The File Metadata Was Last Modified
The E-time is updated when any of MFT entry attributes are changed. It means that
every modification of file will update this attribute.

2.2.2 Last Modification Time (M-time): The Content of the $DATA or $INDEX
Attributes Was Last Modified

The M-time of $SI changes if the file’s content or summary properties are modified. The
M-time is updated if the file content, file summary properties or the value of any $DATA
attributes are modified. However, if users modify the attributes or the name of a file, this
value should remain the same.

2.2.3 Last Accessed Time (A-time): The File Metadata Was Last Accessed
A-time is updated when the metadata or content is viewed. Windows operating system
does not update A-time by default.

2.2.4 Creation Time (C-time): The Time that the File Was Created
The C-time of $SI is created for a new file. This attribute will not be updated by any
legal operations.

3 Experiment Design

The experiment design is intended to support the date-time stamp analysis of digital
evidence in ADS behaviors. The objective is to identify significant operational events
in file transfers across Microsoft NTFS. The challenge of these experiments lies in the
hidden date-time stamps not easily visible and extracted using regular File Explore in
Windows. These hidden date-time stamps contain more critical information about the
file operations, which require rigorous procedures to extract.

3.1 Experiment Environment

To simplify this experiment, the file sizes in this paper are less than 1 MB. The research
environment for the experiments is illustrated below.

• OS: Windows 7 Ultimate, 64-bit
• File System: NTFS file system
• Microsoft Office Suites: Word, PowerPoint and Excel
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• Forensic Tool: Forensic Toolkit (FTK) 6.2.1 (http://accessdata.com/product-down‐
load/ftk-download-page)

• ADS tool: AlternateStreamView v1.53 (64-bit) (http://www.nirsoft.net/utils/alter‐
nate_data_streams.html)

• File Size: The file sizes in this experiment are less than 1 MB.

3.2 Experiment Observations

The research environment was created to test files and observe their different attributes
on file metadata, timestamp, and other related issues. To reiterate, the experiment design
is divided into three stages: date-time stamp observation on text or Word file, embedding
txt file into the ADS of text/Word file, and embedding other files into the ADS of text/
Word file.

3.2.1 First Phase: Date-Time Stamp Observation on Text or Word File
(1) Observation in Baseline Environment

Both Word format and text file format are set for the experiment. Date-time stamps
are recorded on Sep. 11, 2017 after files are created (Table 1) or modified (Table 2)
for comparison.

(2) Time Rule Observation: Update Information on Temporal Attributes
• File Creation

When a text or word file is created, date-time stamps attributes are created.
– Rule 1a: File Creation on Text File

In Rule 1a, the attributes of $SI and $FN in the MFT are the same.

$SI.EMAC-time = $FN.EMAC-time (Rule 1a)

– Rule 2a: File Creation on Word File
The attributes of $SI and $FN in the MFT are similar to each other and C-
time is earlier than EMA-time. It takes limited time to process the Word file.
If there is time delay, it can still be inferred to be the same event in Rule 2a.
EMA-time is updated after its file creation. Time delay differs from the
different file sizes.

C-time≦EMA-time (Rule 2a)

• File Modification
– Rule 1b: File Modification on Text File

The modification of text file will only update $SI.ME-time (Table 1).

$SI.AC-time≦ $SI.EM-time (Rule 1b)

– Rule 2b: File Modification on Word File
Microsoft Office is a complicated application for somebody who wants to
create, modify, or embed data [8]. When a Word is modified, both $SI.EMA-
time and $FN.EMA-time are updated (Table 2). Similar situations exist in
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other MS office files, such as Excel or PowerPoint. The different part in the
follow-up Tables is underlined for comparison.

C-time < EMA-time (Rule 2b)

Table 1. Date-time stamp observation on text file

Rule Operation $SIa $FNb

E M A C E M A C
1a Text file creation 1 1 1 1 1 1 1 1
1b Text file modification 2c 2c 1 1 1 1 1 1

aIn $SI, AC-time ≦ EM-time.
bIn $FN, EMAC-time keeps unchanged.
cThe different part is underlined for comparison.

Table 2. Date-time stamp observation on Word file

Rule Operation $SI $FN
E M A C E M A C

2a Word file creationa 1 1 1 1 1 1 1 1
1′ 1′ 1′ 1 1′ 1′ 1′ 1

2b Word file modificationb 2 2 2 1 2 2 2 1
aIn $SI, C-time ≦ EMA-time.
bThere is time delay to process the Word file due to file sizes.

3.2.2 Second Phase: Embedding Txt File into the ADS of Text/Word File
Date-time stamps are recorded after ADS is embedded.

(1) Observation in Experiment Environment
• File Creation

To understand the ADS influence on date-time stamps of target file, Word file
(test.docx in E1-1) and text file (test.txt in E1-2) in Table 3 are created for
comparison.

• Embed Data by ADS Hiding
To understand how the ADS has influenced on the target file (Word file in E2-1
and text file in E2-2), date-time stamps of these files are observed in Table 3.
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(2) Time Rule Observation
Any creation or change for embedding ADS hiding data into text or Word file meets
the rule 2 of text file modification. The attribute of $SI.ME-time is only updated.
Other attributes keep unchanged.

Table 3. Date-time stamp observation on ADS attributes

Time
rule

Operation Date-time
stamp (+0000)

$SIa $FNb

E M A C E M A C
2a E1-1: Word file

creation
05:03:09(1)/
05:03:10(1′)

1′ 1′ 1′ 1 1′ 1′ 1′ 1

1a E1-2: Text file
creation

05:03:20 (2) 2 2 2 2 2 2 2 2

1b E2-1: Embed
data (text file)
into the ADS of
word file

05:10:46(3) 3 3 1′ 1′ 1′ 1′ 1′ 1

1b E2-2: Embed
data (text file)
into the ADS of
text file

05:11:41(4) 4 4 2 2 2 2 2 2

aIn $SI, C-time ≦ A-time ≦ EM-time.
bIn $FN, EMAC-time keeps unchanged.

3.2.3 Third Phase: Embedding Other Files into the ADS of Text/Word File
Embedding other files into the ADS of text/`Word file is recorded in Table 4.

(1) Observation in Experiment Environment
• Operation 1: File Decompression

In E3-1–E3-2, File decompression is similar to file creation. But $SI.M-time
keeps unchanged.

• Operation 2: ADS Embedding
ADS can hide a file inside another file. In E4-1–E7-2, embedding data, such as
txt, docx, exe, or jpg, into the ADS of text (or Word) file is similar to the
modification rule of text file (Rule 1b).

• Operation 3: ADS Extraction
In E8-1 and E8-2, all EMAC-time keeps unchanged when users extract ADS by
AlternateStreamView software.

• Operation 4: ADS Deletion
In E9-1 and E9-2, E-time is updated when ADS is deleted from text/Word file.

(2) Time Rule Observation
• Rule 3a: File Decompression

File decompression is similar to file creation. But the $SI.M-time keeps
unchanged. It means that the content of Word file is still the same.
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$SI.M-time < $SI.EAC-time…(Rule 3a)

• Rule 3b: ADS Deletion
In $SI, E-time is updated when ADS is deleted.

$SI.MAC-time < $SI.E-time…(Rule 3b)

Table 4. Date-time stamp observation on ADS attributes

Rule Operation Date-time
stamp (+0000)

$SIa $FNb

E M A C E M A C
3a E3-1: Decompress Word file 05:03:10(1)/

09:44:27(1″)
1″ 1c 1″ 1″ 1″ 1″ 1″ 1″

3a E3-2: Decompress text file 05:03:20 (2) 2 1c 2 2 2 2 2 2
1b E4-1: Embed data (text file)

into the ADS of Word file
09:50:26(3) 3 3 1″ 1″ 1″ 1″ 1″ 1″

1b E4-2: Embed data (text file)
into the ADS of text file

09:50:58(4) 4 4 1″ 1″ 1″ 1″ 1″ 1″

1b E5-1: Embed data (docx file)
into the ADS of Word file

09:52:23(5) 5 5 1″ 1″ 1″ 1″ 1″ 1″

1b E5-2: Embed data (docx file)
into the ADS of text file

09:52:57(6) 6 6 1″ 1″ 1″ 1″ 1″ 1″

1b E6-1: Embed data (exe file) into
the ADS of Word file

09:54:36(7) 7 7 1″ 1″ 1″ 1″ 1″ 1″

1b E6-2: Embed data (exe file) into
the ADS of text file

09:55:10(8) 8 8 1″ 1″ 1″ 1″ 1″ 1″

1b E7-1: Embed data (jpg file) into
the ADS of Word file

09:56:28(9) 9 9 1″ 1″ 1″ 1″ 1″ 1″

1b E7-2: Embed data (jpg file) into
the ADS of text file

09:56:59(10) 10 10 1″ 1″ 1″ 1″ 1″ 1″

N/A E8-1: Extract the ADS from
Word file

10:07:42(11) 9 9 1″ 1″ 1″ 1″ 1″ 1″

N/A E8-2: Extract the ADS from
text file

10:08:01(12) 10 10 1″ 1″ 1″ 1″ 1″ 1″

3b E9-1: delete the ADS from
Word file

10:09:00(13) 13 9 1″ 1″ 1″ 1″ 1″ 1″

3b E9-2: delete the ADS from text
file

10:09:07(14) 14 10 1″ 1″ 1″ 1″ 1″ 1″

aIn $SI, AC-time ≦ EM-time.
bIn $FN, EMAC-time keeps unchanged.
c$SI.M-time keeps unchanged in decompressing files.
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3.3 Experiment Findings on Temporal Patterns

The date-time stamps line up with previous NTFS artifacts, and give investigators an
idea of when the file system was created. The contributions of this paper are to establish
date-time stamp patterns for their creation and its follow-up operations. To assist the
reconstruction of events through the analysis of EMAC-time, the following phenomena
are observed and elaborated.

Pattern 1: Different Update Patterns of Date-Time Stamps on File Types
Different file types have different update patterns on date-time stamps. $SI attributes are
used by the APIs in the Microsoft Windows operating systems. For example, $SI.M-
time is updated in Word file modification but keep unchanged in text file modification
(Tables 1 and 2).

Pattern 2: Mutual Comparison between $SI and $FN
The EMAC-time should be treated as circumstantial unless they are verified via other
data or information. The $SI information may be unreliable since some utilities can
change the $SI information easily. The $FN attributes can be used to question the accu‐
racy of the $SI attributes since they are not updated so often.

Pattern 3: Putting these Time Rules All Together
In Table 5, a new time rule A is concluded for all operations in this experiment. $SI.E-
time refers to when the MFT entry for that file was last change. As the MFT entry
contains a lot of metadata information about the file, including, size, name, location on
the disk, parent folder, and creation date, changing any one of these should also change
the E-time. It means that $SI.E-time will update when there are renaming the file, moving
the file into a different folder, or increasing the file size. Every modification of file will
update SI.E-time attribute, which is more reliable than others.

Table 5. Reliable temporal patterns for SI.E-time attribute

Time
rule

Operation Inequality Finding

1a Text file creation $SI.EMAC-
time = $FN.EMAC-time

$SI.MAC-time ≦$SI.E-
time (Rule 4)

1b Text file modification $SI.AC-time ≦ $SI.EM-
time

2a Word file creation C-time ≦ EMA-time
2b Word file modification C-time < EMA-time
3a File decompression $SI.M-time < $SI.EAC-

time
3b ADS deletion $SI.MAC-time < $SI.E-

time

• Rule 4: All Operations in this Experiment

$SI.MAC-time≦ $SI.E-time (Rule 4)

284 D.-Y. Kao and Y.-P. Chan



Pattern 4: File Size and Time Delay
A date-time stamp is a sequence of encoded information, which identify when a certain
event occurred or a document was received. It is typically a record of the date and time
of an action. A small delay is acceptable in the computer world [7]. If the file sizes in
this experiment are large, then the time delay will become much serious. Future research
will experiment more on large file sizes and observe their differences from the above
findings.

4 Conclusions

Pattern finding may or may not play a role in crime reconstruction, but the progressive
application of ADS experiment is evident. This paper introduces ADS and reviews the
literature pertaining to the application of its data hiding to digital investigations and
forensics. It describes some patterns for evaluating if ADS are hidden in Word or not.
The application of file metadata and ADS analysis assists in accurately correlating
activities from date-time stamp evidence. The utility of these patterns can be applied in
forensic investigation. The contributions of this paper are to establish date-time stamp
patterns for text/Word files and their follow-up ADS embedding.
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Abstract. Botnets can cause significant security threat and huge loss to organ‐
izations, and are difficult to discover their existence; therefore they have become
one of the most severe threats on the Internet. The core component of botnets is
their command and control server (C2 server or C&C server) through which the
bot herder instructs zombie machines to launch attacks. A commonly used
protocol, such as IRC (Internet Relay Chat) or HTTP, is adopted to communicate
between bot ma-chines and the server. In addition, some advanced botnets might
have multiple C2 servers to evade detection and to extend the life time. Therefore,
identifying the C2 server is important to prevent botnet attacks or further damage.
In this paper, detection scheme based on ant colony optimization algorithm is
proposed to identify the paths from bot machines to the C2 server. The results
show that the proposed detection can identify botnet servers efficiently.

Keywords: Botnet · Anomaly detection · Ant colony optimization

1 Introduction

A bot is an automated software performing operations instructed by the botmaster by
means of a command and control (C&C or C2) server. Botmaster infects hosts through
various attacks, such as malicious web pages, spam mails, viruses, or worms. Bots are
increasingly used for malicious purposes. An estimated one million PCs are under the
control of hackers worldwide. These botnets ranged in size from a few hundred compro‐
mised PCs to 50,000 machines [15].

Botmaster builds a C&C server using a commonly used network protocol, hiding
and blending malicious transmissions in a vast amount of normal user traffic. This makes
botnet detection challenging. C&C server plays a vital role in a botnet, as it contains the
information of the bot machines and controls the malicious operations such as DDoS
attacks [12]. According to the botnet architecture, a botnet can be taken down accord‐
ingly as long as the law enforcement shuts down the botnet server. Therefore, to evade
the detection of botnet servers, advance botnets adopt fast-flux domain technology to
extend the lifetime and robustness of botnet [10, 11, 17, 19, 21]. Traditional network
intrusion detection systems (NIDS) fail to identify botnet servers in a network.
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Even though the malicious traffic is small, the communication exhibits some
anomaly behavior as a bot is robot software. Normal user requests are issued at a random
time and the contents are diverse, while bots may connect to the server periodically and
the message content may be limited. This study proposes an ant-based detection mech‐
anism to identify the botnet servers which have the above anomalous traffic with the
client machines in a network. Ant colony optimization (ACO) finds an optimal path
based on pheromone. Pheromone proposed in this study is the degree of anomaly of a
traffic flow. Therefore, the ant algorithm can be adopted to find the anomalous traffic
between bots and the C&C servers and hence to detect the C&C servers.

2 Related Work

A botnet usually takes advantage of standard network protocols such as IRC or HTTP
to remotely control victim terminals for spreading malware. The main reason for
choosing HTTP is so that hackers can write control commands directly into the web
program, which can easily allow a web-based botnet to be hidden inside the normal
traffic flow so that it can remain undetected until the actual attack is launched [15, 16].

A botnet detection system BotGAD (Botnet Group Activity Detector) is developed,
based on the group activity model and metric, including group uniformity, activity
periodicity, and activity intensity [3]. Lakhina et al. adopted sample entropy to find the
traffic flow distribution characteristics. The detection approach can detect various attacks
such as DDoS and port scan during the progress of the attacks, but it is not able to identify
botnets prior to the attacks [7].

AsSadhan et al. employed periodograms to study the periodic behavior of botnet and
monitor the command and control communication traffic [2]. The Walker’s large sample
test is applied to detect the C&C traffic whether bot traffic is or not. Yen and Reiter
proposed a detection system called TAMD to identify infected hosts in the enterprise
network by finding out aggregated communication involving multiple internal hosts
[18]. The aggregated features include flows communicating with the same external
network, sharing similar payload, and involving internal hosts with similar software
platforms. The experimental results show that the proposed approach has a low false
positive rate.

A bot is a program which can perform a fixed number of instructions. All bots commit
malicious activities according to the botmaster’s commands. Akiyama et al. proposed
three metrics for determining the botnet behaviors: relationship, response, and synchro‐
nization [1]. The relationship presents the connection between botmaster and bots over
one protocol, such as IRC, HTTP, or P2P. The response means that bots respond imme‐
diately and accurately after they receive commands from the botmaster. The synchro‐
nization means bots simultaneously carry out programmed activities, such as DDoS
attack, reporting their status, or sharing information, based on the botmaster’s
commands.

ACO has been applied to shortest path routing, traveling salesperson [4, 20], and
optimal network routing problems. The network routing research [14] demonstrated that
ACO performs better than others and introduced two types of ants for changing routing
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cost: regular ant and uniform ant. Regular ant selects its path based on the amount of
pheromone, while the path chosen by uniform one is based on user’s choice. Such
approach can avoid regular ant from exploring to a local optimal for it cannot remove
or add a node adaptively. The improved ACO is more suitable for finding an optimal
routing in dynamic network environments.

The above research inspired us to apply ACO to C&C server detection in a dynamic
botnet communication environment, while the communication contains some anomaly
behaviors helpful for ants to select the paths with anomalies.

3 Ant-Based C&C Server Detection

Some research focuses on botnet path tracking such as [16], assuming that the traffic
information on the edge routers of the inter-connected network can be obtained, while,
in reality, each network is autonomous and does not share traffic flow information with
other network domains. A more practical solution for a network administrator to identify
if its network contains anomalous bot traffic to C&C server is to examine its own network
traffic information and to identify suspicious botnet servers. The proposed ant-based
botnet server detection is for such purpose. Therefore, only outbound traffic of a network
is examined.

In this paper, an IRC traffic logger, IRC sniffer, is deployed to collect IRC traffic
flows in the corporate network. The payload information is extracted from payload of
IRC traffic including IRC commands such as JOIN, USER, PASS and IRC messages
embedded in PRIVMSG. In this paper, the basic analysis unit, a flow, is defined as 6-
tuple R = {Sip, Dip, Sport, Dport, Time, Payload}.

This study adopts three attributes to define the anomalous communication between
bots and its server: flow regularity, content similarity, and keyword similarity. The
following notations will be used for computing the attributes. Let CR(Sipa, all) = CRa
be the set of traffic flows from Sipa, CR(Sipa, Dipb) = CRab be the set of traffic flows
from Sipa to Dipb, and Ri(Sipa, Dipb) be the ith flow from Sipa to Dipb. |CRab| denotes the
number of traffic flows in CRab and |Ri| denotes the size of flow Ri.

The attribute flow regularity contains three indices: St: the standard deviation of the
interleave time of two consecutive connections, Ss: the standard deviation of the packet
size, and h: the ratio of the number of traffic flows destined to Dipb to the total number
of flows in the traffic cluster CR(Sipa, all).

The second attribute, content similarity, compares the message content similarity by
longest common subsequence (LCS) and averages the degree of the similarity of all
traffic flows in a given time frame.

The third attribute identifies the suspicious keywords in the messages. As a bot
machine is not a human, it understands a limited set of commands or words. Therefore,
the third attribute computes the average ratio of the number of keywords appeared in
the messages between the two parties.

Ant-Based Detection Algorithm
An isolated ant moves essentially random. It decides to follow a trail with high phero‐
mone trail and reinforces the trail by laying its own pheromone. The collective behavior
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emerging from ants is a form of autocatalytic reaction where the more the ants follow a
trail, the more attractive the trail becomes. The proposed ant-based detection algorithm
develops heuristic information, anomaly score function, which signifies the immediate
impact that a local decision might have on solution quality. For example, in Traveling
Salesperson Problem, the heuristic information is inversely proportional to the distance.
In this study, the heuristic information indicates the degree of traffic anomaly observed
on a path. Therefore, traffic path exhibiting bot-server connection behaviors has high
pheromone and more ants will explore such path. If the same traffic path continues
showing such anomaly, ACO will form a positive feedback and finally most ants will
explore the same path.

In the initialization phase, a group of ants is positioned on a client machine in the
network. The cluster of traffic flows from the client Sipa in a given time frame, i.e.,
CR(Sipa, all) = CRa is examined.

ACO has been applied for shortest path problems in the literature. In the pheromone
calculation, visibility function, η, is often defined as the reciprocal of distance, where
the shorter distance contributes larger visibility and results in shorter distance path. In
this study, the visibility function defined by the proposed anomaly score function indi‐
cates the degree of the anomaly of the network traffic. More anomalous traffic results in
high anomaly score and then higher pheromone.

The intensity of the pheromone is updated after each cycle of path exploration. A
portion of the current pheromone will be evaporated and more pheromone will be accu‐
mulated, if the path is explored in the next time frame.

The accumulated pheromone is to sum up the pheromone laid by the ants exploring
the path during the next time frame.

Each time when all ants complete one iteration (cycle), the intensity of the phero‐
mone on each path will be recalculated based on the above equations. The ant-based
detection scheme iterates until the tour counter reaches the pre-defined number of cycles.
Once the traffic of all client machines in the network have been explored by ants, the
amount of the pheromone collected by each destination from multiple sources is summed
up, which represents the anomaly degree of the destination. The suspicious botnet
servers are the ones with high pheromone.

4 Performance Evaluation

The performance evaluation is to evaluate the detection performance of the proposed
detection system under various network environments.

The experiments were implemented on a testbed, building simulated networks which
consist of the following machines: botmaster, a number of C&C servers, a number of
bot and normal machines, a victim, and a traffic collector. The C&C servers were imple‐
mented using open source IRC server Unreal IRCd [24]; the botmaster applied a popular
IRC software mIRC [23] to control the botnet; the traffic collector was implemented
based on Wireshark [25] for monitoring and re-cording the network traffic.

This experiment is to evaluate the detection performance of the proposed method
under various infection rates in a network. The literature has demonstrated that advanced
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botnets might contain multiple C&C servers to increase the stealth and resilience. The
simulation network environments are illustrated in Fig. 1.

Fig. 1. Experimental environment.

To observe if the proposed detection algorithm can identify the C&C servers and
bots efficiently, all the experiments were blended in various amounts of malicious and
normal (including peer-to-peer) traffic. To observe if the proposed ant-based detection
system can identify bots and the C&C server and bots in a network with very few number
of infections and little amount of malicious traffic. The experimental results are shown
in Table 1 and demonstrate that the proposed system could detect both C&C servers and
bots effectively.

Table 1. Detection performance for C&C server.

Bots:Normal Traffic ratio of
M:N:P

No. of
malicious
servers

No. of
suspicious
servers
(detected)

1:9 3:97:0 1 1
5:5 3:97:0 1 1
10:0 3:7:0 1 1

5 Conclusion

Botnet communication becomes stealthy to evade rule-based intrusion detection system,
where a small amount of malicious traffic is generated and mixed into mass amount of
normal traffic. This study develops a novel visibility function of the ant colony optimi‐
zation algorithm based on the traffic anomaly; therefore, the paths to malicious servers
receive high pheromones.

The proposed ant-based detection system requires no priori information of the whole
network topology or the flow information of other routers of the whole network and
could identify malicious C&C servers in the early stage of botnet infection with a small
amount of malicious traffic.

The proposed solution is evaluated on simulated network environments with various
mixture of malicious and normal traffic. More evaluations can be done using real botnet
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traffic collected from a large real network. Further investigation can be done by
extending to peer-to-peer botnets.

Acknowledgments. The study is based on the work sponsored by the Ministry of Science and
Technology under the grant MOST 106-2221-E-110-017-MY3.
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Abstract. When data were generated easily and rapidly with mobile services
and computing power can increase on demand with the cloud computation
service, data scientists who work with huge data can solve challenging problems.
Smart intelligent applications such as Go, healthcare and self-driving vehicles
show great improvement recently. In addition to those problems, there are still
more complex problem such as weather impacts analysis, financial crisis predic‐
tion and crime prevention and so on. To overcome those challenging problems,
many crossdisciplinarity or interdisciplinary experts have to collaborate for the
solutions. In the paper, we propose a collaboration platform and a system design
for data scientists to share data, write analytic scripts and discuss topics related
with those problems. In current status, eleven dataset were collect ed such as spam
mail, malware data, honeynet log, Hadoop workload log and some other open
data and based on those dataset and improvement local cache design (i.e., average
response time improvement 92.36% and request availability improvement 70%).
With the platform, many education and competition activities can be hold success‐
fully on the collaboration platform.

Keywords: Collaboration platform · Data scientist · Docker · Jupyter

1 Introduction

When data were generated easily and rapidly with the mobile services and computing
power can increase on demand with the cloud computation service, data scientists who
work with huge data can solve challenging problems. For example, Go [1], healthcare
[2] and self-driving vehicles [3] show great improvement recently. In addition to those
problems, there are still more complex problem such as weather impacts analysis,
financial crisis prediction and crime prevention and so on. To overcome those chal‐
lenging problems, many crossdisciplinarity or interdisciplinary experts have to collab‐
orate for solutions. In the paper, we propose a collaboration platform for data scientists
to share data, write analytic scripts and discuss topics related to those problems.
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2 Background

2.1 Collaboration Platform

A collaboration platform is designed to help knowledge workers involved in a typical
task to achieve their goals (e.g., the solution or the employee). There are many collab‐
oration platforms for different purposes such as innovation based platforms, data driven
based platforms and system based platforms. The innovation based platform (i.e., Inno‐
centive [4]) focus on creative idea and methodology for cost-effective solution. The data
driven based platform [5–7] targets on the solution with data. For example, the data
providers such as companies and research centers post data and analytical problems. On
the other hand, data scientists produce best models to describe and predict behaviors
from the data. The system based platform [8, 9] provides market with software system
or component for companies and engineers.

2.2 Docker and Docker Swarm

Docker [10] is an open-source container engine which provides isolated environment for
running packaged applications. These isolated environments are called containers. A
container usually packages an application with all its dependencies, making it self-
contained and portable. This isolation and security layer allows a user to run multiple
containers on a given host simultaneously, each with its own kernel-level namespace and
network stack, without interfering each other. A computer host running Docker engine and
its associated containers is called a Docker host.

Docker Swarm [11] is a native clustering for Docker. Docker Swarm groups a pool of
Docker hosts and provides a single accessing interface for this group of Docker host,
making it a bigger virtual Docker host. A Docker Swarm cluster can be used as a solution
to run a group of containers which requires a set of resource, such as CPU and RAM,
exceeding the capacity of a single Docker host. For example, if a system operator plans to
run 64 containers, each requesting for two gigabytes of RAM, he can either run these
containers on a single Docker host with more than 128 GB RAM or a Docker Swarm
cluster consisting four Docker hosts with 32 GB RAM in each.

2.3 HDFS

Hadoop Distributed File System (HDFS) is a well-known distributed file system based on
Google File System (GFS) [12] and designed to run on large clusters (i.e., thousands of
computers) of small computer machines in a reliable, fault-tolerant manner. HDFS uses a
master/slave architecture. There are two primary components at the HDFS: the first one is
NameNode that manages namespace the file system metadata. The other is DataNodes that
store the actual data in physical nodes. An HDFS file is split into three blocks, and these
blocks are stored in a set of DataNodes for data recovery and access performance. Dataset
of T-Brain has the write-once and read many times characteristic, and it is suitable for the
HDFS properties. It can reduce conflicts in the concurrent control, improve the throughput
of data accesses and support large datasets and files into highly the fault tolerant.
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2.4 Jupyter/Jupyter Hub

Jupyter [13] is a language independent and open source interactive computing frame‐
work. For developers, it supports more than forty languages (e.g., Julia, Python and R)
for programmers to develop with browsers. It defines the network protocol for interactive
computing and client-side representation (i.e., Notebook and Markdown) and provides
writing documents with plain text, equation editor and visualizations. Jupyter is widely
used by data scientists for data cleaning, data transformation, numerical simulation,
statistical modeling and machine learning. Those work can be condensed as Notebook
format for sharing to achieve reproducible researches [14].

JupyterHub [15] extends Jupyter for multi-users authentication and spawning the
Notebook instance to each user and RESTful API [16] for those functions. The sub-
system of JupyterHub are Proxy, Hub and Single-user Notebook server.

Proxy: With the component of node-http-proxy, proxy was generated dynamically to
route the http-requests to Hub and single user Notebook servers.

Hub: Functions of Hub are user account management, authentication and coordination
with Single user Jupyter Notebook by Spawner.

Single-User Notebook Server: When user login, the Spawner allocates resource for
Single-user Notebook server which provides user computing resource.

3 System Design and Implementation

3.1 System Architecture Overview

The T-Brain is developed on four physical machines with 16 cores (2.4 HHz/core),
64 GB RAM and 8 TB SATA totally and the software are Ubuntu 16.04 64-bit, Django
1.8.7, MariaDB 10.1, Hadoop-2.6.0 and JupyterHub 0.7.2. Figure 1 shows the archi‐
tecture of T-Brain that includes three main sub-system below:

• T-Brain API
T-Brain API includes modules such as user management, dataset, script, forum and
activity. Those modules cooperate with each other to support specific tasks (e.g., data
upload, analysis script editing/running and discussion).

• Distributed Storage
Distributed Storage leverages Hadoop HDFS with write-once, read-many-times
properties to save the uploaded data and scripts. The sub-system is controlled by
Dataset module in T-Brain API.

• Computing Resource Pool
Computing Resource Pool provides multiple docker instances with Jupyter web
interface. Those instances are managed by JupyterHub and Docker swarm. We refer‐
ence Hamrick’s work [17] for the deployment of JupyterHub.
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Fig. 1. T-Brain architecture including three main sub systems: (1) T-Brain API (2) Distributed
Storage (3) Computing Resource Pool

3.2 User Management

User Management module affords basic authentication and authorization functions and
maintains use profile. User Management module provides the following functions
through RESTful APIs:

• Authenticate and authorize user.
• Provide end-user license agreements information and check the status.
• Set, query and update the user group.
• Set, query and update the user information.

3.3 Dataset

The Dataset module provides a space to store user-uploaded datasets. The data
processing pattern on T-Brain is a write-once and read-many-times pattern, which
prohibits modifications to existing datasets, to guarantee data consistency for long-
running analytic jobs. User-uploaded dataset files are stored in HDFS. Dataset module
includes file version control. A new version of a file is created whenever there is a file
update obligation. Dataset module provides the following functions through RESTful
APIs:

• Query dataset information with filtering and ordering.
• Create dataset and new dataset version.
• Modify dataset metadata.
• Upload dataset files to HDFS.
• Download dataset files.
• Publish/Un-publish a dataset.
• Put a dataset into maintenance mode.
• Check availability of a dataset.
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Figure 2 shows the architecture of Dataset module. An asynchronous task queue is
utilized to mitigate the long-blocking time for large dataset uploads. The asynchronous
task consists of two main components: Redis [18] service and Celery [19] worker. Redis
service acts as a message broker to collect file-uploading tasks for each dataset. The
message broker maintains a task queue for all requests. Each request for uploading a
file will be packaged into a Celery task and delivered to the message broker. Celery
worker is responsible for actual execution of file-uploading tasks in the task queue
maintained by Redis service. There are multiple Celery worker processes executing
multiple tasks concurrently. Each Celery worker process keeps monitoring the message
queue in the Redis service for pending tasks. A Celery worker fetches and executes a
file-uploading task whenever it sees a pending file-uploading task in the message queue.
The worker then compresses and uploads the dataset to HDFS and writes the execution
result to MariaDB, after the task as been completed.

Fig. 2. T-Brain architecture of dataset module including dataset rest API, dataset core, MariaDB,
Redis service and Celery worker

This design of an asynchronous task queue enables background uploading of datasets
to HDFS. Therefore, user requests for uploading datasets can be returned sooner. Both
Celery worker and Redis are scheduled to run at system boot time as system services. If one
of the Celery worker process dies, the system will spawn a new Celery worker process to
prevent from the Celery service interruption.

We evaluated three alternatives, namely libhdfs, snakebite and libhdfs3, for the imple‐
mentation of HDFS access functions. We benchmark these three implementations by
uploading and downloading files of different size and type. Figures 3 and 4 show the
benchmarking results. File sizes for test files are: CSV file (519 MB); binary file
(500 MB); SQLite file (1.2 GB). Errors were encountered when downloading file through
libhdfs and the snakebite does not implement put() function so it cannot handle uploading
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tasks. As a result, libhdfs3 is selected because it not only handles both uploading and
downloading but also performs better.

Fig. 3. Performance of download file from HDFS

Fig. 4. Performance of upload file from HDFS

3.4 Script

Script module offers users to create their scripts for a chosen dataset in dataset module.
For a script, user can open an editor to edit, execute, and publish it. The Script module
has version control for the published scripts.
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Script module integrates Jupyter Notebook to provide script editing and execution
features. It offers RESTful APIs for website to query and control. There are three parts
for the Script functions:

• Query script information.
• Open script editor and publish a script.
• Handle the network traffic from website to JupyterHub and Jupyter Notebook.

The script information and metadata are stored in relational database (i.e., MariaDB)
and HDFS. When users access scripts, website will query the information through Script
RESTful APIs. The following lists are the query functions:

• List scripts with filters and orders.
• Query the basic information about a script, such as creator, created time, and related

dataset.
• Query the version of a script.
• Query the execution information about a script, including execution time, related

Docker image, errors, and script size.
• Query the fork information about a script, including who forks the script, the forked

time, and the new script title.

In T-Brain, opening a script is to open a Jupyter Notebook for editing, and user can
perform analysis by the script execution. There are three modes to open a script:

• Create a new script for analysis.
• Create a new version based on an existing script.
• Fork a new script based on an existing script.

When user opens a script, and chooses a Jupyter Notebook template that are different
supporting for different machine learning frameworks, Script module will perform the
following operations. It will check status of Jupyter Notebook server through Jupy‐
terHub RESTful APIs. If status is ready, it will spawn a Docker container of Jupyter
Notebook, record the Kernel Session ID, and download a corresponding dataset and a
script from HDFS to the mounted volume. After performing analysis, user can publish
the script through publish function. Script module will convert a script format (i.e., form
IPYNB to HTML format) through notebook converter, store the file to HDFS, and record
information in MariaDB, including script execution time, related Docker image, errors,
and script size. At last, it closes the Jupyter Notebook by Kernel Session ID through
RESTful API.

As shown in Fig. 5, for the first step, Script module helps to spawn Jupyter Notebook
container. Since original JupyterHub does not offer authentication function for RESTful
API, to connect from a website, the authentication part needs to be modified. Therefore,
JupyterHub authentication is modified to provide two cookies to the front to access Jupy‐
terHub and Jupyter Notebook after T-Brain login. These cookies let users have enough
permissions for operations, and they are jupyter-hub-token and jupyter-hub-token-[user‐
name] cookies for JupyterHub RESTful API and Jupyter Notebook RESTful API, respec‐
tively. Since Script module helps users to open Jupyter Notebook containers, users do not
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need to manipulate JupyterHub RESTful APIs. However, the cookie variable (i.e., jupyter-
hub-token-[username]) must be set correctly for the Jupyter Notebook access.

Fig. 5. The illustration of Script module

After a user is authenticated, Jupyter Notebook container is spawned, and the cookie
variable is set, for the second step, Script module will route user to corresponding URL
of Jupyter Notebook (/user/[username]) through a revert proxy. Moreover, Jupyter
Notebook server incorporates with HTTPS and Web Socket at the same time, the related
web header needs to be set accordingly as well.

3.5 Forum

Forum module supports discussion for data scientists from dataset and script and topics
from the web interface. The post object is the basic unit in Forum module and it includes
the user comments information (e.g., title, content, time, voting number and the related
metadata).

Topic is the collection of multiple post objects and encapsulates a topic title, a topic
creating time, the first post, the newest post, the total post number, the total voting
number and the related metadata. With those basic functionalities, a user can create and
response topic for discussion and relevant posts belong to one topic. When a dataset is
uploaded or a script is built by the end user, their corresponding topic will be automic‐
tically created. Multiple topics can group as a forum which includes a forum subject,
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the total topic number, the total post number, the newest post and the related metadata.
Forum module provides the following functions through RESTful APIs:

• Query topic by user.
• Query post by user.
• Create and update post.
• Vote a post.
• Query topic list.
• Crete and update topic.
• Query forum.
• Create forum and update the forum description.

3.6 Activity and Auditing

Activity module provides the information of system activities. As shown in Fig. 6, it
records the events from Dataset, Script, and Forum modules. It provides internal APIs
for these modules to record their activities. The website will get the information from
Activity module through RESTful APIs and list the activities. Currently, it supports
three functions to list activities:

• List activities of all modules.
• List activities of all modules for a specific dataset.
• List activities of all modules for a specific user.

Fig. 6. The relationship between Activity module and other modules.

Since there are various types of events within the system, the amounts of information
to record are different. It is necessary to provide a unified data representation to record the
activities. The shared columns among all modules are designed as event_object_n, where
n is from 1 to N (the number N can be decided as needed). Based on this design, since
shared column names are fixed, Activity module can also provide a unified interface for
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other modules. Moreover, it is easy to incorporate NoSQL in the future with little modifi‐
cation. Activity module requires high-performance operations to record activities. In
current implementation, the average time of recording one activity is below 9 ms with
relational database (i.e. at least 111 activities/second). It is more than good enough for the
present requirement. NoSQL database can be integrated easily and flexibly in the future for
scalability if activity granularity changes.

Auditing module keeps tracking the resource usages for each user. In Auditing
module, there is a daemon periodically asking JupyterHub about the usage. It then parses
and records the information in auditing module. Since the parsed information is one kind
of activities, it also leverages the data store of Activity module. Currently, only admin‐
istrators have the privilege to see the information from Auditing module. It shows the
computing resources usage over time and can be used for auditing and accounting.

System Evaluation
T-Brain is a collaboration data analytic platform supporting multi-user Jupyter Note‐
book operations and script running plays a critical role for data scientists to analyze the
problem. When opening a script, JypyterHub instantiates Jupyter Notebook container
through Docker Swarm. We use Selenium [20] for the T-Brain stress test. Selenium is
an automation tool for website. It can simulate user operations with web browsers. It
supports various browsers through WebDriver, and supports SDKs for most mainstream
languages. In the experiments, we simulate lots of operations from multiple users
concurrently. Selenium is used to open, edit, execute, and publish scripts. During the
stress test experiments, the resource usage are monitored. The script for analysis is Keras
MNIST example program [21]. The following two scenarios are conducting the experi‐
ments.

• Operations from multiple users

There are two benchmarks in this experiment: ten and thirty connections operate the
system concurrently respectively. During the experiment process (i.e., time units as
x-axis), the resource usages (CPU and memory as y-axis) are recorded for JypyterHub
(i.e., docker_Jypyterhub) and the Docker container server (i.e., docker_ml_image).
From the observations of Figs. 7 and 8, for CPU loading, we can find the results that
JypyterHub occupies little resources all the time, while Docker container server occupies
the promotional resources during the scripts open. The CPU loading eventually achieves
100%; it slows the analysis but does not introduce any error. For memory usage, it is
consuming at most 1,922 MB and 3,717 MB for ten and thirty connections simultaneous
operations, respectively. Memory consumption is related with the size of dataset: the
larger memory was consuming while the larger the dataset is. It is worth noticing that
the memory remains occupied for a while after publishing the script, and it is not avail‐
able until the Docker container is closed.

• Operations from multiple users with large datasets

When multiple users launch scripts with large datasets (larger than 500 MB) at the same
time, it consumes a lot of time waiting for dataset downloading and results in failures
due to timeout. As shown in Table 1, in original design of Script module, when ten
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connections open scripts at the same time, only three scripts are opened correctly (i.e.,
seven scripts are failed to open). The reason is that datasets are downloaded from HDFS,
and the bandwidth is not large enough to support dataset finishing downloading within
timeout. The default timeout is 10 min. If dataset is not downloaded within timeout, the
user will not see the Jupyter Notebook from the website, and it will fail. To overcome
this issue, a local cache is introduced. As shown in, Table 2 with the integration of the
cache mechanism, the time to read dataset is reduced significantly (average response
time improvement 92.36% and request availability improvement 70% by the formula
below) and all the scripts can be opened correctly and pass the test.

Improvement = (
time with cache

time without change
− 1) × 100

Fig. 7. CPU and memory usage with operations from ten connections
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Fig. 8. CPU and memory usage with operations from thirty connections

Table 1. Time for opening scripts in original design

Connections Time (s)
Test1 161.87
Test2 194.54
Test3 Time out
Test4 Time out
Test5 Time out
Test6 Time out
Test7 Time out
Test8 Time out
Test9 302.07
Test10 Time out
Average time 219.49

Related Works
OpenChorus [22] is an open source collaborative platform for data scientists and devel‐
oped as a browser based with JavaScript front-end and ruby on rails backend. It provides
streamlines (e.g., multiple workspaces within a project) and multi-level secure collab‐
oration (e.g., LDAP [23] and AD [24] based authentication, roles based application
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access control and data access control). For analytics tools, it integrates third-party tools
(e.g., MADLib [25] and R [26]) and code-design user interface for SQL. For the insight
sharing, data scientists can post comments, ask questions and reply answers on any
analytics artifacts. It is easy for them to discover and learn from existing insights. Open‐
Chorus opens up potential for data scientist collaboration and improves productivity and
performance with big data applications for enterprise companies and start-ups.

Trusted Analytics Platform (TAP) [27] is an open source platform-as-a-Service
(PaaS) cloud framework for application developers and data scientists to operate and
build the domain-specific applications (e.g., healthcare). TAP includes many well-
known and proven open source components (e.g., Kafka [28], Redis [29], Spark [30],
HBase [31], MongoDB [32], H2O [33], RStudio [34], iPython [35]) and integrating
them as a single platform. It provides good usability for developers and data scientists
to collaborate by sharing the analytic environment in private and public clouds.

4 Conclusion

Contribution of our work is that we propose a collaboration platform for data scientists
to share the data, write the analytic scripts and discuss the topics related to those prob‐
lems. In current status, we collect eleven dataset such as spam mail, malware data,
honeynet log, Hadoop workload log and some other open data and based on those dataset
and improvement local cache design. The platform provide current connections (i.e.,
average response time improvement 92.36% and request availability improvement 70%)
for the data scientist team to analyze the problems. With the platform, there are many
education, competition (e.g., HackNTU [36]) and research (e.g., Hadoop configuration
optimization [37]) activities can be hold successfully on the collaboration platform.
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Abstract. Feature extraction is the first task of pre-processing input
logs in order to detect cybersecurity threats and attacks while utilizing
machine learning. When it comes to the analysis of heterogeneous data
derived from different sources, this task is found to be time-consuming
and difficult to be managed efficiently. In this paper we present an app-
roach for handling feature extraction for security analytics of hetero-
geneous data derived from different network sensors. The approach is
implemented in Apache Spark, using its python API, named pyspark.

Keywords: Machine learning · Feature extraction
Security analytics · Apache Spark

1 Introduction

Today, a perimeter-only security model in communication system is insufficient.
With the Bring Your Own Device (BYOD) and IoT, data now move beyond
the perimeter. For example, threats to the intellectual property and generally to
sensitive data of an organisation, are related either to insider attacks, outsider
targeted attacks, combined forms of internal and external attacks or attacks per-
formed over a long period. Adversaries can be either criminal organisations, care-
less employees, compromised employees, leaving employees or state-sponsored
cyber espionage.

The augmentation of these cyber security attacks during the last years
emerges the need for automated traffic log analysis over a long period of time at
every level of the enterprise or organisation information system. Unstructured,
semi-structured or structured data in time-series with respect to security-related
events from users, services and the underlying network infrastructure usually
present a high level of large dimensionality and non-stationarity.

There is a plethora of examples in the literature as well as in open-source or
commercial threat detection tools where machine learning algorithms are used to
correlate events and to apply predictive analytics in the cybersecurity landscape.
c© Springer International Publishing AG, part of Springer Nature 2018
S.-L. Peng et al. (Eds.): SICBS 2017, AISC 733, pp. 310–321, 2018.
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Incident correlation refers to the process of comparing different events,
often from multiple data sources in order to identify patterns and relationships
enabling identification of events belonging to one attack or, indicative of broader
malicious activity. It allows us to better understand the nature of an event, to
reduce the workload needed to handle incidents, to automate the classification
and forwarding of incidents only relevant to a particular consistency and to allow
analysis to identify and reduce potential false positives.

Predictive Analytics, using pattern analysis, deals with the prediction of
future events based on previously observed historical data, by applying meth-
ods such as Machine Learning. For example, a supervised learning method can
build a predictive model from training data. This model then is used to make
predictions about new observations.

We need to build autonomous systems that could act in response to an attack
in an early stage. Intelligent machines could implement algorithms designed to
identify patterns and behaviours related to cyber threats in real time and provide
an instantaneous response with respect to their reliability, privacy, trust and
overall security policy framework.

By utilising Artificial Intelligence (AI) techniques leveraged by machine
learning and data mining methods, a learning engine would enable the consump-
tion of seemingly unrelated disparate datasets, to discover correlated patterns
that result in consistent outcomes with respect to the access behaviour of users,
network devices and applications involved in risky abnormal actions, and thus
reducing the amount of security noise and false positives. Machine learning algo-
rithms can be used to examine, for example, statistical features or domain and
IP reputation.

Along with history- and user-related data, network log data are exploited to
identify abnormal behaviour concerning targeted attacks against the underlying
network infrastructure as well as attack forms such as man-in-the-middle and
DDoS attacks.

Data acquisition and data mining methods, with respect to different types of
attacks such as targeted and indiscriminate attacks, provide a perspective of the
threat landscape. Enhanced log data are then analysed for new attack patterns
and the outcome, e.g. in the form of behavioural risk scores and historical base-
line profiles of normal behaviour, is forwarded to update the learning engine.
Any unusual or suspected behaviour can then be identified as an anomaly or an
outlier in real or near real-time. In this way, the analysis leverages the integra-
tion of credible and actionable threat data to other security devices, in order
to protect, guarantee and remediate actual threats, to get insight on how the
breach occurred, thus to aid forensic investigations and to prevent future attacks.
But, first of all, it is crucial to extract and select the right data for our analysis,
among the plethora of information produced daily by the information system of
a company, enterprise or an organisation.

In this paper, we propose an automated approach for feature extraction using
machine learning methods, as the first stage of a moduled approach for the detec-
tion and/or prediction of cybersecurity attacks. For the needs of our experiments
we employed the Spark framework and more specifically its python API, pyspark.
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2 Extracting Features from Heterogeneous Data

In our experiments, we examine the case where we have logs of records derived as
the result of an integration of logs produced by different network tools and sen-
sors (heterogeneous data from different resources). Each one of them monitors
and records a view of the system in the form of records of different attributes
and/or of different structure, implying thus an increased level of interoperabil-
ity problems in a multi-level, multi-dimensional feature space; in the end, each
network monitoring tool produces its own schema of attributes.

In such cases, it is typical that the number of attributes is not constant
across the records, while the number of complex attributes varies as well. On
the other hand, there are attributes, e.g., dates, expressed in several formats,
or other attributes referred to the same piece of information by using slightly
different attribute names. Most of them are categorical, in a string format while
the inner datatype varies from nested dictionaries, linked lists or arrays of further
complex structure; each one of them may present its own multi-level structure
which increases the level of complexity. In such cases, a clear strategy has to be
followed for feature extraction. Therefore, we have to deal with flattening1 and
interoperability solving processes (Fig. 1).

Fig. 1. Logs from different input sources

1 The term flattening refers to data expressed in 2-D.
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3 Global Flattening vs. Local Flattening

The first question to be answered is related to the ability to define an optimal
way to handle such complex inputs. Potential solutions may include:

– use the full number of dimensions (i.e. all the available features in each
record), defined as global flattening.

– decomposing initial logs into distinct baseline structures derived by each sen-
sor/tool, defined as local flattening.

3.1 Rationale Behind Our Approach

In order to answer to these questions we should also take into account the ratio-
nale behind the next steps. While working with the analysis of heterogeneous
data taken from different sources, pre-process procedures, such as feature extrac-
tion, feature selection and feature transformation, need to be carefully designed in
order not to miss any security-related significant events. These tasks are usually
time-consuming producing thus significant delays to the overall time of the data
analysis.

That is our main motivation in this work: to reduce the time needed for fea-
ture extraction in data exploration analysis by automating the process. In order
to achieve it, we utilise the data model abstractions and we keep to a minimum
any access to the actual data. The key characteristics of data inputs follow:

– logs derived from different sources
– heterogeneous data
– high-level of complexity
– information is usually hidden in multi-level complex structures

In the next stage, features will be transformed, indexed and scaled to over-
come skewness, by following usually a normal distribution under a common
metric space, in the form of vectors. As it is about unlabelled data (i.e. lack
of any labels or any indication of a suspicious threat/attack), clustering tech-
niques will be used to define baseline behavioural profiles and to detect outliers.
The latter may correspond to rare, sparse anomalies, that can be found by either
first-class detection of novelties, n-gram analysis of nested attributes and pattern
analysis using Indicators of Compromise (IoCs). Finally, semi-supervised or/and
supervised analysis can be further employed by using cluster labels, anomalous
clusters, or experts feedback (using active learning methods), in order to detect
and/or predict threats and attacks in near- and real-time analysis [4].

Outliers in time-series are expected to be found for a i. single network sensor
or pen-tester, ii. a subset of those, or iii. by taking into account the complete
available set of sensors and network monitoring tools, regarding either:

– time spaces as the contextual attributes
• date attributes will be decomposed to time windows such as year, month,

day of a week, hour and minute, following the approach proposed by [3].
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• statistics will be calculated either for batch or online mode and then will
be stored in HIVE tables, or in temporary views for ad-hoc temporal
real-time analysis.

– a single time space (e.g. a specific day)
– a stable window time space (e.g. all days for a specific month)
– a user-defined variable window time space

As our approach serves as an adaptation of the kill-chain model2 contextual
attributes represent either time-spaces in time-series, as the first level of interest,
single attributes (e.g. a specific network protocol, or a user or any other atomic
indicator), computed attributes (e.g. hash values or regular expressions), or even
behavioural attributes of inner structure (e.g. collections of single and computed
attributes in the form of statements or nested records). Then, outliers can be
defined for multiple levels of interest for the remain behavioural attributes, by
looking into single vector values, or by looking for the covariance and pairwise
correlation (e.g. Pearson correlation) in a subset of the selected features or the
complete set of features [5].

Experiments at the exploratory data stage revealed that the number of single
feature attributes in this log were between a range of 7 (the smallest number
of attributes of a distinct feature space) up to 99 attributes (corresponding to
the total number of the overall available feature space). A fact, that led us to
carry on with feature extraction by focusing on flattening multi-nested records
separately for each different structure (under a number of 13 different baseline
structures).

Thus, the main keys in the proposed approach for feature extraction are:

– extract the right data
• correlation of the ‘right data’ can reveal long-term APTs
• re-usable patterns and trend lines as probabilities are indications of zero-

day attacks
• trend lines may also be used to detect DDoS attacks

– handle interoperability issues
– handle time inconsistencies, date formats, different names for the same piece

of information, by extending the NLTK python library [1].

3.2 Global Flattening of Input Data

By following this approach, we achieve a full-view of entities behaviour as each
row is represented by the full set of dimensions. On the other hand, the majority
of the columns will not have a value or it would be null. A candidate solution

2 The kill chain model [2] is an intelligence-driven, threat-focused approach to study
intrusions from the adversaries perspective. The fundamental element is the indicator
which corresponds to any piece of information that can describe a threat or an attack.
Indicators can be either atomic such as IP or email addresses, computed such as hash
values or regular expressions, or behavioural which are collections of computed and
atomic indicators such as statements.
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would be to use sparse vectors in the next stage of feature transformation, which
in turn demands special care for NaN and Null values (for example, replace
them either with the mean, the median, or with a special value). Most of the
data in this stage are categorical. We need to convert them into numerical in the
next stages, as in Spark, statistical analytics are available only for data in the
form of a Vector or of the DoubleType.

This solution would perform efficiently for a rather small number of dimen-
sions while it will suffer from the well-known phenomenon of the curse of dimen-
sionality for a high number of dimensions, where data appear to be sparse and
dissimilar in several ways, which prevents common data modelling strategies
from being efficient.

3.3 Local Flattening of Input Data

By following this approach, we identify all the different schemas in input data.
First, it is a bottom-up analysis by re-synthesizing results to answer to either
simple of complex questions. In the same time, we can define hypotheses to the
full set of our input data (i.e. top-down analysis) thus, it is a complete approach
in data analytics, by allowing data to tell their story, in a concrete way, following
a minimum number of steps. In this way, we are able to:

– keep the number of assumptions to a minimum
– look for misconfigurations and data correlations into the abstract dataframes

definitions
– keep access to the actual data to a minimum
– provide solutions in interoperability problems, such as:

• different representations of date attributes
• namespace inconsistencies (e.g. attributes with names such as prot, pro-

tocol, connectionProtocol)
– cope with complex structures of different number of inner levels
– deal with event ordering and time-inconsistencies [6].

4 Feature Extraction in Apache Spark

In Apache Spark, data are organised in the form of dataframes, which resemble
the well-known relational tables: there are columns (i.e. attributes or features or
dimensions) and rows (i.e. events recorded, for example, by a network sensor, or
a specific device). The list of columns and their corresponded datatypes define
the schema of a dataframe. In each dataframe, its columns and rows i.e. its
schema is unchangeable. An example of a schema follows:

DataFrame[id: string, @timestamp: string, honeypot: string,

payloadCommand: string]
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A sample of recorded events of this dataframe schema is shown in Fig. 2:

Fig. 2. A sample of recorded events

The following steps refer to the case in which logs/datasets are ingested in
.json format. Our approach examines the data structures on their top-level,
focusing on abstract schemas and re-synthesis of previous and new dataframes,
in an automatic way. Access to the actual data is only taken place when there
is a need to find schemas in dictionaries and only by retrieving just one of the
records (thus, even if we have a dataframe of million/billions of events, we only
examine the schema of the first record/event).

Steps followed for feature extraction

A. load the logfile in a spark dataframe,

in json format

B. find and remove all single-valued attributes

(this steps applies also to the ‘feature selection’ section)

C. flatten complex structures

a. find and flatten all columns of complex structure

(the steps are run recursively, down to the lowest complex

attribute of the hierarchy of complex attributes)

1. e.g. struct, nested dictionaries, nested lists,

arrays, etc.

2. (i.e. currently those which their value is of RowType

3. cases:

a. struct: RowType -> use the leaf column at the last

level of this struct-column to add it as a new

column

b. list: add list elements as new columns

c. array: split array’s elements and add the relevant

new columns

d. dict: steps:



A Novel Approach for Feature Extraction 317

i. find all inner schemas for attributes of type

Dict, as a list

ii. add the schemaType as an index to the

original dataframe

iii. create a list of dataframes, where each one

has its own distinct schema

iv. flatten all dict attributes, according to their

schemas, in each dataframe of the list of

dataframes by adding them as new columns

b. remove all the original columns of complex structure

D. convert all time-fields into timestamps, using distinct

time fields in the dataframes

E. integrate similar fields in the list of dataframes

Fig. 3. Transforming complex fields

In this way, we manage to transform the schema of the original dataframe
to a number of dataframes, each one corresponding to a schema that refers to
a single network sensor or other input data source, as it is illustrated in the
following figures (Figs. 3, 4, 5 and 6)
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Fig. 4. Transforming array fields

5 Conclusions

We have presented an approach to handle efficiently the task of feature extraction
while working with security analytics. It is an automated solution to handle
interoperability problems. It is based on a continuous transformation of the
abstract definitions of the data inputs, as access to the actual data is limited to
a minimum read actions of the first record of a dataframe, and only when it is
needed to extract the inner schema of a dictionary-based attribute. The latter is
especially important for big data security analytics, while analysing vast amount
of heterogeneous data from different sources.

In our experiments we used as input data an integrated log of recorded events
produced by a number of different network tools, applied on a telecommunica-
tions network.

It worths to be mentioned that for this pre-processing analysis stage was
used a single server of 2x CPUs, 8 cores/CPU, 64 GB RAM, running an Apache
Hadoop installation v2.7 with Apache Spark v2.1.0.

We are currently working into formalizing the approach by utilizing novel
structures derived from the theory of categories as it has been presented in
[6]. We also plan to proceed with the pre-processing tasks of feature selection,
feature cleaning and feature transformation as well as with the actual analysis of
heterogeneous logs of unlabelled data in the field of big data security analytics.
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Fig. 5. The different schemas of the payload attribute and the corresponded trans-
formed dataframes (i)
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Fig. 6. The different schemas of the payload attribute and the corresponded trans-
formed dataframes (ii)
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Abstract. Recently, lots of works on power consumption data aggrega-
tion have been proposed for the privacy-preservation of users against the
operation center in smart grids. This is the user-based data aggregation,
which accumulates the power consumption data of a group of users for
every time unit. On the other hand, the accumulation of a user’s data
in a group of time units will facilitate the queries on the user’s accumu-
lated power usage in these specified time units, which is time-based data
aggregation. It enables the operation center to perform individual energy
consumption statistics and management and offer customized services. If
a data aggregation scheme provides both user-based and time-based data
aggregation, it is said to be bi-dimensional. This manuscript presents the
first privacy-preserving bi-dimensional data aggregation scheme, where
the storage cost only linearly increases with the number of time units
and is independent of the number of users.

1 Introduction

Being regarded as the next-generation energy grid, the developments and
researches of smart grids [1,4,7–11,13,14,17,20,21,23,24] have thrived over
the world. Nowadays, government of these countries: the U.S., China,
Australia, South Korea, and European Community (EC) invested heavily in
smart grids [10]. The researches can be roughly classified into three topics [2]:
energy management [12,16], information management [3,22] and security [15,18].

In smart gird environments, the power usage is monitored and managed by
an operation center in order to adjust the supply and demand curve of power
usage and detect threats and failures in real time. In such a system, each user
will report the information of her/his power usage every time unit, such as
15 min. The operation center will estimate users’ energy consumption of the
next time unit with the information, and then distribute energy to users. With
the real-time monitoring, smart grid efficiently reduces the energy consumption

c© Springer International Publishing AG, part of Springer Nature 2018
S.-L. Peng et al. (Eds.): SICBS 2017, AISC 733, pp. 322–329, 2018.
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compared with traditional architectures. Nevertheless, the frequent monitoring
may expose the routines and schedules of users, which causes privacy leakage
in smart grids. The data aggregation mechanisms are thus introduced to this
environment. The power usage information will be first transmitted to an aggre-
gator. After receiving the data, the aggregator will aggregate every user’s data,
and send the aggregated data to the operation center. The data received by the
operation center have been “accumulated”, and thus, they reveal nothing about
the private information of each user. This is the user-based data aggregation,
which provides single-dimensional data aggregation only.

Nevertheless, except the user-based data aggregation, we also require time-
based data aggregation which allows the operation center to retrieve the accumu-
lated energy consumption of a user for some specified time units. It can support
the operation center to do individual energy consumption statistics and manage-
ment for customized services. For instance, there are several power plants where
one gives a much lower price of energy on Mondays but higher on Sundays. The
operation center needs to know the energy consumption of each user on Mon-
days and Sundays in order to provide appropriate or customized discounts to
the users.

To achieve both user-based and time-based data aggregation, called bi-
dimensional data aggregation, a typical approach is to record the power usage
of each user in each time unit in the aggregator for the response to any possible
query from the operation center. Assume that N is the number of the residential
users and M is the total number of time units. Thus, the storage cost of the
aggregator will be O(N × M), which might be enormous.

This manuscript presents the first bi-dimensional data aggregation scheme for
smart grids, which requires O(M) storage cost only. Compared to other schemes,
the proposed scheme provides lower storage cost and bi-dimensional data queries
while achieving privacy preservation simultaneously.

2 Preliminaries

2.1 System Model

In the proposed scheme, we mainly focus on how to send residential users’ data
to the aggregator privately, without being eavesdropped or intercepted by the
operation center. There are three entities in the system model as follows.

– Operation Center: The operation center controls the transmission and dis-
tribution of electrical energy based on the aggregated data received from the
aggregator. In order to achieve privacy preservation, it should be assumed
that the operation center does not collude with the aggregator.

– Aggregator: The aggregator is mainly responsible for the aggregation of the
users’ data.

– Residential Users: Residential users utilize smart meters to generate elec-
tricity usages and report their data to the aggregator.
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The proposed scheme includes the following four phases.

– System Initialization: In this phase, all entities, including the operation
center, the aggregator, and residential users, setup their public and private
parameters.

– Data Generation: Residential users are equipped with smart meters to
record electricity consumption data and compute encrypted data with their
signatures, residential area tags, and time stamps. Then, they send the
encrypted data to the aggregator.

– User-Based Data Aggregation: After receiving encrypted consumption
data from users, the aggregator accumulates these data, and sends addressed
data to the operation center.

– Time-Based Data Aggregation: When the operation center would like
to make a query with a set of indexes of time units {1, · · · ,M}, which may
not be consecutive, it sends the set to the aggregator. After receiving it, the
aggregator aggregates the data and responds to the query.

2.2 Security Requirements

Security is a critical issue in smart grids. We consider that the operation center
and the aggregator both are honest but curious. However, there exists an adver-
sary A residing in a residential area to eavesdrop the users’ reports. In addition,
A may also intrude into the database of the operation center or the aggregator
to steal the individual user reports. The adversary A could also take some active
attacks to alter the data. Therefore, in order to prevent A from learning the
users’ information, we should meet the security requirements as follows in smart
grids.

– Privacy Preservation: Adversary A, who intercepts the communications,
cannot derive the contents of the data and significant information from the
ciphertext and the public key in polynomial time. Furthermore, none of the
participated parties, especially the operation center, can catch the detailed
consumption data of any user in the region.

– Authentication and Data Integrity: All of the reported data should be
authenticated, which can ensure that an encrypted report is really sent by a
legal residential user and has not been forged or modified during the trans-
mission.

3 The Proposed Scheme

The proposed privacy-preserving bi-dimensional data aggregation scheme for
smart grids is presented in this section, where some notations are defined in
Table 1. It contains the following phases.
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Table 1. The notations

Notation Meaning

Ui Residential user i

(PKi, SKi) Public/Secret key pair of residential user i

di,j Ui’s power consumption data of the j-th time unit

M The total number of time units

N The total number of residential users

RA Residential area tag

TS Timestamp

q The maximum number of time units in a query

d The maximum power consumption in a time unit of a user

3.1 System Initialization

– Operation Center: First, the operation center generates a public key (n, g)
and the corresponding private key (λ, μ) of the Paillier cryptosystem [19].
Assume that the maximum number of households in a residential area is not
greater than a constant N and every user’s electricity consumption in a time
unit is not greater than d. The operation center chooses a k-superincreasing

sequence −→a = (a1, a2, · · · , aN+2) such that k

j−1∑

i=1

ai < aj , 0 < j ≤ N+2 where

k = qd. It then computes (g1, g2, · · · , gN+2), where gi = gai mod n2, for i =
1, 2, · · · , N +2. After that, it chooses and publishes a digital signature scheme
S = (KeyGen, Sign, V er), the parameters as pubs = {(n, g), (g1, · · · , gN+2)},
and keeps (λ, μ,−→a ) secretly.

– Aggregator: The aggregator chooses an asymmetric encryption scheme E =
(KeyGen,Enc,Dec).

– User Ui: Compute (PKi, SKi) ← S.KeyGen.

3.2 Data Generation

A user, say Ui, performs the following operations every time unit, e.g., 15 min.

1. Choose a random number ri,j ∈ Z
∗
n.

2. Let di,j be Ui’s power consumption of the j-th time unit. Compute

Ci,j = (gigN+2)di,jrni,j mod n2.

3. Compute σi,j = S.Sign(Ci,j ‖ RA ‖ Ui ‖ TS) using SKi, where RA repre-
sents the residential area and TS is the timestamp.

4. Compute CTi,j = E .Enc(Ci,j ‖ RA ‖ Ui ‖ TS ‖ σi,j) and send it to the
aggregator.
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3.3 User-Based Data Aggregation (Data Aggregation for the j-th
Time Unit)

After receiving the encrypted data from all users, the aggregator performs as
follows.

1. For i = 1 to N , compute (Ci,j ‖ RA ‖ Ui ‖ TS ‖ σi,j) ← E .Dec(CTi,j).
2. For i = 1 to N , verify the signature σi,j using S.V er.

3. Compute Cj =
N∏
i=1

Ci,j mod n2 =

g(
∑N

i=1 aidi,j)+aN+2
∑N

i=1 di,j (
N∏

i=1

ri,j)n mod n2

and store Cj .

4. Compute C ′
j = Cj

N∏
i=1

g
xi,j

i mod n2 where xi,j , called a blinding factor, is

randomly chosen from [1, k] for i = 1 to N .
5. Report addressed data C ′

j to the operation center.

After receiving C ′
j , the operation center retrieves the aggregated power con-

sumption data m∗,j of the j-th time unit as follows.

1. Use (λ, μ) to decrypt C ′
j and obtain the plaintext

m′
∗,j = (

N∑

i=1

ai(di,j + xi,j)) + aN+2

N∑

i=1

di,j mod n.

2. Compute

m∗,j =
m′

∗,j − (m′
∗,j mod aN+2)
aN+2

which equals to
N∑
i=1

di,j .

Note that
∑N

i=1 di,j has been bound with aN+2, not aN+1, so that∑N
i=1 ai(di,j + xi,j) does not perturb aN+2

∑N
i=1 di,j even though it overflows

into the message space bound with aN+1.

Remark: The aggregator only requires to keep Cj after performing the above
protocol, (i.e. Data Aggregation for the j-th Time Unit). For M time units, it just
needs O(M) storage to keep {Cj}1≤j≤M , which are enough to provide sufficient
data for Time-Based Data Aggregation.

3.4 Time-Based Data Aggregation

When the operation center sends a query with a set of indexes of time units
{1, · · · ,M} to the aggregator, the aggregator performs as follows.
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1. Retrieve C1, C2, · · · , CM from its storage.
2. Compute Cquery = (C1 · C2 · · · CM ) mod n2 =

g
(

N∑

i=1
aimi,∗)+aN+2

N∑

i=1
mi,∗

rn mod n2

where mi,∗ = di,1 + di,2 + · · · + di,M for i = 1 to N and r is in Z
∗
n.

3. Return Cquery to the operation center.

After receiving Cquery, the operation center executes the following steps.

1. Decrypt g−aN+2(m∗,1+m∗,2+···+m∗,M )Cquery mod n2 which equals to

g
(

N∑

i=1
aimi,∗)

rn mod n2

and then obtain the plaintext tN =
N∑
i=1

aimi,∗ mod n. Note that m∗,̄i is

the power consumption of the ī-th time unit, which can be obtained by the
algorithm shown in Sect. 3.3.

2. For i = N down to 2, compute and output mi,∗ = ti−(ti mod ai)
ai

, and then
compute ti−1 = ti − aimi,∗.

3. Compute and output m1,∗ = t1
a1

.

The comparison between the proposed scheme and the other existing schemes
is summarized in Table 2.

Table 2. Feature comparison

[1] [4] [5]a [13] [20] Ours

Privacy-preserving against

external attackers

Yes Yes Yes Yes Yes Yes

Privacy-preserving against

internal attackers

No Yes Yes No Yes Yes

Assumption on aggregator Semi-trusted No Assumption Semi-trusted trusted trusted Semi-trusted

Authentication and data

integrity

Yes No Yes No Yes Yes

Bi-dimensional data

aggregation

No No No No No Yes

aCorrections shown in [6] are considered.

4 Conclusion

A novel privacy-preserving data aggregation scheme for smart grids has been pre-
sented in the manuscript. The security of Paillier encryption and the unforgeabil-
ity of the underlying signature can guarantee the security of the proposed scheme.
Super-increasing sequences have first been applied to achieve bi-dimensional
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aggregation while gaining low storage cost. Although adopting super-increasing
sequences may cause data expansion, we have exhaustedly utilized the unused
message space in Paillier encryption. Compared with the typical approach, the
storage cost has decreased tremendously, turning O(N × M) into O(M). In
the future, we will further improve the performance of the scheme. Further-
more, we will attempt to solicit a solution to release the limitation on N or M ,
which is caused by the data expansion owing to the involving of super-increasing
sequences.
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Abstract. Edge computing, which is performed near client, or edge com-
puting together with could computing is expected to provide services with
better efficiency than only cloud computing. Meanwhile, most of existing
public-key certificate verification methods such as OCSP do not simulta-
neously achieve efficiency and security with an enough high level. In this
paper, we propose a certificate verification method using edge computing
and show that our proposed method achieves efficiency with an enough
security level by evaluating it through the implementation.

Keywords: PKI · Public key certificate · Edge computing
Web security

1 Introduction

Nowadays, Public Key Infrastructure, PKI, is widely used in internet commu-
nication such as in secret communication by SSL/TLS. In the PKI, Certificate
Authority, CA, publishes digital certificates describing the correspondence of
public key and its owner. The correctness of certificates is guaranteed by trusted
CA’s digital signature. Once the leakage of secret key or the change of owner’s
information occurs, certificates are revoked before expiration date. Therefore,
certificate revocation needs to be checked even if the expiration date has not yet
been passed. Certificate Revocation List, CRL, and Online Certificate Status
Protocol, OCSP, are popular method for obtaining revocation status, but these
methods have some drawbacks in response speed or privacy preservation. IoT
devices are estimated to be widely deployed in the near future. They will commu-
nicate with many devices and verify a large number of certificates. Many of such
IoT devices have a limited computational power. Therefore, it is important to
develop a more efficient certificate verification method suitable for IoT devices.
Meanwhile, edge computing [1,2] is technology for improving the communication
delay and other features by installing edge server near users. Most of CA servers
are not distributed and it often takes much time to obtain revocation status
from such distant servers. In this paper, we propose to install revocation status
verification server(s) on edge(s). In order to show the efficiency improvement,
we evaluate the proposed method by implementation.

c© Springer International Publishing AG, part of Springer Nature 2018
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2 Preliminaries

2.1 Public Key Certificate

Public key certificate is a certificate describing the information of public key’s
owner. It is used to verify the correctness of a public key for encrypted commu-
nication. Today X.509 certificate defined in RFC5280 [3] is a de fact standard.
It includes the information of public key, signature algorithm, issuer, expiration
date and so on. Client who has received the certificate verifies it. To this end, the
client verifies a certificate chain, check the consistency of signatures and obtain
revocation status. Some certificates are revoked before expiration date because
of the leakage of secret key or the change of owner’s information. Therefore, cer-
tificate revocation needs to be checked even during the valid period guranteed
by the certificate. CRL and OCSP are major methods to verify the revocation
status.

2.2 Existing Certificate Revocation Methods

We explain existing certificate revocation methods and summarize their features
in Table 1.

CRL: Certificate Revocation List, CRL, [3] is a list of revoked certificates and
published by CA. Each certificate issued by the CA specifies URL of the CRL
as a download point. Its revocation verification procedure is as follows.

1. Receive a certificate
2. Download CRL specified in the certificate if you do not have it or it is expired.
3. Check whether the serial number of the certificate is included in the CRL or

not.

The size of CRL is sometimes very large since it has revocation status of all
certificates issued by CA. In terms of the verification of revocation status of a
certificate, it contains needless informations and wastes bandwidth. Moreover, it
is necessary to cache CRL for every CA and update regularly. In general, CRL
is cached but not necessarily kept up-to-date.

OCSP: Online Certificate Status Protocol, OCSP, [4] is an internet protocol
to obtain revocation status described in RFC 6960. The implementation is as
follows (see also Fig. 2).

1. Client receives a public key certificate.
2. The client creates “OCSP request” and sends it to OCSP responder described

in the certificate. OCSP request contains the information of CA and the serial
number of the certificate.

3. The OCSP responder checks revocation status of the certificate and returns
its result.
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Table 1. Comparison of certificate revocation methods

Method Security Time Privacy Penetration Independency
to the server

Storage Trust
assumption

CRL ✓ ✘ ✓ ✓ ✓ ✘ CA

OCSP ✓ ✛ ✘ ✓ ✓ ✓ CA

OCSP stapling ✓ ✓ ✓ ✛ ✘ ✓ CA

CRLSet ✛ ✓ ✓ ✓ ✓ ✘ Google

OneCRL ✓ ✛ ✓ ✓ ✓ ✛ Mozilla

Proposed ✓ ✓ ✛ ✓ ✓ Edge

✓: satisfied, ✛: partially satisfied, ✘: not satisfied

while the entire revocation list is downloaded in CRL, only necessary data is
obtained through OCSP so that OCSP is not so wasteful as CRL. Also it
requires much effort to keep CRL up-to-date, whereas it is easy for clients of
OCSP to obtain up-to-date information from intermediate CA. In spite of these
advantages, OCSP has drawbacks as follows. Clients which fail to connect to
OCSP responder cannot get the status of certificates. Even if the connection to
the OCSP responder is successful, there are several issues related to efficiency.
OCSP responder needs much bandwidth and it causes burden to CA [6]. If OCSP
responder stays in a distant place, it takes much time to obtain status from the
responder. Moreover, OCSP request needs to be issued for every certificate in
the chain. In addition to the efficiency issues, there is a privacy concern. OCSP
responder can obtain client’s access information, which should be essentially
known only by server.

OCSP Stapling: The TLS extension defined by RFC6066 [5] includes extension
of certificate status request and certificate status is sent in TLS handshake. The
extention, generally called OCSP stapling, in which ClientHello has certificate
status request extension (status requeststatus request v2), checks the certificate
status by the following procedure.

1. Server obtains OCSP response from its responder beforehand.
2. Server attaches it to certificate.
3. Client receives the certificate.
4. Client checks the status based on stapled OCSP response.

RFC6066 allows to attach only one response, whereas RFC6961 [6] supports for
multiple certificate status, called OCSP Multi-Stapling in general. Since server
but not clients requests OCSP and sends status to clients, bandwidth to CA
decreases. OCSP response is trustworthy regardless of its source as the OCSP
response is signed. However, it does not seem to be enough popular as only 24%
(121 out of 500) of HTTPS servers use OCSP Stapling in our investigation in
August, 2017.

CRLSet (Implementation on Google Chrome): Google chrome uses
CRLSet to ascertain the status.
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Fig. 1. Network configuration of proposed method

1. Google provides certificate revocation information called CRLSet for Google
Chrome.

2. The browser checks the status based on CRLSet.

Google contends “the effectiveness of OCSP is essentially 0 unless the client
fails hard (refuses to connect) if it cannot get a live, valid OCSP response. No
browser has OCSP set to hard-fail by default”. Thus, OCSP is invalid by default
in Google Chrome [7]. Even so, since the upper limit size of CRLSet is 250 KB,
there is a concern that it may not work well under the revocation of a large
number of certificates. This is the reason why the safety is partially satisfied in
Table 1.

OneCRL (Implementation on Mozilla Firefox): Mozilla Firefox uses
OneCRL to ascertain the status of certificates.

1. Mozilla provides certificate revocation information of intermediate CA called
OneCRL for Mozilla Firefox.

2. Client performs one OCSP only for the last certificate at the leaf in a certifi-
cate chain, which starts at the leaf and ends at the root.

3. The browser checks the status of the certificate based on the OneCRL and
the OCSP.

The differences from CRLSet is that it provides intermediate CA’s revocation
information. Thus, browsers need to check only the last certificate in the certifi-
cate chain by OCSP.

3 Proposed Method

Proposed Protocol

A network of proposed protocol is shown in Fig. 1. The process is shown in Fig. 2
and Fig. 3. We install a revocation status response server near client as shown
in Fig. 1. Client checks the status as follows.
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Fig. 2. Process of OCSP and proposed method (Known CA)

Fig. 3. Process of proposed method (Unknown CA)

1. Client receives public key certificates.
2. Client sends CA information, serial number and URL of CRL and OCSP

written on certificate to edge server.
3. If edge server knows the CA, it responses revocation status based on pre-

downloaded CRL (Fig. 2). If it does not know the CA, it processes as follow
(Fig. 3).
(a) Server sends OCSP request to OCSP responder.
(b) Server replies the status based on OCSP response.
(c) Server obtains CRL in preparation for the future.

Features

Server needs to be configured to use OCSP Stapling, whereas it does not need
in our proposed method. In addition installing near clients makes response time
faster. When client keeps CRL himself every client has to request CRL, whereas
clients can share CRLs and the burden on the server becomes smaller in the pro-
posed method. Moreover multiple CRLs are managed by edge nodes and client
does not need to distinguish different edge nodes and only one edge node is a
contact point. Thus client can obtain the status of all certificates by one request.
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Table 2. Time for the revocation status check of a certificate [ms]

Percentile 5% 25% 50% 75% 95%

OCSP 11 16 67 214 300

Proposed 0.74 0.88 1.01 1.19 2.1

Table 3. Time for HTTPS communication [ms]

Percentile 5% 25% 50% 75% 95%

OCSP 232 484 922 1621 3650

Proposed 116 233 485 1119 2555

Compared to such methods used in web browsers as CRLSet and OneCRL, client
can select trusted resource himself. In terms of storage, such methods of down-
loading the entire of the revocation list as CRL need more spaces as server using
certificate increases. In contrast, such methods of obtaining one or several revo-
cation status as OCSP and the proposed method do not use space and it is
suitable for IoT devices. CRL, OCSP and OCSP stapling is lent trustworthi-
ness by CA. Meanwhile, CRLSet, OneCRL and proposed methods is lent it by
provider itself because these do not have the signatures by CA. Our proposed
method is useful in case that organization installs verification server for its local
devices like DNS server.

4 Performance Evaluation

We implemented the client which send HTTPS request using the proposed
method and OCSP and the server to response the revocation status in the pro-
posed method by Kotlin. This OCSP client does not use OCSP stapling and
uses OCSP for all certificates. We send HTTPS requests to 500 HTTPS servers
selected from some user’s web browser history.

Table 2 shows time for revocation status check calculated by packet capture.
The status check by OCSP induces several OCSP requests as every certificate in
the chain needs to be checked. OCSP in Table 2 shows the time for one OCSP
request. Table 2 shows the proposed method is 10 100 times faster than OCSP.
Moreover, Table 3 shows it contributes to accelerating HTTPS communication.

5 Conclusion

In this paper, we proposed the method using edge computing to verify a public
key certificate and we showed it is faster than OCSP. We can construct more
efficient system as some neighborhood clients can use the same edge server.
Furthermore, edge server can frequently update CRL. By doing so, client of the
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proposed method can gain higher guarantee on the certificate validity check than
client of web browser based implementation.

We used JSON as dataset in the implementation. Thus there is a room for
the further speed-up by using more efficient dataset. Moreover, in the imple-
mentation, we compared the proposed method to OCSP alone hence we should
compare it to other methods. We will also discuss approaches to guarantee the
trust of edge server.
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Abstract. Circular economy is distinct from the linear economy model in the
past. Circular economy emphasizes regeneration instead of possession of
resource, and proposes using shared resources to create new supply chains and
new economies. When practicing circular economy, prior to collaboration, each
economic entity must learn of each other’s credit rating. This study applies the
blockchain technology to establish each economic entity’s transaction details, and
then employs confidence level algorithms to calculate each entity’s credit rating;
the method utilizes the concept of decentralization to reduce third-party broker
fees, which, aside from decreasing transaction costs, provides effective credit
rating of public economic entities.

Keywords: Blockchain · Circular economy · Sharing economy

1 Introduction

Blockchains can alter our future lifestyles. For the Internet of Vehicles, vehicles will be
able to utilize blockchains to perform parking and toll payments while also being able
to directly pay and download music or multimedia videos. For real estate management,
users will be able to use blockchains to lease spare spaces and automatically calculate
payments. In the future, blockchains will not only contribute to the Internet of Things
or corporations, but also towards food safety, e-voting, intellectual property, and health‐
care. Blockchains will completely alter past business models. For financial institutes,
consumers will not longer need to conduct procedures such as money transfer personally
at the bank during business hours; instead, they will be able to utilize the blockchain
technology to perform digital currency transactions. Banks will save up on physical rent
fees and labor costs while consumers enjoy secure transaction at any time, any place.
The sharing economy can also apply blockchains. Take the ride-sharing service platform
Lazooz as an example; users can use the app to search for nearby available vehicles for
ride sharing, all the while eliminating the need for an intermediate. We can see from the
above why countries around the globe are devoting manpower to researching and devel‐
oping blockchains because the blockchain technology will bring new economic drive.
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Circular economy has risen to become the new generation’s economic issue. Circular
economy involves leasing, instead of purchasing, idle properties or reusing waste for
resource recycling to achieve the goal of sustainable resource management. There are
five key concepts to circular economy: (1) redesigning product material: opting for non-
disposable and recyclable material for sustainable use of resources; (2) employing
ownership-transferring innovative commercial models: changing past linear economy
models to substitute buying with leasing; (3) creating higher values through the power
of internal circulation: maintaining a product’s maximized value by way of circulation,
such as utilizing repair, upgrade, reproduction, remarketing to maintain a product’s
economic value; (4) turning waste into resource: recycling discarded goods and
returning them to another product’s circulation; (5) establishing industrial symbiosis:
bringing different industries to the same region so they may exchange resources, share
infrastructures, reduce disposable waste, and lower production costs. This study
proposes a trust mechanism for the sharing economy. Many industries currently hold
idle machinery or idle space; through a sharing economy, they can increase corporate
profits by substituting buying with leasing. However, mutual trust is required in realizing
sharing economy; moreover, in order to enable enterprises to share resources at any time
and place, trust between enterprises must be transparent and non-modifiable; hence, this
study proposes a trust verification mechanism based on blockchain technology that can
help realize sharing economy.

This study employs blockchains in establishing the buyer’s and seller’s credit rating
so that the two parties may utilize credit ratings to select a trustworthy business partner.
This study utilizes public-key cryptography from blockchains to ensure a transaction’s
non-repudiation; each party to the transaction can acquire their counterparty’s credit
ratings by means of verification. Our proposed rating system holds different calculation
methods for the buyer and the seller: the seller’s involves calculation of corporate capital,
transaction amount, and completed transaction progress while the buyer’s involves
calculation of corporate capital, transaction amount, and payment status, and as for the
rating part, the two parties provide ratings for each other. The proposed credit rating
system aims to create a better transaction environment for the sharing economy and
enable the buyer and seller to choose better business counterparties through transparent
credit ratings.

2 Related Work

Ever since Bitcoin’s development in 2009, many businesses have dedicated themselves
towards Bitcoin. However, because Bitcoin has undergone serious fluctuations in stock
prices, some Bitcoin companies experienced bubble burst. Reference [1] offers an anal‐
ysis model for Bitcoin price prediction to help investors in their Bitcoin investments.
Reference [2] offers simulation of the Bitcoin system model; it also simplifies block‐
chains and avoids double spending risks. Reference [2] simulates blockchains’ execution
efficiency, and its experiment showed promising results. Reference [3] discusses Bitcoin
mining efficacy in Bitcoin software and hardware. Bitcoin has launched digital currency
in many countries, and has even established Bitcoin e-payment systems in convenient
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stores. Reference [4] analyzes the advantages of digital currency and takes a look at
Bitcoin’s usage of zk-SNARK transaction authentication system. Bitcoin has drastically
matured since its introduction in 2009, which has also served as a motivation for block‐
chain development.

Reference [5] mentions using data envelopment analysis to analyze and verify the
effects of circular economy. Reference [6] elaborates on the definition of sharing
economy and emergent collectives, and provides case studies of sharing economy.
Reference [7] proposes a sharing economy model for public enterprises and private
companies that allows resources to be adequately allocated by means of accords and
thus increases the scale of sharing economy. Meanwhile, Reference [8] posits the
required conditions for a complete transaction and, after analyzing them, concludes that
trust is the foremost condition among all. Reference [9] utilizes location sharing to
achieve privacy protection and trust, and is mainly applied in social networking sites.

3 The Proposed Scheme

This study proposes a blockchain-based sharing economy credit rating system. The
blockchain technology part focuses on utilizing public-key cryptography to verify trans‐
action details. We assume that both the seller and the buyer possess a citizen digital
certificate (

𝕀𝔻u
), in which IDu stands for the user’s true ID, the user’s public key is


𝕀𝔻u

, and private key is 
𝕀𝔻u

. Each time a seller and buyer engage in a successful
transaction, the following information ensues:


𝕀𝔻S1
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Formula (1) concerns the transaction status between the seller and the buyer; S1

stands for the information of Seller 1; stands for the true identity of Seller 1;  S1
 is

the total transaction amount between Seller 1 and the buyer 1;  B1
 is the transaction

amount between 1 and 1;  B1
 is the transaction result between 1 and 1, which

includes message transaction status, payment time, and completion time. The seller and
buyer upload the transaction result to each node. The algorithm is as follows:
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(4)

In Formula (3), 1 uses the private key to encrypt the information and then transmits
it along with the certificate to the network; when other nodes receive the message, they
use the certificate’s public key to decipher the true ID and verify the information’s
authenticity. In Formula (4), 1 uses the private key to encrypt the information and then
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send it along with the certificate to the network; each node then verifies the information’s
authenticity.

When another user, 2, wishes to join 1 in a sharing economy transaction, 2 can
utilize 1’s true ID to inquire transaction statuses and calculate each transaction amount’s
credit rating; the calculation is as follows:
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Formula (5) calculates single transaction ratings of Seller 1 and focuses on the
completed transaction of TR

𝕀𝔻S1
,i. Hence, if TR

𝕀𝔻S1
,i is 0, then the transaction rating is 0;

if TR
𝕀𝔻S1

,i is 1, then the transaction completion time 
𝕀𝔻S1

,i is used to calculate whether it
falls within the allotted transaction time; adding the above to the calculation of whether
transaction amount  

𝕀𝔻S1
,i falls within the capital 

𝕀𝔻S1
, we can obtain the seller’s

rating 
𝕀𝔻S1

,i for a single transaction. Formula (7) calculates the seller’s overall rating;
Seller 1 can also use Formulas (5)–(7) to calculate Buyer 2’s rating, so that the two
parties may understand each other’s past number of transactions and their ratings to
facilitate their selection of optimal transaction counterparties.

4 Conclusion

This study has here proposed a blockchain-based circular economy credit rating system.
In the future, circular economy will be a key point in the government’s promotions;
however, circular economy’s sharing mechanism requires the addition of a credit rating
mechanism. In the past, enterprises had to rely on credit checking to obtain information
on the other party’s credit status, yet this can be time-consuming and cost-increasing for
a transaction. This study’s proposed credit rating system uses blockchains to conduct
network verification; the system’s decentralization feature reduces costs of credit inves‐
tigation while also enabling two parties to a transaction to conduct inquiries at any time
and place and facilitate their transaction.
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Abstract. Two required features of a data monetization platform are
query and retrieval of the metadata of the resources to be mone-
tized. Centralized platforms rely on the maturity of traditional NoSQL
database systems to support these features. These databases for example
MongoDB allows for very efficient query and retrieval of data it stores.
However, centralized platforms come with a bag of security and privacy
concerns, making them not the ideal approach for a data monetization
platform. On the other hand, most existing decentralized platforms are
only partially decentralized. In this research, we developed Cowry, a plat-
form for publishing of metadata describing available resources (data or
services), discovery of published resources including fast search and fil-
tering. Our main contribution is a fully decentralized architecture that
combines blockchain and traditional distributed database to gain addi-
tional features such as efficient query and retrieval of metadata stored
on the blockchain.

Keywords: IoV · IoT · Data monetization · Blockchain · MultiChain

1 Introduction

The Internet of Things (IoT) [2,24] envisions Internet-connected everyday
objects such as cookers, microwaves, fridges communicating and exchanging
data. The Internet of Vehicles (IoV) [1] is a type of IoT in the traffic vertical.
The primary drivers for IoV are:

– Consumers: Market research shows that connecting devices, services and
data is an increasingly important element in the purchasing decision. We
assume that the connectivity will become even more important when con-
sumer move from purchasing a vehicle to subscribing/renting/sharing.

– Manufacturers: With the inevitable move towards electric powered vehi-
cles (at least in urban environments), it becomes difficult for manufacturers
to differentiate their products. An electric car is significantly less complex and
would be similar to the competitors’ model. This, in turn, forces the manu-
facturers to differentiate via software functionality. Selling software features,
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offering subscriptions to services, and finally monetizing the user data are
distinct ways to open up the much-needed revenue streams.

– Cities: Given the rising number of vehicles on the streets in urban envi-
ronments, it is inevitable that cities must have more control. Only by com-
municating with the vehicles it becomes possible to handle increased traffic
volumes.

– Society: Finally, societies must be able to control and monitor traffic move-
ments to ensure that the right incentive/disincentive mechanisms are deployed
to obtain an acceptable balance between unmanaged individual and managed
public traffic.

Those four drivers will transform vehicles into platforms that offer services,
collect data, and are designed to be part of an evolving digital ecosystem. How-
ever, for the data to be useful, thousands (even millions) of data points need to be
aggregated from several sources or data owners. For example, for the analysis of
traffic patterns, several participants need to provide their car sensor data. There
are essentially three main participants involved in this data flow or exchange:

– Data Owners: The users (individuals or organizations) that [owns the vehi-
cles that] generates the data.

– Data Aggregators: The users that aggregates and process the data for
consumption either as is or as a service. For example, organizations interested
in collecting data to build services on top, car manufacturers collecting data
from sensors installed on their product.

– Data Consumers: The users that consumes the processed data. This
includes users of services built on top of aggregated data, and users of indi-
vidual data points.

Nevertheless, most of the financial incentives for generating this data goes
to centralized organizations. Individuals have little value in terms of monetary
benefits from providing their data, and most times do not have control of what
is collected about them or done with the data. A case in point is Facebook
conducting experiments on user’s data without permission [12]. This is besides
the other privacy and security concerns as the data is collected into huge data
silos making them targets for hackers [11] and government surveillance [15]. On
the bright side, attention is now being given to this area. For example, Tim
Berners-Lee, known as the creator of the world wide web envisions a better web
where users have more control over their data – where it is stored and how
it’s accessed [9]. Also, mobile applications such as Google Opinion Reward on
Google Play and Survey.com allows users to profit from answering questionnaire
surveys selectively presented to them [25]. This model rewards data owners for
providing their data.

Blockchain has recently attracted a lot of attention across many different sec-
tors for its ability to decentralize systems and remove the need for a middleman.
Blockchain is a decentralized ledger replicated across participating nodes in a

http://Survey.com
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peer-to-peer (P2P) network. It is secured by strong cryptographic algorithms
ensuring that no one node has full control over what is written into the ledger.

Most existing work for data monetization using blockchain infrastructure
combines traditional database technology and blockchain in ways that compro-
mises the decentralization. For example, using Bitcoin’s blockchain for the pay-
ment infrastructure while still storing the sensor or resources metadata on a
centralized database to leverage the robust query and retrieval mechanism it
supports. In this paper, we report on a decentralized architecture for data and
service monetization based on blockchain technology. We developed Cowry, a
platform for publishing of metadata describing available resources (data or ser-
vices), discovery of published resources including fast search and filtering. Our
main contribution is a fully decentralized architecture that combines blockchain
and traditional distributed database to gain additional features such as efficient
query and retrieval of metadata stored on the blockchain.

2 Blockchain

Blockchain is not a new technology but an innovative marriage of ideas from well-
established fields such as public key cryptography [20], distributed consensus [10]
and peer-to-peer networking [19]. Blockchain is essentially a chain of blocks all
of which are maintained on participating nodes, which do not fully trust each
other, in a P2P network. Each block contains an ordered list of events (called
transactions) mutually agreed upon by all nodes in the network. The “chain”
results from each block referencing the cryptographic hash of the previous block;
the first block, called the genesis block does not reference any block. A distributed
consensus algorithm ensures the nodes agree on the block’s content through a
process called Mining.

2.1 Blockchain Ledger

Blockchain ledger is a distributed data structure comprising of “blocks” linked
together to form a chain. It was introduced with Bitcoin to solve the fundamental
problem of distributed digital currency - double spending [3] which is previously
trivially solved using a central authority. Blockchain removes the need for a
central trusted entity like a bank since all participants would have the full record
of all transactions - according to Nakamoto [22], “the only way to confirm the
absence of a transaction is to be aware of all transactions”.

Blocks: The structure of blockchain can be described as similar to a linked list
with the nodes in the linked list representing the blocks. Each block has a header
and a body. The block is identified by the cryptographic hash of its header. The
header contains a version number to indicate the rules used to verify the validity
of the block, the hash of the previous block header (this is what “chains” the
blocks together), the root of the Merkle tree [18], which is a hash of all the
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transactions in the block, the current Unix timestamp, and a nonce. The body
of the block contains the number of transactions and a list of the transactions.

Transactions: Transactions are instructions that assigns ownership right for
an amount of digital resource from the current owner signing the transaction
to the new owner specified in the transaction. The transaction is signed by the
private key of the sender and can be verified by the receiver using the sender’s
public key. The format of a transaction depends on the blockchain network,
however in general it includes the sender and recipient address, data payload
and the amount. After transactions are created by participating nodes, they are
propagated through the network in a P2P manner and verified by each node
before propagating further. Transactions can also be used to store arbitrary
data on the blockchain. This feature has been exploited in Bitcoin for different
use-cases such as notarizing the existence of a document or as a permanent
decentralized data store.

2.2 Blockchain Network

The blockchain network is a decentralized P2P network where each user or par-
ticipants interacts with the network via their node. To join the network, a com-
patible blockchain client is installed on the node. The network is decentralized
because there is no central server and continues to function even if some nodes
leave the network. Data from each node are validated by the receiving node and
then forwarded to other nodes it is connected to thus it is possible for a node to
receive multiple copies of the same data.

2.3 MultiChain

MultiChain [6] is a platform for creating and deploying private blockchains. The
motivation for the development of MultiChain was to solve some of the problems
identified with the use of Bitcoin, from which it was derived, for institutional
financial transactions. As a platform for private blockchain, it introduces fea-
tures that ensures only permitted nodes can participate in the network activities
including connecting, mining, and sending or receiving transactions. These per-
missions are configurable during the setup of the network and includes Boolean
parameters such as anyone-can-connect, anyone-can-mine etc. The MultiChain
permissions documentation [7] provides more details on these and other sup-
ported permissions. MultiChain differs from the Bitcoin in several ways includ-
ing different consensus mechanism – it uses a scheme called Mining Diversity –
direct support for third party assets and support for database-like feature via
MultiChain Streams [13].

Mining Diversity: MultiChain uses a round-robin scheme to determine which
permitted miner can append blocks to the chain. The idea is to limit the number
of blocks that a single miner can append within a given window using a network
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parameter called mining diversity which can be set to a value between 0 and 1
(inclusive) during the blockchain setup. Nodes only attempt to mine if they have
not mined any one of the spacing−1 previous blocks where spacing is calculated
by #permitted miners ∗ mining diversity else their blocks will be invalid.

Assets: Although a fork of Bitcoin core, MultiChain goes a step further by
allowing arbitrary third party tokenized assets (virtual tokens representing real
world assets) to be created and exchanged on the Blockchain. It enforces the
same or higher level of cryptographic security for the transfer of these assets.
One use of this feature is to create application-specific cryptocurrencies different
from the native one provided by the platform.

Streams: Another feature MultiChain support is called Streams. A MultiChain
Stream [14] is an append-only collection of items, implemented underneath as
blockchain transactions. This abstraction allows the blockchain to be used for
data retrieval and archival. Each item in a stream has 4 fields namely pub-
lisher(s), key, data, and timestamp. The key field allows data to be stored and
retrieved like in a key-value database, the timestamp enables stored data to be
retrieved in time order and the publisher field categorizes the items by their
authors for retrieval. By this implementation, a Stream allows three types of
databases on top the blockchain:

– Key-value database or document store
– Time series database
– Identity driven database

Oracle: Bitcoin and MultiChain supports two runtime parameters: blocknotify
and walletnotify, that allows external scripts to be run in response to some
transaction activity on the blockchain [8]. This external script can be seen as an
Oracle. An oracle is anything that is used to connect the blockchain to the off-
chain world. In our use-case, the oracle is a script that is triggered when certain
transaction activities occur on the blockchain. However, the use of oracle goes
beyond this use case of responding to a transaction. It is also very important in
retrieving input from the off-chain world.

2.4 Blockchain Characteristics

One of the primary feature of the blockchain is its ability to allow direct inter-
action between non-trusting parties, removing the need for a trusted authority.
This feature provides many additional benefits including lower costs (no need for
expensive central servers and backups) and redundancy. Other characteristics of
blockchain as discussed in the literature [5,33] are:

– Persistency: Once the transaction has been recorded on the blockchain, it
cannot be easily modified or falsified.
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– Anonymity: The real identity of the user is not revealed during interactions
on the blockchain as only a generated address is used for the transactions.
Although, this is not a guarantee of perfect anonymity as a careful analyst
can make connections between addresses and may be able to infer the user’s
real identity from such connections [17,27].

– Fault Tolerance: The blockchain ledger is replicated across all nodes, hence
providing redundancy even if any node fails or leaves the network.

– Transparency: Every participant of the network sees the same state of the
transactions recorded on the blockchain.

– Traceability: Traceability is an extension of the persistency and trans-
parency characteristics. Every transaction can be audited back till its very
beginning.

2.5 Blockchain Challenges

Despite the potentials of blockchain technology, it has some problems usually
associated with the public blockchain. Two main challenges found in the litera-
ture are:

– Scalability and Performance: This is considered one of the main criticism
for public blockchains in the literature especially by developers of private
blockchain platforms. Bitcoin for example can only process an average of
seven transactions per seconds. Other public blockchain platform have similar
performance limits especially when compared to traditional databases. Also,
blockchains does not scale well since each additional node still replicates and
processes the same transactions.

– Data and User Privacy: Since all the data on the blockchain are visible
to all the participants, it does not support data privacy by default. This
challenge is a major drawback especially in finance and legal use cases where
data privacy is very crucial. Also, although information about the owner of
a transaction is not revealed in the public blockchain address, this does not
guarantee complete user privacy.

In addition, the immutability of smart contracts makes any error in cod-
ing it very dangerous as was brought to light by the DAO hack [29] on the
Ethereum blockchain. With smart contract promising enforcing contracts on the
blockchain, there is the question of whether such contracts would also be legally
binding by default. Other challenges discussed in [33] include vulnerability to
selfish miners, weakness of current consensus mechanisms and miners’ central-
ization.

3 Related Works

Mǐsura and Žagar [21] described a model for a centralized data market place
for IoT data. They envisioned a cloud service that allows sensor owners register
their devices with relevant information about the sensor and the data it collects,
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and data consumers to query the system based on their requirement. Their plat-
form architecture addresses publishing and discovery using a centralized device
registry. Data from the sensor owners are first stored in a central measurement
database to provide efficient delivery to multiple consumers as well as caching.
Both the sensor owners and consumers interact with the platform using HTTP
requests. They also reported on a system for ensuring data providers remain hon-
est by evaluating the number of completed measurements divided by the number
of agreed measurements. This measure is visible to the data consumers. Details
of how the monetization would be implemented was not provided. Also, since
their implementation is centralized, it introduces security and privacy issues.

Robert et al. [26] proposed a generic framework for data monetization also
focusing on IoT data. The authors discussed considerations necessary for the
design of a framework based on a P2P architecture. They outlined a few key
requirements that such a platform should have including enabling information
publication and discovery, secure money transactions, encouraging competitive
pricing, using open standard-based platform, open market, and incentive for
data sharing. They also analyzed some existing state of the art platforms such
as Thingful (thingful.net), and concluded that none of them meets all the require-
ments. Still, a concrete design and/or implementation was not provided.

In [23], Noyen et al. proposed Bitcoin as a protocol for Sensing as a Ser-
vice (S2aaS). The authors identified three challenges in this space: sensor iden-
tification (uniquely identifying and authenticating sensor owners), sensor data
provenance (tracing sensor data and securing from manipulations) and low-cost
micropayment (incentives for sensor owners to share data). They also identified
some characteristics of the Bitcoin blockchain protocol that made it suitable
for S2aaS applications including decentralization, pseudonymity, and low fees.
A prototype of the idea was implemented by Wörner and von Bomhard [31].
The prototype consisted of three components: a sensor client, sensor repository
and a requester client. The sensor client was implemented as a web socket to
know when a payment has been made to the sensor address and it responds by
addressing and publishing a transaction to the blockchain for the data consumer
containing the requested data. The sensor repository was a centralized database
with RESTful HTTP API and web interface allowing the sensor requester to
search for desired sensor datasets. The authors identified a few challenges with
their implementation including that the sent data will be publicly readable by
every participant on the blockchain and scaling issues as more data is exchanged
and stored on the blockchain.

Similarly, Wörner [30] developed a prototype for a decentralized market place
for the exchange of data based on the 21 Bitcoin computer. Their motivation
was to “free” sensor’s data which they argued is “trapped in application-specific
environments” by providing financial incentives to share data. Their implemen-
tation also provided means of discovery using a centralized sensor registry based
on a MongoDB database.

Xu et al. [32] discussed a prototype of a platform for data monetization
using smart contracts. They considered two scenarios: one where the data owner

http://thingful.net
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publishes their data to the platform and the data consumer browses for and select
desired data set and the other, where the data consumers first pushes their jobs
to the platform and the data owner can select jobs to provide data for. In both
scenarios, the data owner is compensated for their data. The platform addresses
the requirement of publishing and discovery using smart contracts, for example
a dataset is registered by calling a dataset registry contract which stores descrip-
tion of the dataset along with a hash of the data; micro-payment infrastructures
provided by the underlying blockchain cryptocurrency and provenance data is
written for every event to the blockchain. The actual data is stored in an off-chain
storage platform due to the size. The authors also pointed out the need for a
reputation and rating mechanism to ensure that the data owners remain honest
especially in describing their dataset. The fact that the data is centrally stored
introduces the possibility of surveillance and data breaches. In addition, a clear
idea of how it would be implemented, including evaluation was not provided.

4 Platform Architecture

The goal of this work is to propose, design, implement and evaluate an archi-
tecture on top of blockchain technology for publishing, discovery and exchange
of data and services for cryptocurrency. The proposed system is called Cowry;
it is a decentralized data and services monetization platform built on top of a
blockchain providing users ability to trade their IoV/IoT data and services.

4.1 Design Considerations

In the design of the Cowry platform, we made certain design choices for the
architecture, including how cryptocurrencies, encryption and keys selection was
implemented.

Keys: Every account holder requires three different sets of keys:

– Account key, Ak: This is a public/private key pair generated by the under-
lying blockchain and used to sign every transaction made by the account. The
account holder blockchain address is derived from the public key.

– Encryption key, Ek: This is a 32-bit symmetric key that is provided by
the buyer each time a resource is to be shared. It is used to encrypt the
transaction details as well as the resource (or information about accessing it)
before writing it to the blockchain. The hash of this key is also required to
retrieve the resource from the blockchain after the transaction is complete.

– Sharing key, Sk: This is a public/private key pair used to secure the trans-
action before it is completed. The encryption key, Ek is encrypted with the
Sk public key of the data owner so it can use the private key to decrypt
it. The reasons we chose to use a different key-pair for sharing data and for
authenticating transactions are: (1) The account keys are built from Elliptic
Curve Digital Signature Algorithm (ECDSA) [16] in MultiChain blockchain
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platform and their primary purpose is for digital signatures. (2) Since the
Account key is tied to the user account, it is more secure to support new
encryption keys for each data exchange instead of reusing the account key for
all transactions.

Hashing and Encryption: Hashing and encryption are very important ele-
ments in our architecture. Because of the open nature of the blockchain, every-
thing published on it is visible to all network participants. To avoid this, we
encrypted sensitive information such as the resource shared before writing to
the blockchain ledger. We used AES (Advanced Encryption Standard) algo-
rithm (symmetric encryption) with a key size of 256 bits and CBC (Cipher
Block Chaining) encryption mode. For hashing, we used the SHA256 hashing
algorithm.

Cryptocurrency: The platform uses it own cryptocurrency independent of
that of the underlying blockchain native currency. The platform digital coin is
called cowrie (plural: cowries). It is traded for exchange of digital resources. Using
a currency different from the native currency of the blockchain platform helps
to make the architecture independent of the underlying blockchain platform.

4.2 Architecture

The proposed solution serves as a middleware providing operations on top of the
blockchain to utilize the infrastructure for exchanging data and services for cryp-
tocurrency. Figure 1 shows a high-level overview of our proposed architecture.

Fig. 1. High-level overview of Cowry architecture

The blockchain network (shown in Fig. 1) consists of a number of Cowry
nodes connected to each other to form a decentralized P2P network. Internally,
each Cowry node has three layers (shown in Fig. 2): application layer, middleware
layer and blockchain layer.
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Fig. 2. Architecture of Cowry nodes

Application Layer: The application layer consists of application specific com-
ponents and database. For example, this layer could contain an application run-
ning on a smart car along with its internal database which holds sensor data
collected from the car. The application can connect to the Cowry core using
RESTful web services to publish the data for trading.

Middleware Layer: The middleware layer consists of four components: Cowry
Core, Blockchain Connector, Cowry Web service and Cowry Database.

– Cowry Core: The Cowry core defines a set of operations that enables the
underlying blockchain to be used as a decentralized data and service market-
place. There are nine core operations provided by the Cowry middleware:

• Buy: This allows the data consumer to request for a resource (data or
service) published on the platform from the data owner. It requires the
buyer’s address as well as the resource unique identifier.

• Sell: This allows the data owner to automatically respond to a buy
request if it meets the price advertised. It is called automatically with
the transaction data of the buy request.

• Rate: This allows the data consumer to publish a rating between 0 and
1 for a transaction. It is called with details about the rating including the
rated transaction id, the purchased resource id and the data consumer’s
comment.

• Search: This allows a user to query the available data or jobs on the
platform. The query is run on the node’s local database and not on the
blockchain.
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• Sync: This is used to synchronize the blockchain with the Cowry
database. This is triggered automatically every time a new resource or
job is published.

• Retrieve: This is used to retrieved purchased resource from the
blockchain. It is called with the symmetric key used for the transaction.

• View: This allows a user to view the users, data, or jobs on the platform.
• Purge: This purges the local database (Cowry Database) of expired

entries. These entries are still available on the blockchain because of the
immutability of the blockchain.

• Register: This allows a user to register an account, a dataset or job on
the platform. It is called with a JSON object containing different fields
of information that can be published without encryption (thus visible to
all) on the blockchain.

– Blockchain Connector: The blockchain connector helps to achieve modu-
larity and a bit of independence from the underlying blockchain infrastructure
ensuring the possibility of implementing the same architecture for different
blockchains simply by using different blockchain specific connector. Also, this
decoupling ensures that majors changes to the blockchain implementation
does not require changing Cowry core.

– Cowry Web Service: The Cowry web service projects the operations of the
Cowry core as services to be consumed via HTTP requests.

– Cowry Database: This component represents the unique part of this work.
The Cowry database provides additional features for the platform that is
not currently efficient using the underlying blockchain for example indexing
for quick search and retrieval. The database caches some core data on the
blockchain and index it for quick search. This is a trade-off between additional
space (for the database) and performance improvement. A document style
database was used because it natively supports the JSON format used by
Cowry for storing the data on the blockchain.

Blockchain Layer: This layer contains the blockchain core client and local
copy of the blockchain ledger. The blockchain ledger records all the transaction
on the blockchain network. It was used to record all the interactions between
participants, store the metadata of the participants and the metadata of the
resource exchanged. As already mentioned, all data on the ledger is replicated
on every participating node in the network. The blockchain client used for our
prototype is MultiChain.

4.3 Sequence Diagrams

Figure 3 shows the process of buying and selling on the Cowry platform. The
buy transaction is initiated by a user interested in a resource published on the
Cowry platform. The sell transaction is initiated automatically by the seller’s
node if the buy requests meets the predetermined specification (e.g. price).
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Fig. 3. The process of buying and selling on Cowry platform

Fig. 4. The process of syncing and searching on Cowry platform

Figure 4 shows the Sync and Search process. Once the resource is uploaded
and the metadata saved on the blockchain, it triggers an oracle on all the partic-
ipating nodes which saves it to the Cowry database of that node. The metadata
can then be queried with values for its different fields. For example, a user can
query for dataset for a location, or type. The query goes directly to the Cowry
database instead of the blockchain.
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5 Evaluation

A prototype of the Cowry platform was built on top of a MultiChain private
blockchain with 3 nodes on Amazon Web Services (AWS), each having the fol-
lowing specification:

– Amazon Instance type t2.xLarge
– Ubuntu 16.04 LTS (64-bit) OS
– Intel Broadwell E5-2686v4 @ 2.3 GHz
– 16 GB RAM

Two metrics were used for determining the system performance: Throughput
and Response Time.

– Response Time: This is the time between when the client sends the request
and when it receives the response. It is measured in milliseconds (ms).

– Throughput: This is the maximum rate at which requests is handled by the
platform. It is calculated as:

number of requests/unit of time

where the time is measured from the start of the first request to the end of
the last requests. It is measured in requests/seconds.

The response time acts as a proxy for measuring the user experience as a
slow application lead to poor user experience. The throughput is a proxy for
the scalability of the platform by capturing the performance of the system as
the number of requests. Apache JMeter was used for the measurements. It is an
open source testing tool used for testing the performance of a variety of services,
including web services. The experiments would help determine the feasibility of
building a fully decentralized data monetization platform based on the Cowry
architecture.

The evaluation of the architecture focuses on the two primary operations
introduced in this work:

– Sync: This operation ensures that the Cowry database and the blockchain
are synchronized.

– Search: This operation allows flexible query of the resources metadata stored
on the blockchain (and cached on the Cowry database).

Two experiments were performed:

1. Varying the number of users simultaneously accessing the platform.
2. Varying the delay between users’ requests.
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Experiment 1 - Varying the Number of Users Simultaneously Access-
ing the Platform: This experiment measures the average response time and
throughput of the Sync and Search operation, while varying the number of users
making the requests. The number of users is 1, 2, 5, 10, 20, 50 and 100. The
average request is taken over 10 iterations.

Fig. 5. Average response time for Sync transactions

Figure 5 shows the average response time for the synchronization operation
on a single user node at 67 ms. This value rises to over 250 ms for Cowry nodes
supporting up to 100 users. The value indicates the time it takes the local Cowry
database to synchronize with the blockchain as it is updated with data by up to
100 users. The implication is any search operation conducted from that node
within that period before the Cowry database synchronizes would not give the
current state of the blockchain.

Fig. 6. Average response time for search transactions

Figure 6 shows the search operation on a single user node has an average
response time of 64 ms. The search was conducted for dataset from a particu-
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lar location and of a particular type. The first observation is that the average
response time for the sync and search transactions follows the same pattern. It
is fairly constant at about 67 ms for the up to 20 users before rising sharply
to 251 ms for 100 users. Nevertheless, the speed of the search also depends on
the amount of data to be retrieved. A more detailed experiment using standard
benchmarks would be required to effectively test the performance of the search
operation.

Fig. 7. Throughput for Sync transactions

Fig. 8. Throughput for search transactions

The throughput for the sync transaction (Fig. 7) of the node supporting only
a single user rises from about 8 requests per seconds to almost 200 requests
per seconds for nodes supporting up to 100 users making simultaneous requests.
This trend is very similar to that of the search transaction (Fig. 8) which also
rises from about 8 requests per seconds to about 190 requests per seconds. This
result suggests that the platform scales well.
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Experiment 2 - Varying the Delay Between Users’ Requests for 100
Users: In this experiment, the delay between the users’ requests was varied
from 250 ms to 1000 ms (with steps of 250 ms) for 100 users. Again, the average
request is taken over 10 iterations (Figs. 9 and 10).

Fig. 9. Average response time for Sync transactions - 100 users

Fig. 10. Average response time for search transactions - 100 users

The average response time for the Sync and Search transaction on a node
supporting 100 users making requests with delays from 250 ms to 1000 ms is
fairly constant. This result suggests that the delays does not impact on the
performance. However, the throughput measurement shows a fairly regular fall in
the number of requests per seconds for both the sync and search transactions as
the delay between requests is increase from 250 ms to 1000 ms. This is reasonable
as the delays impacts on the total time used for computing the throughput
(Figs. 11 and 12).
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Fig. 11. Throughput for Sync transactions - 100 users

Fig. 12. Throughput for search transactions - 100 users

6 Conclusion

Two required features of a data monetization platform are query and retrieval of
the metadata of the resources to be monetized. Centralized platforms rely on the
maturity of traditional NoSQL database systems to support these features. These
databases for example MongoDB allows for very efficient query and retrieval of
data it stores. However, centralized platforms come with a bag of security and
privacy concerns, making them not the ideal approach for a data monetization
platform. On the other hand, most existing decentralized platforms are only
partially decentralized. They, for example, leverage blockchain technology for its
support of cryptocurrency and micropayments and some of its other features but
still default to storing the traded resources metadata on a centralized database.

From our experiments, it can be concluded that the blockchain synchro-
nizes with the Cowry database, and the metadata can be searched at very low
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latency, indicating the scalability and efficiency of the architecture. By adopting
a modular implementation, any more efficient NoSQL document-style database
can be used instead of MongoDB and would still accomplish the same or bet-
ter results. The experiments also indicate that database features of robust and
flexible query and retrieval can be leveraged alongside the decentralization ben-
efits of the blockchain. The framework implemented in this work handles this
by fast local synchronization between the blockchain ledger and a traditional
NoSQL database system. The downside to the architecture is the additional
space required to store the synchronized data.

A future work would be to explore how other blockchain platforms can be
combined with traditional database systems with the aim of leveraging the
database matured features for building a data monetization platform. Some
of the blockchain platforms to investigate include Ethereum and Hyperledger
fabric, both of which supports smart contracts.
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Abstract. In recent years, product records become more common to merchan‐
dize sold in retail stores, but the current product record system used today can’t
assure product’s quality after products were transported through the whole supply
chain. During transportation, merchandise may be damaged accidentally or
condition changed. Those events do not get recorded because records are predom‐
inantly focused by manufacturers. Also in second hand market, product record
may be tampered or verification is weak. Nonexperiences buyers can’t distinguish
counterfeit because records are not trustworthy and outdated. By using the
concept borrowed from Bitcon, the advantage of the blockchain can be applied
to the product record system. Because of the characteristics of the blockchain
such as: decentralization, openness, and immutability, which can improve the
system. To achieve the goal, ownership of products is introduced and smart
contract is also embedded to further enhance the product record system.

Keywords: Blockchain · Product record · Ethereum · Security

1 Introduction

Counterfeits have caused both financial lost and may even damage company’s brand repu‐
tation in the current fast paced global market. To prevent counterfeit, manufacturers
currently use a “Product Record” which is a kind of physical sticker containing digital
information such as: Where and when a product was made, address of the manufacturer,
verification from a fair third party institution, etc. QR code (Quick Response Code) [1] is
widely used on brand product as a quick and convenient way to access product record by
consumer. When consumers scan a QR code picture using a mobile device, product record
stored in database will pop up instantly [2, 3]. Product record is extensively used in the
agricultural products and high value brand products. The former is to prevent pesticide
residue due to food safety; and the latter is to prevent counterfeit. Figure 1 shows an
example of “agriculture production & selling verified record” which published by Council
of Agriculture and this picture contains product name, verified institution, traceable serial
number, web page link and QR code. By scanning QR code, product information such as
famer name, package date, nutrition table, and even the whole planting schedule can be
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seen. In Fig. 1, QR code on the left will direct consumer to a webpage site (https://
taft.coa.gov.tw/) where details of this box of tomatoes can be seen.

Information of product stored in an authorized institution’s database is difficult to
update simultaneously during the process of shipping to distributer and retailer.
Currently, the system used is predominantly focused only on the manufacturer side, but
what happened during a supply chain will be ignored easily. Also a second-hand market
may have to rely on experience to distinguish whether the product is counterfeit or not.
The chance for those without experience or technique, to buy accidentally counterfeits
will increase. Thus the method using a blockchain based technique is introduced to
prevent situations above.

2 Preliminaries

Before implementing the method, some preliminaries should be established first. Block‐
chain is a continuously growling list of record served as an open, distributed ledger. Due
to its distinct characteristics, digital currency like Bitcon [4, 5] can be developed. Take
Bitcoin as an example: each Bitcoin block contains timestamp, previous block hash,
transaction data, and nonce value. It can be considered as a block of message holding
information that describes the current status. Figure 2 is a simple organization of Bitcoin.

Blockchain has following distinct characteristics to make it unique and interesting [6]:

A. Decentralization

The advantage of decentralization is that third party authorization is not needed. Data
can be stored across blockchain network, so the risk of holding information centrally
can be minimized [7]. If one of nodes in blockchain loses its data, the rest of nodes
always have a copy to fix this problem.

B. Openness

All nodes of the blockchain network have to be synchronized before joining a network.
Every user transaction can be traced back, so users can see what transactions have done
before. Many people and companies dedicated to the improvement and progression of

Fig. 1. Example of agricultural product record
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blockchain. Software engineers can use source code opened online to develop any
application they need.

C. Immutability

Before blockchain is formed, all nodes who participate in the blockchain system have
to guess the nonce value of message data. This action is called “Mining” and considered
as a proof of work. Just like lottery, these activities come with reward. If one miner is
lucky enough to guess the right nonce value, the miner can get rewarded with benefit.
After it is mined, a new block is created and added to blockchain. Therefore, the
messages packed into blockchain are nearly impossible to alter since malicious attackers
have to mine the whole blockchain from the starting block to the latest one.

3 Implementing System

In this section, process of implementing a blockchain based product record system will
be explained by using an example.

The system has to fit following requirements to obtain a safe and efficient usable
system.

1. Open Data

Users can search information of product they own or are going to buy easily without
any restrictions. For both merchant and costumer, openness means the fair trading
condition which is beneficial to an open market. The more information a user can reach
the more trust manufacturer can obtain from user.

2. Tamper Resistant

Data can’t be tampered to ensure correctness of information. If data can be changed by
an attacker, the foundation of product record will collapse. Therefore, it is crucial that
information is in a safe keeping condition. This requirement can be achieved by imple‐
menting blockchain, because each block has a hash number which points to previous

Fig. 2. Organization structure of blockchain
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block and every node have a copy of blockchain to ensure it is decentralized. These
characteristics make hostile tampering impossible [8, 9].

3. Record Traceability

All transaction should be traceable to ensure the product supply source is legit. Coun‐
terfeits may be blended into a real product in the supply chain if a retailer can’t tell where
product was made and when it was shipped. Timestamps in blockchain can be used to
keep supply chain intact, thus leaving no chance to counterfeits.

4. Decentralized

The system can run without central institution authorization but it still can be trust‐
worthy. This is especially important when most second hand product don’t have solid
verification to prove the product condition.

After knowing these essential terms above, the system can be built sequentially [10–17]
and system is shown in Fig. 3 below.

(1) Products are made

When a new product P is manufactured in factory F. Information such as company
prefix, product series number, manufacture time & address and ownership will be
broadcasted to every node in the Ethereum network. Then nodes start to mine a nonce
value. After being mined and approved by other nodes, message M1 containing infor‐
mation above will be packed into a block. Note that only brand licensed factories can
claim the initial product ownership.

(2) Products are distributed

When product is shipped to distributor D, transaction between manufacturer and distrib‐
utor will occur. First a distributor checks product’s ownership via the Ethereum platform
to ensure what he received is not counterfeited. Then the message “Product checked &
received” will be sent to Ethereum and the ownership of P is transferred from F to D.
The transaction information M2 will also be broadcasted to every node in Ethereum for
further blockchain mining. In block M2 there will be a pointer that points to previous
block M1. After the shipment is done, block M2 will be connected to previous block
M1, which form a simple blockchain. Both M1 and M2 can represent P’s condition, so
“Product Record of P” is formed. In each stage of the product supply chain distributors
and retailers can add new information to transaction blocks.

(3) Products are bought by customers

Customers in store can check P’s ownership and product record on the Ethereum network
before buying. Furthermore, when costumers decide to sell P to a second hand shop or
pawnshop, product record can prove that it is from legit manufacturer through the
qualified supply chain.

Product manufacturers and retailers are blockchain miners in product record system.
As nodes in Ethereum, factories and retailer create a private chain which is formed by
blocks containing product record. By implementing private chain, the cost of each block
can be reduced and also provides a costumer friendly environment.
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For instance, a France company which is famous for its fashion design purse decides
to launch its new product of classic series. This high-end product is anticipated by
consumers around the world. Counterfeits are foreseen to appear in the first week after
the launch day. A licensed factory in China will first claim the initial ownership of
product made. Then, the factory transfers its ownership to a cooperated transport
company before the cargo is shipped to America. The purse will be delivered to retailers
in the big city like New York and so does its ownership. While ownership of the purse
is transferred to next stage of the supply chain, more information about this product can
be added to the block. Consumer in store can view ownership record by using the
Ethereum network to make sure the purse they buy is not counterfeited. When the purse
is outdated, its owner can take it to a second hand shop hopping there still has a good

Fig. 3. Example of a blockchain based product record system
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price. The shop owner can check the product record of the purse to know when and
where it was made to determine the price offered.

The major difference between traditional product record and blockchain embedded
system is that events occurred during transportation or after product was sold can be
recorded and traced back. Without third party institution verification the product is still
worthy of trust because of block-chain’s tamper resistant. To those active second hand
market: automobiles, electronic products and high value goods, the blockchain based
system can ensure both quality and safety.

The blockchain based system also provides companies a better way to trace and
protect their products easily. Product managers can know where their products were
shipped correctly since blockchain is hard to tamper. By tracing product record inside
blockchain, maintenance engineers can find out information needed. A new product
management model will be implemented due to the blockchain embedded product record
system.

4 Conclusion

Thanks to the popularity of Bitcoin, Blockchain technology is widely used in e-
commerce. It explores software engineering to a brand new area. Product record system
is one of many subjects that can be improved by using blockchain. The main purpose
of inventing product record is to protect consumers from being deceived. In modern
society, security and efficiency are two major concerns of any new invented technology.
Especially security of financial data includes not only personal information but also
transaction data. Blockchain uses its distributed system to form a barrier that is hard to
break. This concept can be applied to many different research fields.

Still there are some open problems in the blockchain based system. How to determine
rewards to those who participate in mining? [18] If rewards are few, the motivation of
mining may be lost. How to balance system cost and profit using this system? How to
defense attack on Ethereum using DDoS [19–22] is another interesting issue. This
system may provide a structure for the improved product record system, and yet more
detail and practical operation can be further discussed.
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