Advances in Intelligent Systems and Computing 735

Ajith Abraham - Abdelkrim Haqiqg
Azah Kamilah Muda - Niketa Gandhi
Editors

Innovations in
Bio-Inspired
Computing and
Applications

Proceedings of the 8th International
Conference on Innovations in Bio-Inspired
Computing and Applications (IBICA 2017)
Held in Marrakech, Morocco,

December 11-13, 2017

@ Springer



Advances in Intelligent Systems and Computing

Volume 735

Series editor

Janusz Kacprzyk, Polish Academy of Sciences, Warsaw, Poland
e-mail: kacprzyk @ibspan.waw.pl



The series “Advances in Intelligent Systems and Computing” contains publications on theory,
applications, and design methods of Intelligent Systems and Intelligent Computing. Virtually
all disciplines such as engineering, natural sciences, computer and information science, ICT,
economics, business, e-commerce, environment, healthcare, life science are covered. The list
of topics spans all the areas of modern intelligent systems and computing.

The publications within “Advances in Intelligent Systems and Computing” are primarily
textbooks and proceedings of important conferences, symposia and congresses. They cover
significant recent developments in the field, both of a foundational and applicable character.
An important characteristic feature of the series is the short publication time and world-wide
distribution. This permits a rapid and broad dissemination of research results.

Advisory Board
Chairman

Nikhil R. Pal, Indian Statistical Institute, Kolkata, India
e-mail: nikhil @isical.ac.in

Members

Rafael Bello Perez, Universidad Central “Marta Abreu” de Las Villas, Santa Clara, Cuba
e-mail: rbellop@uclv.edu.cu

Emilio S. Corchado, University of Salamanca, Salamanca, Spain
e-mail: escorchado@usal.es

Hani Hagras, University of Essex, Colchester, UK
e-mail: hani @essex.ac.uk

Laszlo T. Koczy, Széchenyi Istvan University, Gy6ér, Hungary
e-mail: koczy @sze.hu

Vladik Kreinovich, University of Texas at El Paso, El Paso, USA
e-mail: vladik@utep.edu

Chin-Teng Lin, National Chiao Tung University, Hsinchu, Taiwan
e-mail: ctlin@mail.nctu.edu.tw

Jie Lu, University of Technology, Sydney, Australia
e-mail: Jie.Lu@uts.edu.au

Patricia Melin, Tijuana Institute of Technology, Tijuana, Mexico
e-mail: epmelin @hafsamx.org

Nadia Nedjah, State University of Rio de Janeiro, Rio de Janeiro, Brazil
e-mail: nadia@eng.uerj.br

Ngoc Thanh Nguyen, Wroclaw University of Technology, Wroclaw, Poland
e-mail: Ngoc-Thanh.Nguyen@pwr.edu.pl

Jun Wang, The Chinese University of Hong Kong, Shatin, Hong Kong
e-mail: jwang @mae.cuhk.edu.hk

More information about this series at http://www.springer.com/series/11156


http://www.springer.com/series/11156

Ajith Abraham - Abdelkrim Haqiq
Azah Kamilah Muda - Niketa Gandhi
Editors

Innovations 1n Bio-Inspired
Computing and Applications

Proceedings of the 8th International
Conference on Innovations in Bio-Inspired
Computing and Applications (IBICA 2017)
Held in Marrakech, Morocco,

December 11-13, 2017

@ Springer



Editors

Ajith Abraham Azah Kamilah Muda

Machine Intelligence Research Labs Faculty of Information and Communication

Auburn, WA Technology

USA Universiti Teknikal Malaysia Melaka
Durian Tunggal, Melaka

Abdelkrim Haqiq Malaysia

Faculty of Sciences and Techniques

Hassan 1st University Niketa Gandhi

Settat Machine Intelligence Research Labs

Morocco Auburn, WA
USA

ISSN 2194-5357 ISSN 2194-5365 (electronic)

Advances in Intelligent Systems and Computing

ISBN 978-3-319-76353-8 ISBN 978-3-319-76354-5 (eBook)

https://doi.org/10.1007/978-3-319-76354-5
Library of Congress Control Number: 2018935891

© Springer International Publishing AG, part of Springer Nature 2018

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.

The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made. The publisher remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.

Printed on acid-free paper
This Springer imprint is published by the registered company Springer International Publishing AG

part of Springer Nature
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland



Preface

Welcome to the Proceedings of the 8th International Conference on Innovations in
Bio-Inspired Computing and Applications (IBICA 2017). IBICA 2017 was orga-
nized in conjunction with 13th International Conference on Information Assurance
and Security (IAS 2017). Conferences were held at Mogador Hotels & Resorts,
Marrakech, Morocco, during December 11-13, 2017. IBICA-IAS 2017 confer-
ences are jointly organized by the Machine Intelligence Research Labs (MIR Labs),
USA, and Faculty of Sciences and Techniques, Hassan 1st University, Settat,
Morocco.

The aim of IBICA is to provide a platform for world research leaders and
practitioners, to discuss the “full spectrum” of current theoretical developments,
emerging technologies, and innovative applications of bio-inspired computing.
Bio-inspired computing is currently one of the most exciting research areas, and it is
continuously demonstrating exceptional strength in solving complex real-life
problems.

The themes of the contributions and scientific sessions range from theories to
applications, reflecting a wide spectrum of the coverage of bio-inspired computing,
intelligent systems, and its applications. IBICA 2017 received submissions from
over 18 countries, and each paper was reviewed by at least 5 reviewers in a standard
peer-review process. Based on the recommendation by 5 independent referees,
finally 33 papers were accepted for publication in the proceedings published by
Springer-Verlag.

Many people have collaborated and worked hard to produce a successful IBICA
2017 conference. First and foremost, we would like to thank all the authors for
submitting their papers to the conference, for their presentations and discussions
during the conference. Our thanks go to Program Committee members and
reviewers, who carried out the most difficult work by carefully evaluating the
submitted papers. Our special thanks to Oscar Castillo (Tijuana Institute of
Technology, Tijuana, Mexico) and Alexander Gelbukh (Instituto Politécnico
Nacional, Mexico City, Mexico) for the exciting plenary talks.



vi Preface

We express our sincere thanks to special session chairs and organizing com-
mittee chairs for helping us to formulate a rich technical program.

Abdelkrim Haqiq
Ajith Abraham
IBICA 2017 - General Chairs



IBICA 2017 Organization

Honorary Chairs
Ahmed Nejmeddine

Houssine Bouayad

General Chairs

Abdelkrim Haqiq

Ajith Abraham

General Co-chairs

Layth Sliman
Adel M. Alimi

PC Co-chairs

Antonio J. Tallon-Ballesteros
Nelishia Pillay

Millie Pant

Huang Dijiang

Nizar Rokbani

Ghita Mezour

President of Hassan 1st University, Settat,
Morocco

Acting Dean of FST, Hassan 1st University,
Settat, Morocco

GREENTIC, FST, Hassan 1st University, Settat,
Morocco
MIR Labs, USA

EFREI, Paris, France
University of Sfax, Tunisia

University of Seville, Spain

University of Pretoria, South Africa

Indian Institute of Technology Roorkee, India
Arizona State University, USA

University of Sousse, Tunisia

International University of Rabat, Morocco

vii



viii
Advisory Board

Albert Zomaya
Bruno Apolloni
Hideyuki Takagi
Imre J. Rudas
Janusz Kacprzyk
Javier Montero
Krzysztof Cios
Mario Koeppen
Patrick Siarry
Salah Al-Sharhan

Sebastian Ventura
Vincenzo Piuri

Publication Chairs

Azah Kamilah Muda
Niketa Gandhi

Web Service

Kun Ma

Publicity Chair

Brahim Ouhbi

Organizing Chairs

Jaouad Dabounou
Mohamed Hanini
Mohamed Chakraoui

IBICA 2017 Organization

The University of Sydney, Australia

University of Milano, Italy

Kyushu University, Japan

Obuda University, Hungary

Polish Academy of Sciences, Poland

Complutense University of Madrid, Spain

Virginia Commonwealth University, USA

Kyushu Institute of Technology, Japan

Université Paris-Est Créteil, France

Gulf University of Science and Technology,
Kuwait

University of Cordoba, Spain

Universita degli Studi di Milano, Italy

UTeM, Malaysia
Machine Intelligence Research Labs, USA

University of Jinan, China

ENSAM, Moulay Ismail University, Mekne¢s,
Morocco

FST, Hassan 1st University, Settat, Morocco
FST, Hassan 1st University, Settat, Morocco

Multidisciplinary Faculty of Khouribga, Morocco



IBICA 2017 Organization
Organizing Committee

Youmna El Hiss
Ayman Hadri
Amine Maarouf
Ahmed Boujnoui
Hamid Taramit
Adnane El Hanjri
El Mehdi Kandoussi

FST, Hassan 1st University, Settat, Morocco
FST, Hassan 1st University, Settat, Morocco
xHub, Technopark, Casablanca, Morocco

FST, Hassan 1st University, Settat, Morocco
FST, Hassan 1st University, Settat, Morocco
FST, Hassan 1st University, Settat, Morocco
FST, Hassan 1st University, Settat, Morocco

International Program Committee

H. El Bakkali

Abdelkrim Haqiq
Abderrahim Beni Hssane

Ajith Abraham

Alan Barton

Alberto Cano

Antonio J. Talléon Ballesteros
Aswani Cherukuri

Azah Kamilah Muda
Brahim Ouhbi

Enrique Dominguez
Francisco Martine

Ghizlane Orhanou
Haresh Suthar

Josu Ceberio
Julio Cesar Nievola

Julio Ponce

Kang Tai
Katsuhiro Honda
Kelemen Arpad
Leticia Hernando
Lin Wang
Lubna Gabralla

University Mohammed V Rabat ENSIAS, Rabat,
Morocco

Hassan 1st University, Morocco

Chouaib Doukkali University, El Jadida,
Morocco

Machine Intelligence Research Labs, USA

Carleton University, Canada

University of Cérdoba, Spain

Universidad de Sevilla, Spain

VIT University, India

Universiti Teknikal Malaysia Melaka, Malaysia

Université Moulay Ismail, Morocco

Universidad de Malaga, Spain

National Institute of Astrophysics,
Optics and Electronics, France

Faculté des Sciences, Université Mohammed
V-Agdal, Rabat, Morocco

Panipat Institute of Engineering & Technology,
India

University of the Basque Country, Spain

Pontificia Universidade Catolica do Parana,
Brazil

Universidad Auténoma de Aguascalientes,
Mexico

Nanyang Technological University, Singapore

Osaka Prefecture University, Japan

University of Maryland, USA

The University of the Basque Country, Spain

Jinan University, China

Sudan University of Science and Technology,
Sudan



Ludwig Simone

Mario I. Chacon-Murguia

Mauro Gaggero

Millie Pant

Mohammad Shojafar

Mostafa Ezziyyani

Niketa Gandhi

Nizar Rokbani

Oscar Castillo

Oscar Gabriel Reyes Pupo

Otoniel Lopez Granado

Patrick Siarry

Paulo Carrasco

Pedro Antonio Gutierrez

Pedro Coelho

Pranab Muhuri

Roberto Antonio Véazquez
Espinoza De Los Monteros

Roberto Armenise

Rung-Ching Chen

Rushed Kanawati

Said El Hajji

Said El Kafhali
Shantanu Ghosh
Shing Chiang Tan
Swati Vshinde
Tarun Sharma
Tzung Pei Hong
Uwe Tangen
Varun Kumar Ojha

Vincenzo Piuri
Wiladyslaw Homenda
Xianneng Li

Yassine Maleh

Yi Mei

Ying Ping Chen
Zahi Jarir

IBICA 2017 Organization

North Dakota State University, USA

Instituto Tecnologico de Chihuahua II, Mexico
Consiglio Nazionale delle Ricerche, Italy
Indian Institute of Technology Roorkee, India
Sapienza University of Rome, Italy
Abdelmalek Essaadi University, Morocco
Machine Intelligence Research Labs, USA
Ecole Nationale d’Ingénieurs de Sfax, Tunisia
Instituto Tecnoldgico de Tijuana, Mexico

The University of Central Oklahoma, USA
Miguel Hernandez University, Spain
Université de Paris, France

Universidade do Algarve, Portugal
Universidad Loyola Andalucia, Spain
Universidade do Estado do Rio de Janeiro, Brazil
South Asian University, India

Lasallistas de Corazon, Mexico

Poste Italiane S.p.A., Italy

Chaoyang University of Technology, Taiwan

Université Paris 13, France

Faculté des Sciences, Universit¢ Mohammed
V-Agdal, Rabat, Morocco

Hassan 1st University, Morocco

Harvard University, UK

Multimedia University, Malaysia

Pimpri Chinchwad College of Engineering, India

Indian Institute of Technology Roorkee, India

National University of Kaohsiung, Taiwan

Ruhr-Universitdt Bochum, Germany

Swiss Federal Institute of Technology,
Switzerland

Universita degli Studi di Milano, Italy

Warsaw University of Technology, Poland

Dalian University of Technology, China

Hassan st University, Settat, Morocco

RMIT University, Australia

National Chiao Tung University, Taiwan

Cadi Ayyad University, Morocco



IBICA 2017 Organization
Additional Reviewers

Abdelali El Bouchti
Arun Kumar Sangaiah
Brahim Ouhbi

El Moukhtar Zemmouri
Ghizlane Orhanou
Hanini Mohamed
Kamal Oudidi

Kusum Deep
Mohamed Hanini
Mohamed Moughit
Mohammed Ridouani
Oussama Mjihil

Said El Kafhali
Sambit Bakshi
Trivedi Kishor
Yassine Maleh
Yassine Sadqi

Omar Iraqui
Jesus Benito-Picazo
Prashant K. Gupta

xi

Bournemouth University, UK

VIT University, Tamil Nadu, India

Moulay Ismail University, Mekneés, Morocco

Moulay Ismail University, Meknes, Morocco

Mohammed V University of Rabat, Morocco

Hassan 1st University, Morocco

National School of Computer and Systems
Analysis, Rabat, Morocco

Indian Institute of Technology Roorkee, India

Hassan 1st University, Morocco

Hassan 1st University, Morocco

GREENTIC/EST, UH2C, Casablanca, Morocco

Hassan 1st University, Morocco

Hassan 1st University, Morocco

National Institute of Technology Rourkela, India

Duke University, NC, USA

Hassan 1st University, Morocco

University Sultan Moulay Slimane, Beni Mellal,
Morocco

University of Milan, Milano, Italy

University of Malaga, Malaga, Spain

South Asian University, India



Contents

Dynamic Parameter Adaptation Using Interval Type-2 Fuzzy

Logic in Bio-Inspired Optimization Methods . . . .................. 1
Oscar Castillo, Frumen Olivas, and Fevrier Valdez
Reducing Blackhole Effect in WSN . .. ... ... ... .. ... .......... 13

Sana Akourmis, Youssef Fakhri, and Moulay Driss Rahmani

Minimum Spanning Tree in Trapezoidal Fuzzy Neutrosophic

Environment . ... ... ... ... 25
Said Broumi, Assia Bakali, Mohamed Talea, Florentin Smarandache,

and Vakkas Ulucay

Differential Evolution Assisted MUD for MC-CDMA Systems

Using Non-orthogonal Spreading Codes . . . ... ................... 36
Atta-ur-Rahman, Kiran Sultan, Nahier Aldhafferi,

and Abdullah Algahtani

Solving the Problem of Distribution of Fiscal Coupons

by Using a Steady State Genetic Algorithm ... ............... .... 49
Qéndresé Hyseni, Sule Yildirim Yayilgan, Bujar Krasniqi,

and Kadri Sylejmani

A Survey of Cross-Layer Design for Wireless Visual
Sensor Networks . ......... . ... ... . ... . .. . ... ... 60
Afaf Mosaif and Said Rakrak

An IPv6 Flow Label Based Approach for Mobile IPTV Quality
of Service . . . ... ... 69
Mohamed Matoui, Noureddine Moumkine, and Abdellah Adib

NWP Model Revisions Using Polynomial Similarity Solutions
of the General Partial Differential Equation. . . . .. ... ... ... ...... 81
Ladislav Zjavka, Stanislav Misak, and Lukas Prokop

Xiii



Xiv Contents

Energy Consumption and Cost Analysis for Data Centers

with Workload Control .. .......... ... ....................... 92
Abdellah Ouammou, Mohamed Hanini, Said El Kafhali,

and Abdelghani Ben Tahar

A Stochastic Game Analysis of the Slotted ALOHA Mechanism
Combined with ZigZag Decoding and Transmission Cost . .......... 102
Ahmed Boujnoui, Abdellah Zaaloul, and Abdelkrim Hagqiq

Analytic Approach Using Continuous Markov Chain to Improve
the QoS of a Wireless Network .. ............................. 113
Adnane El Hanjri, Abdellah Zaaloul, and Abdelkrim Haqiq

Determining and Evaluating the Most Route Lifetime
as the Most Stable Route Between Two Vehicles in VANET . .. ... ... 125
Mohamed Nabil, Abdelmajid Hajami, and Abdelkrim Haqiq

Reverse Extraction of Early-Age Hydration Kinetic Equation

of Portland Cement Using Gene Expression Programming

with Similarity Weight Tournament Selection . . .................. 133
Mengfan Zhi, Zigiang Yu, Bo Yang, Lin Wang, Liangliang Zhang,

Jifeng Guo, and Xuehui Zhu

Performance Improvement of Bio-Inspired Strategies
Through Feedback Laws . .. ........ ... ... ... ... ... ......... 143
Lairenjam Obiroy Singh and R. Devanathan

A Semantic Approach Towards Online Social Networks
Multi-aspects Analysis . ............ ... ... ... . . ... ... 157
Asmae El Kassiri and Fatima-Zahra Belouadha

Towards a New Generation of Wheelchairs Sensitive

to Emotional Behavior of Disabled People . . . ... ................. 169
Mohamed Moncef Ben Khelifa, Hachem A. Lamti,

and Adel M. Alimi

A Comprehensive Technical Review on Security Techniques
and Low Power Target Architectures for Wireless Sensor Networks . . . 178
Abdulfattah M. Obeid, Manel Elleuchi, Mohamed Wassim Jmal,
Manel Boujelben, Mohamed Abid, and Mohammed S. BenSaleh

A Closed Form Expression for the Bit Error Probability
for Majority Logic Decoding of CSOC Codes over I'I" Channels. . . . .. 200
Souad Labghough, Fouad Ayoub, and Mostafa Belkasmi

Straightforward MAAS to Ensure Interoperability
in Heterogeneous Environment . .............................. 211
Majda Elhozmari and Ahmed Ettalbi



Contents XV

A Capability Maturity Framework for IT Security Governance

in Organizations. . . . ....... ... ... .. ... .. . ... ... 221
Yassine Maleh, Abdelkbir Sahid, Abdellah Ezzati,

and Mustapha Belaissaoui

System Multi Agents for Automatic Negotiation of SLA
in Cloud Computing. . .. .......... . ... ... ... .. . . ... 234
Zineb Bakraouy, Amine Baina, and Mostafa Bellafkih

A Comparison Between Modeling a Normal and an Epileptic
State Using the FHN and the Epileptor Model . . . .. ............... 245
R. Jarray, N. Jmail, A. Hadriche, and T. Frikha

Modeling the Effect of Security Measures on Electronic
Payment Risks . .. ... ... . ... ... . ... 255
Marie Ndaw, Gervais Mendy, and Samuel Ouya

Modeling an Anomaly-Based Intrusion Prevention System

Using Game Theory . ... ... ... ... ... ... . .. .. .. . ... 266
El Mehdi Kandoussi, Iman El Mir, Mohamed Hanini,

and Abdelkrim Haqiq

Optimized Security as a Service Platforms via Stochastic

Modeling and Dynamic Programming . ......................... 277
Oussama Mjihil, Hamid Taramit, Abdelkrim Hagqiq,

and Dijiang Huang

Multi-view Web Services as a Key Security Layer in Internet
of Things Architecture Within a Cloud Infrastructure. . ............ 288
Anass Misbah and Ahmed Ettalbi

Access Domain-Based Approach for Anomaly Detection

and Resolution in XACML Policies . ... ........................ 298
Maryem Ait El Hadj, Yahya Benkaouz, Ahmed Khoumsi,

and Mohammed Erradi

Biometric Template Privacy Using Visual Cryptography . ........... 309
Sana Ibjaoun, Anas Abou El Kalam, Vincent Poirriez,
and Abdellah Ait Ouahman

Scalable and Dynamic Network Intrusion Detection

and Prevention System . . ... ...... ... . ... ... 318
Safaa Mahrach, Oussama Mjihil, and Abdelkrim Haqiq
A Hybrid Feature Selection for MRI Brain Tumor Classification . . . . . 329

Ahmed Kharrat and Mahmoud Neji

A Statistical Analysis for High-Speed Stream Ciphers . .. ........... 339
Youssef Harmouch and Rachid El Kouch



XVi Contents

Weighted Access Control Policies Cohabitation
in Distributed Systems . . ... ....... . ... .. ... ... ... ... 350
Asmaa Fl Kandoussi and Hanan El Bakkali

A Comparative Study on Access Control Models
and Security Requirements in Workflow Systems . ................ 361
Monsef Boughrous and Hanan El Bakkali

Author Index. . . ... .. .. . ... 375



®

Check for
updates

Dynamic Parameter Adaptation Using Interval
Type-2 Fuzzy Logic in Bio-Inspired
Optimization Methods

Oscar Castillo(x), Frumen Olivas, and Fevrier Valdez

Tijuana Institute of Technology, Calzada Tecnologico s/n, Tomas Aquino, 22379 Tijuana, Mexico
{ocastillo, fevrier}@tectijuana.mx, frumen@msn.com

Abstract. In this paper we perform a comparison of the use of type-2 fuzzy logic
in two bio-inspired methods: Ant Colony Optimization (ACO) and Gravitational
Search Algorithm (GSA). Each of these methods is enhanced with a methodology
for parameter adaptation using interval type-2 fuzzy logic, where based on some
metrics about the algorithm, like the percentage of iterations elapsed or the diver-
sity of the population, we aim at controlling their behavior and therefore control
their abilities to perform a global or a local search. To test these methods two
benchmark control problems were used in which a fuzzy controller is optimized
to minimize the error in the simulation with nonlinear complex plants.

Keywords: Interval type-2 fuzzy logic - Ant Colony Optimization
Gravitational Search Algorithm - Dynamic parameter adaptation

1 Introduction

Bio-inspired optimization algorithms can be applied to most combinatorial and continuous
optimization problems, but for different problems need different parameter values, in order
to obtain better results. There are in the literature, several methods aim at modeling better
the behavior of these algorithms by adapting some of their parameters [18, 19], introducing
different parameters in the equations of the algorithms [4], performing a hybridization with
other algorithm [17], and using fuzzy logic [5-9, 14, 16].

In this paper a methodology for parameter adaptation using an interval type-2 fuzzy
system is presented, where on each method a better model of the behavior is used in
order to obtain better quality results.

The proposed methodology has been previously successfully applied to different bio-
inspired optimization methods like BCO (Bee Colony Optimization) in [1], CSA
(Cuckoo Search Algorithm) in [3], PSO (Particle Swarm optimization) in [5, 7], ACO
(Ant Colony Optimization) in [6, 8], GSA (Gravitational Search Algorithm) in [9, 16],
DE (Differential Evolution) in [10], HSA (Harmony Search Algorithm) in [11], BA (bat
Algorithm) in [12] and in FA (Firefly Algorithm) in [15].

The algorithms used in this research are ACO (Ant Colony Optimization) from [8]
and GSA (Gravitational Search Algorithm) from [9], each one with dynamic param-
eter adaptation using an interval type-2 fuzzy system. Fuzzy logic proposed by Zadeh

© Springer International Publishing AG, part of Springer Nature 2018
A. Abraham et al. (Eds.): IBICA 2017, AISC 735, pp. 1-12, 2018.
https://doi.org/10.1007/978-3-319-76354-5_1
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in [20-22] help us to model a complex problem, with the use of membership func-
tions and fuzzy rules, with the knowledge of a problem from an expert, fuzzy logic
can bring tools to create a model and attack a complex problem.

The contribution of this paper is the comparison between the bio-inspired methods
which use an interval type-2 fuzzy system for dynamic parameter adaptation, in the
optimization of fuzzy controllers for nonlinear complex plants. The adaptation of
parameters with fuzzy logic helps to perform a better design of the fuzzy controllers,
based on the results which are better than the original algorithms.

2 Bio-Inspired Optimization Methods

ACO is a bio-inspired algorithm based on swarm intelligence of the ants, proposed by
Dorigo in [2], where each individual helps each other to find the best route from their
nest to a food source. Artificial ants represent the solutions to a particular problem, where
each antis a tour and each node is a dimension or acomponent of the problem. Biological
ants use pheromone trails to communicate to other ants which path is the best and the
artificial ant tries to mimic that behavior in the algorithm.

Artificial ants use probability to select the next node using Eq. 1, where with this
equation calculate the probability of an ant & to select the node j from node i.

7

L= - , YJEN, (1)
! > € Nf [Tﬂ] [”f[]ﬂ

The components of Eq. 1 are: P* is the probability of an ant & to select the node j from
node i, 7; represents the pheromone in the arc that joins the nodes i and j and #;; repre-
sents the visibility from node i to node j, with the condition that node j must be in the
neighborhood of node i. Also like in nature the pheromone trail evaporates over time, and
the ACO algorithm uses Eq. 2 to simulate the evaporation of pheromone in the trails.

7, < (l=-pz; V@) EL 2)

The components of Eq. 2 are: 7;; representing the pheromone trail in the arc that joins
the nodes i and j, p represents the percentage of evaporation of pheromone, and this
equation is applied to all arcs in the graph L.

There are more equations for ACO, but these two equations are the most important
in the dynamics of the algorithm, also these equations contain the parameters used to
model a better behavior of the algorithm using an interval type-2 fuzzy system.

GSA proposed by Rashedi in [13], is a population based algorithm that uses laws of
physics to update its individuals, more particularly uses the Newtonian law of gravity
and the second motion law. In this algorithm each individual is considered as an agent,
where each one represent a solution to a problem and each agent has its own mass and
can move to another agent. The mass of an agent is given by the fitness function, agents
with bigger mass are better. Each agent applies some gravitational force to all other
agents, and is calculated using Eq. 3.
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The components of Eq. 3 are: F 5 is the gravity force between agents i and j, G is the
gravitational constant, M), is the mass of agent i or passive mass, and M,; is the mass of
agent j or active mass, R;; is the distance between agents i and j, ¢ is an small number used

to avoid division by zero, xj" is the position of agent j and xf’ is the position of agent j.
The gravitational force is used to calculate the acceleration of the agent using Eq. 4.

al(ny = —— “)

The components of Eq. 4 are: a? is the acceleration force of agent i, F* l" is the gravi-
tational force of agent i, and M;; is the inertial mass of agent i.

In GSA the gravitational constant G from Eq. 3, unlike in real life here it can be
variable and is given by Eq. 5.

G =G, """ 5)

The components of Eq. 5 are: G is the gravitational constant, G, is the initial gravi-
tational constant, « is a parameter defined by the user of GSA and is used to control the
change in the gravitational constant, ¢ is the actual iteration and 7 is the total number of
iterations. To control the elitism GSA uses Eq. 6 to allow only the best agents to apply
their force to other agents, and in initial iterations all the agents apply their force but
Kbest will decrease over time until only a few agents are allowed to apply their force.

Fly=" Y randFi) ©)

JjEKbest j#1

The components of Eq. 6 are: Fid is the new gravity force of agent i, Kbest is the
number of agents allowed to apply their force, sorted by their fitness the best Kbest agent
can apply their force to all other agents, in this equation j is the number of dimension of
agent i.

3 Methodology for Parameter Adaptation

The optimization methods involved in this comparison have dynamic parameter adap-
tation using interval type-2 fuzzy systems, and each of these adaptations are described
in details for ACO in [8] and for GSA in [9]. The way in which this adaptation of
parameters was performed is as follows: first a metric about the performance of the
algorithms needs to be created, in this case the metrics are a percentage of iteration
elapsed described by Eq. 7 and the diversity of individuals described by Eq. 8, then after
the metrics are defined we need to select the best parameters to be dynamically adjusted,
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and this was done based on experimentation with different levels of all the parameters
of each optimization method.

. Current Iteration
Iteration = - - @)
Maximum of Iterations

The components of Eq. 7 are: Iteration is a percentage of the elapsed iterations,
current iteration is the number of elapsed iterations, and maximum of iterations is the
total number iterations set for the optimization algorithm to find the best possible
solution.

ng n,

. . 1 -2

Diversity(S(t)) = py ; ; (X,-j(t) xj(t)) 3)
The components of Eq. 8 are: Diversity(S) is a degree of dispersion of the population
S, n, is the number of individuals in the population S, n, is the number of dimensions in
each individual from the population, x; is the j dimension of the individual i, fested x; is
the j dimension of the best individual in the population. After the metrics are defined
and the parameters selected, a fuzzy system is created to adjust just one parameter, and
with this obtain a fuzzy rule set to control this parameter, and for all the parameters we
need to do the same, and at the end only one fuzzy system will be created to control all
the parameters at the same time combining all the created fuzzy systems. The proposed
methodology for parameter adaptation is illustrated in Fig. 1, where it has the optimi-

zation method, which has an interval type-2 fuzzy system for parameter adaptation.

Fuzzy System For
Parameter Adaptation

<€

Metrics | == — —

Il Optimization
Parameters 1 Algorithm

o e

Fig. 1. General scheme of the proposal for parameter adaptation

Figure 1 illustrates the general scheme for parameter adaptation, in which the bio-
inspired optimization algorithm is evaluated by the metrics and these are used as inputs
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for the interval type-2 fuzzy system, which will adapt some parameters of the optimi-
zation algorithm based on the metrics and the fuzzy rules. Then this method with param-
eter adaptation will provide the parameters or solutions for a problem, in this case the
parameters for the fuzzy system used for control. The final interval type-2 fuzzy systems
for each optimization method are illustrated in Figs. 2 and 3 respectively, for ACO and
GSA correspondingly. Each of these fuzzy systems has iteration and diversity as inputs,
with a range from O to 1 using the Eqs. 7 and 8 correspondingly to each input, and two

o Wiedum G Tow  Wedurmiow Wedium Medumign  Figh

01 02 03 04 05 06 07 08 09 01 02 03 04 05 06 07 08 09

Iteration Alpha
Mamdani

= Tedu Figh Tow  Wegumlow Wedum Medummigh  Figh

o (9 Rules)

01 02 03 04 05 06 07 08 09

01 02 03 04 05 06 07 08 09

Diversity Rho

Fig. 2. Interval type-2 fuzzy system for parameter adaptation in ACO

o Wdom i T Weduley  Wedum  Weawrg AR

01 07 03 04 05 06 07 o6 09

W w b m e 0 e %
Iteration Alpha
Mamdani

=3 Vel Wt Vel

— (9 Rules)

01 02 05 04 05 06 07 08 09

02 05 04 05 06 07 05 08

Diversity Kbest

Fig. 3. Interval type-2 fuzzy system for parameter adaptation in GSA
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outputs but these differs from each optimization method because each one has its own
parameters to be dynamically adjusted.

The interval type-2 fuzzy system from Fig. 2 has two inputs and two outputs, the
inputs are granulated into three type-2 triangular membership functions and the outputs
into five type-2 triangular membership functions, and nine rules, in this case the param-
eters to be dynamically adjusted over the iterations are a (alpha) and p (rho) from
Egs. 1 and 2 respectively, both with a range from O to 1.

The interval type-2 fuzzy system from Fig. 3 has iteration and diversity as inputs
with three type-2 triangular membership functions and two outputs, which are the
parameters to be adjusted in this case, a (alpha) with a range from O to 100 and Kbest
from O to 1, each output is granulated into five type-2 triangular membership functions
with a fuzzy rule set of nine rules. The parameters a (alpha) and Kbest are from Eqgs. 5
and 6 respectively.

4 Problems Statement

The comparison of ACO and GSA is through the optimization of a fuzzy controller from
two different non-linear complex plants, where these two problems use a fuzzy system
for control. The first problem is the optimization of the trajectory of an autonomous
mobile robot and the objective is to minimize the error in the trajectory, the robot has
two wheeled motors and one stabilization wheel, it can move in any direction. The
desired trajectory is illustrated in Fig. 4, where first the robot must start from point (0,
0) and it needs to follow the reference using the fuzzy system from Fig. 5 as a controller.
The reference illustrated in Fig. 4 helps in the design of a good controller because it uses
only nonlinear trajectories, to assure that the robot can follow any trajectory.

H T T —Reference |

Fig. 4. Trajectory for the autonomous mobile robot
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Fig. 5. Fuzzy controller for the autonomous mobile robot

The fuzzy system used for control illustrated in Fig. 5, and uses the linear and angular
errors to control the motorized wheels of the robot. In this problem the optimization
methods will aim at finding better parameters for the membership functions, using the
same fuzzy rule set. The second problem is the automatic temperature control in a
shower, and the optimization method will optimize the fuzzy controller illustrated in
Fig. 6, which will try to follow the flow and temperature references. The fuzzy system
used as control is illustrated in Fig. 6 and has two input variables, temperature and flow;
afuzzy rule set of nine rules and two outputs cold and hot is presented. The fuzzy system
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Fig. 6. Fuzzy controller for the automatic temperature control in a shower
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uses the inputs and with the fuzzy rules to control the open-close mechanism of the cold
and hot water.

S Simulations, Experiments and Results

The optimization methods were applied to the optimization of the membership functions
of the fuzzy system used as controllers for the two problems described in Sect. 4. Using
the parameters from Table 1, each method was applied to both problems. In the case of
the problem of the trajectory of an autonomous mobile robot there are 40 points to be
search for all the membership functions, and in the problem of the automatic temperature
control in a shower there are 52 points. The methods to be compared are: the original
ACO method, ACO with parameter adaptation, original GSA method and GSA with
parameter adaptation.

Table 1. Parameters for each optimization method

Parameter | Original | ACO with parameter | Original GSA GSA with parameter
ACO adaptation adaptation
Population | 30 30 30 30
Iterations 50 50 50 50
o (Alpha) 1 Dynamic 40 Dynamic
p (Beta) 2 2
p (Rho) 0.1 Dynamic
Kbest Linear decreasing | Dynamic
from 100% to 2%
Gy 100 100

The parameters from Table 1 are a challenge for the optimization methods, because
there are only 50 iterations to found the best possible fuzzy controller for each problem.
This is a good manner to show the advantages of the proposed methodology for param-
eter adaptation using an interval type-2 fuzzy system. Table 2 contains the results of
applying all the optimization methods to the optimization of the fuzzy controller for an
autonomous mobile robot, the average is from 30 experiments (with Mean Square Error
(MSE)) and results in bold are best, the 30 experiments means that each method was

Table 2. Results of the simulations with the robot problem

MSE Original ACO with parameter Original GSA with parameter
ACO adaptation GSA adaptation

Average |0.4641 0.0418 36.4831 15.4646

Best 0.1285 0.0048 10.4751 3.2375

Worst 0.9128 0.1276 76.0243 30.8511

Standard |0.2110 0.0314 15.8073 8.6371

deviation
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applied to the fuzzy controller optimization for 30 times resulting in 30 different fuzzy
controllers for each method.

From Table 2 the optimization method that obtains better results is ACO with
parameter adaptation using the proposed methodology with an interval type-2 fuzzy
system, also it can be seen that the results of GSA with parameter adaptation are better
that the original GSA, but ACO is better. The results in Table 3 are from applying all
the methods to optimize the fuzzy controller for the automatic temperature control in a
shower, the average is from 30 experiments (with the Mean Square Error (MSE)) and
also the results in bold are best, same as the first problem the 30 experiments means that
each method was applied to the optimization of the fuzzy controller and obtaining 30
different fuzzy controller for each method.

Table 3. Results of the simulations with the shower problem

MSE Original ACO with parameter Original GSA with parameter
ACO adaptation GSA adaptation

Average | 0.6005 0.4894 3.8611 0.1151

Best 0.5407 0.3980 1.9227 0.0106

Worst 0.9036 0.5437 6.5659 0.3960

Standard | 0.0696 0.0378 1.0860 0.0913

deviation

From the results in Table 3 in this case GSA with parameter adaptation using the
proposed methodology using an interval type-2 fuzzy system can obtains better results
than the other methods. Also it can be seen that ACO with parameter adaptation can
obtain better results than the original ACO method and the original GSA method.

6 Statistical Comparison

The Z-test is a tool to prove that the methods with parameter adaptation can obtain on
average better results than its counterparts the original methods, also to know what
method is better on certain problem by comparing its results with all of the other
methods. The comparison between the methods is using the statistical test Z-test, using
the parameters from Table 4 and the results of the comparisons are in Tables 5 and 6 for
the robot and shower problems, respectively.

Table 4. Parameters for the statistical Z-test

Parameter Value

Level of significance 95%

Alpha (o) 5%
Alternative hypothesis (H,) |y <y, (claim)
Null hypothesis (Hy) U > W
Critical value —1.645




10 0. Cas

tillo et al.

Table 5. Results of the Z-test for comparison in the robot problem

o Original ACO | ACO with parameter | Original GSA | GSA with parameter
W adaptation adaptation
Original ACO 10.8415 —12.4795 —9.5098
ACO with —10.8415 —12.6269 -9.7803
parameter
adaptation
Original GSA 12.4795 12.6269 6.3911
GSA with 9.5098 9.7803 —6.3911
parameter
adaptation

Table 6. Results of the Z-test for comparison in the shower problem
W Original ACO | ACO with parameter | Original GSA | GSA with parameter
W adaptation adaptation
Original ACO 7.6813 —16.4115 23.1516
ACO with —7.6813 —16.9950 20.7332
parameter
adaptation
Original GSA 16.4115 16.9950 18.8264
GSA with —23.1516 —20.7332 —18.8264
parameter
adaptation

The results in Table 5 are using the parameters in Table 4 for the Z-test, where it
claims that a method (u;) has on average better results (we are comparing errors, so
minimum is better) than the other method (u,), in Tables 5 and 6 the first column corre-
spond to the methods as p; and the first row correspond to the methods as ,, also we
are not comparing the same method with itself, results in bold means that there are
enough evidence to reject the null hypothesis.

From the results in Table 5, which correspond to the optimization of a fuzzy
controller for the trajectory of an autonomous mobile robot, there is enough evidence
that ACO method with parameter adaptation can obtain on average better results than
all of the other methods. There is enough evidence that the original ACO method can
obtain on average better results than the original GSA and GSA with parameter adap-
tation. There is also enough evidence that GSA with parameter adaptation can obtain
on average better results than the original GSA method.

From the results in Table 6, which correspond to the optimization of a fuzzy
controller for the automatic temperature control in a shower, there is enough evidence
that GSA with parameter adaptation can obtain on average better results than all of the
other methods. There is enough evidence that ACO with parameter adaptation can obtain
on average better results than the original ACO method and the original GSA method.
There is also enough evidence that the original ACO method can obtain on average better
results than the original GSA method.
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7 Conclusions

The optimization of a fuzzy controller is a complex task, because require the search of
several parameters in infinite possibilities in the range of each input or output variables.
The bio-inspired optimization methods help in the search because is guided by some
kind of intelligence, from swarm intelligence or from laws of physics and can make a
better search of parameters. With the inclusion of a fuzzy system in this case an interval
type-2, the bio-inspired methods can search even in a better way, because is guided by
the knowledge of an expert system that model a proper behavior in determined states of
the search, in the beginning improves the global search or exploration of the search space
and in final improves the local search or the exploitation of the best area found so far of
the entire search space. From the results with the MSE there is clearly that ACO with
parameter adaptation has the best results in the robot problem, and GSA with parameter
adaptation has the best results in the shower problem, but with the statistical test it
confirm these affirmations. The statistical comparison shows that the methods with
parameter adaptation are better than their counterparts the original methods. Also ACO
is a better method with the robot problem, but GSA is better in the shower problem.
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Abstract. The open nature of wireless medium, low processing power, wireless
connectivity, changing topology, limited resources and hostile deployment of
nodes makes WSN easy for outsider attackers to interrupt the legitimate traffic.
This leads to various types of security threats among them active black hole
attack in which all received data packets are dropped immediately after giving
false routing information in order to attract the traffic towards itself. It is a denial
of service attacks effective on the network layer. In this paper Black hole attack
has being simulated on AODV routing protocol and a method called idsAODV
has being tested by controlling in the “recvReply” function of AODV routing
protocol if the RREP (Route Reply) message is arrived for itself. If it did not, the
node forwards the message to its neighbor nodes, and if it did the RREP
function is changed by RREP caching mechanism to identify the faked RREP
message coming from malicious node. The simulation result shows that by using
this method in WSN environment the packet loss was reduced under promis-
cuous mode.

Keywords: WSNs - AODV - IDS (intrusion detection system)
RREQ (route request) - RREP (route reply) - Black hole attack
Security attack - NS2.35

1 Introduction

Wireless sensor network is a typical network which has positive and negative points like
other technologies. It is composed by nodes which are characterized by low energy
constrained, low cost and low power. Multi-hop routes are needed to relay data from the
monitored region to one or more gateway nodes to collect and transmit environmental
data in an autonomous manner and in large scale to build a global view of this monitored
region [1]. These relations between nodes are restricted to their communication range
which allows them to connect each other to the destination node and subsequently their
links to other nodes can be modified because of mobility that often changes the network
topology, but due to these inherent characteristics like insecure communication, com-
mon transmission medium, broadcasting mechanism and simplicity of routing protocol
helps the adversary to interrupt the network by simply being within radio range which
can help this adversary node to intercept the transmitted data and afterwards, it can
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access to the network and transform the routing protocol by making the network prone
to many types of attacks that targets different layers in OSI model [16] and interrupt the
network operations through mechanisms such as data fabrication, selective forwarding,
and packet drops which is the case of our black hole attack. Meanwhile, the physical
layer, Mac layer and network layer plays a major role in routing mechanism of ad hoc
networks [2, 3]. Therefore, for sensor node application, transport layer protocols can
provide session control and reliability. This last is especially needed when the system
plans to be accessed through internet. Moreover, in the network layer the variety of
attacks differs either by adding or by modifying some parameters of routing message;
such as hop count or sequence number or by not forwarding the packets. Thus, in the
case of black hole attack, the adversary node attract the neighbor node by using greater
sequence number, less hop and false route reply and never broadcasts the received
RREQ as it is required by route discovery process in the AODV routing protocol for
example. To do this, the black hole node announces itself that it has the most recent
route to the destination. So Source node sends packets passing by this node and that
node immediately drops them which fool the source node. This results in reduction of
packet delivery ratio; because the intruder has to disable the send which is mentioned
before by not broadcasting the RREQs that receives from the intermediate nodes. Thus,
in this type of network each node has to listen the packets transmitted by its own
neighbor nodes and black hole attack snoops on its neighbor to find which node is
preparing to send this RREQ, in this way the black hole node propagates a RREP for any
received RREQ pretending that it has a direct path to the destination [6, 7]. Many
wireless routing protocols such as DSDV, DSR, HWMP, and AODV are vulnerable to
this type of attacks. To summarize other existing attacks which target different layer of
nodes in WSN, Table 1 shows these attacks.

Table 1. Different attacks existing in WSN [2—4]

Attacks Corresponding
layer

Denial of service, tampering, radio interference, physical capture Physical layer

Unfair attacks, energy depletion, jamming, collision, traffic Data link layer

manipulation, exhaustion, unfairness
Message altering or false message, modification and replication on Network layer
routing information, information disclosure, sinkhole attack, gray hole
attack, selective forwarding attack, sybil attack, wormhole, hello flood
attack, sending data to node out transmission range, neglect and greed,
homing, misdirection

Running out of memory, not synchronized attack, session hijacking, Transport layer
packet injection attack, jellyfish attack attack

Data gathering, task distribution, target tracking, repudiation, attacks on | Application layer
reliability, aggregation based attacks attacks
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In WSN environment especially in hostile deployment where human control is not
always present, this type of network can be easily compromised for example by cap-
turing a signal at any time, or by compromising a node in the network that remains the
most damaging attack in WSN. In this way, attacks in WSN are classified as active,
passive external and internal. In the active attack, the attacker exploits the wicked
environment link in the security protocol to project attacks like replaying attack or
packet modification, snooping, eaves dropping, traffic analysis, monitoring, etc. In
passive attack, the access to information is obtained by the attacker without being
detected such as wormhole, black hole, gray hole, information disclosure, resource
consumption, routing attacks.

This last, is among the most difficult attacks to detect. In the other hand the external
attacker is represented by external attacker node which has no rights to access the
network and in the case of internal attack, the attacker deploys malicious node to
compromise the sensor nodes and gets control of the network in order to takes
authorization to access the network [3]. Consequently, the security goals in WSN can
also be classified into four categories, namely Confidentiality, integrity, authentication
and availability (CIAA). Hence, to transmit data securely between sensor nodes, secure
communication is mandatory for this type of network. This work focus especially on
the black hole attack launched by adversaries on AODV routing protocol which occurs
in the network layer on wireless sensor networks and also an existing method which are
called IDS has been tested in this work to mitigate the effect of this threat. We have
taken three scenarios in our experiment which is created by 25 nodes. Firstly, we
simulated sensor network without black hole attack and in second scenario, we laun-
ched black hole attack with different number of malicious node i.e. from 1 to 5 in order
to observe the impact of malicious nodes in the network’s performance especially on
packet loss. Finally, we tested the proposed technique to evaluate the network’s per-
formance. The simulation results show that the proposed technique is able to reduce the
impact of black hole attack in sensor network. This last will be against parameters such
as packet loss, average throughput, average energy consumption, end-to-end delay
under various scenarios based on NS2 simulator.

2 Related Work

The most important IDS systems can be classified into two categories: network-based
detection (NIDS) and host-based intrusion detection.

In the former, malicious actions and attacks are done with the help of neighboring
nodes by their cooperation between each other. In the latter, data is collected through
the log’s files of the Hope Rating System that runs on the node.

Many researchers have suggested various protocols with higher safety to defend
WSN against security attacks. However, each attack has specific defense objects, and is
unable to defend against particular attacks. Table 2 shows different proposed preven-
tions against Black hole attack proposed by researchers.
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Table 2. Literature summary table

Title

Objective

Methods

Description

Sheela et al.
[7]

Karakehayov
(8]

Lou et al. [9]

Weerasinghe
et al. [10]

Banerjee et al.

[11]

Detecting black hole
attacks in wireless
sensor networks using
mobile agent

Using REWARD to
detect team black-hole
attacks in wireless
sensor networks

H-SPREAD: a hybrid
multipath scheme for
secure and reliable
data collection in
wireless sensor
networks

Preventing
cooperative black hole
attacks in mobile ad
hoc networks

Detection/removal of
cooperative black and
gray hole attack in
mobile ad-hoc
networks

The primary goal of
agent is to detect the
black hole nodes by
giving information of
one node to its
neighboring nodes in
the network
REWARD to
(Receive, Watch,
Redirect). This
approach with the
help of two broadcast
messages; MISS and
SAMBA to identify
Black Hole nodes
(H-SPREAD) to
improve both security
and reliability. The
new scheme is based
on a distributed
N-to-1 multipath
discovery protocol
which is able to find
multiple node-disjoint
paths from every
sensor node to the
base station
simultaneously in one
route discovery
process

DRI (Data Routing
Information) is used
to keep track of past
routing experience
among mobile nodes
in the network and
crosschecking of
RREP messages from
intermediate nodes by
source nodes

This mechanism is
capable of detecting
and removing the
malicious nodes
launching these two
types of attacks

This method requires
transmission of
redundant copies of a
packet from each
source node (SN)

This technique is very
expensive — for a
network with n black
hole nodes

The proposed
multipath discovery
protocol is very
efficient, with less
than one message per
path found

The main drawback of
this technique is that
mobile nodes have to
maintain an extra
database

False positive may
occur in this
mechanism and the
algorithm may report
that a node is
misbehaving, when in
fact it is not

(continued)
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Table 2. (continued)

Title Objective Methods Description
Marti et al. Mitigating routing Watchdog and This technique is
[12] misbehavior in mobile | Pathrater use imperfect due to

Sasikala and
Vallinayagam
[14]

Nasser and
Chen [15]

ad hoc networks

Secured intrusion
detection system in
mobile ad hoc
network using
RAODV

“Enhanced intrusion
detection system for
discovering malicious
nodes in mobile ad
hoc networks”

observation-based
techniques to detect
misbehaving nodes,
and report observed
misbehavior back to
the source of the
traffic

In this proposed
Intrusion Detection
algorithm used the
protocols RAODV
and AODV for
measuring the
efficiencies of the
network security.

A trust relationship is
established based on a
dynamic evaluation of
the sender’s “secure
IP”. RAODV gives
the alarm to the
neighboring nodes
and also the
performance time is
increased when
compared with
AODYV protocol.

In RAODV protocol
malicious nodes are
detected

Introduction of
intrusion detection
system called
ExWatchdog. This
system is an extension
to the Watchdog by its
ability to discover
malicious nodes
which can partition
the network by falsely
reporting other nodes
as misbehaving

collision in routes,
limited transmission
power and partial
dropping

The proposed
RAODYV provides
better security to data
packets for sparse and
significant security for
denser medium. It
provides better
security compared to
other protocols like
AODV

Compared to
Watchdog,
ExWatchdog
increases the
throughput by up to
11%. ExWatchdog
solves a fatal problem
of Watchdog

(continued)
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Table 2. (continued)

Title

Objective

Methods

Description

Gurung and
Saluja [16]

Khamayseh
et al. [17]

Buchegger
and Boudec
[13]

Mitigating Impact of
Blackhole Attack in
MANET

A new protocol for
detecting black hole
nodes in ad hoc
networks

performance analysis
of the CONFIDANT
protocol: cooperation
of nodes-fairness in
dynamic ad hoc
networks

ANB-AODV (Anti
Near
Blackhole-AODYV) is
created to mitigate
black hole attack in
manet. In this
approach, when
sender broadcast the
RREQ packet, it will
wait for reply. The
source node will get
first reply from
malicious node
provided the
malicious node is near
to source node and
acquire the data
packet and it will not
forward the packet to
the destination

The proposed
protocol modifies the
behavior of the
original AODV by
including this
technique: Every node
is provided with a
data structure referred
as trust table. This
table is responsible for
holding the addresses
of the reliable nodes
and the RREP is
extended with an extra
field called trust field.
The source node
sends its data only if
the RREP is
propagated by a
reliable node.
Otherwise it waits for
further RREP

CONFIDANT detects
misbehaving nodes by
means of observation
and more aggressively
informs other nodes of
this misbehavior
through reports sent
around the network

The proposed
approach is effective
in improving the
performance of the
network. When
ANB-AODV and
AFB-AODV protocol
is used then there is
decrease in the packet
loss thus improving
the performance of
network

The main priority of
the protocol is to send
the data through
reliable route. The
protocol need to be
supported by a
technique to eliminate
the black hole node
from the network

This scheme can be
beneficial for fast
misbehavior detection




Reducing Blackhole Effect in WSN 19

3 Technique of AODV-IDS

The flowchart shows that the algorithms for IDS-AODV will discard the first RREP
packet from malicious node which are fault node and choose second coming RREP
packet from destination, it also find another path to destination. Because, generally the
first route reply will be from the adversary which is black hole node with high desti-
nation sequence number (DSN) and is stored as the first entry in the RR-Table.

Then it compares the first destination sequence number with the source node
sequence number, and the node is malicious node, if there exist more difference
between them. So remove that entry from the RR-Table (Fig. 1).

Wireless sensor network deploy-
ment

J

Initialization process

\

Storing process in RR-Table

Check existence of DSN
if it is greater than that of
SSN

(False)

Discard entry from the RR-Table
and store its NID in MN-ID

v

Data transmission step

End

Fig. 1. Flowchart of the existing algorithm
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4 Simulation Environment

The performance of AODV routing protocol in WSN is analyzed against parameters
such as packet loss, average throughput in kbps, energy in joule, end-to-end delay
under various scenarios using NS-2(v-2.35) simulator. Simulations are run on 10 seeds
and average of the obtained parameter values are used for final analysis and compar-
ison. An improved version of random waypoint model is used as the model of node
mobility. The chosen parameters for simulation are presented in Table 3.

Table 3. Experimental setup

Simulation time 200.0 s

Topology Mobile

Node placement Random

Terrain dimension 800 x 550

Antenna model OmniAntenna

Number of nodes 5, 10, 15, 20, 25

MAC layer 802.11

Routing protocols AODV, BLACKHOLEAODYV, IDSAODV
Radio propagation model | TwoRayGround

Traffic model Constant bit rate

Packet size 256

Traffic rate 0.1 mbps

Number of malicious nodes | 0 to 10

Transmission range 250 m

Observation parameters PDF, end-to-end delay, throughput, energy

5 Results and Discussions

A simulation study was performed to evaluate the performance of WSN in presence of
attacks using metrics such as packet loss, throughput, end to end delay and average
energy. Results in Figs. 2 and 3 have been obtained in existence of 5 attackers and IDS

Packet loss

@ Normal AODV

20000

Packet loss Vs Nb of nodes

15000

10000

5000

el AODV with One Attacker

10 20 25

ey AODV with Two Attackers

Nodes

emmpems AODV With Three Attackers essigsss AODV with Four Attackers e==@===AODV with Five Attackers

Fig. 2. Impact of black hole attack on packet loss
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Fig. 3. Percentage of packet loss of AODV under different number of attackers

Delay Vs. nb of nodes

200
- 150
é /
> 100
(1]
o
o 50
5 10 15 20 25
Nodes

@mus NOrmal AODV === |dSAODV with Blackhole attack e==@=== AODV with Blackhole attack

Fig. 4. Impact of blackhole attack on the average E-E delay.

Throughput Vs. nb of nodes
350

300 A
250
200
150
100

Throughput (kps)

5 10 15 20 25
g Normal AODV Nodes

el AODV protocol with Blackhole attack
@ |dSAODV protocol with Blackhole attack

Fig. 5. Impact of blackhole attack on the network throughput.
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Average Energy vs Nb of nodes
m 40
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Fig. 6. Impact of blackhole attack on the average energy.
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2500
P 2000
S 1500
=
(7]
< 1000
c
500 -
0 .
5 10 15 20 25
Nodes
® Normal AODV M AODV with Blackhole attack midsAODV with Blackhole attack

Fig. 7. Impact of blackhole attack on packet loss.

technique was also used in presence of black hole attacker node to check the network’s
performance.

Figure 7 shows how the modified protocol IDSAODYV decreases the number of
dropped packets compared to the original protocol AODV for a network attacked by
one black hole. As shown by Figs. 2 and 3 the number of dropped packets increases as
the number of malicious nodes increases from one to five, the black hole hole has the
chance to provide in more connections and to drop more packets, for this reason the
number of dropped packets keeps increasing.

The results show that throughput increases in the presence of Ids compared to
original protocol and it is clear from the graph in Figs. 4 and 5 that the performance of
the original protocol decreases dramatically when the network is attacked by a black
hole node.

Figure 6 shows the energy consumption which is proportional to the number of
nodes. Therefore, when the number of nodes increases, energy consumption decreases
automatically.
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6 Conclusion and Future Work

In this study an attempt has been made to find impact of malicious node in AODV
routing protocol in WSN environment under different density of node with number of
malicious attack. Result shows that packet loss and delay of normal AODV is much
better than AODV with malicious attack. Under malicious attack AODV drops more
packets with increase of number of attacks. It is concluded that performance of routing
protocol (AODV) degrades by introducing malicious nodes is increased under attack
and the throughput increases. To reduce the impact of this attack we have introduced
IDS solution which is a slightly modified version of AODV protocol. Based on the
results obtained, this solution can reduce the packet dropped in the network. The
advantage of using this approach is that IDSAODV has minimum modification in
AODV protocol and it does not need any additional overhead, and also the imple-
mentation does not make any modification in packet format. In future work, we will
investigate other types of attacks on network layer such as wormhole attack on AODV
protocol and we will try to find how we can reduce the effect of this attack on the
network, either by testing the same technique or by introducing another response
system and improve the performance of the network.
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Abstract. In this paper, an algorithm for searching the minimum spanning tree
(MST) in a network having trapezoidal fuzzy neutrosophic edge weight is
presented. The network is an undirected neutrosophic weighted connected graph
(UNWCQG). The proposed algorithm is based on matrix approach to design the
MST of UNWCG. A numerical example is provided to check the validity of the
proposed algorithm. Next, a comparison example is made with Mullai’s algorithm
in neutrosophic graphs.

Keywords: Neutrosophic sets - Trapezoidal fuzzy neutrosophic sets
Score function - Neutrosophic graph - Minimum spanning tree

1 Introduction

In 1998, Smarandache [1] proposed the concept of neutrosophic set (NS) from the phil-
osophical point of view, to represent uncertain, imprecise, incomplete, inconsistent, and
indeterminate information that are exist in the real world. The concept of neutrosophic
set generalizes the concept of the classic set, fuzzy set, and intuitionistic fuzzy set (IFS).
The major differences between the IFS and neutrosophic set (NS) are the structure of
the membership functions, the dependence of the membership functions, and the
constraints in the values of the membership functions. A NS has a triple-membership
structure which consists of three components, namely the truth, falsity and indetermi-
nacy membership functions, as opposed to the IFS in which information is described by
a membership and non-membership function only. Another major difference is the
constraint between these membership functions. In a NS, the three membership func-
tions are independent of one another and the only constraint is that the sum of these
membership functions must not exceed three. This is different from the IFS where the

© Springer International Publishing AG, part of Springer Nature 2018
A. Abraham et al. (Eds.): IBICA 2017, AISC 735, pp. 25-35, 2018.
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76354-5_3&domain=pdf

26 S. Broumi et al.

values of the membership and non-membership functions are dependent on one another,
and the sum of these must not exceed one. To apply the concept of neutrosophic sets
(NS) in science and engineering applications, Smarandache [1] initiated the concept of
single-valued neutrosophic set (SVNS). In a subsequent paper, Wang et al. [2], studied
some properties related to SVNSs. We refer the readers to [3, 11, 13—15] for more
information related to the extensions of NSs and the advances that have been made in
the application of NSs and its extensions in various fields. The minimum spanning tree
problem is one of well-known problems in combinatorial optimization. When the edge
weights assigned to a graph are crisp numbers, the minimum spanning tree problem can
be solved by some well-known algorithms such as Prim and Kruskal algorithm. By
combining single valued neutrosophic sets theory [1, 2] with graph theory, references
[6-9] introduced single valued neutrosophic graph theory (SVNGT for short). The
SVNGT is generation of graph theory. In the literature some scholars have studied the
minimum spanning tree problem in neutrosophic environment. In [4], Ye introduced a
method for finding the minimum spanning tree of a single valued neutrosophic graph
where the vertices are represented in the form of SVNS. Mandal and Basu [5] proposed
an approach based on similarity measure for searching the optimum spanning tree prob-
lems in a neutrosophic environment considering the inconsistency, incompleteness and
indeterminacy of the information. In their work, they applied the proposed approach to
a network problem with multiple criteria. In another study, Mullai et al. [10] discussed
about the minimum spanning tree problem in bipolar neutrosophic environment.

The main purpose of this paper is to propose a neutrosophic version of Kruskal
algorithm based on the matrix approach for searching the cost minimum spanning tree
in a network having trapezoidal fuzzy neutrosophic edge weight [12].

The rest of the paper is organized as follows. Section 2 briefly introduces the concepts
of neutrosophic sets, single valued neutrosophic sets and the score function of trape-
zoidal neutrosophic number. Section 3 proposes a novel approach for searching the
minimum spanning tree in a network having trapezoidal fuzzy neutrosophic edge length.
In Sect. 4, a numerical example is presented to illustrate the proposed method. In
Sect. 5, a comparative example with other method is provided. Finally, Sect. 6 presents
the main conclusions.

2 Preliminaries and Definitions

In this section, the concept of neutrosophic sets single valued neutrosophic sets and
trapezoidal fuzzy neutrosophic sets are presented to deal with indeterminate data, which
can be defined as follows.

Definition 2.1 [1]. Let & be an universal set. The neutrosophic set A on the universal
set & categorized in to three membership functions called the true 7,(x), indeterminate
1,(x) and false F,(x) contained in real standard or non-standard subset of ]70, 1*[ respec-
tively.

~0 < supT,(x) + supl,(x) + supF,(x) < 3* (1)
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Definition 2.2 [2]. Let ¢ be a universal set. The single valued neutrosophic sets (SVNs)
A on the universal ¢ is denoted as following

A= {<xT,x),1,(x),F,(x) > x € £} 2)

The functions T,(x) € [0.1], I,(x) € [0.1] and F,(x) € [0. 1] are named degree
of truth, indeterminacy and falsity membership of x in A, satisfy the following condition:

0 < T,(0 + L&) + Fy(x) <3 3)

Definition 2.3 [12]. Let { be a universal set and y [0, 1] be the sets of all trapezoidal

fuzzy numbers on [0, 1]. The trapezoidal fuzzy neutrosophic sets (In short TrFNSs) A
on the universal is denoted as following:

A= {< X: TA(x), ]A(x), FA(x) >, x € C} )

Where T,(x): & = w[0, 1], 1,(x): & — w[0, 1] and F,(x): ¢ — w[0, 1]. The trape-
zoidal fuzzy numbers

T,x) = (T,), T;(x), T,®), T;(x) ©)

L) = (Ix), PX), LK), X)) 6)

and
F,(x) = (Fi(x), F2(x), F3(x), F4(x)), respectively denotes degree of truth, inde-

terminacy and falsity membership of x in AVx € .

0 < Ti() + Ii(x) + Fi(x) <3 (7

Definition 2.4. [12]. Let A] be a TrFNV denoted as

A, = ((ts tys 1y, 1), (s Dy s i), (fis for fo» f2)) Hence, the score function and the
accuracy function of TrFNV are denoted as below:

() s(A) =[S+ +nt 1) = G b4y + 1) = (4 f+ i+ £ ®)

() HA) = [, +t,+ 1, +1) =, +f +f +f)] 9)

ENIP

In order to make a comparisons between two TrENV, Ye [12], presented the order
relations between two TrFNVs.

Definition 2.5 [12]. Let ;\] and ;\2 be two TrFNV defined on the set of real numbers.
Hence, the ranking method is defined as follows:
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i Ifs(A D> S(Az), then A | 1s greater than Az, that is, Al is superior to Az, denoted by
i > A,
If s(;ll) = S(Az), and H(Al) > H(Az) then Al is greater than Az, that is, Al is superior
to Az» denoted by Al > Az-

3 Minimum Spannig Tree Algorithm of TrFN- Undirected Graph

In this section, a neutrosophic version of Kruskal’s algorithm is proposed to handle

Minimum spanning tree in a neutrosophic environment and a trapezoidal fuzzy neutro-

sophic minimum spanning tree algorithm, whose steps are described below:
Algorithm:

Input: The weight matrix M = [Wij] o, for which is constructed for undirected

weighted neutrosophic graph (UWNG).
Step 1: Input trapezoidal fuzzy neutrosophic adjacency matrix A.

Step 2: Construct the TrFN-matrix into a score matrix [SU] ., DY using the score func-
tion (8).

Step 3: Repeat step 4 and step 5 up to time that all nonzero elements are marked or in
another saying all (n—1) entries matrix of S are either marked or set to zero.

Step 4: There are two ways to find out the weight matrix M that one is columns-wise

and the other is row-wise in order to determine the unmarked minimum entries Si/.,
besides it determines the weight of the corresponding edge e;; in M.

Step 5: Set §; = 0 else mark S; provided that corresponding edge e; of selected S;;
generate a cycle with the preceding marked entries of the score matrix S.

Step 6: Construct the graph T including the only marked entries from the score matrix
S which shall be the desired minimum cost spanning tree of G.

Step 7: Stop.

4 Numerical Example

In this section, a numerical example of TTFNMST is used to demonstrate of the proposed
algorithm. Consider the following graph G = (V, E) shown Fig. 1, with fives nodes and
fives edges. The various steps involved in the construction of the minimum cost spanning
tree are described as follow:
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Fig. 1. A neutrosophic graph with TrEN edge weights

The TrFN- adjacency matrix A is written as follows:

0 e,ez3e, 0
e, 0 0 ey O
=[e3 0 0 ey e
€4 €4 €3 0 ey
0 0 e35e4 O

Thus, using the score function, we get the score matrix:

0 0.575 0.592 0.583 0

0.575 0 0 0.542 0

S =0.592 0 0 0458 0.6
0.583 0.542 0.458 0 0.525

0 0 0.6 0.525 0

Fig. 2. Score matrix
We observe that the minimum record 0.458 according to Fig. 2 is selected and the
corresponding edge (3, 4) is marked with red color. Repeat the procedure until the iter-

ation will exist (Table 1).

Table 1. The values of edge weights

e Edge weights

e | <(02,03,05,0.5), (0.1, 0.4, 04, 0.6), (0.1, 0.2, 0.3, 0.5) >
e < (0.3, 04, 0.6, 0.7), (0.1, 0.3, 0.5, 0.6), (0.2, 0.3, 0.3, 0.6) >
ey | <(04,05,07, 0.7), (0.1,04,04,0.5), (0.3, 04,05, 0.7) >
€5y < (0.4, 0.5, 0.6, 0.7), (0.3, 0.4, 0.6, 0.7), (0.2, 0.4, 0.5, 0.6) >
ey | <(0.1,03,05,0.6), (04, 0.5, 0.6, 0.7), (0.3, 0.4, 0.4, 0.7) >
es | <(04,04,05,06), (0.1,03,03,0.6), (0.1, 0.3, 0.4, 0.6) >
€45 < (0.3, 0.5, 0.6, 0.7), (0.1, 0.3, 0.4, 0.7), (0.3, 0.4, 0.8, 0.8) >
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According to the Figs. 3 and 4, the next non zero minimum entries 0.525 is marked
and corresponding edges (4, 5) are also colored.

Fig. 3. An illustration of the marked edge

0 0.575 0.592 0.583 0

0.575 0 0 0.542 0

S =[0.592 0 0 0258 0.6
0.583 0.542 0.458 0 0.525

0 0 0.6 0.525 0

Fig. 4. Score matrix

Fig. 5. An illustration of the marked edge (4, 5)

According to the Fig. 6, the next minimum non zero element 0.542 is marked
(Figs. 5 and 7).
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0 0.575 0.592 0.583 0

0.575 0 0 0.542 0

S ={0.592 0 0 0458 0.6
0.583 0.542 0.458 0 0.525

0 0 0.6 0.525 0

Fig. 6. Score matrix

Fig. 7. An illustration of the marked edge (2, 4)

According to the Fig. 8. The next minimum non zero element 0.575 is marked, and
corresponding edges (1, 2) are also colored (Fig. 9).

0 05575 0.592 0.583 0

0.575 0 0 0.542 0

S=/0.592 0 0 0458 0.6
0.583 0.542 0.458 0 0.525

0 0 0.6 0.525 0

Fig. 8. Score matrix

Fig. 9. An illustration of the marked edge (1, 2)
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According to the Fig. 10. The next minimum non zero element 0.583 is marked. But
while drawing the edges it produces the cycle. So we delete and mark it as 0 instead of
0.583.

0 05575 0.592 0.583 0

0.575 0 0 0.542 0
S=| 0.592 0 0 0458 0.6
055830 0.542 0458 0 0.525
0 0 0.6 0.525 0

Fig. 10. Score matrix

The next non zero minimum entries 0.592 is marked it is shown in the Fig. 11. But
while drawing the edges it produces the cycle. So we delete and mark it as O instead of
0.592.

0 05575 0.592 0.583 0

0.575 0 0 0.542 0

S =592 0 0 0 0458 0.6
5830 0.542 0.458 0 0.525

0 0 0.6 0.525 0

Fig. 11. Score matrix

According to the Fig. 12. The next minimum non zero element 0.6 is marked. But
while drawing the edges it produces the cycle so we delete and mark it as O instead of
0.6.

0 0575 0.592 0.583 0

0.575 0 0 0.542 0
S =|e592 0 0 0 0458 ©6 0
95830 0.542 0458 0 0.525

0 0 0.6 0.525 0

Fig. 12. Score matrix

After the above steps, the final path of minimum cost of spanning tree of G is
portrayed in Fig. 13.

Based on the procedure of matrix approach applied to undirected neutrosophic graph.
hence, the crisp minimum cost spanning tree is 2, 1 and the final path of minimum cost
of spanning tree is {1, 2}, {2, 4}, {4, 3}, {4, 5}.
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Fig. 13. Final path of minimum cost of spanning tree of G.
S Comparative Example

To demonstrate the rationality and effectiveness of the proposed method, a comparative
example with Mullai’s algorithm [10] is provided. Following the step of Mullai’s algo-
rithm.

Iteration 1: Let C, = {1}and C, = {2, 3, 4, 5}
Iteration 2: Let C, = {1, 2}and C, = {3, 4, 5}
Iteration 3: Let C; = {1, 2, 4}and C; = (3, 5}
Iteration 4: LetC, = {1, 2, 4, 3}and€4 = {5}

From the results of the iteration processes, the TrFN minimal spanning tree is:

Fig. 14. TrFN minimal spanning tree obtained by Mullai’s algorithm.

From the Fig. 14, it can be observed that the TrFN minimal spanning tree {1, 2}, {2,
4}, {4, 3}, {4, 5} obtained by Mullai’s algorithm, after deneutrosophication of edges’
weight, is the same as the path obtained by the proposed algorithm.
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The difference between the proposed algorithm and Mullai’s algorithm is that
Mullai’s algorithm is based on the comparison of edges in each iteration of the algorithm
and this leads to high computation whereas the proposed approach based on Matrix
approach can be easily implemented in Matlab.

6 Conclusion

In this paper, a new approach for searching the minimum spanning tree in a network
having trapezoidal fuzzy neutrosophic edge length is presented. The proposed algorithm
use the score function of TrFN number, then a comparative example is worked out to
illustrate the applicability of the proposed approach. In the next research paper, we can
apply the proposed approach to the case of directed neutrosophic graphs and other kinds
of neutrosophic graphs including bipolar neutrosophic graphs, and interval valued
neutrosophic graphs.
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Abstract. In this paper, receiver optimization techniques are being investigated
into a Differential Evolution (DE) assisted Multiuser Detection scheme for a
synchronous, MC-CDMA system. In multiuser detection, the induced multiple
access interference (MAI) makes the detection very inefficient and critical.
However, the proposed system is less vulnerable to this issue in MC-CDMA
communication. In this proposed scheme, for sake of attaining frequency
diversity gain, Orthogonal Frequency Division Multiplexing (OFDM) has been
used. That is, same signal is transmitted over different sub-carrier frequencies
and these sub-carrier frequencies being adequately separated in frequency
domain, do not interfere with each other and hence end of the day capacity is
added up. Moreover, the role of Walsh (orthogonal but less practical) and Gold
spreading sequences (non-orthogonal) which are more practical in nature, is also
investigated and the results are demonstrated for different number of users
communicating at the same time. The proposed scheme can perform sufficiently
well with very low computational complexity compared to the optimum max-
imum likelihood (ML) detection scheme with increasing users.

Keywords: MC-CDMA - OFDM - MUD - BER - Differential evolution

1 Introduction

Traditional wireless access techniques are consisted of Frequency Division Multiple
Access (FDMA) [1], Time Division Multiple Access (TMDA) [1], Code Division
Multiple Access (CDMA) [2, 3], and Space Division Multiple Access (SDMA) [4, 5].
In these techniques the users are distinguished (separated or uniquely identified by) by
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means of different frequencies, time slots, signature code and operating antinna beam
resepectively. The MC-CDMA is a hybridization of Direct Sequence CDMA
(DS-CDMA) and Orthogonal Frequency Division Multiplexing (OFDM). The termi-
nology of hybrid CDMA comprises a group of techniques that combine two or more of
the above-mention spread spectrum techniques. One of these hybrid techniques, known
as Multicarrier CDMA (MC-CDMA), is of interest in recent many years. Parasad and
Hara [1] have given a wonderful overview of MC-CDMA system. Briefly, MC-CDMA
scheme may be classified into three major categories.

e Multi Tone CDMA (MT-CDMA) [1].
e MC-DS-CDMA [3].
e Frequency domain spreading MC-CDMA [4].

The common characteristic is these above mentioned techniques is that a spreading
code is used for spreading user’s signal either in time or in frequency domain and that
more than one carrier frequency is used for transmission. In this way one is not
obtaining the benefits of Spreading Spectrum but also the frequency diversity. In recent
years, several excellent hybrid CDMA schemes were proposed, for example the one by
Yang and Hanzo [9]. CDMA techniques have been standardized in the regime of
several second generations (2G) [12] and third generation (3G) mobile systems [3]. In
all the above-mentioned techniques, Multi-user detection (MUD) is critical process,
where induced multiple access interference (MAI) limits the efficiency. One way to
mitigate it, use of orthogonal spreading codes. This works well for less number of
users, but as the number of users go beyond limit, two problems arise. First, long
spreading codes are hard to find also they end up with high chip rate that may cause
more bandwidth than ever. Second, the orthogonality does not survive due to a number
channel hostilities. Evolutionary algorithms like Differential Evolution and Genetic
Algorithms have been widely used for solving various problems in communication
systems [13-24] over past many years. In this paper, a reduced complexity multiuser
detection scheme is proposed using Differential Evolution (DE) and for sake of
spreading the user data, non-orthogonal sequences are investigated (Gold sequences),
which are more practical. Rest of the paper is structured as follow. Section 2 discusses
the system model in detail, Sect. 3 presents the proposed dectection scheme, Sect. 4
presents the simulation results and Sect. 5 concludes the paper.

2 MC-CDMA System Model

In the proposed scheme the assumed MC-CDMA system model has M number of users
being communicating over the same channel. Rayleigh flat fading channel with known
Channel State Information (CSI) is considered for sake of experimentation. It is
assumed that all these users are simultaneously transmitting the data in a bit syn-
chronized fashion, that is a bit synchronous MC-CDMA. Each bit of each individual
user is being spread using different spreading codes each of length L chips. Now this
spread bit is modulated over a set of P frequencies which are assuming to be
orthogonal. Moreover, the spreading code for each frequency is different that’s they are
not frequency specific, so the signals are not only orthogonal in time domain but in
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frequency domain as well. Hence that dual orthogonality helps in separation and
demodulation of received composite signal. It also gives frequency diversity gain by
using Maximal Ratio Combining (MRC). Hence the total coding gain along each
frequency channel is added up and it will be a total of LP. So over here we need total of
P spreading codes with each of length L. Here w, ;, w3, .. ..., w, are the modulating
frequencies being used. With the fact that all these frequencies are separated by
minimum /7T interval so no overlap could occur. Hence the capacities will be added up
end of the day. Both time and frequency domain orthogonality works as a double edge
sword to fight with the impacts of noise and channel distortions. In this work, both
orthogonal and non-orthogonal types of codes are investigated in time domain namely
the Walsh Codes, and Gold Sequences, respectively. Since it is hard to find orthogonal
codes for excessive number of users and we needed here a total of MP codes with
length L. Figure 1 shows the transmitter model of MC-CDMA system.

@)
bl

b
2
- S Multicarrier Modulation

Fig. 1. The transmitter model of MC-CDMA

A. Transmitter

In Fig. 1, the assumed bit-synchronous MC-CDMA system is depicted. Here M num-
bers of simultaneous users are communicating over the same channel. Observe in the

figure that the ith bit b(1i> of the mth user is spread to P parallel subcarriers, each

conveying one of the P number of L-chip spreading signature sequences gip) (t),p=1,.
.., P, each of which spans over (0, T,) interval in time and we have T,/T, = L, where T},
and T, are the bit duration and chip duration, respectively. Each of P spreading sig-
natures is mapped onto a different frequency carrier. That makes the system orthogonal
in both time and frequency domains. In other words, a single-carrier system occupying
the same bandwidth as the multicarrier system considered would use a spreading sig-
nature having LP chips/bit, and both systems have a processing gain of LP.
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Hence, the transmitted signal of mth user associated with the pth subcarrier can be
expressed in an equivalent low pass representation is given in Eq. 1; composite signal
of mth user over all subcarriers can be represented by Eq. 2; composite signal of all
users over pth subcarrier can be represented by Eq. 3; and composite signal of all the
users over all the subcarriers can be represented by Eq. 4.

4(0) = /2l ()b o (1)

»
Z b m l‘ﬂ l e](Dp (2>

&‘

I
-
"%
||

20 = 30 =3y gl el e ()
m=1 m=1
M P

=3l = 23| T o @)
m= m=1 p=

where ¢y, is the mth user’s signal energy per transmitted bit, bf,? belongs to (1, —1) the
antipodal signaling symbols, where total number of users are m = 1,...., M and ‘i’
denotes the ith transmitted bit of mth user, while the mth user’s signature waveform is
g(,,‘f), p=1....,P,m=1,..., M; on the pth subcarrier, which again has a length of L
chips, and can be written as:

L

gl (n) = 8w, (Na(t —nT.) (5)

n=1

Where Tc is the chip duration, L is the number of chips per bit associated with each
subcarrier and we have Tb/Tc = L as the coding gain. Again, the total processing gain
in LP, while g(¢) is the rectangular chip waveform employed, can be expressed as:

1, 0<5t<T.
q(r) = {0, otherwise (6)

Without loss of generality, we assume that the signature waveform g<p )( t) used for
spreading the bits to a total of P subcarriers for all the M users has unit energy, which
can be written as:

/o.Tb g (0)dr = 1 (7)

Where m=1,2..M,p=1,2,..,P
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B. Channel

It is assumed that signal of each user s%,(¢) transmitted on the pth subcarrier is prop-
agated over an independent non-dispersive single-path Rayleigh Fading channel and
where each user face a different amount of fading independent of each other.

Hence, the Channel Impulse Response (CIR) of the mth user on the p-subcarrier
can be expressed as: of ¢/®n | where the amplitude o P is a Rayleigh distributed random
variable, while the phase 0” is uniformly distributed over [0,2x]. That means it can

take on any value in this range with equal probability.

C. Receiver

Having described the transmitter and the channel, the received signal on the pth sub-
carrier can be expressed as:

2epm )
> Z Ve 1 = 0Ty bl e r + 48) (o) (8)

i=—00 m=

Here M is the number of users supported and 7(¢) is the additive white Gaussian
noise (AWGN) with a variance of Ny/2. Fig. 2 depicts the receiver end of the proposed
scheme.

The signal will be demodulated with the help of Matched Filters (MF) of matched
to each of the M users and the outputs the match filters become the input to the
proposed Differential Evolution based multi-user detector (DE-MUD). It is more
convenient to express the associated signal in matrix and vector notation as:

rp(1) = GpHpAb + 1 9)

Gp = [81(1), -, g (1)]
W, = diag[e? e, . . ., o ]

281,1 28bM
A=d ..
jagly 22,2
b [bla 7bM]T
'l-[’?n a’/IM]T

Based on Eq. 9, the output vector U, of the bank of matched filters displayed in
Fig. 2 can be formulated as:
_ T
U, =G, (r,())
=G,G,W,Ab+G/n
=R,W,Ab+n
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Fig. 2. Schematic of DE assisted MUD receiver of MC-CDMA system

Further that output of the matched filters is fed to a Maximum Ratio Combiner.
Also in above equation, the correlation matrix R gives the possible correlation between
the codes being used. It can be represented as;

P R
L ORI

R, = (10)
DML Piaeee --Phi
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Here the elements p](-f) of the matrix Ry, are the auto and cross correlations of the

spreading code being used, respectively, which can be expressed as:

o) = / " (0)r (1)

In case of Walsh codes that matrix is simply turned to Identity, since all cross
correlations ends in zero, because of orthogonality impact. That can be shown by.

v _ [ o & (ngh(t)dr = 1;j =k (12)

Pir 0; otherwise
However, this will not be possible in case of Gold sequences. Being
non-orthogoanl, their cross correlation will not be zero but something between 0 and 1.
D. Detection
Per [25], the optimum multiuser detector of the pth subcarrier will maximize the
following objective function:

J,(b) = 2Re[b" AW:U,] — b’ AW,R,W*Ab (13)

Here the superscript * indicates the conjugate of complex version of matrix.
Therefore, combining the contributions of a total of P parallel subcarriers, the objective
function to be maximized in the context of an optimum multiuser detected MC-CDMA
system can be expressed as the sum of all subcarriers outcome, as:

P
:ZJP

=1

=

P
= {2Re[b"AW;U,] — b"AW,R,W;Ab}
p=1

Hence the decision rule for Verdu’s optimum CDMA multiuser detection scheme
based on the maximum likelihood (ML) criterion is to choose the specific M-user bit
combination b, which maximizes the metric of Eq. 14. Hence, we must find:

b= arg{mgtx[](b)}}. (15)
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3 Differnetial Evolution Based Multi-user Detection

The maximization of Eq. 15 is a combinational optimization problem, which requires
an exhaustive search for each of the 2M combination of vector b, to find the one of that
maximizes the metric of Equation. And in case of non-binary symbols this computa-
tional complexity is even high. Hence the complexity will increase exponentially with
increasing number of users.

Hence, this situation suits Differential Evolution (DE) to find the optimum vector or
a solution approximately near to that of optimum ML detector. Also since the
orthogonal codes are not very practical so non-orthogonal codes are being utilized and
effect of non-orthogonality is measured on the said scenario. Now to start with Dif-
ferential Evolution algorithm, we need some initial points and considerations. In this
case, if we consider M users’ data as a single vector, then that can be designated as the
initial vector as:

~ ~ ~

bn(y) = [bn,l<y)a S bn,M()’)]

where y, y = 1,...,Y denotes the yth generation, and n, n = 1,2,...N denotes the nth
individual of the population.

Here the received the signal from all subcarriers; summed them up using Maximum
Ratio Combiner (MRC) and taken as initial chromosome. Then by mutating it in a

special manner we get entire generation. The MRC-combined output vector burc of the

matched filter output can be expressed as: f)MRC = [BLMRQ R ZJM_MRC] where we have:
P
. e
bm,MRC = Z u{;yfne ']d)"’ (16)
p=1

Having generated BMRC, a ‘mutated’ version of the hard decision vector BMRC is
taken for creating each individual in the initial population, where each bits of the
MRC-vector is toggled according to the mutation probability used, in this case we
utilized 0.1; means one of the 10 bits will be toggled. Hence, the first individual of the

population namely b,(0) can be written as:
b,(0) = MUTATION [byrc] (17)

So one can easily note that MUTATION is an operator, which when applied to a
string of (1, —1), will produce the toggled versions of initial vector.

4 Simulation Results

The basic parameters used for the simulation of the proposed DE assisted MUD for
CDMA are considered in the following way.
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The modulation scheme used is binary phase shift keying (BPSK), the CDMA
spreading codes utilized are both orthogonal (Walsh codes) and non-orthogonal (Gold
sequences). Number of subcarriers P is used as 8, the length of subcarrier spreading
signature L is (8, 31) for (Walsh, Gold) respectively. So the according coding gain for
Walsh is LP = 64 and for Gold is LP = 248. DE’s selection was based upon fitness
value returned by the cost function. Mutation was used as standard binary mutation. Bit
flipping methodologies are used as standards multi-point. Bit mutation probability was
0.5 while crossover probability is 1. From Fig. 3 we can observe that the DE-assisted
MUD’s performance improves, when the population size P increases. The difference
between P = 20 and 30 is more than an order while between 30 and 40 the difference in
BER is exactly of an order for Walsh Code in higher SNRs.

M =10 (vWalsh Cade)

BER

—se— P=20 ¥=10 (200)
—8— P=30 ¥=10 (300)

—&— P=40 Y=10 (400)
1D' 1 1 1
0 2 4 B g 10 12 14 16 18 20

Fig. 3. BER performance of the DE assisted MUD using a 64-chip Walsh code

Similarly, in Fig. 4, in case of Gold Sequences population size plays a key role in
reducing BER, especially when SNR > 13 dB. Number of users was 10 in Figs. 3 and 4.

For example, for Signal to Noise Ratio (SNR) values below 15 dB Bit Error Rate
(BER) is significantly decreased for M = 10 users, when evaluating the objective
function of Eq. 14, which imposes a complexity on order of O (P.Y) = O (40.10) = O
(400) Furthermore, when the number of users M is increased to 20, the DE assisted
MUD has a complexity of O (P.Y) = O (80.20) = O (1600), as seen in Fig. 5. Further
results are obtained for M = 20 number of users using Gold sequences, which are more
practical in nature due to their availability as well as relatively low chip rate compared
to orthogonal codes.
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M =10 (Gald Sequences)
T T

—+— P=20 Y¥=10
—&— P=30 ¥=10
—&— P=40 ¥=10
10 I 1 1 L 1 | 1 I |

o 2 4 B g 10 12 14 16 18 20
SNR

Fig. 4. BER performance of the DE assisted MUD using a 248-chip Gold code

Il =20 (Walsh Code)
10 T T T T T T

—&— P=40 Y=20 (300)
—— P=80 Y=10 (300)
—8— P=40 Y=40 (1500)
—&— P=60 Y=20 (1600)
WD' L 1 1 1 1 1 1 L Il

0 2 4 6 g 10 12 14 16 18 20
SHR

Fig. 5. BER performance of the DE assisted MUD using a 64-chip Walsh code

These results can be seen in Figs. 5 and 6. We can readily deduce that the popu-
lation size P plays an important role to significantly reduce the bit error rate. Here
almost same bit error rate is achievable as for M = 10 number of users, but definitely at
the cost of complexity. Even in this scenario Walsh Codes perform better due to their
inherent orthogonality. Furthermore, for very high SNR like SNR > 18 a bit error rate
of 10-4 is achievable. Almost same effect of population size can be seen in Fig. 6 for
248-chip Gold sequences. In comparison to Walsh Code, the Gold sequences do not
perform well but effect of DE can be seen for both codes. We can also observe that
DE-assisted MUD is capable of significantly reducing the complexity of Verdu’s
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M =20 (Gold Sequences)
10 T T T T T T T T

—a— P=40) Y=20 (800)
—s— P=0 Y=10 (800)
—B— P=40 Y=40 (1600)
—&— P=80 'Y=20 (1600)
10- 1 1 1 1 1 L 1 1 1

0 2 4 B 8 10 12 14 16 18 20
SNR

Fig. 6. BER performance of the DE assisted MUD for a bit-synchronous MC-CDMA

optimum MUD. For example, the complexity was reduced by a factor of 1300, when
the number of users was M = 20. It is very interesting to note that the overall com-
plexity in Figs. 4 and 6 is same for the cases O (40.40) and O (80.20) that is both are
equal to O (1600) but graph of P = 80 in both figure shows a better performance.
Hence, for the number of users, M > 14, population size P dominates the effect of
number of generations Y.

Figure 7 demonstrates the complexity reduction factor versus number of users. This
is because the increase in population size causes more crossovers and hence more
parents are involved so the probability to find the optimum increases. An interesting
fact can be seen here that with increase in complexity (though very small compare to

Factor of complexity reduction

10 12 14 16 18 20

10° '

Murnber of users K

Fig. 7. The complexity reduction factor bounded at a BER of 10~
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optimum) we can achieve the same results that of optimum detector. For example, in
this figure below the complexity of 400 is giving good results and even good can be
expected with 500 which is almost half of the optimum case which is 1024 for this case
of 10 users.

5 Conclusion and Future Work

In this paper, a Differential Evolution (DE) assisted Multi-user detection
(MUD) scheme for Multi-carrier CDMA (MC-CDMA) system is proposed. The pro-
posed scheme significantly reduces the detection complexity compared to optimum
Maximum Liklihood (ML) detector with high complexity, especially when the number
of supported users is higher than 15. Population size plays a key role in decreasing the
BER instead of number of generations in DE. Walsh code performs better in terms of
detection compared to the Gold code being orthogonal in nature. However, practically
it is hard to find the orthogonal codes, so Gold sequences are more practicle and also
suitable for the systems with low chip rate where Walsh codes do not fit in.
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Abstract. When customers buy goods or services from business entities they
are usually given a receipt that is known with the name fiscal or tax coupon, which,
among the others, contains details about the value of the transaction. In some
countries, the fiscal coupons can be collected during a certain period of time and,
at the end of the collection period, they can be handed over to the tax authorities
in exchange for a reward, whose price depends on the number of collected
coupons and the sum of their values. From the optimisation perspective, this
incentive becomes interesting when, both the number of coupons and the sum of
their value is large. Hence, in this paper, we model this problem in mathematical
terms and devise a test set that can be used for benchmarking purposes. Further-
more, we propose a solution based on Genetic Algorithms, where we compare its
results versus the results to the solution of the relaxed versions of the proposed
problem. The computational experiments indicate that the proposed solution
obtains promising results for complex problem instances, which show that the
proposed algorithm can be used to solve realistic problems in a matter of few
seconds by utilizing standard personal computers.

Keywords: Distribution of fiscal coupons - Mathematical modelling
Genetic algorithms

1 Introduction

The tax authorities of many countries try to find alternative ways to enforce business
entities (e.g. shops, restaurants, travel agencies, etc.) to fully declare the profit they gain
from their business activities, so that they have to pay taxes accordingly. The tax author-
ities from several countries, like for example Republic of Kosovo [1], utilize the strategy
of encouraging the customers to collect the fiscal coupons when they do any kind of
transaction with business entities. The collected coupons can be enveloped and
submitted to the tax authorities in exchange of a reward that depends on the number and
the total value of the fiscal coupons enclosed. In general, depending on the actual rules
put in place by specific tax authorities, there can be different types of envelopes that can
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be submitted. Obviously, envelopes with more coupons and with higher total values,
have higher rewards.

In more formal terms, in the case of the Distribution of Fiscal Coupons Problem
(DFCP), each person has N number of coupons (see Fig. 1) collected for a period of time
(e.g. a three month period). At the end of the collection period, the coupons will be
distributed into a 7 number of envelopes by the person who possesses the coupons. The
person has to make a decision related to which coupon is placed in which envelope.
Each coupon has a value and consequently it should be placed in the envelope ultimately
where the sum of values of the coupons in the envelope will lead to an overall higher
reward. Each coupon can only be placed into a single envelope. The number of coupons
in each envelope cannot be less than a minimum, whereas also the sum of all coupons
cannot fall under minimum value. The achievable reward from each envelope type is
predefined based on the number and values of the coupons placed inside it.

Coupon 1 Jo Envolope 1

Coupon 2 Jo / Envolope 2
e

Coupon N-1 n>< Envolope M-1
Coupon N ol

Envolope M

Fig. 1. The schematic view of the fiscal coupons problem

The significance of the work in this paper can be underlined by outlining its main
contributions, which are: (1) introduction of a new optimization problem for the scien-
tific community by presenting a mathematical formulation, as well as a test set that can
be used for benchmarking purposes, (2) development of a metaheuristic based solution
to the newly introduced problem, namely Genetic Algorithms, and (3) presentation of
the systematic computation results that compare the performance of the proposed algo-
rithm against solutions of the relaxed version of the envisioned problem, which can be
used as benchmark results for future solutions.

The remainder of this paper is structured as is in the following. Section 2 presents a
literature review of the related problems and their respective solution approaches. Next,
in Sect. 3, we present the mathematical modelling of the DFCP problem as an Integer
Linear Programming Problem. In Sect. 4, we present the proposed approach for solving
the DFCP problem, while in Sect. 5, we show computation results of the proposed
approach against a data set of 10 instances. Finally, in Sect. 6, we conclude the paper
and present our view of the eventual future work.
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2 Related Problems

In the classical Knapsack Problem (KP) there is a set of items and a container (knapsack)
that has to be used for carrying a subset of items. Each item is characterized with two
properties, namely value and weight, whereas the container has a single property, which
is the maximum weight it can carry. The goal is to place a subset of items into the
container such that the total value of the placed items is maximized subject to the capacity
of the container. The Multiple Knapsack Problem (MKP) extends the KP problem by
allowing multiple containers of the same capacity [2, 3], whereas the Distributed Multiple
Knapsack Problem (DMKP) supports containers of varying capacities, which can be
modeled as a general Distributed Constraint Optimization Problem (DCOP) [4, 5].

Another related problem is the Bin Packing Problem (BPP), where a set of items
need to be placed into a set of containers (bins). Each item has a weight property, whereas
each container has a maximum capacity property. The goal is to place each item into a
container such that the number of containers used is minimised. In comparison to KP
problem, where only a subset of items can be picked, in the BPP problem all items have
to be picked up [6].

An additional related problem is the Rack Configuration Problem (RCP), where there
is a set of items (electronic cards) that need to be placed (connected) into a set of
containers (racks). Each item has a single property (i.e. power it requires), whereas each
container has three properties, namely maximal power it can supply, number of connec-
tors and the price. The goal is to plug in all the electronic cards into a set of racks with
the smallest cost possible [7].

In Table 1, we compare the newly proposed DFCP problem against the above
presented related problems, by outlining different characteristics of the individual prob-
lems, such as: type of objective function, capacity constraints (i.e. upper/lower limit),
the number of containers, number of features per item/container, and whether all items
need to be selected. By analysing the details given in the table, one can conclude that
DFCP problem is closely related to RCP problem, in terms of number of containers and
features per item/container, but differs in terms of the objective function, capacity
constraints and in the aspect whether all items need to be selected.

Table 1. Comparison of features of various related problems

Problem Objective | Capacity constraints No. of. No. of No. of All items to

Upper limit | Lower containers | features per | features per | be selected
limit item container

KP Max Yes No 1 2 1 No

MKP Max Yes Yes >1 2 1 No

DMKP Max Yes Yes >1? 2 1 No

BPP Min Yes No >1 1 1 Yes

RCP Min Yes No >1 1 3 Yes

DFCP Max No Yes >1 1 3 No

“Containers might be of different capacities
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To the best of authors’ knowledge, there is no any problem in the literature that
models or solves the problem of the distribution of fiscal coupons, hence in the following
section, we present a mathematical modelling of this problem, along with the proposed

solution.

3 Mathematical Modelling

The mathematical modelling for the problem of the optimal distribution of the fiscal
coupons is formulated as an Integer Linear Programming (ILP) model that has a range

of parameters and a couple of decision variables, as specified below:
Parameters:

N — Number of coupons

v; — Value of coupon i, Vi =1, ... ,N

T — Number of types of envelopes

C; — Minimum number of coupons in envelope of type k, Vk =1, ..., T
S — Minimum sum of all coupons in envelope of type k, Vk =1, ..., T
R, — Achievable reward from envelope of type k, Vk =1, ..., T

Decision variables:

M — Number of envelopes

Xy —equals 1, if envelope j is of type k, otherwise itis 0, Vj =1,... ,M,Vk =1, ...
y;; — equals 1, if coupon i is placed in envelope j, otherwise it is 0, Vi =1, ...

vi=1,...,M,

Objective function:

M, E . E ! R
ax X
j=| hed k=1 KIK

Constraints:
N .
Dz GV =1 MYk =1, T
N
DV 2 S =1 MYk =1, T

N .
Vi <Lvj=1,....M

M
D =1Vk=1...T

)]

@)

3

“

)

In the mathematical formulation presented above, Eq. (1) denotes the objective
function of the problem at hand, which is maximizing the total reward, by determining
which combination of envelopes yields to the highest possible profit. Constraints (2) and
(3) ensure the validity of envelopes in terms of the requirement for the minimum number



Solving the Problem of Distribution of Fiscal Coupons 53

of coupons and the minimum sum of their values, respectively. Constraint (4) guarantees
that each single coupon is inserted into at most one envelope, whilst Constraint (5) makes
sure that each single envelope can belong to only one particular type of envelope.

4 Genetic Algorithm Solution

In this section, we present the approach for solving the DFCP problem, where, we first
present the basic algorithm ingredients, and then present the algorithmic solution in the
form of pseudocode.

4.1 Basic Algorithm Ingredients

In this implementation, we use the Steady State approach of Genetic Algorithms, which
was popularized by Whitley and Kauth [8], and its main idea, compared to the traditional
generational approach, is to update the population in a slight manner rather than all at
one time. The algorithm iteratively breeds a new child or two, assesses their fitness, and
then restores them directly into the population itself, slaying off some preexisting indi-
viduals to make room for them. The Steady-State Genetic Algorithm has two essential
features. First, it uses half the memory of a standard genetic algorithm, because there is
only one population at a time. Second, it is more exploitative compared to a generational
approach [9]. The particular details of the Steady-State Genetic Algorithm implemented
here, can be summarized as in the following:

Representation of a given candidate solution is made as a list of lists, where the size
of the main list corresponds to the number of assigned envelopes M, whereas each single
member of the main list is also a list that corresponds to the number of coupons #; placed
inside a given envelope i. A sample representation of a given solution is:
S={E\.E,....,E,...,Ey},where E, = {C|,C,, ..., C,L}.

Initialization of a given candidate solution begins by reading all the coupons values
from the given problem instance, and then, randomly distributing them into a random
number of envelopes, by considering the hard constraints about the minimum
number/sum of coupons. The number of generated initial solutions is equal to the popu-
lation size (ps) parameter.

Mutation mechanism of the algorithm consists of two operators, namely swap and
shift, where the earlier swaps two coupons belonging to distinctive envelopes, while the
later shifts a coupon from a given envelope to some other envelope, of the same candidate
solution. In order to apply a number of swaps between different coupons of a given
individual, the swap operator iterates through a loop for a number of iterations (as
specified by sw parameter). During the course of a single iteration, initially, two distinct
envelopes are selected randomly, and then, for swapping purposes, one random coupon
is selected from each of these envelopes. The shift operator is also executed for several
iterations, as specified by sh parameter. During the evolution of a given iteration,
initially, two distinct envelopes are selected randomly, and then one random coupon is
selected from the first envelope, and gets shifted to the second one.
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Evaluation of a given candidate solution is done using Eq. (1), which, as described
before, maximizes the total reward, by determining which combination of envelopes
yields to the highest possible profit. Each member of the population has a certain number
of envelopes of different types, and the sum of these envelope values denotes the fitness
of the member.

Selection of the parent that will take part in breading the next population is completed
by using the Tournament Selection algorithm. This algorithm is a simple and an effective
one, as it returns the fittest individual of some #s individuals picked at random from the
population [9].

Population update mechanism replaces the worst fit member of the current popu-
lation (i.e. it replaces the current worst solution from the population with the best picked
from tournament size individuals).

4.2 Pseudocode of the Algorithm

In abstract terms, as shown in Algorithm 1, the envisioned GA approach has 6 param-
eters, which can be used for fine tuning its performance for different problem complex-
ities and sizes. Besides the default genetic algorithm parameters, such as population size
(ps), maximum generations (mg) and tournament size (¢s), the particular implementation
at hand, uses three so called “intensity” parameters, namely swap mutate (sw) and shift
mutate intensity (sh), for specifying the number of times a certain operator (i.e. swap or
shift) will be applied when called upon. In addition, the algorithm uses a special param-
eter called the alternation frequency (af) to change the mutation operator from swapping
to shifting and vice versa every af number of generations.

At the very start of the algorithm, a population P of n individuals is created by using
the procedure for creating the initial solution explained above. Next, in the repetitive
phase of the algorithm, at each iteration, the following steps are undertaken: (1) evalu-
ation of all individuals, (2) selection of the parents based on tournament selection and
mutation over the operators (i.e. swap and shift) used in the running iteration, and (3)
formation of the new population by replacing the individual with the worst fitness, with
the mutated new individual if the fitness of the second is better. The algorithm terminates
when the maximum number of foreseen generations is achieved.
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Algorithm 1 Steady State Genetic Algorithm

Require: coupons C (N, vi, T, C;, S;, R)), where i=1...N and j=1...T, population size ps;
maximum generations mg; tournament size £s; swap mutate intensity sw; shift mutate inten-
sity sh; operator alternation frequency af.

1: P ={};Best=0; Worst=0;
2:  for ps times do
3: C, = Random Individual (C)
4: AssessFitness(C; )
5: if Worst == @ or Fitness(C, ) < Fitness(Worst) then
6: Worst = C,
7: P=PUC,
8:  for each generation until mg do
9: P,, = SelectWithReplacement(P),
10: Py, = TournamentSelection(P, zs),
11: C, = Select best from P,
12: C, = Mutate(Cy, sw, sh, af)
13: if Fitness(C}p ) < Fitness(Worst) then
14: Worst = Cp,
15: SelectForDeath(P,, )
16: P=P-B,
17: P=PUC(,
18: for each individual P; € P do
19: AssessFitness(P; )
20: if Best == @ or Fitness(P; ) > Fitness(Best) then
21: Best=P;

22: return Best

S Computational Experiments

In this section, we initially present a test set of 10 instances that are used for conducting
the evaluations of the presented solution. Further, we show the computational results
for tuning the parameter values of the proposed approach. After that, we compare the
obtained results against the lower bound values that are within reach when relaxing
individual hard constraints of the problem at hand. The proposed GA based algorithm
is developed by using the C# programming language through the developing environ-
ment of MS Visual Studio 2017. All experiments are done using a machine with an Intel
Core processor 17-7500U CPU with the clock speed of 2.9 GHz and a RAM memory of
16 GB. The GA algorithm is tested under a MS Windows 10 Home 64 bit operating
system.

5.1 Test Set

In order to test the algorithm for various scenarios of the distribution of fiscal coupons,
we have set up a test set that consist of 10 different instances, where the values of indi-
vidual coupons are generated randomly. Table 2 shows the characteristics of individual
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instances, which includes instance name, number of coupons and the total value of all
coupons. The instance name, in addition to problem abbreviation DFCP, also encom-
passes the number of coupons and the total value present in a particular instance, e.g.
Instance DFCP_2h_3k contains 200 (2hekta - 2h) coupons with a total value of 3000
(3kilo - 3k) currency units. In practice, the value of a fiscal coupon ranges from very
small amounts (e.g. a chewing gum might cost less than a euro) to large amounts (e.g.
a technological appliances might cost several, dozens, hundreds or even thousands of
euros). However, during a certain period of time (e.g. a month or a year quartile), the
number of large value transactions (i.e. fiscal coupons) made by a person is usually much
lower than the number of transactions with small values. Hence, in order to make the
test instances more realistic, 30% of coupons are set to have larger values, which range
from several up to dozens of currency units (e.g. euros). Furthermore, based on the
constraints enforced in practical situations, such as in the case of Tax Authorities of the
Republic of Kosovo [1], three envelope types are defined throughout all test instances.
In general, an envelope type is described with three properties, namely the minimum
number of coupons, the minimum sum of the coupons and the foreseen reward. In
particular, the types of envelopes used in the test set read as in the following:
Typel = {30, 250, 10}, Type2 = {40, 500, 15} and Type3 = {50, 800, 20}.

Table 2. Test set details and maximal reward when relaxing individual constraints

Instance name Instance details Envelope details
Number of coupons Sum of coupons

Number of Total 30 40 50 250 500 800

coupons value
DFCP_2h_2k 200 2000 60 75 80 80 60 50
DFCP_2h_3k 200 3000 60 75 80 120 90 80
DFCP_5h_5k 500 5000 160 180 200 200 150 120
DFCP_5h_6k 500 6000 160 180 200 240 180 150
DFCP_1k_10k 1000 10000 330 375 400 400 300 250
DFCP_l1k_11k 1000 11000 330 375 400 440 330 280
DFCP_2k_20k 2000 20000 660 750 800 800 600 500
DFCP_2k_22k 2000 22000 660 750 800 880 660 550
DFCP_5k_50k 5000 50000 | 1660 1875 2000 2000 1500 1250
DFCP_5k_55k 5000 55000 | 1660 1875 2000 2200 1650 1380

5.2 Upper Bound Limits

In addition, in Table 2, we present the maximal reward that can be achieved per instance
if individual problem constraints are relaxed (i.e. either the constraint for the sum or
number of coupons in the envelope is not enforced). In case the constraint for the sum
of coupons is relaxed (i.e. it is not taken into account), the maximal reward that can be
achieved, in all instances, is when the envelopes are all of Type3 (i.e. the number of
coupons is 50). On the other hand, when the constraint for the minimum number of
coupons is relaxed, the best scenario, in all instances, is when all the envelopes are of
Typel (i.e. the minimum sum of coupons is 250). If the constraint for the minimum sum
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of coupons is relaxed then the formula for calculation of upper bound values is UB = [ No.
coupons [/[Min. no. of coupons per envelope type] * [Reward per envelope type], other-
wise, if the constraint for the minimum number of coupons is relaxed the envisioned
formula is UB = [Total value J/[Min. sum of coupons per envelope type] * [Reward per
envelope type]. In the case of relaxation of the minimum sum of coupon constraint, a
sample calculation of the upper bound value for instance DFCP_2h_2k (the sixth column
in Table 2) is UB = 200/50 * 20 = 80. Comparing the values in the sixth and the seventh
column of Table 2, one can notice that the scenario of having envelopes of Typel (i.e.
the sum of coupons is 250) while relaxing the constraint for the minimum number of
coupons, is the best scenario for all instances in the test set. Hence, in the following
section, we use these values as Upper Bound (UB) limits (i.e. benchmark values) for
evaluating the results that are obtained by the introduced solution in this paper.

5.3 Evaluation Results

In order to calibrate the values of the parameters of the GA approach, a systematic
experimentation is performed by using the complete test set. Initially, based on some
preliminary experimentation, for each parameter, a range of five best performing values
is selected. Then, for each selected value, the algorithm is executed for each test instance
10 times. As a result, for each single parameter, the value that in average produces better
results than the other four values, is adapted for the final round of the experimentation
that is done with the aim of evaluating the performance of the proposed algorithm. The
tuned values for the GA approach read as in the following: mg = 10,000; ps = 5,000;
ts = 20; sw = 15; sh = 20 and af = 10.

In Table 3, we present the results of best, average and worst case scenario execution,
for individual instances over ten unique executions of the algorithm, where the results
are compared against the upper bound values (described in the previous section). In
general, when the results are averaged over the whole test set, the gap of GA resulting

Table 3. Fitness results of GA versus upper bound limits

Instance name Upper bound Best Average | Worst GA,ye vs. UB (%)
(UB)
DFCP_2h_2k 80 65 61.82 60 22.73
DFCP_2h_3k 120 75 71.26 70 40.62
DFCP_5h_5k 200 170 159.57 145 20.21
DFCP_5h_6k 240 185 172.10 155 28.29
DFCP_1k_10k 400 330 297.20 280 25.70
DFCP_1k_11k 440 345 317.77 295 27.78
DFCP_2k_20k 800 600 574.25 545 28.22
DFCP_2k_22k 880 645 613.43 575 30.29
DFCP_5k_50k 2000 1365 1348.26 | 1340 32.59
DFCP_5k_55k 2200 1470 1427.17 | 1410 35.13
29.16




58 Q. Hyseni et al.

values from the upper bound values is 29.16%. This gap remains below the average for
instances with less than 2,000 coupons with total values of 22,000 currency units, except
for instance DFCP_2h_3k (that has 200 coupons that have a total of 3000 currency units),
which has a gap of 40.62%. These gaps should be considered as relative and only for
comparison purposes, since the upper bound values do not represent actual solutions to
the problem, but only solutions to the relaxed version of it. Hence, the obtained results
can be considered as promising given that the computation time is short.

With regard to the computation time (see Table 4), the results show that the GA
approach needs about 27.79 s, in average, to solve a DFCP problem from the test set.
The results show that best and worst case computation time is relatively stable for the
first four instances and the last instance (where the difference is at most 3.3 s), whereas,
for the other instances, this difference is more than 10 s, especially for instance
DFCP_l1k_10k, where the difference goes up to 27.7 s. The worst case execution
scenario, always remains under a computation time of less than 50 s, which shows the
usability of the algorithm in practice, where generating good quality solutions would
enable the user to gain more revenue from the practice of coupon collection that is
applied in tens of countries around the globe (e.g. Republic of Kosovo [1]).

Table 4. Computation time of GA approach (in seconds)

Instance name Best Average | Worst
DFCP_2h_2k 20.16 |21.44 23.44
DFCP_2h_3k 20.60 | 21.01 21.84
DFCP_5h_5k 21.02 |21.53 22.22
DFCP_5h_6k 20.44 | 22.06 23.51
DFCP_1k_10k 21.39 |26.37 49.07
DFCP_1k_11k 21.24 2441 43.74
DFCP_2k_20k 25.33 1 30.21 37.77
DFCP_2k_22k 28.24 | 32.46 41.33
DFCP_5k_50k 37.68 |39.95 50.02
DFCP_5k_55k 37.30 3843 39.62
Avg. 25.34 | 27.79 35.26

6 Conclusion and Future Work

In this paper, we introduced a new problem for modelling the optimal distribution of
fiscal coupons and devised an Integer Linear Programming (ILP) mathematical formu-
lation. Further, we presented a metaheuristic approach based on Genetic Algorithms,
which is able to solve the formulated problem at hand in matter of tens of seconds by
using standard computing devices. In addition, a newly introduced test was used for
benchmarking purposes, where it was shown that the proposed approach produces
competitive results when compared to upper bound values. For additional comparison,
as part of future work, we plan to develop exact methods from the field of dynamic
programming and also investigate hybridization of the presented approach with other
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metaheuristics, as well as utilization of constraint satisfaction problem (CSP) techniques
within the existing metaheuristic for the envisioned problem.
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Abstract. Wireless Visual Sensor Network is a collective network of nodes
capable of collecting, processing, and transmitting a huge amount of image/video
data from a region of interest to the base station. These nodes are equipped by
cameras and are characterized by their limited resources in terms of computational
capability, bandwidth and battery power. This type of Networks are more compli-
cated and challenging compared to traditional wireless sensor networks. There-
fore, a number of solutions have been recently proposed such as the cross- layer
designs, which is an interesting research topic. It allows sharing information
across all network layers even the nonadjacent ones, in order to improve the
wireless network functionality and to obtain performance gains. In this article,
we will present a survey of cross-layer design in Wireless Visual Sensor Networks
where we will classify the recent proposals in this area in term of their architecture,
interaction categories and theirs outcomes.

Keywords: Cross-layer design - Wireless visual sensor networks
Wireless multimedia sensor networks - Wireless video sensor networks

1 Introduction

Wireless visual sensor networks (WVSNs) are considered an extension of Wireless
sensor Networks (WSNs) as shown in Fig. 1.

Recent developments of inexpensive CMOS (Complementary Metal Oxide Semi-
conductor) cameras brought the opportunity of imaging capabilities to sensor networks.
In fact, sensor nodes can collect image/video data from an area of interest, process it
collaboratively, and transmit the useful information to the Base Station (BS) for further
analysis via multihops short range transmissions. These nodes are battery powered and
equipped by cameras. Therefore, they operate with respect to the available and limited
resources and they are called camera nodes.

Consisting of a large number of tiny low-power camera nodes, WV SNs will not only
enhance existing sensor network applications such as tracking, home automation, and
environmental monitoring, but they will also enable several new applications such as [1]:

e Storage of potentially relevant activities,
e Traffic avoidance,
e Enforcement and control systems;
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Fig. 1. Wireless sensor networks

e Advanced health care delivery;
e Automated assistance for the elderly and family monitors;
e Person locator services;

There are other applications mentioned in Fig. 2.

\

|

Vlrtual reality Com
& o
Healthcare monitoring

Smart homes " %
WVSN ‘_j'\
& Environmental Monitoring
Industrial Process

Control

- o

Surveillance

lo o)

Smart meeting rooms

Fig. 2. Wireless visual sensor networks applications

However, WVSNs are more complicated than traditional WSNs and bring new
research challenges and opportunities such as [2]:
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e Coverage problem: the Field of View (FoV) coverage in WVSNs is determined by
the camera’s view angle, focal depth and occlusion caused by the obstacles instead
of sensing range coverage.

o Collecting/Processing/Transmitting visual data: consumes much more resources
(e.g. Bandwidth, Energy ...) than scalar data due to huge amount and large size of
image/video data.

o Visual data reconstruction: to reconstruct the whole picture of the interested objects
at the sink node, multiple correlated data sources nodes have to cooperate.

o Quality of Service (QoS) requirements: QoS requirements for the visual data appli-
cations are more stringent than for scalar data applications.

These new challenges make the traditional WSNs algorithms or protocols inappli-
cable to WVSNs. Thus, more issues and solutions in WVSNs regarding QoS, security,
mobility and energy efficiency have been recently studied such as cross-layer approach
that seems a promising solution.

In this paper, we present a survey of the cross-layer design in WVSNs. Recent works
and proposals in this topic are summarized and classified according to their architecture
and interaction categories.

The remainder of this paper will be organized as follows. The Sect. 2 presents an
overview of cross-layer design, then Sect. 3 discusses recent cross-layer design
proposals in WVSN and finally conclusion is presented in Sect. 4.

2 Overview of Cross-Layer Design

For many years, the traditional seven-layer Open Systems Interconnect (OSI) have been
used. It divides the overall networking task into layers and defines a hierarchy of services
to be provided by the individual layers (Srivastava & Motani 2005). In this architecture,
communication between adjacent layers is limited to procedure calls and responses and
direct communication between nonadjacent layers is forbidden [3]. By using OSI model,
the complex of network implementation could be reduced and it flexibility could be
increased [4]. However, the new challenges of supporting multimedia applications and
services over wireless networks, such as limited battery power, limited bandwidth, and
stringent QoS requirements, cannot be solved via traditional layered architecture [5].

In [3], Srivastava & Motani explain that, in the framework of a reference layered
architecture, protocols can be designed by respecting the rules of the reference archi-
tecture or by the violation of a reference layered communication architecture which is
called cross-layer design.

Cross-layer design is a new research topic that refers to protocol design done by
actively exploiting the dependence and interaction between protocol layers to obtain
performance gains, for example by sharing variables between layers or allowing direct
communication between protocols at nonadjacent layers. The special problems created
by wireless links, the possibility of opportunistic communication on wireless links, and
the new modalities of communication offered by the wireless medium, are the three main
reasons that motivate designers to violate the layered architectures [3].
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Authors in [6] declared that there are three issues that they can be viewed as goals
of cross-layer designs, which are Security, Quality Of Service (QoS), and Mobility. The
Security in a cross-layer design aims at providing a security communication by
deploying encryption methods, such as SSH, Wi-Fi protected access. Improving the QoS
could be achieved by enabling cross-layer communication between the upper layers (the
application layer and the transport layer) and the lower layers (the physical layer and
the data link layer). In wireless sensor networks, node movement would cause channel
switch, route change, and other problems, thus, the mobility goal in cross-layer design
aims at guaranteeing the uninterrupted communication in wireless networks.

In their survey of cross-layer Design [3], Srivastava and Motani discuss the basic
types of cross-layer and categorize the initial proposals on how cross-layer interactions
may be implemented. Figure 3 summarize the basic ways of violating the layered archi-
tecture and Fig. 4 summarize the cross-layer interactions.

CATEGORIES FOR CROSS-LAYER DESIGN PROPOSALS
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CROSS-LAYER INTERACTIONS
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Fig. 4. Cross-layer interactions

More details and explanations of cross-layer categories and interactions are
presented in [3, 4].

3 Recent Cross-Layer Design Proposals in WVSN

The cross-layer design topic has been investigated in many researches. Authors in [7]
proposed a multichannel cross-layer architecture with a novel load balanced routing
method (QS-LEERA-MS), where the next hop selection is done by considering the
residual energy levels of the nodes in the coverage area. In this scheme, the original
multimedia stream is segmented into multiple flows according to the number of paths
constructed during the bandwidth reservation without exceeding the QoS constraint (the
maximum number of hops that a packet must travel) defined in the request messages.
As results, the network lifetime is significantly prolonged and possible congestions in a
single channel-single path architecture is prevented due to the transmission of the
packets over distinct paths, which increase the throughput of the system.

QoSMOS is a cross-layer QoS architecture presented in [8] that melts network and
link layers with traffic classification, conditioning, forwarding (packet scheduling and
buffer management) and service provisioning effects. Based on this architecture, the
authors developed a cross- layer communication protocol (XLCP) that enables scalable
service differentiation in wireless multimedia sensor network (WMSN), assumes
geographic routing mechanism based on location awareness and optimized cost function
for localized packet routing decision and provides soft QoS guarantees in latency, reli-
ability and throughput domains without an explicit service level agreement.
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Alaoui-Fdili et al. proposed in [9] a cross-layer approach for video delivery over
WYVSNs based on the video compression scheme H.264/AVC in its intra-only mode and
the routing protocol MMSPEED taking into account the Avaible Buffer Size in the
neighbour node’s queue during the routing process. This approach is energy efficient
and delivers good quality video streams.

A study on DS-CDMA VSN cross-layer resource allocation is presented in [10], two
optimization criteria for the optimal allocation of the source and channel coding rates
are studied, the first minimizes the average distortion of the video received by all nodes,
and the second minimizes the maximum video distortion among all nodes. The resulting
mixed integer optimization problems are tackled with the particle swarm optimization
algorithm (PSO), as well as a hybrid scheme that combines PSO with the deterministic
Active-Set optimization method. This cross-layer multi-node optimization design
accounts for the overall system performance through all network layers. Particularly, at
the application layer, data link layer, and physical layer, while the central server that
can request from the nodes to properly adjust their transmission parameters depending
on the amount of motion detected in each video sequence, lies at the network layer.

In order to optimize the multimedia transmission over WMSN, IEEE 802.11 g, IEEE
802.11e EDCA and H.264/SVC standards are utilized in a model of cross-layer design
presented in [11] respectively in the Physical layer, the Data-link layer and the Appli-
cation layer. Significant data from these three layers is gathered through parameters
deliberation process where the data is enhanced to meet the prerequisites of QoS for
video transmission. Then the output of the data optimization are delivered back into
these layers. The outcomes of this model indicate that better results for throughput,
packets end-to-end delay (latency), and packet drop rate can be attained compared with
WSN standards.

An adaptive cross-layer framework for transmitting multimedia content over WSN
(ACWSN) is presented in [12]. It combines cross-layer design with AOMDYV as multi-
path routing and AVQ (Adaptive Video Queue) as an algorithm for packer scheduling
which optimizes both bandwidth and multimedia quality and solves multimedia trans-
mission problems like limited bandwidth, wireless link failures and congested packets.
ACWSN uses cross-layer communication between Physical, Network and Application
layer where MPEG-4 encoder at application layer can adjust encoding parameters
according to current wireless channel, which is communicated from physical layer. The
limit of this framework is that do not consider the limited battery lifetime neither Qos
parameters of video transmitted at time of evaluating and choosing optimum path.

Durdi, Kulkarni and Sudha [13] proposed an energy consumption reduction frame-
work for transmission in wireless networks in order to maintain well- balanced QoS in
multimedia network. In this framework, selective encryption using AES algorithm and
H.264/AVC standard are used with a cross-layer approach in which the allotment of
security and energy levels at both the application layer and physical layer takes place in
accordance to the priority of video frames. Therefore, vital information, such as I frames
that are given utmost prominence, is never lost.

An energy efficient cross-layer image transfer model for reliable image delivery
across the network is proposed in [14] which employs cross-layer interaction between
the application, transport, network and MAC layers. The Transport layer keep a close
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watch on the working of the MAC and physical layers and adjust its own parameters
according to their parameter changes which ensures that the images are transported
maintaining and in-fact improving the various image parameters.

According to the classifications in Sect. 2, we summarize the introduced literatures
in Tables 1 and 2.

Table 1. Classifications of the introduced literatures

Referenced works

Crossed layers

Architecture
category

Implementation
category

Outcomes

(Cevik & Zaim
2013) [7]

Transport,
Network, MAC and
Physical layers

Back and forth

Direct
communication

e Prolong network
lifetime

o Increase the
throughput of the
system

e Prevent possible
congestions in a
single channel-
single path
architecture

(Demir & Demiray
2014) [8]

Network, MAC
layers

Merging of
adjacent layers

Direct
communication

o Differentiate
service classes in
terms of soft delay,
reliability and
throughput

o Eliminate local
congestion

o Distribute energy
evenly along
forwarding paths

(Alaoui-Fdili et al.
2015) [9]

Application,
Network, MAC
layers

Back and forth

Direct
communication

e Extending the
network lifetime
e Video quality

enhancement

(Pandremmenou
et al. 2015) [10]

All layers

Vertical calibration

none

Optimal allocation
of the source and
channel coding
rates and power
consumption

(Emansa Hasri et al.
2015) [11]

Application, MAC,
Physical layers

Vertical calibration

A shared database

Optimization of
throughput,
latency, and packet
drop rate

The focus of the presented researches has been on the QoS topic in order to maximize
the network lifetime or to enhance the quality of the transmitted image/video data. In
their work [13] Durdi et al., proposed a framework that provides in addition of QoS the
multimedia content protection and they presented more details of the security side of
their framework in [15].
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Table 2. Classifications of the introduced literatures

Referenced works | Crossed layers Architecture Implementation Outcomes
category category
(Youssif et al. Application, Vertical calibration | Direct e Optimizes video
2015) [12] Network, Physical communication quality in different
layers wireless channel
conditions
e Optimizes the
bandwidth
(Durdi et al. 2016) | Application and Downward Direct e Energy
[13] Physical layers communication consumption
reduction
e Multimedia
content protection
(Singh & Verma Application, Coupling without | Direct Reliable transfer of
2016) [14] Transport, Network | new interfaces communication images
and MAC layers

4 Conclusion

Compared to the traditional wireless sensor networks that can only transmit scalar infor-
mation such as temperature, wireless visual sensor networks are more complicated and
raise new challenges such as the transmission of the huge amount of image/video data
with the high bandwidth and QoS requirements over low-power visual sensor nodes.
These challenges cannot be solved via traditional layered architecture. Therefore, cross-
layer designs are used in order to achieve three goals (security, QoS, and mobility) by
allowing one layer to exchange and share the information with other layers in the same
node or in other nodes.

This paper presents a survey of the cross-layer design in WVSNs where recent
existing works in this topic are overviewed and classified according to their architecture
and interaction categories. By doing so, we created a platform over which new research
can be built.
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Abstract. The latest experiences hint that the QoS (Quality of Service)
approaches adopted by IMS (IP Multimedia Subsystem) technologies are still
suffering from a primary containment factor due to the nondifferentiation between
IPTV (Internet Protocol Television) video components. IMS system also cannot
ensure high IPTV data transfer due to the limitation of available cellular band-
width. In this paper, we try to merge the advantage of high bandwidth assigned
to LTE (Long Term Evolution) and a new PHB (Per-Hop Behavior) that classify
and differentiate between IPTV sub traffics by using IPv6 Flow Label. This new
architecture permits high-quality IPTV video components with the capability to
prioritize the sub traffic according to the network administrator policy. The
proposed architecture is implemented using OPNET software. The results show
that IPTV users receive high-quality video data with a change in quantity
according to data priority.

Keywords: IPv6 - Flow Label - LTE - QoS - DiffServ - IPTV - IMS

1 Introduction

Digital video streaming has become widely spreading this days. IPTV services become
a wide demand as it provides the transfer of multimedia services over IP network to
provide the required QoS needed by the user as security, reliability, and interactivity. It
also requires carrying a video to a wide range of users with different screen sizes and
resolution as mobile phones and digital screen cinemas. So a continuous moving picture
and audio are transferred during transmission time. The existing IMS-based IPTV infra-
structure doesn’t take into account that the IPTV traffic consists of three sub-components
and the sensitivity of the linear television latency. In fact, classification of traffic uses
three classes: data, voice, and video. In the case of IPTV, we note that traffic can be
decomposed into three sub-traffics: BC (BroadCast), VoD (Video on Demand) and PVR
(Personal Video Recorder):

e BC: This is the broadcasting or multicasting of real- time video traffic in a network.

e VoD: Allows a user to select and view a video. It includes a library which will allow
diffusing, in parallel with the video, a title, and music.

e PVR: Allows the end user to record the content of the received stream.
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DiffServ model makes the treatment of these three types of flows alike. The differ-
ence in sensitivity to QoS parameters requires a reclassification between them. Our
contribution aims to remedy this problem. To achieve the required demand with an
efficient QoS, the high bandwidth is required [1-4]. 4G cellular network has been
assigned enormous bandwidth that ensures reliable delivery of IP traffic from smart-
phones that enables users to transfer high amount of data while moving inside the cell
[5]. Many types of research had worked in improving IPTV services QoS. The poor-
quality model has been merged in [3] to improve IPTV network accuracy and efficiency
in case of pause or screen with less clarity. Li and Chen in [5] combined time slicing
and discontinuous reception (DRX) schemes to build power saving technique for LTE
network. The proposed mechanism decreases the UEs consumed power and saves the
IPTV services quality. In [6], a new framework has been illustrated to measure the
viewer’s response and analyses TV content. This method leads to use IPTV network
data according to users’ opinion. A new proposed architecture with new coding has been
proposed in [ 7] to mend robustness when the network capacity increase. To uphold IPTV
in LTE network, Broadcast Multicast Service Centre had been designed in [8]. In [9],
Chen and Liao succeeded to reduce the switching delay during video transfer using exact
packet pairs that increase bandwidth. They also improved playback media stability by
using buffers to store selected channel. IPTV network and QoS parameters had been
explained and analyzed in details in [10]. Li and Chen support IPTV mobility over a
wireless cellular network using spectrum allocation technique [11]. This offered better
IPTV services besides it keeps voice service quality. In [12], IPTV data problems as
dropping, blocking and bandwidth usage had been almost solved using new queue model
that consider adaptive modulation and coding. IPTV seamless handover in wireless LAN
had been achieved in [13] using Physical Constraint and Load-Aware. This technique
allows the user to choose the next wireless LAN to access according to its strength,
congestion and bit error rate.

To guarantee the best IPTV QoS, a new QoS-control paradigm based on adaptive
control theory had been developed to enable this next-generation services to interact
with the users. These new techniques will provide the user demand according to their
QoS requirements. Knowing that the one implemented in the IMS-based IPTV is based
on DiffServ, our approach is in the form of a new PHB (Per-Hop Behavior). As for the
classification of IPTV sub-traffic, we propose a mechanism based on the use of the IPv6
FL (Flow Label) fields to enhance the QoS in the IMS network. The objective of this
proposal is to differentiate between the IPTV packets and allow them to avoid the best
effort treatment as they are part of the same traffic (Video).We also apply this proposed
paradigm in LTE network to provide the best QoS. The outline of the paper is as follows:
Sect. 2 shows briefly QoS issues, types of IP interworking networks and existing sugges-
tions for improving QoS using IPv6 FL. It also explains our QoS optimization mecha-
nism. That explanation is based on how to prioritize IPTV sub-traffic using the IPv6 FL
field and how to generate new class of services. In Sect. 3, we discuss our implementation
network and the studied scenario of the LTE-IMS-Based IPTV by using Opnet 17.5.
Section 4 illustrates the performance analysis of the proposed mechanism. Finally,
Sect. 5 concludes this paper and outlines the prospects.
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2 Improving QoS Using Flow Label Proposed Technique

The capability of the network to provide the user requirements when using IPTV service
taking into consideration the main parameters like delay, traffic losses, video jitter and
quality is the heart of the definition of QoS in our network. Two main QoS models were
proposed by IETF (Internet Engineering Task Force): IntServ and DiftServ [14-16].
The difference between these two models is explained in details in [17]. To improve
QoS for IPTV services, during transmission, IPv6 FL had been used in addition to IMS
system.

2.1 1IPv6 Flow Label and Quality of Service

IPv6 FL is a 20-bits field just after the Traffic Class field of the IPv6 header. This field
may be used to label packets of the same packet flow or an aggregation of flows [18].
Several approaches have been proposed to the IETF to use this field to improve QoS on
the internet [19]. Some of them have suggested using it to send the bandwidth, delay,
and buffer requirements. Others have recommended using this field to send the used port
number and the transport protocol [20]. Other approaches have been proposed [21], but
none of them have been standardized. However, there is an hybrid approach that takes
into account the advanced approaches and applies them to DiffServ model [19]. This
method has booked the first 3 bits of the IPv6 FL field to indicate the methods used and
reserved the remaining 17-bit parameter relating to each particular approach. Table 1
summarizes this hybrid approach.

Table 1. The bit pattern for the first 3 bits of Flow Label

Value type of the used approach

000 | Default

001 A random number is used to define the Flow Label.
010 | Int-Serv

011 Diff-Serv

100 | A format that includes the port number and the protocol in the FL is
used

101 A new definition explained in [22]
110 | Reserved for future use

111 Reserved for future use

2.2 Optimization of IPTV Broadcasting Traffic

The IMS-Based IPTV was not limited to the provision of essential services of IPTV,
but it opened the door to ‘quadruple play’ services and other more advanced ones. As
FL allows the user to ask for a unique process for its real-time traffic flow [15], IMS
provides a continuous connection as it allows users to get their data either with a fixed
or mobile network. IMS had a choice of traditional or recent technologies for service
management, especially using the experience inherited from the Internet model in QoS
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management, but the requirements to provide multimedia services compete to attract
many customers and suppliers.

Video traffic is characterized by a variable data rate due to the dynamic nature of the
captured scenes and also the encoding process [23, 24]. Assign EF (Expedited
Forwarding) as PHB to video traffic in a DiffServ network can generate a control problem
as video traffic has variable rates. Also, in the fact that several video streams are encap-
sulated in the same aggregate flows, it will be difficult to design the maximum inter-
video traffic limit for his control at the entrance of the DiffServ domain (Ingres router).
Large traffic with EF PHB may cause congestion of DiffServ core routers. Serving the
EF packets continuously with high priority will increase the degree of this congestion.
As the EF PHB uses only narrow queues, in addition to the growing delay after waiting
in the queue, a significant delay is not desired by a real-time traffic. The succession of
EF packets in the core network will make the refinement of the packets in the queue
slower. Consequently, a significant number of packets will be dropped. In case the
packets removal process is started, it will be no protection of the most sensitive packets.
By adopting the same reasoning, EF packets at the edge of the DiffServ domain will be
treated according to their importance in the GOP (GROUPE of Picture) video [25].
Using an AF (Assured Forwarding) class for IPTV traffic may cause several problems.
The rejection priority for PHBs in AF is often implemented based on WRED (Weighted
Random Early Detection). Because of static treatment experienced by packets AF,
several large packets will be removed instead of other less important. The integration
of the eTOM (enhanced Telecom Operation Map [26]) process in the IMS-based IPTV
allowed classifying users by loyalty order. This approach gives a hand to the network
administrator to differentiate between recipient-based packets.

In case we were in front of the same class of users “GOLD” for example, whose
requesting the IPTV traffic, scoring inter users generates another factor that may affect
the credibility of transmission, as these users have the same grade. In the case of conges-
tion, routers will be forced to return to elimination process proposed by the DiffServ
standard. Indeed, the IPTV stream is composed of three types of traffic noted BC, PVR
and VoD. The PHBs EF (often attributed to the media stream) assumes that IPTV packets
are within the same video type. It means that they will be treated together with the same
priority, especially in the case of congestion, where routers carry the classification of
these packets queued and disposal packets to alleviate the queues if the queue is full [27].
The treatment of all IPTV packets with the same priority occurs by using a First In First
Out (FIFO) algorithm. All this will increase some latency packets that are sensitive to
delay and loss rates. Knowing that the components of IPTV traffic differ in their sensi-
tivity to latency and loss rate, seeking a reclassification mechanism between IPTV
packets becomes a necessity. To overcome these limitations, we propose a new mech-
anism for identifying and subsequently classifying IPTV traffic with treatment and
suppression priority which differs from one packet to another depending on the type of
traffic. As the ToS (Type of Service) field of the IPV4 header is limited to a byte, we
propose to make the mapping of DSCP (Differentiated Services Code Point) values to
IPv6 FL fields that will give us more bits to differentiate IPTV traffic while remaining
compatible with the DiffServ approach. Thus, Table 2 shows the new format of the IPv6
field:
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Table 2. New IPv6 Flow Label values

0o [1 21314516 (7 [8 oot (21345167 [8]9
0 |1 |1 |DSCP X |Y |Reserved for future use

As the value of the DSCP field for the EF class is set to 101110, the IPv6 FL field
can be written as shown in Table 3:

Table 3. New IPv6 Flow Label values

0o [t (203450678 9ot 23145678 ]9
o (1 |1 |1 |O |1 |1 |1 |0 |X |Y |Reserved forfuture use

Where x and y are the bits used to differentiate the video Traffic intra-IPTV. The fact
that IPTV packets take the same value of the DSCP field, exploiting only six bits, then
we will use the following 10 and 11-bits in the IPv6 FL to a reclassification intra-IPTV.
The remaining 9-bits will be reserved for future use. We give the name DSCP-FL to the
first 11 bits of the IPv6 FL field. These new FL values are mapped to PHBs that are
characterized by a high priority, low loss rate, jitter, and latency are similar to that of
the current EF PHB. Indeed, three IPTV packets belonging successively under BC
traffic, VoD, PVR will be subjected to a treatment illustrated through the algorithm in
Fig. 1. When the DiffServ router becomes saturated, it will proceed with the removal of
the packets with the highest priority level of dropping. In our case, it will be the one
whose DSCP-FL field has a value close to 011 10111001 (Table 4).

Traffic
YES o
IPTV Video Traffic
EEEE BT
YES incar Televisio
BEEEEEEEEEEE XES VoD Tramc =
EERE-EEEEEEE TR

Fig. 1. The proposed algorithm to differentiate intra IPTV traffic

Table 4. IPv6 Flow Label values with highest priority level of suppression

0o [t (203450678 9ot 231415678 ]9
o (1 |1 |1 |O |1 |1 |1 |0 |0 |1 |Reserved forfutureuse

3 Implementation Scenario

In our considered network, we aim to increase the data received by BC, VoD and PVR
user sequentially and decrease the delay and jitter that faces the BC traffic particularly.
Using OPNET Modeler 17.5, we implemented our proposed technique in LTE cellular
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network. The main idea in the proposed framework architecture is to implement IMS-
Based FL IPTV component in a 4G cellular system. A new modulated task application
module had been developed as IMS-SIP server does not exist in the OPNET’s modules.
User registration in IMS network and session establishment of IPTV services are built
in custom application in the proposed framework.

In this paper, we compare between performances of the network in two different
ways. The first case without applying the FL. QoS based system. The second scenario
corresponds to when applying FL. and WFQ (DSCP Based) QoS. Figure 2 presents three
major components of the used architecture. The first element includes the IMS network,
the second element contains three servers that represent the IPTV data center responsible
for sending different types of multimedia contents (PVR, VoD, and BC). The final one
is the personal receiver that receives data from the transmitter. As the IPTV users are
not alone in a 4G network, there are 10 FTP, and 10 HTTP users that transfer data at the
same time beside IPTV users. We must also mention that we compare the results of our
proposed scenarios when using and disusing our proposed technique to measure the QoS
parameters. The traffic sent is the same from the three different video servers (PVR, BC,
and VoD), high-resolution video, and that after the user perform IMS authentication
steps. In that scenario, the users move inside the cell with the same velocity 100 m/s.

PL
o8:0

il
il

Fig. 2. Moving IPTV users

4 Performance Analysis

In this section, we gathered the collected results for our proposed scenarios; then we
make overall performance analysis. The collected results are traffic dropped, packet end-
to-end delay and delay variation. We compare the performance of the three users (BC,
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VoD, and PVR) in case of using and disusing FL QoS. In this scenario, all the three
users BC, VoD and PVR moves inside the cell with the same speed to make affair
comparison between them when applying the proposed technique. Our proposed FL
QoS shows a high performance for BC user.

4.1 Traffic Dropped

It can be defined as the data missing while sending from the server to the user. This
missing data is due to the congestion of the network and imperfectly data links.

Figure 3 shows that all sources sent the same amount of data, although Fig. 4 shows
that the amount of data received by BC user is higher than both VoD user and PVR user
as BC user has the highest priority then VoD and PVR users.

E3 IPTV -with flow label MOVING-DES-1: time_av..n — O X [ +]
B Object BC of Wireless Subnet_0 B Object: BC of Wireless Subnet_0
B Object: PYR of Wireless Subnet_0 @ Object: PYR of Wireless Subnet_0
[0 Object: YOD of Wireless Subnet_0 0 Object: VOD of Wireless Subnet_0
time. Video Confe ing Traffic Sent i Video Ce
_average (in ferencing.Traffic Ser 4,000,000 ime_average (in
4,500,000
3,500,000
4,000,000
3,000,000
3,500,000
3,000,000 2,500,000
2,500,0004 2,000,000
2,000,000+
B 1,500,000 4
1,500,000 4
1,000,000
1,000,000
500000 500,000
0 T T T 0 T T T
Om Os 2m0s 4m 0s 6m Os Om 0s 2m 0s 4m Os 6m Os
Fig. 3. Traffic sent (bytes/sec) Fig. 4. Traffic received using Flow Label QoS
(bytes/sec)

As shown in Figs. 5 and 6, BC user and VoD user received a higher amount of data
when using FL QoS. In contrast, the amount of data received by the PVR user decreases
when using FL QoS as shown in Fig. 7.
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Fig. 5. BC traffic received Fig. 6. VoD traffic received
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Fig. 7. PVR traffic received

4.2 End-to-End Delay

The time taken by the packets to travel from the server to the user can be called packet
end-to-end delay. As shown in Fig. 8, end-to-end delay taken by the BC user is the lowest
when using FL QoS. BC user delay as in Fig. 9 is lower than the delay when using FL
QoS. In contrast, the delay by PVR users increases when using FL. QoS as shown in
Fig. 10, while the delay of VoD user remains almost the same as in Fig. 11.
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Fig. 10. VoD USER End to End delay (sec)

4.3

Packet Delay Variation

Fig. 11. PVR USER End to End delay (sec)

The playout buffers size is presented by Packet Delay Variation for regular delivery of
packets. BC user delay variation is the lowest as shown in Fig. 12 when using FL QoS.
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Fig. 12. Packet delay variation (sec)
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Fig.13. BC USER Packet delay variation (sec)

Figures 13, 14 and 15 represent a comparison of packets delay variation by three
users, in the case of using and disusing the FL QoS. BC user delay as shown in Fig. 13
is the lower amount of delay when using FL QoS. In contrast, the delay by the VoD and
PVR users increases when using our approach as shown in Figs. 14 and 15.
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Fig. 14. VoD USER Packet delay variation
(sec)

5 Conclusion and Perspective

Fig. 15. PVR USER Packet delay variation

(sec)

In the recent years, many researchers try to improve the QoS of IPTV services that
consider real-time traffic; mainly traffic losses and latency. None of them consider the
problem of classification of IPTV sub traffic and the differentiation between the BC,
VoD, and PVR packets. To fix this problem, we propose a new addressing algorithm
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that classifies between the packets using IPv6 FL field. This algorithm provides a reliable
solution to increase QoS of IPTV sub traffic by increasing the priority of BC traffic over
VoD and PVR traffics. We also improve the quality of IPTV services by applying that
technique to a 4G cellular system. As LTE system provides the high bandwidth that
helps in increasing the quality of sending data by increasing the amount of data sent.
We study the performance of this algorithm using a practical lab as mentioned in
Sect. 4. The performance results show that the amount of data received by BC user which
had the highest priority is the highest in case of the moving user. Our results prove also
that the packet losses, end-to-end delay and packet delay variation decreased for BC
user, but increased for PVR which shows that our techniques work well. We are working
on applying this technique to the next interworking heterogeneous network (LTE-
WLAN-WiMAX). In the future, we will work on improving the security issues in IPTV
IMS network and solve its related issues.
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Abstract. Global weather models solve systems of differential equations to
forecast large-scale weather patterns, which do not perfectly represent atmo-
spheric processes near the ground. Statistical corrections were developed to
adapt numerical weather prognoses for specific local conditions. These tech-
niques combine complex long-term forecasts, based on the physics of the
atmosphere, with surface observations using regression in post-processing to
clarify surface weather details. Differential polynomial neural network is a new
neural network type, which generates series of relative derivative terms to
substitute for the general linear partial differential equation, being able to
describe the local weather dynamics. The general derivative formula is expan-
ded by means of the network backward structure into a convergent sum com-
bination of selected composite polynomial fraction terms. Their equality
derivative changes can model actual relations of local weather data, which are
too complex to be represented by standard computing techniques. The derivative
models can process numerical forecasts of the trained data variables to refine the
target 24-h prognosis of relative humidity or temperature and improve the sta-
tistical corrections. Overnight weather changes break the similarity of trained
and forecast patterns so that the models are improper and fail in actual revisions
but these intermittent days only follow a sort of settled longer periods.

Keywords: Polynomial neural network
Partial differential equation substitution + Relative sum derivative term
Similarity correction model

1 Introduction

Numerical Weather Prediction (NWP) models succeed in long-term forecasting upper
large-scale patterns but are too crude to account for local variations in surface condi-
tions. Pure statistical models using local measurements can forecast idiosyncrasies in
local weather but are usually worthless beyond several hour horizon. Post-processing
methods, called model output statistics (MOS), relate historical observations with the
raw complex numerical forecasts, based on the physics of the atmosphere, using
regression equations to reduce NWP model bias and systematic errors [6]. Adaptive
intelligence methods try to clarify surface weather details and eliminate additionally
random forecast errors of NWP models, induced due to uncertain initial conditions and
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data computational limitations. Extended Polynomial Neural Networks (PNN) can
adopt some principles of the Similarity theory and procedures of the Operator calculus
to decompose and substitute for the general linear Partial Differential Equation (PDE),
which can describe any unknown dynamic system [10].

n n n

n n n
Y=ag+ > aixi+ 300 apxixi+ 33 > aipXixiXi + .. ()
i=1 i=1j=1 i=1j=11=1
n - number of input variables x; a;, ajj, Qjjk., - - . - polynomial parameters

Differential Polynomial Neural Network (D-PNN) is a new type of neural network,
which extends the PNN structure to produce a series of relative derivative terms, whose
convergent combinations can define and substitute for the general PDE in consideration
of data samples. The GMDH (Group Method of Data Handling) algorithm, created by a
Ukrainian scientist Aleksey Ivakhnenko in 1968, forms PNN in successive steps,
adding layer by layer to decompose the Kolmogorov-Gabor polynomial (1). It expands
the general connections between input and output variables into many simple rela-
tionships of low order polynomials (2) for every pair of input variables in each layer.
The GMDH polynomials in PNN nodes can approximate any stationary random
sequence of observations and can be computed in the last added layer by either
adaptive methods or system of Gaussian normal equations. A typical PNN maps a
vector input x to a scalar output ¥, which is an estimate of the true function [4]. The
number of layers of the PNN is not fixed in advance but becomes dynamically meaning
that this self-organizing network grows over the trained period.

Y = ao+ aix; + axx; + azx;x; + a4x,-2 + a5xj? (2)
X, X; - input variables of polynomial neuron nodes

The D-PNN decomposes the general PDE analogous to the PNN does the general
connection polynomial (1). The derivative equality sum changes of selected substitu-
tion fraction terms, formed in the PNN nodes, can model an unknown target function in
a PDE solution. The Operator calculus can convert the PDE into rational fractions,
which represent the Laplace transforms of a searched function. The inverse transfor-
mation can be applied to them to obtain the originals and solve the PDE. In contrast
with the Artificial Neural Network (ANN), each neuron (i.e. substitution PDE term)
produced in any layer node, can be directly included in the total network output, which
is the sum of selected (active) neurons outputs [10].

The general PDE can describe uncertain processes in specific local weather con-
dition, which are too complex and require a mass of data to be solved by conventional
regression or standard computing. These methods usually require a substantial reduc-
tion of input variables leading to model over-simplification [9]. The D-PNN models
can process final NWP outcomes of the trained input variables to calculate output
prediction series and improve MOS final corrections in the majority of cases. The
derivative PDE models represent current fluctuant relations of local data over the
training periods in more or less settled weather conditions. NWP model outputs can be
adapted to them to obtain the successful revisions. If a front brings an overnight
weather change, the predictions fail due to inconsistent trained and forecasted patterns.
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Daily PDE models, formed for the estimated numbers of training days, can refine 24-h
local forecasts of relative humidity (the lowest errors) or temperature.

2 NWP Model Forecasts Local Revisions

Meso-scale forecasts are produced by additional NWP models, based as well on the
numerical integration of differential equations, which can describe circulation processes
in the upper atmosphere on account of data observations. They are usually not
equipped with their own data assimilation system, so their forecasts quality depends
primarily on the global NWP systems providing the initial and boundary conditions. If
the global forecast is questionable over the region of interest, the higher resolution will
only magnify the problems. The physical down-scaling of the domain model can apply
additional satellite atmospheric measurements from an unbiased observing system
while the statistical down-scaling employs only independent surface observations.
MOS typically derive a set of linear equations to relate NWP model outputs with the
actual observations at a certain time. They attempt to minimize the systematic errors of
the next forecast, which primarily result from the physical parameterization of weather
events. The proposed forecast revisions (Sect. 5) are analogous to the Perfect-Prog
(PP) approach, which applies forecasted variables to its analog or regression model,
calculated with their corresponding observations in month periods. Other statistical
algorithms can employ “Running-mean” and “Nearest neighborhood weighted mean”
corrections to minimize the bias of the next forecast [2]. “Variational” method assumes
the non-systematic component of forecast error is linearly dependent on some com-
bination of the initial fields, end-time forecasts and the forecast tendency [S]. NWP
model errors can be expressed in the form of the Lagrange interpolation polynomial,
whose coefficients are determined by past model performance to solve the inverse
problem [7]. The probabilities of certain local weather events can be estimated using a
“germ—grain” model with non-negative least-squares approach to determine the local
(rain-fall) intensities and a “semi-variogram” technique to find the grain-cell size [3].
Hybrid or ensemble methods can combine different techniques or models, which
usually produce better results than single algorithms. Adaptive post-processing meth-
ods can equal or exceed traditional MOS and PP, starting from complex forecasts and
the observations. The proposed daily revisions (Sect. 5) use PDE models that process
final forecast of NWP systems, whose first outputs were corrected by several MOS and
secondary data analyses.

3 The General PDE Decomposition and Substitution

D-PNN defines and substitutes for the general linear PDE, which exact form is not
known in advance and which can describe any dynamic system, with a selected sum
combination of relative polynomial terms (3). The unknown function u is calculated
from the PDE sum of its derivative terms and bias. If u is a separable function, it can be
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expressed in the form of the sum of partial functions u; (3) including convergent series
arisen from their partial derivatives (4), formed in the PNN nodes.

n n n o0
d & _ _
“"‘b”"'zcia_;"‘zzdijﬁ ..=0 u=">
i=1 i=1j=1 k=1 (3)
u(x1,x2,,...,X,) - unknown separable function of n — input variables
a,b,c;,dj, ... - weights of terms u; - partial functions

Considering 2-input variables of the PNN nodes, the 2™ order PDE (4) includes a
series of 5 derivative terms, which corresponds to variables of the GMDH polynomial
(2). This PDE is most often used to model physical or natural system non-linearities.

5‘uk 8uk 52uk 82uk 82uk
<25M’Zax2’z 8}(% ’ 6x18x2’z 8x§> (4)

uy - node partial sum functions of an unknown separable function u

Fraction PDE terms are composed form the standard GMDH polynomials (2) in all
PNN nodes (4) according to the adapted Similarity Dimensional Analysis (SDA). SDA
applies various formal adaptations to PDEs according to the data dimensions to form
dimensionless m_units, i.e. characteristic groups of variables, typically interpreted as the
ratio of several original quantities [1].

L@} = pF(p) — 3 prfi' Y L)} = F(p) 5)

=1
F@), (1), ...f"() - originals continuous in <0+ ,00 >  p,t - complex and real variables

This SDA approach corresponds to a polynomial substitution (5) of the Operator
calculus, which can convert differential equations into pure rational functions in con-
sideration of the initial and boundary conditions. The reduced elementary fractions can
be considered the Laplace transforms F(p) of a searched separable function f{z) of a real
variable ¢, so that the inverse L-transformation can be applied to them to get the
originals and solve the PDE in this way (6).

Pp) N P) 1 P
S 0p) = O(u)p— o = kz:; O (o) (6)

ay - simple real roots of the multinomial Q(p) F(P) - Laplace transform

F(p)

The rational fractions, formed in each D-PNN node block (Fig. 1), fulfil the con-
dition of the different multinomial degree in the numerator and denominator. The
complete 2-variable GMDH polynomials replace the unknown partial functions u; (3)
of the PDE terms numerators, while reduced polynomials of the denominators represent
the derivative variables (4). The inverse L-transform is applied to the selected poly-
nomial fractions according to the Eq. (6) to substitute for the selected PDE terms (7)
and get the originals, which sum represents an unknown separable output function (3)
in a PDE solution. Each block contains a single output polynomial (2), without
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Fig. 1. D-PNN blocks forms simple (/) and composite (CT) substitution PDE terms (neurons)

derivative part. Neurons do not affect the block output but can be directly included in
the total network output sum calculation of a DE solution. Each block has / and neuron
2 vectors of adjustable parameters a, and a, b.

ou Ou Pu _Pu Pu) _
F(xuxzyuy%,ajzvajpaxlam3875) =0

(7)
where F(x1,x2,u,p,q,r,s,t) is afunction of 8 variables

While using 2 input variables in the PNN nodes the 2" order PDE can be expressed

by the equality of 8 variables (7), including derivative terms formed in respect of all

variables of the GMDH polynomial (2). Each D-PNN block can form 5 corresponding

simple derivative neurons in respect of single x;, x, (8) squared x3, x3 (9) and com-

bination x;x, (10) derivative variables, whose selected combination sum can directly
solve the 2™ order sub-PDEs in the PNN nodes 7).

ap + aix; + arxy + azxyxy + a;;sig(x%) + a5sig(x%)

o . Of(x1,:)

=w cef = 8
7 ! bo+bi1xy ox, ( )
i w ap + aixy + axxy + asx1xp + assig(x}) + assig(x3) o 0*f(x1,x2) 9)
3= W3 - el R
bo + b1x; + bysig(x3) 0x3
_ ap +ayxy + axxy +azx;x; + a4sig(x2) + assig(xz) b ~ Pf(x1.x0)
Y5 =Ws b0+b1X1+b2X12+b3X1]X2 zoef Ox10x;
@ = arctg(x1/x;) - phase representation of input variables x; , x, (10)
a;, b; - polynomial parameters sig - sigmoidal transformation

The Root Mean Squared Error (RMSE) is calculated for the simultaneous poly-
nomial parameter optimization, neuron and node 2-input combination selection (11).

> (1)’
RMSE = \| & —— — min (11)

Y; - produced and Yid - desired D — PNN output for i training vector of M — data samples
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4 Backward Differential Polynomial Network

Multi-layer networks form composite functions (Fig. 2). Composite Terms (CT), which
substitute for the derivatives with respect to variables of previous layers, are calculated
according to the composite function (12) partial derivation rules (13).

F(x17x27 .- '7x11) :f(Zl,ZZZ, .- '7Zm) :.f(¢l(X)v ¢2(X)7 .- 7¢m(X)) (12)

8_F _ Em:af(ZhZz, e Zm) . d¢;(X)
8xk azi 6.Xk

k=1,...n (13)
=1

Each D-PNN block can form 5 simple neurons (8)—(10). The blocks of the 2" and
next hidden layers produce additional CTs, which substitute for the composite poly-
nomial derivatives using output and input variables of the back connected previous
layers blocks, e.g. the 3™ layer blocks can form CTs in respect of the 2" (14) and 1*
layer (15). The number of block neurons, i.e. CTs including composite derivatives,
doubles with each previous back-connected layer. Thus the probability activations P,
of CTs, formed with respect to derivative block input variables of the previous layers,
halves along with the increasing number of hidden layers, which are comprised
backward in the network tree-like structure (Fig. 2) [10].

X1 X2 X3 Xa

B = max. number of
blocks in all layers

SN

Backward
connections

Y=N;+Ng+...+CTs+ ... L-"-transformed fraction sum terms
Ni=Neuron  CTi= Composite term substitution for the general PDE

Fig. 2. N-variable D-PNN selects from 2-variable combination blocks in each hidden layer
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) (2
ap + arxa; + arxxn + azxa1xn + assig(x3,) + assig(x3,)

Yi = W2 . P31
X22
82 (14)
y X1 oo O (%21, %22)

. 2 ~ 2

bo + bix11 + basig(xt,) oxt,
o | a0+ aix +a2xzz+a3lexz2+a4xl‘g(x§])+a5sig(x§2) B R TR S ot L0~ f (x21,X22)

yl =Wws3 X22 erst X13 € 2 bo+ b1 xy et = [2%
yi - i"Composite Term (CT) output @y = arctg(x11/x12)

(15)

The square and combination derivative terms are formed analogously. The D-PNN
using more than 3 input variables must select from the possible node blocks in each
layer (i.e. select the optimal node 2-inputs analogous to the GMDH) as the number of
the input combination couples grows exponentially in each next hidden layer. The
complete D-PNN structure is fixed in advance and optimized as a whole, i.e. it is
initialized with an estimated number of layers and the node blocks, which are not added
one by one. A specific neurons combination, which can form a PDE solution, is not
able to accept a disturbing effect of the rest of the neurons (able to form other local
solutions) in the parameter optimization. The D-PNN total output Y is the arithmetic
mean of active neurons output values so as to prevent their changeable number in a
combination from influencing the total network output (16) [10].

Y = l:llc k = the actual number of active neurons (16)

2 random simultaneous processes of the optimal block 2-inputs and neurons
combination selection are finished gradually in the initial D-PNN structure formation
and primary general PDE definition. The iterations are done along with the continual
polynomial parameters and term weights optimization using the Gradient Steepest
Descent (GSD). The binary Particle Swarm Optimization (PSO), being able to solve
large combinatorial problems, can optimize the neurons selection process.

5 NWP Outputs Refinements Using Daily PDE Correction
Models

The National Oceanic and Atmospheric Administration (NOAA) operates free National
Weather Service (NWS), which provides among other services forecasts of North
American Meso-scale (NAM) system. NAM produces 4-day hourly forecasts of tem-
perature, relative humidity, dew point, sky condition, sea level pressure, wind speed and
direction at a selected locality [11]. Daily PDE correction models using 6-input - >
1-output variables at the same point-time process the above forecasts of the same trained
input quantities to calculate the target predictions in Helena, Montana (Figs. 3, 4, 5 and 6).
D-PNN was trained with hourly local data observations for the periods of 2 to 8 days
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Fig. 6. 17.1.2014, Helena - RMSE: NOAA = 10.42, D-PNN = 9.08

previously (i.e. 48—192 data samples). The optimal numbers of training days were esti-
mated by additional supplementary models, trained analogously to the D-PNN correction
models and tested with the previous day forecasts to compare the outputs with the latest
observations. NOAA provides free historical weather data archives [12] and current hourly
tabular observations [13] for many land-based surface stations. Weather Underground
(WU) shares the historical data observations [14] and provides alternative forecasts, based
on the NOAA forecasts and observations.

Relative humidity has typically a periodic daily behavior with increasing values at
night hours, primarily inverse to the temperature drop. A steep or sudden increase in its
values can indicate precipitation (Fig. 5), while slight or gradual changes in the slope
curve mean variable cloudiness. The presented PDE models are rain-sensitive, they can
indicate local storms. Weather conditions mostly do not change fundamentally within
short time periods of several days, which are followed by overnight changes. The
D-PNN models are not valid in the new situations, as they represent local data relations
of the previous days and their corrections of NWP outputs are useless (Fig. 3). An
appropriate NWP data analysis can indicate the sporadic days of frontal breaks to
discard the revisions. NAM model forecasts can be also sufficient and accurate enough
to allow for any valuable improvements using the PDE corrections models in same
days (Fig. 6). The D-PNN daily revisions of relative humidity forecasts obtain the best
results in comparison to other weather quantities, e.g. wind speed [8] or the most
problematic temperature.

6 Conclusions

D-PNN local PDE solutions maintain the equality of derivative changes in selected
polynomial relative terms to detail actual surface conditions. More or less settled
weather periods allow to obtain successful revisions in daily forecast as the trained
relations of current data observations do not change essentially in the forecasted days.
Temporary frontal systems affect trained patterns character hence the PDE models do
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not represent changed local conditions and their corrections fail. The optimal training
periods were initially estimated by secondary models, formed analogously to the
prediction models but tested with the previous day input forecasts for the latest
observations. The supplementary models can just as estimate the optimal training
errors, which correspond to the minimal correction errors (in respect of the last data)
and which can occasionally converge together with the prediction errors in some days.
These 2 main training parameters are necessary to eliminate rapid dynamical changes in
ground atmosphere and the inaccuracy of processed NWP outputs in operative pre-
dictions. The accuracy of the proposed method is naturally bound to the quality of
processed input forecasts, which varies day to day. The D-PNN models using gridded
data from several observation stations (and possibly atmospheric layers) would allow
more precise daily predictions as the boundary (and sky) conditions in the object area
will project themselves into the target central locality in forecasted daily horizon.
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Abstract. In the context of cloud computing, the energy consumed by
the data center is higher because it contains a large number of physical
machines, which in turn contain a number of virtual machines resulting
in high power consumption. In addition, the cloud provider must provide
a high quality of service (QoS) to its customers on the condition of not
consuming a large amount of energy. Among the techniques of minimizing
energy consumption is to turn down servers when the workload is low and
relocate its virtual machines to another server. In this paper, we propose
to combine this technique with another that uses a threshold ensuring
the condition of not crossing a given level of use capacity of each server.
We validate our model by numerical evaluation which demonstrates the
effectiveness of the proposition in terms of energy efficiency and QoS
improvement.

Keywords: Energy efficiency + Cloud computing
Energy consumption * Virtualization - Allocation of virtual machines
Live migration of virtual machines

1 Introduction

A cloud computing infrastructure consists of services that are offered and deliv-
ered through a data center, that can be accessed from a web browser anywhere
in the world [1]. A data center is a centralized repository for the storage, man-
agement, and dissemination of data and information. Typically, a data center is
a facility used to house computer systems and associated components, such as
telecommunications and storage systems. Cloud data centers (CDC) are made
up of a number of physical machines (PMs) consisting of groups and multiple vir-
tual machines (VMs) running on each PM [2]. Many companies such as Amazon,
Microsoft, Google, and Apple offer cloud services more quickly and efficiently to
the client. Cloud market achieved up to 150 billion dollars in 2013 [3], but the
rising price of energy increases the total cost of ownership and reduces the return
© Springer International Publishing AG, part of Springer Nature 2018
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on Investment. According to [4], the energy consumption of CDC worldwide is
estimated at 26GW corresponding to about 1.4% of the global electrical energy
consumption with a growth rate of 12% per year. Another recent study estimates
that a CDC can use 91 billion kilowatt-hours of electricity and its consumption is
still growing rapidly [5]. This consumed energy can be classified into energy con-
sumed by infrastructure facilities (e.g., cooling systems and power conditioning
systems) and energy consumed by IT equipment (e.g., PMs, storage, networks,
etc.).

Otherwise, the virtualization of computing resources is a basic technique in
CDC used to improve the energy efficiency [6]. This technology allows multiple
VMs to be consolidated on a minimum number of PMs to further minimize such
power consumption in CDC that host Cloud Computing services. A significant
amount of power is consumed even when the PM is idle (approximately 70%
of the power consumed by the PM running at full CPU utilization) [7], thus
opening an opportunity for VMs migration and turns off the PMs who are not
used for reducing energy cost. In addition, cloud providers must provide reliable
Quality of Service (QoS) for a customer that is negotiated in terms of Service
Level Agreements (SLA), e.g. throughput, response time [8]. Therefore, to ensure
better use of resources, cloud providers have to deal with power-performance
trade-off, because aggressive consolidation of VMs can result in a significant loss
of performance. To this end, in this work we exploit the dynamic migration of
VMs based on current resource requirements while ensuring reliable QoS and
minimizing energy consumption.

The rest of the paper is organized as follows: Sect. 2 summarizes the related
work. The proposed model is presented in Sect. 3. Section 4 presents the analy-
sis of the proposed model. Section 5 presents the performance analysis and the
numerical results. Finally, Sect. 6 is devoted to the conclusion.

2 Related Work

Some studies about cloud energy consumption were proposed recently. For
instance, Srikantaiah et al. [9] presented an energy-aware consolidation tech-
nique to decrease the total energy consumption of a cloud computing system.
The authors empirically modeled the energy consumption of servers as a func-
tion of CPU and disk utilization. For that, they described a simple heuristic to
consolidate the processing works in the cloud computing system. Performance of
the solution is evaluated only for very small input size. Authors in [10], proposed
a mathematical programming model for server consolidation, in which each ser-
vice was implemented in a VM, to reduce number of used PM. Verma et al.
[11], formulated a problem of Energy consumption for heterogeneous CDC with
workload control dynamic placement of applications. They applied a heuristic
for bin packing problem with variable bin sizes and costs and introduced the
notion of cost of VM live migration, but the information about the cost calcula-
tion is not provided. The proposed algorithms, on the contrary to our approach,
do not handle SLA requirements: SLA can be violated due to variability of the
workload.
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Beloglazov et al. [12], proposed a heuristic algorithm for dynamic adaption
of VM allocation at run-time based on the current utilization of resources by
applying live migration, switching idle nodes to sleep mode. The proposed algo-
rithm evaluated by simulations significantly reduces the global power consump-
tion of the simulated CDC infrastructure. Authors in [14], proposed a power
performance problem for parallel computations in CDC. They adopt an optimal
energy/time allocation among levels of tasks and equal power supply to tasks at
the same level, and show significant performance improvement. Awada et al. [13],
presented energy consumption formulas for calculating the total energy consump-
tion in cloud environments to save energy. They described an energy consump-
tion tools and empirical analysis approaches and provided generic energy con-
sumption models for server idle and server active states. Boru et al. [15] proposed
an energy-efficient data replication model in geographically distributed CDC.
They introduced a unique replication solution which considers both energy effi-
ciency and bandwidth consumption of the system. The proposed model improves
communication delay and network bandwidth between geographically dispersed
CDC as well as inside of each CDC.

In contrast to the discussed studies, we propose efficient heuristics for
dynamic adaption of allocation of VMs in runtime applying live migration
according to current utilization of resources and thus minimizing energy con-
sumption. The proposed approach can effectively handle strict QoS require-
ments, heterogeneous infrastructure and heterogeneous VMs. The algorithms do
not depend on a particular type of workload and do not require any knowledge
about applications executed on VMs.

3 Proposed Model

3.1 Problem Statement

In this work, we consider a data center with m homogeneous PMs, each PM
contains a number of heterogeneous VMs. In order to manage the CDC, there
are many objectives that have been defined in the literature. Among them, min-
imizing the number of PMs required or minimizing the number of VMs executed
per unit of time. All these objectives contribute to minimize energy consump-
tion or to increase the level of performance. The proposed model in this paper
aims to minimize the number of PMs in order to minimize the energy consump-
tion of the server. However, consideration should be given to avoiding excessive
consolidation which results in a negative impact on QoS.

The idea is to define two usage thresholds in each PM; namely, the upper
threshold and the lower threshold. These thresholds are used to keep the total
CPU usage of all VMs in the PM between these two values. If the total use of a
PM is below the lower threshold, then all of the VMs running in this PM must
be migrated from that host, and that host must be disabled to eliminate active
power consumption, in the other case if total CPU usage exceeds the upper
threshold, some VMs must be migrated from that host to reduce usage and to
avoid potential contract violation at the service level (Fig.1).
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Fig. 1. Data center architecture and the proposed model

3.2 Mathematical Formulation

The proposed problem is studied as a mixed integer linear programming model.
The notation used in this paper are given in the Table 1 below.

Objective Function: The objective used for the problem is about minimizing
the number of PMs.
To model the objective function, intermediate variables are defined as below.

1, Machine M; is used
0, otherwise

vielm -] 1)

Then, the objective function can be formulated as

min ) _y; (2)
j=1
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Table 1. Notation and terminology

Notation | Description

m Number of physical machines (M1, Ma, ..., My,)
n Number of virtual machines for each physical machine j
(Vlj7 Vajy oo an)
Cij Capacity of each virtual machine ¢ mapped in physical machine j

Upper; | Threshold Up for each physical machine j

Lower; | Threshold Down for each physical machine j

Cap; Capacity total the physical machines j

Upper Threshold Up for total physical machines

Cap Total capacity of the system

Note that value of the y; variables will be calculated from decision variables
defined in the following.
The decision variables in this model are defined as below:

Ve [LnlYiel,m  (3)

oo L it" VM is mapped to j** PM
7771 0, otherwise

Then, the y; can be calculated by

; = max ;; 4
Yj ielin) Y (4)
or y; < x;j, Vi € [1,n] since they are in binary and the objective is relational to
minimizing each value of y; for all j € [1,m)].
The constraints of the problem are:

— The total capacity does not exceed the capacity of system Cap

— Total capacity of virtual machines used for each physical machine M; must
be between the thresholds Upper; and Lower;

— No virtual machine can exist in 2 physical machines at the same time

The constraints are formulated as below

> Cap; < Upper, (5)
j=1
Lower; < ZCM < Upper;, Vj € [l,m] (6)
i=1

d ay <1, Vie[ln] (7)
j=1



Energy Consumption and Cost Analysis for Data Centers 97

4 Model Analysis

The proposed mechanism works in two phases: VM selection and VM placement.

VM Selection: The optimization of the current allocation of the VMs is done
in two steps: in the first step, we select the VMs to be migrated, in the second
step, the selected VMs are placed on the host using the modification of the Best
Fit Decreasing (MBFD) algorithm [12]. We use a heuristic to choose the VMs
to migrate. The Minimization of Migrations (MM) policy selects the minimum
number of VMs needed to migrate from a host to reduce CPU utilization below
the Upper threshold if the upper threshold is violated.

The MM policy finds a set R; of VMs which must be migrated from the
host j.

Let V; the set of VMs currently allocated to the host j. For each V M; in the
host 7, ¢;; is its capacity.

The R; as a subset of V; is defined by the following equations

if Lower > Ucurr then R; =V (8)

()

if Upper < Ucurr then R; ={V;; € V} 1212121 ZCU > Ucurr —Upper} (9)
==

VM Placement: Allocation of VMs can be divided into two steps, the first
part is information about VMs, numbers and capacity; while the second part
is to optimize the necessary allocation numbers of VMs. The first part can be
considered a Bin Packing problem with variable bin sizes and prices. To solve it,
we apply a MBFD algorithm such that we sort all the VMs in descending order
of its utilization and allocate each VM to a host that provides the least increase
of capacity due to this allocation. This makes it possible to take advantage of
the heterogeneity of the nodes by choosing the most effective power.
The pseudo-code for the algorithm is presented in Algorithm 1.

5 Performance Analysis

In migration algorithm, the upper threshold is set to avoid the SLA violations.
Each PM periodically executes an overload detection strategy to trigger migra-
tion. A PM is overload, when the resource utilization reaches the upper thresh-
old. The upper threshold should be adjusted, depending on the specific system
requirements, to avoid performance degradation and SLA violations. A PM is
considered to be under loaded, when the resource utilization is under the lower
threshold. The lower threshold significantly affects the energy efficiency and the
amount of migrations.
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Algorithm 1. Modified Best Fit Decreasing (MBFD)

Input: List of PMs, List of VMs
Output: Allocation of VMs

1. sortDecreasing all virtual machines
2. for each VM in List of VMs do

3. for each PM in List of PMs do

4. if Utilization of PM has not exceed upper threshold and has enough capacity
for VM then

5 Utilization of PM = Utilization of PM + Utilization of VM

6 Remain=Upper-Utilization of PM

7. if Remain is the minimum between the values provided by all VMs then

8 Allocated VM in PM

9. Remove VM in List of VM

10. endif

11. endif

12.  endfor

13. endfor
14. return VMs allocation

We perform modelization in Matlab to evaluate our model. Modelization has
been chosen to evaluate the performance of the proposed algorithms and the
number of PMs ranges from 10 to 100 by 10. Runs were performed to compare
our method with the one where no policy is used.

5.1 Analysis of Energy Consumption

To evaluate the efficiency of the proposed model, we evaluate the amount energy
consumed in CDC. To achieve this end, the following formula is used to calculate
the energy

Era=E+ Y (Pi+ Y axUVMy) (10)
activePM; VM;;€V;

where F is the power needed for monitoring the CDC in idle state, P; is the
power consumption in idle state for a PM;, U(V M,;) is the utilization of the
V M;; and o is a power weight coeflicient.

The influence of high and low thresholds is evaluated on energy efficiency in
data center which consists of 100 VMs.

In Fig.2, we plot the amount of energy consumed under our proposed algo-
rithm compared to the case where a random selecting algorithm is used. As the
Fig. 2 shows, the system energy consumption vary with the value of number of
PMs. The tendencies of the system energy consumption obtained from the two
experiences are similar. We remark that, when the number of PMs increases from
30 to 100, there is obvious change of the system energy consumption. However,
it increases faster from 70 to 90 and the total energy consumption is always
lower for MBFD especially from 60 to 100 PMs. In average an amount of 20% of
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Fig. 2. Comparison of the system energy consumption

consumed energy is saved due to migration algorithm which permits us to turn
off some PMs.

5.2 Cost of VM Migration

VMs migrate at the beginning of each monitor period. It has negative impacts
on performance of the running tasks. We assume that each VM migration costs
the same amount of resources. So it is crucial to minimize the number of VM
migrations ensuring the QoS and energy conservation. In this work we are inter-
ested in evaluating the cost of migration with a view to study and minimize it
in future work. Each migration has a cost in QoS. However, when the migration
is monitored due to exceeding of the upper threshold, the QoS of the migrated
machine and of remained VMs in the PM where the migration is performed from
is improved. Then, the total cost of this operation can be computed using the
following formula

COStMig = ﬁ X NMTot — 79X NMup (11)

where N Mr,: is the total number of migrated VM, N M, is the number of VM
migrated due to exceeding of the upper threshold, 3 is the cost of a migration
and ~y is the gain in QoS when the migration is monitored due to exceeding of
the upper threshold.

Moreover, we can suppose that (§ is very small compared to v based to the fact
that migration techniques used in CDC are developed and permits minimizing
the cost due to this operation. In our experimentation, we use § = 2 and v = 4.
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Table 2. Cost of migration

Number of VM | Number of migration due to | Cost
exceeding upper threshold
10 1 30
20 8 —32
30 12 —26
40 17 —50
50 14 —10
60 25 —80
70 29 —100
80 25 —58
90 38 —130
100 40 —122

Table 2 shows the cost of migration when the number of VMs is varying.
We remark that when the number of VMs is increasing, the cost becomes not
positive, which means that we gain at the QoS. This is due to the fact that there
is more chance to have an exceeding of the upper threshold.

6 Conclusion

In cloud computing systems, managing the VM placement is a crucial task that
can be used to save energy and to improve QoS. In this paper we have proposed
a technique to manage the virtual machine migration between the PMs in a
CDC. Our proposition is based on a set of thresholds that manages the selec-
tion and placement of VMs in physical machines, this management deal with
power-performance trade-off. This model is presented as a mixed integer linear
mathematical model. The numerical evaluation of the proposed technique, per-
formed in Matlab, showed that our model enable saving an amount of energy
consumed and improve the QoS. However, this work has to be detailed in terms
of QoS performances.

References

1. Mell, P., Grance, T.: The NIST definition of cloud computing. Computer Security
Division, Information Technology Laboratory, National Institute of Standards and
Technology Gaithersburg (2011)

2. El Kafhali, S., Salah, K.: Stochastic modelling and analysis of cloud computing
data center. In: Proceedings of 20th Conference Innovations in Clouds, Internet
and Networks, pp. 122-126. IEEE (2017)



10.

11.

12.

13.

14.

15.

Energy Consumption and Cost Analysis for Data Centers 101

Arroba, P., Moya, J.M., Ayala, J.L., Buyya, R.: Dynamic voltage and frequency
scaling-aware dynamic consolidation of virtual machines for energy efficient cloud
data centers. In: Concurrency and Computation: Practice and Experience, vol.
29(10) (2017)

Koomey, J.: Estimating Total Power Consumption by Servers in the U.S. and the
World, February (2007)

Research L.: Coal Computing: How Companies Misunderstand Their Dirty Data
Centers. White paper (2016)

Dayarathna, M., Wen, Y., Fan, R.: Data center energy consumption modeling: a
survey. IEEE Commun. Surv. Tutorials 18(1), 732-794 (2016)

Kusic, D., Kephart, J.O., Hanson, J.E., Kandasamy, N.; Jiang, G.: Power and
performance management of virtualized computing environments via lookahead
control. Cluster Comput. 12(1), 1-15 (2009)

Chatterjee, T., Ojha, V.K., Adhikari, M., Banerjee, S., Biswas, U., Snésel, V.:
Design and implementation of an improved datacenter broker policy to improve
the QoS of a cloud. In: Proceedings of the Fifth International Conference on Inno-
vations in Bio-Inspired Computing and Applications, pp. 281-290. Springer (2014)
Srikantaiah, S., Kansal, A., Zhao, F.: Energy aware consolidation for cloud com-
puting. In: Proceedings of the 2008 Conference on Power Aware Computing and
Systems, vol. 10, pp. 1-5, December 2008

Speitkamp, B., Bicher, M.: A mathematical programming approach for server con-
solidation problems in virtualized data centers. IEEE Trans. Serv. Comput. 3(4),
266278 (2010)

Verma, A., Ahuja, P., Neogi, A.: pMapper: power and migration cost aware
application placement in virtualized systems. In: Proceedings of the 9th
ACM/IFIP/USENIX International Conference on Middleware, pp. 243-264.
Springer, New York (2008)

Beloglazov, A., Abawajy, J., Buyya, R.: Energy-aware resource allocation heuris-
tics for efficient management of data centers for cloud computing. Future Gener.
Comput. Syst. 28(5), 755-768 (2012)

Awada, U., Li, K., Shen, Y.: Energy consumption in cloud computing data centers.
Int. J. Cloud Comput. Serv. Sci. 3(3), 145-162 (2014)

Li, K.: Power and performance management for parallel computations in clouds
and data centers. J. Comput. Syst. Sci. 82(2), 174-190 (2016)

Boru, D., Kliazovich, D., Granelli, F., Bouvry, P., Zomaya, A.Y.: Energy efficient
data replication in cloud computing datacenters. Cluster Comput. 18(1), 385402
(2015)



)

Check for
updates

A Stochastic Game Analysis
of the Slotted ALOHA Mechanism
Combined with ZigZag Decoding
and Transmission Cost

Ahmed Boujnoui'®), Abdellah Zaaloul', and Abdelkrim Hagiq':?

! Computer, Networks, Mobility and Modeling Laboratory, FST,
Hassan 1st University, Settat, Morocco
ahmed.boujnoui@gmail.com, zaaloul@gmail.com, ahaqiq@gmail.com

2 e-NGN Research Group, Africa and Middle East, Rabat, Morocco

Abstract. This paper investigates the impact of transmission cost on
stimulating the cooperation in decentralized Slotted ALOHA mechanism
combined with ZigZag Decoding (SA-ZD). We model the system by a bi-
dimensional Markov chain that integrates the effect of ZigZag Decoding
(ZD), then we formulate the problem within a stochastic game frame-
work. We evaluate and compare the performance parameters of our pro-
posed approach with those of the same approach without transmission
cost. We then show how to control the transmission cost to achieve the
best performances. All found results show that our approach improves
significantly the Quality of Service (QoS) of the system.

Keywords: Wireless networks - Performance evaluation
Game theory + Markov chain - Slotted ALOHA - Nash equilibrium
ZigZag Decoding - Transmission cost

1 Introduction

Medium access control is the way of access to common media and permission
for transmission over them. Since wireless networks use a shared transmission
medium, collision may occur because of simultaneous transmissions by two or
several interfering nodes, hence the necessity to coordinate transmissions. The
most popular multiple access protocols is probably the ALOHA family [1], Car-
rier Sense Multiple Access (CSMA) [3], and their corresponding variations. They
have been widely studied as efficient methods to coordinate the medium access
among competing users. To prevent contention issues between competitive nodes,
various mechanisms have been implemented. For instance, to reduce contention
under Slotted ALOHA (SA) mechanism, a user transmits a packet with certain
probability during each time slot. However, we can see in CSMA mechanism,
a user maintains a back off window and waits for a random amount of time
bounded by the back off window before a transmission (or retransmission).

© Springer International Publishing AG, part of Springer Nature 2018
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The main motivation of this work is to provide an analytical framework
to systematically study the behavior of selfish nodes in wireless network.
We propose herein a game theoretic approach of the SA mechanism combined
with a technique called ZigZag Decoding (ZD) and a Transmission Cost (TC).
We evaluate our results using Matlab and compare them to the basic SA mech-
anism with a transmission cost (SA-TC) [2]. We also compare our results with
those of the cooperative and the non-cooperative Slotted ALOHA mechanism
combined with ZigZag Decoding (SA-ZD) without transmission cost [8,9].

The rest of the paper is organized as follows. In Sect. 2, we discuss some
recent empirical studies in the context of selfish behavior in wireless networks.
We present a brief overview of the proposed mechanism in Sect. 3. In Sect. 4,
we formulate a non-cooperative model of the SA-ZD mechanism in which we
integrate the concept of TC. Sectionb is dedicated to numerical results where
we investigate the impact of adding the TC on the performance metrics of the
system. Finally, Sect.6 concludes the paper.

2 Related Work

Considerable work has been done for analyzing the behavior of selfish nodes in
wireless networks. Below we highlight some of this literature.

Altman et al. [2] proposed to add a TC to every transmission attempt, the
authors show that in non-cooperative game this pricing can be used to get the
same throughput given by cooperative game. The same idea as [2] have been
proposed by Karouit et al. in [5], where they studied the Binary Exponential
Backoff (BEB) mechanism with Multiple Power Levels (MPLs). The resulting
mechanism named MPL-BEB shows that under heavy traffic the Mobile Sta-
tions (MSs) act selfishly by attempting to get access to the channel using a
retransmission probability close to 1, thus introducing the TC allows to control
such a behavior and improve the performance of the system. In [6], the authors
studied the influence of TCs on the behavior of selfish nodes in wireless Local
Area Networks (LANs). Unlike [2], they assumed that active nodes know the cur-
rent number of backlogged packets in the system. Therefore, nodes can decide
whether or not to accept the new arriving packet, depending on the expected
cost of successful transmission.

Zaaloul et al. studied the SA-ZD mechanism as a cooperative game in [9] and
as a non-cooperative game in [8]. Our studies extend [8] by introducing the TC
into the SA-ZD mechanism in order to mitigate the selfish behavior of competing
nodes and hence improve the Quality of Service (QoS) of the system.

3 Proposed Mechanism

We propose a mechanism combining the SA; ZD and a TC. We name the result-
ing mechanism SA-ZDTC. ZigZag requires no changes to the MAC layer and
introduces no overheard in the case of no collision [4]. If there is no collusion,
ZigZag acts like a typical random access method. Furthermore, it achieves the
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same performance as if the colliding packets were a priori scheduled in separate
time slots. Thus the SA-ZDTC mechanism works as follows:

Time is divided into slots of one packet duration.

The frame size is either one or two slots.

If one node attempts transmission during a slot, the transmission is successful.
If two nodes attempt transmission during a slot, the transmission is successful
by ZigZag.

Otherwise, a collision occurs and packets involved in a collision are lost.
Collided packets are retransmitted after a random delay.

If a new packet arrives during a slot, it will be transmitted in the next slot.
If a transmission has failed, node becomes backlogged.

For simplicity, we first assume that transmissions are cost free, but later costs
are introduced in order to reduce selfishness.

4 A Stochastic Game Formulation

In many cases, Slotted ALOHA system is usually a decentralized entity, so the
cooperative model is not efficient any more. We will develop a model for decen-
tralized non-cooperative game which is more powerful and appropriate to SA
mechanism. The Nash equilibrium concept replaces the concept of optimality in
the team problem.

4.1 Non-cooperative Game

We consider M + 1 bufferless nodes that compete to get access to a shared
medium. Let q. = (¢}, 4>, ...,¢M*!) be a vector of retransmission probabili-
ties for all users. We define by ([qr]™%,¢") a retransmission policy where user
i retransmits at any slot with probability ¢’ and any other node j retransmits
with probability ¢/ for all j # i. We assume that all the M nodes retransmit
with a given probability [q.]"™*Y = (¢, ¢, ..., q»), whereas the node M + 1
retransmits with probability qq(nMH).

In a non-cooperative game, each player attempts to optimize its utility
(denoted by objective;(qy)), by either maximizing its own throughput or min-
imizing the expected delay of its packets. Our objective is to find a symmetric
equilibrium policy qf = (¢, gr, ..., ¢») such that for any user ¢ and any retrans-

mission probability g # ¢,
objective;(q) > objectivei(qy, ..., ", ..., qr). (1)

Due to symmetry, verifying (1) for a single player is a sufficient condition
to have qf = (¢r,qr,...,qr) as an equilibrium. Hereafter, we choose the player
M + 1 to be our tagged user.

We define the set of best response strategies of user M + 1 by

oM+1 (qr) = argmax {objective(M+1) ([Qr]i(MJrl)v $M+1))} ) (2)
qT(‘I\/I+1)€[671]
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where ([Qr]_(M+1),q7(~M+1)) denotes the retransmission policy, and the maxi-

mization is taken with respect to q£M+1). Then qj is a symmetric equilibrium if

qy € QY (ap). 3)

Let Q(i, N) be the probability that ¢ unbacklogged nodes transmit packets
in a given slot. Then

M—N CNew
. )(1—pa)(M N0 (4)

Q) = (

where p, is the arrival probability. Let @,.(¢, N) be the probability that ¢ out of
backlogged nodes retransmit packets in a given slot. Thus

@i = () 1= )

To find the performance metrics, we shall use a bi-dimensional Markov chain
improved by ZD. The transition probability diagram is depicted in Fig.1. Let
the first state component be the number of backlogged packets among the users
1,...,M, and the second component be the number of backlogged packets of
the user M + 1 (either 1 or 0). For any choice of values ¢ € ]0,1], the state
process is a Markov chain that contains a single ergodic sub-chain (and possibly
transient states as well). Indeed, it is easy to check that the past and future are
conditionally independent, given the present state (Markov property).

Since the state space is finite and all states communicate with each other,
the Markovian chain is ergodic, and therefore the stationary distribution exists.

~ Poome

[ J

g
e
&
S
a

P2,1),01)

- Ponmy

} Transition by ZigZag

Fig. 1. Bi-dimensional Markov chain for the game problem
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Let 7 ([qr]_(M'H), q§M+1)) be the corresponding vector of steady state proba-

bilities where its N* entry 7y, ([qr]_(M+1),q$M+1)) denotes the probability
that the state of the system is (N, a).

For simplicity purpose, we note qa41) = ([qr]’(MH),qSMH)). Then the
steady state of the Markovian process is given by the following system

T (@) =7 (G(M+1>) P (61<M+1>)
T™Na (Garg1)) >0, =0,...,M and a=0,1
M 1

Z ZWN,Q (‘_J(M-H)) =1.

N=0a=0

4.2 Frame Size

The frame size in a non-cooperative SA-ZD is either one or two slots and it is
defined by
T (Q(M-&-l)) = 2PZigZag + (1 - PZigZag)a (7)

where Pz;4744 is the probability that tow packets are transmitted by ZD, it is

given by
M

Pzigzag = Z Pirno (1)) + Perv (Garsn) (8)
N=0

where

P = pa [Qa(1, N)Qr(0, N) + Qa(0, N)Q(1, N)]
+ (1= pa) [Qa(0, N)Qr(2,N) + Qa(2, N)@Qr (0, N) + Qu(1, N)Qr(1, N)],
Py = ¢ [Qa(1,N)Qr(0,N) + Qa(0, N)Qr (1, N)]
+ (1= g™ [Qa(0, N)Qr(2,N) + Qu(2, N)Q:r (0, N) + Qu(L, N)Qr(1,N)] .

4.3 Performance Metrics

We can now calculate the number of backlogged packets of user M +1 as follows

S(M+1 (l(M+1 Z TN, 1 M+1)) (9)

The average throughput of user M + 1 is given by

M

_ Pa
THp+1) (@earn)) = T (@orsn) > o (@ars) - (10)
N=0
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By Little’s formula [7], the delay is given by

Sty (@art1)) . (1)
THpn+1y (Qars))

Doy (@vsny) =1+

The average throughput of backlogged packets of user M + 1 is
THP(M+1) ( (M+1))

1 (12)
= Pivoyv y (@v+1)) T, (@) -
T (@r+1) NZO NZ
The delay of backlogged packets of user M + 1 is given by
S (Gars))
DPyyyy =1+ ) ) (13)

THP?MH) (@)

4.4 Transmission Cost

n [5,8], we observe that as the arrival probability increases, the users tend to
be more aggressive at equilibrium. This results in a dramatic decreases in the
system’s throughput. This is mainly due to the fact that the users act selfishly
by attempting to access the channel with a retransmission probability ¢, close
to 1, which yields more energy consumption and more collisions. To avoid this
collapse network, it is required to control the behavior of users. The main idea
behind is to reduce the failure probability by limiting the aggressiveness of the
competing nodes. Towards this end, we propose to associate a TC denoted by C
(which can, in particular, represent the battery power cost) to each transmission
attempt.

For illustrative purpose, we consider the example of one player J; versus
a couple of players Jo and Js together, as shown in Table1l. The first player
can undertake two actions, either transmit or wait, while players {J3, J3} can
undertake three actions, either they both transmit (TT), they both wait (WW),
or one transmits and the other waits (TW). If exactly one player decides to
transmit while the others decide to wait, he receives (1 — C) and the others
receive 0. If exactly two players decide to transmit, each one receives 1 — C' (due
to ZD) while the remaining player (the one who decides to wait) receives 0. If
all the three players decide to transmit, a collision occurs, and each one of them
receives —C.

At the steady state, when the node M + 1 transmits successfully, it gains

(1— C)TH P+ (4 M+1)) Similarly, when the transmission fails, it pays a cost

CgM+1 Z TN,1 Q(M+1))~ Thus, the average utility of node M + 1 is given by
N=0
objective pri1) (Q(M_H))

i} (14)
= (1-C)THpar+1) (@rs1)) — Cg' ! Z T (Qrsn) -
N=0
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Table 1. Three nodes random access game with transmission cost

player Ji players {J2, J3}

TT T™W WW
Transmit (T) | (-C, —2C) |(1-C,1-C)|(1-C, 0)
Wait (W) (0,2(1—-0C)) | (0, 1-C) (0,0)

Therefore, in order to maximize its own profit, node (M +1) is now faced
with the following challenge

maacimizqu\ul)e[E i {objective rri1) (Qarsny) } - (15)
We define as we did before, the set of best response strategies of user M + 1

QM+ (qy) = argmax {objective i1y (@ars1))} (16)
g™tV ele)

then we seek the value q} of retransmission probability that satisfies

qy € QY (ap), (17)

which is the Nash equilibrium for the non-cooperative game.

5 Numerical Results

5.1 Fixed Transmission Cost

In this section, we compare the performance metrics of the non-cooperative SA-
ZDTC mechanism, in one hand with the cooperative SA-ZD, and in the other
hand with the non-cooperative SA-ZD. We show how the TC can affect the
performance metrics of the system. We choose throughout this paper e = 107%.

We depict in Figs.2 and 3 the global throughput at Nash equilibrium and
Nash equilibrium retransmission probability, respectively, as a function of p,
for different values of C'. We compare the non-cooperative SA-ZDTC (in which
various TCs have been used C' = 0,0.2,0.5,0.8) with the cooperative SA-ZD.
As shown in Fig.2, the SA-ZDTC mechanism proves very effective compared
with non-cooperative SA-ZD [8]. In Fig. 3, we see a decrease on the equilibrium
retransmission probability as the cost increases, which means that the pricing
mechanism strongly affect the behavior of nodes.

Figure4 illustrates the expected delay of backlogged packets, as a function
of arrival probability p, for different values of C. We note that TC leads to
a bounded delay. However, a large pricing could have a negative impact (e.g.,
a huge delay) since nodes will never transmit when the TC is greater than or
equals to the gain obtained in a successful transmission. Furthermore, one may
wonder why the pricing mechanism could looks very effective than cooperative
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game when p, is close to 1. This is mainly due to the fact that the cooperative
system prioritizes the new arrival packets (since p, is high, see Fig.5) in order
to maximize the global throughput. However, this priority mechanism does not
appear in the non-cooperative game. Therefore, introducing the TC in the non-
cooperative game makes the system more effective.

For all above, we note that the game equilibrium depends on the TC (C).
Hence, this cost must be appropriately adjusted to achieve the best equilibrium.



110 A. Boujnoui et al.

5.2 Optimization on the Transmission Cost

In this section, we propose our approach to optimize the transmission cost.
To achieve the best average throughput, we propose the cost C; which is the
solution of the following problem

TH ) 18
Crg[%ﬁ]{ pvi+1) (Pay @)} (18)

To maximize the ratio between the throughput and the delay of backlogged
packets, we propose the cost Cy which is the solution of the problem (19)

TH a> 4y
ax ];(M+l) (Pasqy) _ (19)
ce1] | Dy (Pas @)

In order to compromise between the throughput and the delay of backlogged
packets, we propose the cost C3 given by

Cs = 5 (1 + ). (20)

We present in Fig. 6, the optimal TC as a function of arrival probability for
10 nodes. We note that the cost C' and C reaches the maximum value when the
arrival probability p, is too large. In fact, the system prioritizes the new arriving
packets in order to maximize the global throughput. Whereas Cy and C'3 never
reach their maximal values so that the backlogged packets are just as privileged
as the new arriving packets.

Optimal cost
o
(9,1

=@ Cost C for SA (model from [2])
02r —+— Cost C, for SA-ZDTC

—uw— Cost C, for SA-ZDTC
—e— Cost C3 for SA-ZDTC

o L L L T T T T

0 01 02 03 04 05 06 07 08 09 1
Arrival probability P,

Fig. 6. Optimal cost as a function of arrival probability p, for M + 1 = 10

We illustrate in Figs. 7 and 8, respectively, the average throughput and the
delay of backlogged packets, as a function of arrival probability, for 10 nodes.
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We observe that a maximum global throughput is achieved when using the cost
C. However, by using the cost Cs, we obtain a relatively acceptable throughput.
Finally, a compromise is achieved by using C3. In return, this compromise is
compensated with a bounded delay of backlogged packets.

6 Conclusion

In this paper, we have studied the problem of stimulating the cooperation in the
non-cooperative SA-ZD mechanism. Firstly, we formulated the problem as a non-
cooperative game in which we proposed to add various fixed TCs. Then, in order
to achieve the best performances, we have proposed three approaches to optimize
the TC. We believe that our approach stimulates selfish nodes to be more tolerant
in accessing the shared medium. We have shown through numerical results that
our mechanism, named SA-ZDTC, is more efficient than the cooperative SA-TC
mechanism and the non-cooperative SA-ZD mechanism.
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Abstract. QoS management is a crucial task in wireless networks. Con-
tinuous Markov chain is highly significant suitable model for resources
management in wireless networks. In this paper, we propose a Continuous
Markov chain, to evaluate the performance of Slotted ALOHA protocol
implemented in wireless networks. The analysis has been done in two
times, and we numerically evaluate system performance under different
scenarios. In a first time, we used a Markov chain with two states and
in a second time, the space of states has been extended at three states
were considered in order to give a more appropriate model.

Keywords: Wireless networks - Performance evaluation
Continuous Markov chains - Slotted ALOHA cooperative

1 Introduction

Wireless networks [8] offer a widely accessible technology to connect a remote
user terminal with its primary network. However, the limited resources in these
networks cause a lot of problems that affect their performance parameters. To
overcome these constraints, access management protocols in a multi-access envi-
ronment are presented and studied.

Pure ALOHA (PA) [1] and Slotted ALOHA (SA) [5] are certainly the most
studied protocols in the literature of telecommunication systems. These access
methods are widely implemented in the satellite networks and mobile telephony
and are considered resource reservation mechanisms.

In this paper, we are interested in SA that is a refinement over the PA,
requires that time be segmented into slots of a fixed length exactly equal to the
packet transmission time [2]. The transmission always occurs at the beginning
of slot, i.e., transmission are synchronized with the system clock, and the ACK
will be received at the end of the current slot. The collided packets, will be
retransmitted after a random number of slots. In contrast, for PA, a packet
transmission can begin at any time.

In this work, we consider a collision channel shared by M nodes unbuffered
that send to a central receiver, i.e., the nodes do not generate new packets until
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the current is transmitted successfully. Afterwards, we study SA one of the most
widely used random access protocols originally designed to enhance ALOHA
throughput [3] an optimization problem, where all nodes are looking to optimize
the same objective (maximize throughput and minimize the average delay). To
do so, we model our system by a Continuous Markov chain with adjustable
parameters.

The rest of the paper is organized as follows: We begin by an overview of some
related work in Sect. 2, in Sect. 3 we construct a Continuous Markov Model with
two states Busy state and idle or collision state and we evaluate the performance
of the system. In Sect. 4 we extend the model to a Continuous Markov chain with
3 states, Busy, Idle and collision. Section 5 will be devoted to the conclusion.

2 Related Work

In the last years, the SA protocol is still a current topic in scientific research.
Thus, Patet et al. [7] have analyzed the number of backlogged packets by using
statistical approach and stabilize the expected number of backlogged packets
minus mean number of packets which are successfully transmitted.

The authors in [6] proposed an adaptive SA Algorithm that can accelerate
the adjusting speed and can acquire stable throughput on the conditions that
there is large fluctuation of system load.

The authors in [4] propose a study based on the Markov chain model, to
define optimal binomial distribution probabilities of retransmission and arrival
packets, in the case of SA protocol; they defined the average packet delay and
the throughput, and show the effect of the increase of the number of sources on
these parameters.

The authors in [9] have argue why time-based fairness is desirable in some
cases and they analyze the achieved throughput of competing nodes, possibly
using different data rates and packet sizes in 802.16 cellular networks. They have
interested the performance evaluation, in the case of state of the shared channel
by M users. They provide a simple model that represents the time of occupation
of the channel by a user once it transmits a packet with success.

In our work, we will study two Continuous Markov models for the cooperative
SA protocol in IEEE 802.16 system where the users are competing for access to
the system resources. Our objective is to evaluate the performances of the system
in function of its different parameters. In these models we assumed that the
users cooperate in order to optimize the performances of the system, especially
the average delay and the average throughput. By doing an analytical analysis,
close-form expressions of these parameters are derived.

3 Modeling Uplink Channel Utilization

3.1 Description of the Problem

In this section, we construct a Markov model from which we can analyze the
throughput and we describe cooperative SA MAC protocol in which time is
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Idle or
collision

Busy state

Fig. 1. Transition diagram of the Markov chain with two states

divided into units. Therefore the decision is actually Markovian for each node in
SA. We will use a two system state as the following: one state is the busy state
when only one of the users is transmitting; the other state is either when the
system is idle or when collisions happen. We adopt the following notations for a
generalized Markov model for SA type MAC protocol.

M: number of users in the system.

Th: Throughput function.

The transition time from the busy state to the idle or collision state is expo-
nential with parameter.

The transition time from the idle or collision state to the busy state is expo-
nential with parameter (Fig.1). The infinitesimal generator is

o= (12

So the transition matrix of Markov chain included is

.pIZZ%:la
'p21=%:1,
e p11 =0,
® P22 =0.

-(20)

The Markov chain included is irreducible, so the Continuous Markov chain is
also irreducible, and the number of states is finite, so consequently it is ergodic
and admits a stationary probability m = (7, m2)

So the balance equations can be written as

AT = umo;
ATy = 23
T 4+ me = 1.

And the solution is

e N
71-1 - M+)\7
Ty = 2

27 X
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3.2 Performance Evaluation

We turn now to study some performance indicators.

The Time of Occupation of Channel. In general, after one user transmits
successfully a packet, it obtains the channel. This user will continue to occupy
the channel for random amount of time T. We assume that T is an exponential
random variable with parameters —gi1; = A. Let E[T] the average for T. If we
put E[T] = U. We know that E[T] = ;. So U = .

Throughput. In each time slot, the system is either in the busy state or in
the idle or collision state. The amount % represents the system utilization,
using the above definitions, this amount equals the stationary probability that
the system is in the busy state. So the throughput of the system is

I
Th = m™ = u T b\ .

Figure2 shows the average throughput of the system depending on the
parameter A\, for u=0, 0.1, 0.4 et 0.8. Figure2 shows that the throughput
decreases when the parameter A\ increases, cause the number of collisions
increases. When g increase, the system tends to be busy by a single user, so
the throughput of the system increases.

An important note, to keep the throughput superior than 0.5, we must choose
the parameter A less than p.

We can also note that for p # 0, the throughput will never equal to zero
because there is atleast a user who transmitted successfully and when A = 0,
i.e., the system remains in the busy state, the throughput will be equal to 1. In
Fig. 3 we can observe that when U increases (the occupation time of the channel
by a user who transmits successfully) meaning that the number of users who
transmit successfully increases, so the throughput also increases.

Throughput
o o o

0 0.2 04 0.6 0.8 1

Fig. 2. Throughput depending on A and u
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Fig. 3. Throughput depending on U and p

Average Delay. A relevant quantity which must be taken into consideration
is the average delay of packets which is defined as the average time, in slots that
a packet takes to go from the SS to the BS.

We note by Q the number of users in the system.

Q = n1m + nama,

where n; = 1: represents the number of users in the cases where the system can
be in busy state. ng = (M+2)(M-1), represents the number of users in the cases
where a collision is probable (the system can be in idle or collision state). So

(M+2(M 1)

Q=m+ 9

Therefore by the formula of LITTLE [6], the delay is

p-9<.
T

We find MM 1) A
Deiy M+DM-1A

2 Iz
Figure 4 shows the total delay under different values of parameters A and p
for M =50. When A increase, the delay increases because the system tends to
the idle or collision state, intuitively, when p increases the system will be in the
busy state, so the delay decreases. Figure 5 shows the total delay under different
values of A\, u and M. Under low values of M, whatever the value of A and p,
the delay is low. Therefore, if we want a low values of delay we have to choose

A less than p (Fig. 6).

Note. For M =1, i.e. we have one user who hold the channel, so the delay is one
slot of time.
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Fig. 4. The average delay depending on A and p for M =50

1000

900

800

Average delay
o
3
S

0 10 20 30 40 50
Number of users

Fig. 5. The average delay depending on number of users, A et p
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4 Extended Model

In the previous section, we studied a mathematical model to evaluate the perfor-
mances of a Wireless mobile networks. But for this kind of networks, we should
also take into account the energy consumption problem and see how we can save
it. For this reason and in order to enhance the performances of the network,
we modified the number of states in the previous model and we considered a
three state Markov chain. It is important for the operator to know when the
network is in a collision state or in an idle state separately in order to optimize
its exploitation.

4.1 Description of the Problem
We model the network by a three state Markov chain, where

e the first state describes the state of the network when it is busy.
e the second state describes the state of the network when it is idle.
e the third state describes the state of the network when there is a collision.

The transition time to the idle state is exponential with parameter p.

The transition time to the busy state is exponential with parameter \.

The transition time to the collision state is exponential with parameter o
(Fig. 7).

The infinitesimal generator is

—p—0 i o
Q= A —A—0 o
A W o=A—pu
So the transition matrix of Markov chain included is
o iy = qi12 __H :
Gi2+q3 p+o
® P21 = 21 = A )
o1 +q3 A+o
o pis = q13 o

q2+aqs pto’

Fig. 7. Transition diagram of the Markov chain with three states
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o
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The Markov chain included is irreducible, so the Continuous Markov chain is
also irreducible, and the number of states is finite, so consequently it is ergodic
and admits a stationary probability: m = (71, 72, 73). So the balance equations
can be written as

(n+o)m = Nma + m3);
(Ato)me = p(m + m3);
A+ p)ms =o(m +m);

T + My + 73 = 1.

And the solution is \

= w+A+o )
— 23 .
T2 = iFaFo
_ o
Ty = 7H+)\+U .

4.2 Performance Evaluation

The Time of Occupation of Channel. As we have seen previously, when

a user transmits successfully a packet, he continues to use the channel for a

random period of time T. We assume that T follows an exponential distribution

with parameter —g11 = p+o. Let E[T] = U: the average occupation time of the
1

system by a user. So we have: U = o

Average Throughput. As previously, the average throughput is the stationary
probability that the system is in the busy state:

A

Th = =
HE P =

Figures 8, 9 and 10 shows the system throughput based on the parameters A,
and o under different scenarios. In Fig. 8 we fix o, we note that the throughput
decreases when p increases, on the other side when A decreases the throughput
increases. In Fig.9 we fix u, we can note that the throughput decreases when o
increases because of the increase of number of collision. And for the last curves
Fig. 10, we fix A, and this figure confirms the results obtained in the two previous



Analytic Approach Using Continuous Markov Chain to Improve the QoS 121

0.7

0.6

0.5

Throughput
° °
[ =

o
N

o

o i i i i ;
0 0.2 0.4 0.6 0.8 1
Parameter
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Fig. 11. Throughput in function of U and A
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Fig. 12. Average delay in function of ¢ and A for M = 50

figures. However, the throughput never drops to zero, i.e. a node still occupied
the channel while the others are backlogged. For maximum throughput, we must
increase A and decrease p and o.

Figure 11 shows the average throughput depending to different values of U
and A, we can notice the same result of system with two states, i.e. when the
occupation time of channel increases the throughput increases too.

Average Delay. As just defined in the previous section, the expected delay is
the average time in slot that a packet takes to go from the SS to the BS.
Let @ to be the average number of users in the system, where

n1 = 1: represents the number of users in the busy state of the Markov chain.
ny = 0: represents the number of users in the idle state of the Markov chain.
ng = %: represents the number of users in the third state of the

Markov chain.

So

0t myMADM 1)
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Fig. 13. Average delay in function of number of users under different scenarios of A
and o

Therefore by the formula of LITTLE [6] the average delay is:

p=2
T

So:

D:1+B(M+2)(M—1) :1+E(M+2)(M—1).

™1 2 A 2
In Fig. 12, we plot the average delay of the transmitted packets in function of A
and o for M = 50. This figure shows that when the transition parameter to the
state of collision increases the average delay increases too and this is due to the
increased number of collisions, on the other side, when the transition parameter
to the busy state increases i.e. the system becomes more active so the average
delay decreased.

In Fig. 13, we remark that the average delay is an increasing function of the
number of users. An important result we can conclude is that to keep a minimum
average delay and acceptable we have to select the value of A superior than the
value of o.

5 Conclusion

In this work, we studied two Continuous Markov models for the cooperative
Slotted ALOHA protocol. Our objective has been to evaluate the performances
of the system in function of its different parameters.

In the first time, we modeled the system by a Continuous Markov chain with
two states, a state where the system is busy and a state where the system is
either idle or in collision. The analysis of the system showed that it is possible
to increase the throughput and minimize the average delay by appropriately
selecting the parameters A and p.
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Secondly, we modeled the system by a three states Markov chain in order
to manage it effectively and to take into account the interests of operators. The
obtained results show that the choice of the parameters A, 4 and ¢ have a major
impact on the system performances.
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Abstract. One of the critical problems in VANET is the frequent breakdown of
the path caused by the high mobility of vehicles. For this purpose, much searches
has disclosed the route lifetime between source and destination vehicles as an
important factor to improve the quality of service in the VANET network. Each
solution propose his own technique to determine a stable route based on link
lifetime and route lifetime; but they do not determine and select the most stable
route between source and destination vehicles during the data packets transmis-
sion by selecting the longest route lifetime. For this reason, we propose two
protocols that use vehicles’ movement information to determine and evaluate the
longest route lifetime as a most stable path for comfort applications in a highway
environment. One uses the beacon message and the other does not use it. These
new schemes increase the packets delivery ratio, the throughput and decrease the
number of error messages generated during the transmission of data packets
following of the vehicles density.

Keywords: Stable route - Link lifetime - Route lifetime - IDM_LC
Highway scenario - VANET - NS2

1 Introduction

Vehicular Ad Hoc Networks (VANETS) allow vehicles to communicate each other
directly through the On Board Unit (OBU) device, forming vehicle to vehicle commu-
nications or with infrastructure via fixed equipment beside the road, referred to Road
Side Unit (RSU) forming vehicle-to-infrastructure communications and they are a key
component of intelligent transportation systems (ITS). VANETS support a wide range
of safety and non-safety applications to make accurate decisions by drivers and to
provide passengers comfort. They will play a vital role in road by providing and sharing
information to the drivers or passengers such as traffic signals, location, speed of the
neighboring vehicles, play online games, access the internet and check emails [1-3].
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The growth of route lifetime has been proposed by much research like [4, 5] to
improve communication efficiency in vehicular ad hoc network. All these researches
seek to grow the route lifetime by choosing vehicles that travel in de same direction, or
by dividing the vehicles in groups like ROMSGP scheme in [4], or by building stable
backbones on road using connected dominating sets (CDS) like SCRP scheme in [6], or
by using an evolving graph from the source to the destination like in [7]. All these
researches still suffer from a great number of route discovery messages for reactive
schemes and suffer from vehicles density in case of proactive schemes. Furthermore,
each one of them uses its method to calculate the link lifetime to determine the next link
and then determine a stable route; but they not determine the most stable path based on
the next link lifetime. As illustrated in Fig. 1, the route between source vehicle and
destination one is S-I-K-D and its lifetime is 3 s based on the next link lifetime. However
it is not the most stable route by comparing to the route S-A-K-D that is the most stable
route and its lifetime is 5 s. Hence, the most stable route is not determined by the largest
next link lifetime, but it is determined by previous links lifetimes and the next links
lifetimes. To deal with these problems, we seek to determine the most stable route
between source and destination by using route lifetime as a metric in a highway envi-
ronment.

S | D
~ o 4s /} T3s i
55 e g > sk
A K

Fig. 1. Route lifetime

The idea behind this work is that each vehicle receives a route discovery message,
will decides to forward this message or not in order to increase the route lifetime and to
obtain the most route lifetime at the destination. This receiving vehicle will save a new
route lifetime in its table and broadcasts the route discovery message, if it does not
already received this route discovery message or, if the link lifetime and the route life-
time are greater than the route lifetime in the receiver’s table. Where the link lifetime is
the remaining time between the receiver and the previous forwarder for staying in direct
communication; and the route lifetime is the delay between the source and the receiver.

The rest of the paper is organized as follows. Section 2 presents related works.
Section 3 shows ours schemes. Section 4 presents simulation and results. Section 5
presents discussions and evaluation. Finally, we give a conclusion in Sect. 6.

2 Related Works and Motivations

The challenges of network routing protocols in VANETSs have been attracting more
research efforts, and a number of routing protocols have been proposed to determine
the route based on the route lifetime. To determine a more stable route, authors in [4]
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proposed the scheme ROMSGP that group vehicles according to their movement
directions. The most stable route is determined by selecting the path that has the
longest link expiration time. The authors did not take into consideration the case
where there is no vehicle travelling in the same direction of group movement. In [5],
authors propose a cross-layer approach that estimates the remaining time for which a
link’s quality will remain above the specified threshold, called link residual time
(LRT). The latter is defined as the time left of a given link that will be continued to
be useful for satisfactory data transmission. The route construction is based on the
selection of the link that has the largest link residual time. Authors not determine the
most stable route and they assume that vehicles travel at a constant velocity for the
duration of the link. In [8], authors propose a stable direction-based routing protocol
(SDR) that combines direction broadcast and path duration prediction into AODV
[9]. In SDR vehicles are grouped based on the position and the route selection is based
on the link duration. In [7], authors propose an evolving graph-reliable ad hoc on-
demand distance vector (EG-RAODV) that allows finding the most reliable route from
the source to the destination. They proposed an extended version of the evolving
graph model to model and formalize the VANET communication graph (VoEG) and
they developed a new evolving graph Dijkstra’s algorithm (EG-Dijkstra) to find the
most reliable journey (MRJ) based on the journey reliability in VOEG. The problem
of this protocol is in each period, it must be build a new evolving graph and it
assumes that vehicles travel at a constant velocity along the same direction on the
highway. Also, it does not take in to consideration the vehicles density. In [10],
authors propose a method to select a reliable neighbor based on the residual lifetime
of the corresponding communication link. They present an algorithm to predict the
residual lifetime of links by making use of Kalman filter based prediction technique.
The forwarding vehicle tries to predict the residual lifetime of one-hop links to all of
its neighbor vehicles. The neighbor with maximum value for the link residual life-
time is chosen as the next forwarding vehicle. In [11] authors propose the scheme
ARP-QD that is an QoS-based routing protocol in terms of hop count, link duration
and connectivity, so as to cope with dynamic topology and keep the balance between
stability and efficiency of the algorithm. However, it is not enough to only use a
global distance to reflect the overall QoS of a routing path. All these schemes do not
predict the most stable route at a given moment and they take determined directions.
Therefore, the goal of this work is to predict the longest route lifetime as the most
stable route whatever the direction of the vehicles on highway for non-safety appli-
cations.

3 Most Stable Route

We seek to determine the most stable route between source vehicles and destination
ones to ameliorate the protocol performance using route lifetime as a factor in highway
environment.

The network model consists of one road ended by two intersections in highway
environment or in urban environment for roads segments. This road has the same
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characteristics such as length, width, number of lanes. Each lane has a distinctive traffic
density. Each vehicle is equipped with a global positioning system (GPS) that provides
information about its location, speed, and direction. Finally, each source vehicle knows
the location of the destination by using a location service such as RLSMP [13] and
ZGLS [14].

Given a directed graph G(V; E) that is defined by a finite set V = {vy, v, v3, ..., v, }
of vertices where v; is a vehicle, and by finite set E = {t;, t,, t3, ..., t,,} of edges where
t; is the remaining time between any two vehicles to stay in communication with each
other.

We suppose that each vehicle that receives a discovery message of route saves the
message identifier and the route lifetime (during a determined period) in a table, called
Route Request Table (RRT).

The calculation of link lifetime between two vehicles is proposed in our works [12,
15]. The route lifetime is the minimum link lifetime between links that build the route
between source and destination vehicles.

We seek to determine the most stable route between the source and the destination
vehicles. As in Fig. 2, the most stable route is that built by vehicles S-A-I-K-D and the
lifetime of this route is 4 s at instant t.
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Fig. 2. Most route lifetime

The source vehicle broadcasts a new route discovery message if it wants to determine
a new path between itself and the destination. To determine this route, we propose two
schemes, one uses beacon message and the other does not use it.

3.1 Scheme Without Beacon Message

In this scheme, the source vehicle adds in the route request message its information
(identifier, location, speed, direction, and route-lifetime) and broadcasts it in its commu-
nication range. The route lifetime value equals O s in the route request message at the
source. Then, each vehicle receives this message, it calculates the time left between itself
and the source; after that, it checks its table RRT if it has already received this message
from the source. Otherwise, it broadcasts it in the half circle of its communication range
in the side close to the destination. If it has received the message, it first checks whether
the link lifetime (between itself and the source) and the route lifetime (in the route request
message) are greater than the route lifetime in its table RRT; if it is the case, it checks
again whether the link lifetime is greater than or equal to the route lifetime. If it is, it
first updates the route lifetime value in its table RRT by the new calculated value, then
it adds its information (identifier, location, speed, direction, route-lifetime) instead of
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those of the previous forwarder vehicle and finally broadcasts it in the half circle of its
communication range in the side close to the destination. Otherwise, it deletes it. Each
next receiving vehicle will do the same operations that have been done by the previous
receiving vehicle until the route discovery message arrives to the destination.

3.2 Scheme with Beacon Message

It is assumed that each vehicle periodically sends its information in beacon message
(location, speed, direction of movement, identifier, and current time) to its neighbors.
Then, each vehicle constructs its neighboring list by information extracted from beacon
messages. Whenever a new neighbor is discovered, a new entry is added and a timer is
set. A vehicle waits two consecutive beacon intervals to hear from its neighbor. If no
message was received, the neighbor’s entry is deleted.

Each vehicle calculates periodically the time left (link lifetime) between each of its
neighbor and itself. Then, it saves the link lifetime value and the identifier of its neighbor
in its table, called Neighbors-Life-Time (NLT).

In this scheme, the source vehicle adds in the route request message its information
(identifier, and route-lifetime) and broadcasts it in its communication range. The route
lifetime value equals O s in the route request message at the source. Then, each vehicle
receives this message; it checks its table RRT if it has already received this message
from the source. If not, it broadcasts it in the half circle of its communication range in
the side close to the destination. In case of receiving the message, it first checks whether
the link lifetime in its table NLT and the route lifetime (in the route request message)
are greater than the route lifetime in its table RRT; if it is, it checks again whether the
link lifetime is greater than or equal to the route lifetime. If it is, it first updates the route
lifetime value in its table RRT by the new value from the its table NLT, then it adds
their information (identifier, route-lifetime) instead of those of the previous forwarder
vehicle source) and finally broadcasts it in the half circle of its communication range in
the side close to the destination. If not, it deletes it. Each next receiving vehicle will do
the same operations that have been done by the first receiving vehicle until the route
discovery message arrives to the destination.

4 Simulation and Results

We have used the pattern IDM-LC that is a microscopic mobility model in the tool
Vehicular Ad Hoc Networks Mobility Simulator (VanetMobiSim) [16, 17] and we have
used NS2 [18] to implement our protocol. Vehicles are deployed in a 4000 m x 100 m
area. This area is a highway with four lanes bidirectional; its ends are set by traffic lights.
Vehicles are able to communicate with each other using the IEEE 802.11 MAC layer.
The vehicles’ speed fluctuates between 0 m/s and 27 m/s. We have considered packet
size of 512 bytes, Simulation Time of 400 s, hello interval of 1 s and packet rate of 4
packets per second. We setup ten multi-hop CBR flow vehicles over the network that
start at different time instances and continue throughout the remaining time of the simu-
lation. The transmission range is kept at 250 m. Simulation results are averaged over 20
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simulation runs. Location-Aided Routing (LAR1) [19] is used to compare it with our
schemes.

Figure 3 shows that our schemes have good packet delivery ratio and they outperform
LARI. This is because they forward data packets over roads by predicting the most
stable route in contrary of LAR that selects the shortest path. And the selection of the
most stable route allows the decrease of the number of route breaking. The packet
delivery ratio of our schemes decreases during the growth of network density because
the route lifetime decreases and the transmission time of data packets increases too.

1
0.9
0.8 g | AR original
o 0.7 - ) )
==fll== | Ongest route time with
0.6 beacon
0.5 Longest route time
04 . . . . without beacon
20 40 60 80 100
Number of vehicles

Fig. 3. PDR as a function of vehicle density

In Fig. 4 our scheme with beacon has the lowest throughput compared to our scheme
without beacon and LARI. This is explained by periodicity of beacon messages that
charge the bandwidth.
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Fig. 4. Throughput as a function of vehicle density

Figure 5 shows that the number of errors increases during the increase of the network
density. Our schemes have the lowest number of errors compared to LAR1. This is
explained by predicting the route lifetime.
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Fig. 5. Number of errors as a function of vehicle density

5 Evaluation

We observe that the number of errors remains high even if we have determined the most
stable path and we have predicted the remaining time of the route, so that the source
knows when it starts a new route request and when it stops the send of data. Also the
prediction of the time that takes a data packet between the source and the destination
vehicles remains a real problem in the VANET network. This number of errors causes
an increase in network overhead, loss of data and decrease of the bandwidth capacity.
Furthermore, we predict the most stable route for an instant t, but an instant t + T (where
T is the route lifetime) may not be the most stable and the route that has been the least
stable becomes the most stable according to the model of the mobility. For these reasons,
we do not think that the protocols, which determine the path to be traversed beforehand
send the data between the source and the destination vehicles, are suitable in the VANET
network.

6 Conclusion

Our schemes are designed to enhance the communication in highway scenarios for the
comfort applications. They strive to determine the most stable route by selecting the
route that has the longest lifetime and to predict the remaining time of route to avoid the
route disruption prior to its happening. They are based on the prediction of the link
lifetime and the route lifetime. Our schemes increase the percentage of packets delivery,
throughput and decrease the number of error messages generated during data packet
transmission. They are evaluated as function of vehicle density and they are compared
with LAR schemel in highway environment by using IDM_LC to generate realistic
mobility files.

We will study and evaluate all the most known schemes that take the route lifetime
as a factor and that determine the route to be taken beforehand sending the data to the
destination vehicles. We will compare between them. Then, we will determine their
limitations for non-safety applications in VANETS.
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Abstract. The early stages of portland cement hydration directly affect
the physical properties of cement. Therefore, it is necessary to research
the hydration process in the early stages of portland cement. Owning
to the cement hydration process includes a large number of chemical
and physical changes, researching the cement hydration process faces
many difficulties. In this paper, early-age hydration kinetic equation is
reverse extracted from cement hydration heat data using gene expression
programming (GEP) with similarity weight tournament (SWT') selection
operator. The method clever use the cement hydration heat data and the
powerful performance of genetic expression programming. In addition,
the effectiveness of the proposed method is improved using SWT selection
operator. The result shows that the performance of GEP method with
SWT selection operator is better than traditional GEP.

1 Introduction

Cement is a important building material and its performance including strength,
heat resistance, corrosion resistance, etc., is directly affected by the cement
hydration process [1-3]. Thus the study of hydration process of cement is help-
ful to understand the formation mechanism of cement performance. Even that
it can helps material scientists to design higher quality cement. Therefore, it is
important to research the hydration process of cement.

There are many models for the simulation and modeling of cement hydra-
tion process. Jennings and Johnson [4] proposes the microstructure simulation
model, and Bullard [5] develops stochastic simulation model called HydratiCA.
But these models are based on simulation, which means these models can not
express the real hydration process. In another perspective, the cement hydration
process is an exothermic process. Real hydration heat data can be obtained in the
five stages of cement hydration: pre-induced phase, induction phase, accelerated
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phase, deceleration phase and stable phase. Hydration heat data can indirectly
reflect the degree of hydration of cement. Time series of cement hydration degree
can be obtained by using method of microcalorimetry. Moreover, the real hydra-
tion process of cement can be simulated by the above time series data.

Recent learning algorithms [6] and neural networks are widely used in data
processing. Based on real data, recent studies have shown that the target equa-
tion can be obtained from evolutionary computations. Nitsure [7] uses genetic
programming (GP) algorithm to estimate an important ocean parameter: sig-
nificant Wave Height (SWH) using the wind information. It is proved that the
parameter estimation generic programming algorithm has reasonable accuracy.
Therefore, the hydration kinetic equation of cement can be reverse extracted
from data by same idea.

In this work, early-age hydration kinetic equation is reverse extracted from
cement hydration degree data using the GEP [8] algorithm with SWT selection
operator. GEP can obtain complex mathematical equations according to data.
In addition, SWT is used to increase the diversity of individual populations and
it improves the performance of GEP.

In this paper, the Sect.2 introduces the related works of this paper. The
Sect. 3 introduces the method used in this article. The Sect.4 introduces the
relevant content of the experiment. Section 5 is the conclusion.

2 Related Works

There are many methods to research the cement hydration process. Jennings and
Johnson developed a mathematical model describe the hydration of tricalcium sil-
icate (C3S). This is the first simulation of the hydration process of cement. But
the research of the cement hydration process through the simulation of the cement
microstructure has some limitations, this model does not express the real hydra-
tion process. On the other hand, the cement releases a lot of heat in the process of
hydration. The amount of heat released reflects the degree of hydration. Therefore,
the important issue is uses hydration heat data to study cement hydration.

In the field of marine science, S.P. Nitsure uses GP algorithm to estimate an
important ocean parameter. It means that intelligent algorithms can be used to
research cement hydration processes. There are alot of intelligent algorithms: intel-
ligent neural network, genetic algorithm, simulated annealing algorithm etc. Many
scholars do study on improving neural network classifiers [9]. The particle swarm
optimization (PSO) [10] is widely used in the field of neural network. Genetic algo-
rithm draw lessons from the concept of life science. Genetic algorithm has the prin-
ciple of survival of the fittest. The individuals with higher adaptability are more
likely to survive. GEP algorithm is a new type of self-evolution algorithm in com-
bination with the advantages of genetic algorithm. Lin Wang used the method of
GEP with PSO [11] to extract the kinetic equation of cement hydration. It prove
that GEP has powerful ability to generate equations.
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3 Methodology

3.1 Gene Expression Programming

GEP algorithm is a new member of the intelligent computing family. GEP algo-
rithm combines the advantages of genetic algorithm and genetic programming
which borrows the concept of genetics and chromosomes in the life sciences and
the concept of population multiplication in biological sciences. First, establishing
an initial population. Then the evolution of population is achieved by selection
and genetic operators. Repeat this operation until find the optimal solution.

Genetic operators in GEP include insertion sequence, mutation, root inser-
tion sequence, two-point recombination operators and one-point recombination.
Each individual in the population is called an chromosome. An chromosome
is a fixed-length symbol sequence consisting of one or more genes. The sym-
bol sequence is represented by an expression tree. The chromosome sequence is
divided into coding and non-coding regions. Figure 1 is an instance of a chromo-
some. The symbol sequence takes from the function set F' and the terminator
set 7. The function set F contains functions. For instance, +, ()2, ()3 etc. The T
set includes constants and variables. For example, a, b, ¢ etc. Genes are divided
into head and tail. The head part take the value from the F and T sets. The
tail part take the value from the T' set. The chromosome length is the sum of
the length of the head and tail. First, determine the length of the head h, then
the tail length ¢ is obtained by the following formula.

t=14+(n—-1)xh (1)

where n is the maximum value of the operand of the function in the F set.

Chromosome  +-x/x+yxzyz

Expression tree

(o]o]o]olo]0]6]0J0I0XO)
+-x/x+tyxzyz

K-expression

Fig. 1. Chromosomes and its corresponding expression trees and k-expressions. The
black part is the coding region of the chromosome, and the gray part is the non-coding
region. The red part is a function of the chromosome
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3.2 SWT Selection

SWT selection is a new selection operator proposed by Wang Lin which intro-
duces the concept of possibility p[i]. The possibility p[i] refers to the probability
that the individual is selected to participate in the competition. similarity is
used to indicates the similarity degree between two chromosomes. Calculate the
simalarity between the individual ¢ and the historical optimal solution and then
converting it to p[i]. In the SWT selection, the K individuals are selected accord-
ing to the probability p. Individual with higher fitness is inherited into the next
generation. Repeating this operation until the number of individuals are equal
to the size of the population.

Calculate the similarity between individual ¢ and the history of the best
individual, it is only necessary to compare the coding region sequences of the two
chromosomes and the measure of calculate similarity starts with each symbol
of the two chromosomes. First calculating the overlap, overlap refers to the
number of the same symbol of the two sub-string. The overlap between the two
chromosomes is represented by Same. Calculate the Same formula as shown

below.
1,¢1(2) = c2(4)
feriea)(6:7) = (2)
0,else
Chromosome 1 -X+ YXyxzy
Chromosome 2 +-XyzZXyXxy
(2 O
® @ Q ®
® ® ® ©
Expression Tree | Expression Tree 2
Sames0 +7Xyz—x+yx\.~,,_
SX+tyXyxz
Same=0 +_Xy); yx
Xt YXVXZY
Same=0 +_X;(Zyx
Same=2 +i:;§xxt/
Same=1 “xtyxyxz
+-xyz
Sxtyxyxzy

Same=0 o
+-Xyzxyxy
-X+tyXyxz
Same=2 Y
b-xyz
SX+HYXyX7Z
t+-xyz

Same=0

SXtyXyxz

Same=0
ame Yixyz

Similarity=2x3/5+5=3/5

Fig. 2. Example of calculating the value of similarity. The black part in chromosomes
represent the coding region while the gray part is the noncoding region.
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lenth
Same(starty, starts, lenth) = Z fer.co(Starty + i, starta + 1) (3)
i=1
Two substrings come from the coding region of chromosome ¢; and chromosome
¢o. ¢1(i) and ca(j) represent the i-th and j-th symbols in the two chromosome.
And lenth is the total number of symbols. start; and start, represent the starting
positions in ¢1, co. Then the similarity of the two chromosomes are calculated.
The formula as shown below.
2 x MaxSame

Similarity(ci, ca) = len(ey) + len(ca) (4)

MaxSame represents the maximum Same of chromosome ¢; and chromosome
co, and len represents the length of the coding region of the chromosome ¢; and
chromosome co. The value of similarity is calculated as shown in Fig.2. The
formula for probability P is shown below.

1 — Similarity(c;, Cpest)

PopulationSize

3 (1 — Similarity(c;, cpest))
=1

pli] = (5)

Begin

]

The historical best individual is reproduced to
the new population directly

/

N
=/

Calculate probability p using Eq.(5) forall
individuals in the population

M M
NN

N=1
N= population Size-1
Yes No
C M-l D)

M= Tournament Size k
No

Select an chromosome from the population as
contestant M. Individual’ s probability of being
selected is p[i]

( The contestant M is added into tournament )

M=M+1 )
G\e contestant whose fitness is the best one in
tournament is to the new i
|
N=N+1 )
C e )

Fig. 3. Algorithm of SWT selection
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where cpest represents the history of the best individual. The algorithm of SWT
selection is shown in Fig. 3. Thus, the higher the similarity with the best individ-
ual in history, the less likely to be chosen to compete. The lower the similarity
to the best individual in history, it is easier to be chosen to compete. But the
individuals with low fitness in the competition will still be eliminated.

3.3 The Reverse Extraction Method for Hydration Kinetic
Equation

According to the cement hydration heat data, the early cement hydration kinetics
equation [12] is obtained. It is forecasted to get the differential equation as follows

da
= = f(t,0) (6)
where « is the hydration value of a certain moment, ¢ represents the time. There
are thirteen function operators in function set F, and eighteen variables and
constants in the end point set.

F= {+7 — Xy -1x ()a %7 %\%()27 ()35 ()()’ 6(),111()}

T = {C1,02,C3,C4,C5,Cs,C7,Cs,Cy,Cro, 0%, a,t,1 — o, YT — o, 3/(1 — a)2,In(1 — @),
1-Y1-a}

GEP algorithm needs to use fitness to update the individual in the population
and achieves the purpose of finding the optimal solution. The numerical solution

[ Create chromosomes of initial population ]

Reached the maxinum generation?

No

[ Express chromosomes

'

RK4 method is used to calculate
numerical solution of
kineticequation

!

Evaluate fitness

!

SWT selection

'

Genetic operation

!

Prepare new programs of next
generation

End

T -/ —/ /) /) - /)
<
o
e

h/Lf_\hh

Fig. 4. Algorithm of GEP-SWT.
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of equations are obtained by fourth-order Runge-Kutta method (RK4). The
relative error between the numerical solution and the true hydration value are

calculated. R
o— &

A= | (7)

where & is the degree of hydration of the kinetic equation obtained by the RK4
method. The fitness function is defined as

(07

. 1
fitness = ———— (8)

14+ 3 Ay
=1

where N represents the number of time points which are selected from the time
series data. Figure4 indicates the flow chart of the proposed algorithm.

4 Experiments

In this section, the hydration process from the rapid reaction period to the stable
period during the hydration was carried out 24 h. The cement hydration reaction
was observed for 24 h. The sampling interval of the hydration heat data [13] was
set to bmin. Eight hydration heat data were used. Each set of data contains
288 time points. The GEP-SWT and the traditional GEP were carried out ten
experiment with each time series of data and the average of the ten experimental
results is calculated. The performance of the two algorithms was compared in
the case of small population and small iteration.

In this experiment, the comparison between GEP-SWT and GEP are orga-
nized. A small population size and number of iterations are set. The population
size of the two algorithms is set to 1000, number of iterations is 1000. The num-
ber of genes is 1. Gene head length is defined as 20. The maximum operand in
the function set F is 2, get the gene tail is 21 by Eq. (1) and chromosome’s
length is the sum of head part and tail part. Insertion sequence probability is
ten percent. One-point recombination Probability is twenty percent. Two-point
recombination probability is twenty percent. Mutation probability is thirty per-
cent. Root insertion sequence probability is twenty percent. C; —C1g in the T set
represent constant 3, constant 9, constant 4 constant 17, constant 20, constant
2, constant 8, constant 19, constant 13, constant 15.

The traditional GEP and GEP-SWT are used to do the experiment and
record the 1000 generation optimal individual and its fitness value according to
the above parameter setting. The population size and the number of iterations
of the two methods are exactly the same. Compare the optimal fitness value
obtained from the experiments of the traditional GEP and GEP-SWT. The
performance of the two algorithms can be got by the experiment and analysis.

According to the eight hydration heat data, eight comparison between GEP
and GEP-SWT are obtained. As shown in Fig. 5, eight comparison show that the
1000th generation optimal individual fitness is higher than GEP. The trend of
fitness growth of GEP-SWT is significantly faster than GEP. In the series 1-3 and
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Fig. 5. Comparison between GEP and GEP-SWT.

series 6, the first-generation optimal individual fitness obtained by the GEP is
higher than the optimal individual fitness obtained by the GEP-SWT. However,
with the population alternation, the 1000th-generation optimal individual fitness
obtained by GEP-SWT is higher than the 1000th-generation optimal individual
fitness obtained by GEP. For each data, the best equation with the highest fitness
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is obtained from ten experiments. Eight kinetic equations are shown as below.
dﬁ B (1 _ a)\/ 1303 (9)
dt 340V/31-2
da Q\/l—t‘ls—(t—IQ)l*D‘

da _ 1
dt 400 (10)
2

tn____(-0-0)) =
dt (9 (144432 - a3 + 64)% — 960)
da 1—a)2-31—a (12)
T 5

dt log t —15)2 —8000| + 2 + 2t
d 1-a)t)’

« — )3
da _ 13
dt (8 (o 1959319 ata) 48 s ) (13)
d 502

d‘; —1+243- —af + 180% — 81) } (14)
d o — -«
di; - [24 (- a)“"*”t 80YT=a 46} = 8000 (15)
dao | a(e?+3a +17t+at+51a° )+ YT—a+8

—=9s E t+20) (16)

The following reasons led to this phenomenon. In the traditional GEP, indi-
viduals are selected according to individual fitness. In a random case, population
may be premature convergence. The diversity of individuals of the population
is reduced, which represents a decrease in the diversity of chromosomal genes.
In the method of GEP-SWT, if the coding region of an individual is exactly the
same as the optimal individual the probability of the individual participating in
the competition is 0. This method can maintain the diversity of offspring popula-
tion and avoid premature convergence. The above is the reason why GEP-SWT
performance is better than GEP performance on most datasets.

5 Conclusions

In this paper, early-age hydration kinetic equation is reverse extracted from
cement hydration heat data using GEP-SWT algorithm and the performance
of GEP-SWT and GEP are compared. The performance of GEP is improved
by using SWT selection operator. Experimental results show that GEP-SWT
can faster extract the hydration kinetic equation of cement from the data than
tradition GEP.
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Abstract. Pursuit evasion game is prevalent in nature and also has many
civilian and defense applications. A feedback law has been applied to pursuer
assuming a constant behavior of evader. This paper proposes that PI/PID
feedback control laws can improve the performance of the pursuer strategy
compared to the existing strategy of P alone. Specifically it is shown that using
PI/PID control, the time for the pursuer to reach a camouflage manifold as well
as to capture the evader is shortened. The results are applicable both for the case
where the evader follows a prescribed or controlled motion. The results are
shown through a computer simulation.

Keywords: Bio-inspired - Pursuit evasion game - Feedback laws
Close loop control

1 Introduction

Pursuit evasion behavior is widely seen in nature. It is observed when animal species
search for food, fight for survival, and battle for territory and while mating. Pursuit
evasion game has been originally studied from a game-theoretic perspective [1]. In
terms of applications, pursuit evasion game has been studied in the context of missile
guidance and avoidance, aircraft pursuit and evasion, protection of maritime assets both
civilian and military [2] etc.

Geometric pattern associated with pursuit has been studied [3]. The pursuit has
been modeled as an interaction between two particles moving at constant speeds. The
geometric patterns are studied in terms of pursuit manifolds, which contain states that
satisfy certain criteria relating to the relative distance and the relative velocity between
the pursuer and the evader. Three types of pursuit are studied in particular: classical
pursuit, motion camouflage and constant bearing.

The trajectory leading from an initial point to the pursuit manifold is governed by
feedback laws that are chosen to minimize an associated cost function. Also, the
application of feedback law ensures that the speed of the pursuit particle is not altered.
The focus is usually on the pursuer with the evader being assumed moving at a constant
speed. Both open loop and closed loop steering strategies are used by the pursuer.
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The author in [4] formulates the confinement — escape problem of a defender and
evader to provide general characteristics of the system with bio-inspired control laws
for both defender and evader. The author in [5] try to solve two-player pursuer —evader
game problem based on bio-inspired method.

The motivation of the paper is that though the basic feedback law has been derived in
[3], one would like to investigate how the performance of the pursuer can be improved
through additional feedback control techniques. In particular, one is interested in finding
out how the adoption of proportional-integral and proportional-integral-derivative laws
will improve the pursuer performance. The performance in question is time to reach the
manifold from an arbitrary starting point and time it takes pursuer to intercept the evader
for the first time.

The main contribution of the paper is (i) to reformulate the pursuit evasion problem
as a feedback control problem (ii) derive expressions for Proportional (P),
Proportional-Integral (PI) and Proportional, Integral and Derivative (PID) controllers in
the context of pursuit-evasion problem and (iii) show improvement in the performance
of the pursuit strategy using PI and PID controllers through simulation over that of P
controller alone as in the existing results.

To summarize the rest of the paper, Sect. 2 gives the background necessary for the
paper. Section 3 discusses the development P, PI and PID control laws. Section 4
describes the simulation results and discusses the proposed improvements in the pur-
suer performance. Section 5 concludes the paper and discusses future work.

2 Background

We model planar pursuit interactions using gyroscopically interacting particles, as in
Wei et al. [6]. The (unit speed) motion of the pursuer is described by

Ip = Xps Xp = Ypllp; Vp = —Xpllp (2.1)

where r,, is the position of the pursuer, x, its velocity and y, is the acceleration of the
pursuer. The motion of the evader (with speed v) is given by

Fe = UXey Xo = UVelle, Vo = —UXel (2.2)

where r, is the position, x, is the velocity and y, is the acceleration of the evader. The
steering control of the evader, u., is prescribed or controlled, and the steering control of
the pursuer, u,, is given by a feedback law. We also define

F=r,—Te (2.3)

which is referred to as the ‘baseline’ between pursuer and the evader.

In three dimensions, Wei et al. [7] use the concept of natural frame to formulate
interacting particles models. In that setting, each particle has two steering (natural
curvature) controls.
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2.1 Pursuit Manifolds and Cost Functions

The state space for the two-particle pursuer-evader system is a subset of the Euclidean
plane of two dimensions. Following [3], we define the cost functions F:
G x G — R associated with different pursuit strategies as follows:

. d
— (L ) L) = d’d|rr| (motion camouflage) (2.4)
Ir| [ ||
and
A= (|_r|.Rxp) (constant bearing), (25)
r
where

(2.6)

R_ cosO —sin
| sin0  cosO |’
for 0 € (—n/2,m/2).
For R = I, the identity matrix of order 2, we define

Ap = <|—:|-x,,> (2.7)

to be the cost function associated with classical pursuit.

All three cost functions I', A and A are well defined for |r| > 0, and that they take
values on the interval [—1, 1].

The cost functions I', A4 and A define the respective pursuit manifolds. I is seen to
correspond to the cosine of the angle between r and 7. Camouflage pursuit manifold is

@ ®) ©
e
T
e |*e
P~

Fig. 1. Geometric representation of pursuit manifolds: (a) motion camouflage pursuit,
(b) constant bearing pursuit and (c) classical pursuit.
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defined by the condition I"' = —1, which corresponds to the case of the angle between
r and 7 being n. (see Fig. 1(a)).

The constant bearing pursuit manifold is represented by the condition 4 = —1. This
condition is satisfied when the heading of the pursuer makes an angle 6 with the
baseline vector (see Fig. 1(b)). Similarly, the classical pursuit manifold is defined by
the condition Ao = —1. This condition is satisfied when the heading of the pursuer is
aligned with the baseline (see Fig. 1(c)).

In [3], considering deterministic or random nonreactive evasive strategies, the
authors have shown, through Monte Carlo simulation, that three strategies of classical,
constant bearing, and camouflage converge to pure motion camouflage in an evolu-
tionary game. However, Pais and Leonad [8] generalizing the work of [3] considered
the reactive control strategies for the evader and conclude that the evolutionary game
between the three strategies does not converge to motion camouflage.

3 System Modelling
3.1 Pursuit — Evasion System
Representing
t
Iy = [rpx rp.v]
Fe = [rex rey]t

we write (2.1) and (2.2) in terms of state equations as follows:

X1 = Ipx
X2 = Tpy
X3 = Xpx
X4 = Xpy
X5 = Vpx
o= (3.1)
X7 = Fex
Xg = Fey
X9 = Xex
X10 = Xey
X11 = Yex

X12 = Yey
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jC] = i'px = Xpx = X3
Xy = Fpy = Xpy = X4
X3 = Xpx = Ypullp = X5Up
Xg = Xpy = Ypylhp = Xolp
Xs = 7).)1),( = —XpxUp = —X3Up
X6 = —Vpy = —Xpyllp = —X4llp
X7 = UFgy = UXgy = UXg
ng = Ui‘ey = UXey = UX10
X9 = UXey = UYexlUte = UX11U,
X10 = Ukey = UYeylle = OX12Ue

X11 = —Vex = —UXgxlte = —UXglt,
X12 = —UYVey = —UXeyUle = —UX10U,
X1 X7 X1 — X7
F=1r,—Fe= — =
X2 Xg Xy — Xg

mnmn= 3] [2] - [2] -]

3.2 Feedback Laws

147

(3.3)

(3.4)

In this section, we formulate the pursuit strategies in terms of feedback control laws.
The maintenance of the I'-manifold represents cos¢ = —1 where ¢ is the angle
between r and 7. This is represented in the form of a feedback control system as shown

in Fig. 2.
-1 (ref) 3 U, 3 Pursuit ['= cos¢
PID Evasion
System

e

Fig. 2. I" Manifold control

If now an angle  is defined between r and i+ where i+

clockwise by  radian, ¢ = m = Y = /2, then a control measurement

r = <L . fi>
Ir|

is 7 rotated counter

(3.5)
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corresponds to an angle ¥ such that cosy — cosZ = 0 on the I manifold. We can
rewrite Fig. 2 as

= PID e Pursuit

Evasion System

Fig. 3. I Manifold control.

Feedback laws are derived as follows
P control: u, = —p, I"

ro.
”p:_H1<m'rL>

X| — X7,X) — X (36)
- _< (e =27, ) (vx10 — x4) (33 — Ux9)>
\/(xl - X7)2 + (xz - X3)2
PI control: : u, = —p; I — p, [T'dt
up=—H1<m'f >—H2/<m"" >dt
(x1 —x7,x — x3)
=—1y - (vx10 — x4)(x3 — vx9)>
<\/(x1 —x7)" 4 (2 — x)° 3.7

(xl — X7,X2 — Xg)

2/<\/(x1 — X7)2 + (o — )Cg)2

PID Control:
Using the identity

. (l)xlo — X4)(X3 — 19U)>dt

where o = & and f = it,
Ir]
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we have
p t
p= (UZ-XIZME — XeUp, X5l — uzxnue) .

Dropping u,, we approximate [3 as

p= (U2X12Me, _szll“e)l

Further simplification for implementation yields the following.

%<|§| . il> = (x- 9)([(x1 —x7), (x2 — x3)], [(vlezug, —vzxnue)b

Hence we have

o == )= Jar )

X1 — X7,X2 — X8
(1 - ) (vx10 — x4) (263 — vx9)>

——H1<
V=2 + (o — )

(3.8)
(xl — X7,X2 — x8)

ol
’ \/(Xl —X7)2+(XQ —Xg)z

- |J.3<[(X1 — X7), (X2 —.Xg)], [(1)2x12ue, —vzx”ue)]>

. (vx10 — X4)()C3 — I)XQ)>dl

For the evader the steering control can be as follows

u, =cost (prescribed)

Ue :<ﬁ . rj> (reactive)

St '(—xlo,x9)>
)

<\/(x1 —x7)2+(xz — X3 2

4 Simulation Results

4.1 Evader Motion Presented

In this section, we provide the results of simulation of the dynamic equations given
Sect. 3 and discuss the same. We assume u, corresponds to (3.9).

Table 1 provides data on the results obtained using the computer simulation of the
pursuit evasion game and its control as explained in the previous sections. The first
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column of Table 1 provides the P, I and D gains used corresponding to p, Ho, H3
respectively. The next six columns correspond to different initial starting coordinates
for r, and x,. r, and x. are assumed to be (0, 0)" and (1, 0)" respectively. The two
sub-columns of each of the six columns in Table 1 correspond to time to reach zero for
the magnitude of r and the time to reach I' = —1 manifold in that order.

It is seen in Table 1 that PI and PID laws tend to improve on the performance of the
pursuer compared to using P alone, which is the existing method. For example,
comparing the rows corresponding to (1, 3, 0) and (1, 3, 3) against (1, 0, 0) in the first
column, it is seen that the time for the magnitude of r to reach zero and the time to reach
the value of I' = —1 both for the first time is much reduced in the case of PI and PID
settings compared to P alone. This holds for all possible starting points considered. The
cells in Table 1 which are blank correspond to the case when I' = —1 could not be
reached within the simulation period of 30 s.

Figure 4 presents the plot of ||, the magnitude of the baseline, for different initial
points and P, PI, PID control laws. The rows correspond to P, PI, PID control strategy
of the pursuer yielding the control input u,,. The vertical columns in Fig. 4 correspond
to the different initial conditions of r, and x,, which corresponds to the position and
heading of pursuer.

W e
(ii) | W o (viii)
G o (ix)

Fig. 4. Simulated plot of magnitude of ‘r’. The row corresponds to control laws (P, with
mi=Lu=0,u=0), P, with u =1,,=3,43=0), PID, u =1, =3,p3=3)
respectively and columns corresponds to initial conditions for r, and x, {(0, 8), (0.530,
0.847)}, {(—1, 1), (0.631, 0.775)}, {(10, —1), (.9, 0.417)} respectively.
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oo =

(i) (iv) G

i) ) O i

i
LT
s

(i) o (i)

Fig. 5. Simulated plot of magnitude of ‘I"”’. The row corresponds to control laws (P, with
=10 =0,p3=0), PL with py =1,1=3,p3=0), PID, py =1, =3,p3=3)
respectively and columns corresponds to initial conditions for r, and x, {(0, 8), (0.530,
0.847)}, {(—1, 1), (0.631, 0.775)}, {(10, —1), (.9, 0.417)} respectively.

Considering the first column of Fig. 4, and comparing plots (i), (ii) and (iii) cor-
responding to P, PI and PID control, it is seen that the time for |r| to reach zero for the
first time is reduced from 25 s (P) to 13.1 s (PI) and 11.1 s (PID). The corresponding
plots of || vs time are given in Fig. 4(i), (ii) and (iii) respectively. Notice that the time
scales for their plots are not the same. Notice that the above results correspond to
column 3 results of Table 1 against rows (1, 0, 0) (P-Control, existing), (1, 3, 0)
(PI-Control, proposed) and (1, 3, 3) (PID-Control, proposed) respectively.

Similarly plots (iv), (v) and (vi) of Fig. 4 correspond to column 4 of Table 1 and
the plot |r| under P (existing), PI (proposed) and PID (proposed) control. The corre-
sponding time for |r] to reach zero are 21.8 s, 3.4 s and 3.2 s respectively. The plots of
(vii), (viii), (ix) of Fig. 4 correspond to column 6 of Table 1 in a similar way against
the rows (1, 0, 0), (1, 3, 0) and (1, 3, 3) respectively. In all the cases it is seen that
PI/PID (proposed) provide a much faster response for |[r] — 0 compared to P (existing)
alone.

Figure 5 provides the plot I' vs time for different initial points and under P, PI, PID
control. Comparing plots (i), (ii) and (iii) of Fig. 3, for P (existing), PI (proposed) and
PID (proposed) control corresponding to column 3 of Table 1, it is seen that the time to
reach manifold I' = —1 is again much improved with PI/PID (proposed) compared to P
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(existing) alone. Also, notice that the time scales of the plots in Fig. 5 are not all the
same. Similar comments apply to plots (iv), (v) and (vi) which correspond to column 4
of Tables 1 as well as plots (vii), (viii) and (ix) which correspond to column 6 of
Table 1.

Another feature noticed in Fig. 4 is that while the system reaches |r| = 0, the system
stays at or near |r| = O line in the case of PI/PID control (proposed) as compared to P
alone (existing). Similar case applies to Fig. 5 in regard to PI/PID control response
settling closer to I' = —1 line compared to P alone (existing).

4.2 Evader Motion Controlled

In this section, u, is assumed to correspond to (3.10).

Table 2, Figs. 6 and 7 correspond to the case of evader following a classical control
law. The results shows PI/PID (proposed) control strategies output correspond to much
shorter time to reach |r] = 0 and the manifold I' = —1 compared to P alone which is the
existing result. Also the response curve of PI/PID (proposed) stay close to |f] = 0 and

= —1 line compared to P alone (existing).

(i) (iv) (i)
i) w (viii)
G o) ' (ix)

Fig. 6. Simulated plot of magnitude of ‘r’. The row corresponds to control laws (P, with
=1, =0,u3=0), PI, with p; =1, =3,43=0), (PID, p; =1,pp =3,5 =3)
respectively and columns corresponds to initial conditions for r, and x, {(0, 8), (0.530,
0.847)}, {(—1, 1), (0.631, 0.775)}, {(10, —1), (.9, 0.417)} respectively.
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Gy (vi) O (n

Fig. 7. Simulated plot of magnitude of ‘I"”’. The row corresponds to control laws (P, with
=1 =0,u3=0), (PL, with pu;=1,1=3,p43=0), PID, p; =1, =3, 3 =3)
respectively and columns corresponds to initial conditions for r, and x, {(0, 8), (0.530,
0.847)}, {(—1, 1), (0.631, 0.775)}, {(10, —1), (.9, 0.417)} respectively.

5 Conclusions

This paper has proposed PI and PID feedback control law for the pursuing strategies in
a pursuit evasion game. It is seen that the time to reach the camouflage manifold as well
as to capture the evader under the given assumption is much shortened with the
introduction of proposed integral and derivative controls as compared to P alone
(existing). The results are also applicable on both the cases where the evader is fol-
lowing a prescribed control motion.

While the results obtained seem to be encouraging, several questions arise for
further investigation. How is the performance improvement of PI/PID controller
affected by initial position and heading of the pursuer? These constitute the future
work.



156 L. Obiroy Singh and R. Devanathan

References

1. Isaacs, R.: Differential Games. Wiley, New York (1965)

2. Savec, P., Thakur, A., Shah, B.C., Gupta, S.K.: USV trajectory planning for time varying
motion goals in an environment with obstacles. In: ASME 2012 International Engineering
Technical Conferences (IDEC) and Computers and Information in Engineering conference
(CIE), Chicago, USA, 12-15 August 2012

3. Wei, E., Justh, E.-W., Krishnaprasad, P.S.: Pursuit and an evolutionary game. Proc. R. Soc.
A 465, 1539-1559 (2009). https://doi.org/10.1098/rspa.2008.0480

4. Li, W.: The confinement — escape problem of a defender against an evader escaping from a
circular region. IEEE Trans. Cybern. 46(4), 1028-1039 (2016)

5. Li, W.: A dynamics perspective pf pursuit-evasion: capturing and escaping when the pursuer
runs faster than the agile evader. IEEE Trans. Autom. Control 62(1), 451457 (2017)

6. Wei, E., Justh, E.W., Krishnaprasad, P.S.: Steering laws for motion camouflage. Proc. R. Soc.
A 462, 3629-3643 (2006). https://doi.org/10.1098/rspa.2006.1742

7. Wei, E., Justh, E'W., Krishnaprasad, P.S.: Natural frames and interacting particles in three
dimensions. In: Proceedings of the 44th IEEE Conference on Decision and Control, pp. 2841—
2846, 12—15 December 2005

8. Pais, D., Leonard, N.E.: Pursuit and evasion: evolutionary dynamics and collective motion.
In: AIAA Guidance, Navigation and Control Conference, Toronto, Ontario, Canada, pp. 1-14
(2010)


http://dx.doi.org/10.1098/rspa.2008.0480
http://dx.doi.org/10.1098/rspa.2006.1742

®

Check for
updates

A Semantic Approach Towards Online Social
Networks Multi-aspects Analysis

Asmae El Kassiri®™ and Fatima-Zahra Belouadha

Mohammadia School of Engineers, Mohammed V University in Rabat,
Avenue Ibn Sina, B.P 765, Agdal, Rabat, Morocco
asmaeelkassiri@research.emi.ac.ma, belouadha@emi.ac.ma

Abstract. The semantic web uses the domains ontologies related to different
topics on the web. Its potential is making the data on the web understandable by
the machine and automatically treatable by algorithms without explicit human
intervention. In this context, this paper proposes a semantic approach through a
generic and intelligent framework to respond to different analytical needs appli-
cable to Online Social Networks (OSN) data. This semantic approach consists in
reusing and aligning with the standard ontologies, recommended by the W3C
consortium, to formalize and synthetize OSN data, exploiting the ontologies
inference potential, to calculate and represent useful indicators for OSN different
analytical needs.

Keywords: OSN - Social media - SNA - Social mining - OWL - FOAF - SIOC
SKOS - Semantic web - Ontologies

1 Introduction

The semantic web formalize and standardize web data to ensure reusability, interoper-
ability and modularity. The Online Social Networks (OSN) are at the heart of the second
generation web and tend to be in the new generations, namely, the Semantic Web, the
Objects Web and the Everything Web. The semantic web uses the domains ontologies
related to different topics on the web. Its potential is making the data on the web under-
standable by the machine and automatically treatable by algorithms without explicit
human intervention. This advantage is favored thanks to the standard ontologies exploi-
tation that favors the discovery and the automatic selection from shared data on the Web
thanks to their semantic expression force.

In this context, the proposed approach offer a generic and intelligent platform to
respond to different OSN analysis. This approach semantic aspect consists in the reusing
and alignment with W3C standard and good ontologies to formalize OSN data and a
synthetization ontology exploiting ontologies inferring potential to compute and present
utile indicators for the different OSN analysis.

The presented approach is based on two principal aspects. The first one is capturing
the OSN data and represent it with an ontologies set composed from a standard, two
recommended ontologies as good ontologies: Semantically-Interlinked Online
Communities (SIOC) and Friend Of A Friend (FOAF); and its extensions. The second
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one is a synthetization ontology modelling multiple metric used in the different analysis.
The objective is having on one hand, a Unified Semantic Model (USM) aligned with
standard and recommended ontologies allowing presenting the most popular and
analyzed social media data. On the other hand, the objective is having an ontology able
to capture and present the deducible metrics and concepts from the OSN that are the
analysis algorithms data used for different objectives (see Fig. 1).

OSN Data Framework SAMAA Synthetized Data
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Fig. 1. The framework semantic approach for multi-aspects analysis of OSN (SAMAA of OSN)

This paper is organized in five sections. The second section presents the approach
main founding directors, the third and fourth ones expose, respectively, the general
demarche with ontological engineering methods, and the approach positioning
compared to other approaches. The perspective of this work and a synthesis are the
subject of the fifth section.

2 Principal Directors

In keeping with self-learning, ontological engineering and openness perspectives, the
basic idea is based on four directors:

1. Knowledge discovery

2. Modelling by ontologies
3. Ontologies transformation
4. Alignment with standards

2.1 Knowledge Discovery

The first OSN analysis need is capturing the social media knowledge to execute the
targeted analysis. This process have to respond to four challenges. The first one is that
different social media owners stock this knowledge fragmentally. Actually, the users
can generate data on multiple social networks that are members and so, each media have
a knowledge fragment of a given user (74% of adult internets users use OSN and the
mean accounts by user is 5.54 whose 2.82 active accounts (Lim et al. 2015). More than



A Semantic Approach Towards Online Social Networks 159

56% of online adults use more than social media (Lister 2017), Instagram has reached
600 Million of users (Roberts 2016), 22% of the international population use Facebook
(Lister 2017). LinkedIn reached 450 Million profiles (Lister 2017)).

The second challenge is the social networks data dynamism. On a social network,
thousands of data are generated in each second fragment leading to the network state
instability and big data volumes (per example, Snapchat has reached 10 Billion of video
views by day (Roberts 2016). Facebook have reached 100 Million views videos hours
by day (Lister 2017) knowing that its active users have reached 1.871 Milliard (Chaffey
2017)). Capturing knowledge on OSN changing over time, is consequently complicated.
It depends on the giving period and have to be updated in real time.

The third challenge is the OSN knowledge nature that are explicit and implicit data.
The explicit data are directly available on the social media while implicit knowledge are
deducible from the explicit knowledge. The OSN knowledge discovery is a process that
must be able to capture the explicit and implicit data.

As shown on the Fig. 2, the knowledge discovery aspect consist in using API
allowing extracting explicit data from each social media, and then using an inference
motor to infer the implicit knowledge from the explicit ones.
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Fig. 2. The knowledge discovery process

2.2 Modelling by Ontologies

The captured or inferred knowledge from the OSN must be presented according a
formalism allowing its exploitation by different analysis algorithms. In this context, the
approach exploits the ontologies potential to formalize these knowledge. Actually,
ontologies improve communication and offer a larger frame of reusability, share and
interoperability frame in addition to a more flexibility to system (Uschold and Griininger
1996).
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1. The reusability. The ontology offers a modular modelling and independent frame
from software implementation. The ontology module used in the application domain
for a determined need, leads to knowledge reusable in other domains for other needs.
Ontologies allow creating reusable knowledge bases.

2. The share and interoperability. One of ontologies objectives is the knowledge
presentation standardization. This aspect guaranty the reusability independently
from platforms and languages, it favorites the standardized knowledge interopera-
bility and share. The interoperability concept denotes the possibility that many enti-
ties are able to interoperate, in other words, to communicate. It’s a standardization
and semantic presentation results ensured thanks to ontologies. The ontology offers
a structuration, storage and share semantic model allowing to different systems
exploiting the common ontological modules to understand each other and exchange
knowledge allowing its cooperation.

3. The flexibility. A system using ontologies is flexible. It can evaluate and fit new
needs without braking due to ontologies. Per example, introducing new knowledge
is possible by simple ontologies extension, knowing that ontologies are naturally
modular and extensible. The ontologies fit the scaling requirements and can be
distributed over multiple systems.

To respond to the OSN knowledge formalization objective, the approach considered
two ontologies. The first one is the social media explicit knowledge presentation USM.
The second one is the implicit knowledge formalization (see Fig. 3).
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Fig. 3. Modelling OSN knowledge by ontologies



A Semantic Approach Towards Online Social Networks 161

2.3 Ontologies Transformation

In the engineering domain directed by models, the transformation is an important mech-
anism allowing generating automatically transformation rules. These rules specifying
mapping between sources models and targeted models elements. A transformation motor
allowing transforming source models elements by mapping in a targeted model executes
these rules. A sources element can have one or more targeted correspondents.

The approach defines two ontologies according two semantic models. The first one
presents the OSN explicit knowledge, and the second one presents implicit knowledge
deserving analysis objectives. This transformation is interesting because it allow gener-
ating the analysis ontology from the OSN ontology thanks to rules transformation (see
Fig. 4).

OSN Presentation input _| Manping Rules | output N OSN Synthetization
Ontology Ll ‘g Ontology
Formalized according execute formalisées selon
— input output OSN Implicit Knowledge
OSN Explicit Knowledge -| Inference Motor | » p 8

T

input

| Parameters |

Fig. 4. Knowledge models transformation

These transformation rules are inference rules allowing peopling automatically the
analysis ontology from social media description ontology instances. The obtained
instances correspond to metrics needed for a multi-aspects analysis.

2.4 Alignment with Standards

The approach’s aim is contributing to ensure different OSN analyses types by reusing
knowledge modeled according ontologies. These ontologies, the OSN Unified Semantic
Model (USM) ontology and the Synthetization ontology, must cover different knowl-
edge manipulated on the social media and the indicators needed for different analysis
types. Particularly, the USM ontology have to be aligned with the existent standards
respecting norms and good practices to present the OSN data and to offer a generic frame
covering the most popular social media.

Studying the social ontologies used in the literature, the authors have noted that
multiple ontologies have been proposed to model OSN different aspects or data types.
A unique standard ontology named Simple Knowledge Organization System (SKOS)!
has been identified. Two other ontologies are considered standards by its large use and

! https://www.w3.org/TR/skos-reference/.
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are recommended by W3C as good ontologies®. There are the FOAF Ontology and the
SIOC ontology created by a W3C team. This works type is generally standardized®.

FOAF was a project aiming allowing connecting persons and information on the
web. Itintegrates three usage categories: the user, his friends groups and his associations’
description independently from the web; the online accounts, addresses books and basic
activities on the web description; and sharing these descriptions thanks to interconnected
RDF documents.

The SIOC ontology gives the principal concepts and properties to describe online
communities (wikis, weblogs, Forums, etc.) data on the semantic web.

Concerning the SKOS ontology, it’s a model founded on the RDF language to present
thesaurus, classifications or author vocabularies controlled or documentaries languages.
Its’ used on social web modeling to present semantic relationship between vocabularies
used in shared contents.

The proposed OSN USM ontology and the synthetization ontology are aligned with
the FOAF, SIOC and SKOS ontologies. Therefore, its creation and interrogation process
respects the W3C standards, such, OWL2*% RDF> and SPARQLS.

The RDF (Resource Description Framework) framework presents information on
the Web based on triplets <subject-predicate-object>, where elements (subjects and
objects) can be URI (Uniform Resource Identifier), virgin nodes or data literal types
(numeric, string, date, etc.).

The OWL2 is an ontology language defining classes, properties, individuals and data
values and are stored as semantic web documents. OWL?2 ontologies and its data
(knowledge formalized by these ontologies) can be defined in RDF and are principally
exchanged as RDF documents (Hawke et al. 2012).

The SPARQL language is used to express requests over diverse data sources.

3 Methodology

An ontology is an operational system component responding to precise functional needs.
Its development respects the same Software Genie principles from which its life cycle
is inspired. The Fig. 5 shows that this cycle is composed of an initial evaluation step, a
construction or elaboration step, a diffusion step and a using step (Fiirst 2002).

The state of the art associated to ontologies identifies multiple proposed methodol-
ogies (Griininger and Fox 1995; Uschold and Griininger 1996; Bachimont 2000; Gémez-
Pérez et al. 2004; Kotis and Vouros 2006; Lima et al. 2010; Igbal et al. 2013; Stadlhofer
et al. 2013; Nicola and Missikoff 2016; Sawsaa 2017). A principal works synthetization
allow noting that even if the proposed methodologies consider different names, the
principal steps are similar by its objectives and definitions.

https://www.w3.org/wiki/Good_Ontologies.
https://www.w3.org/Submission/.
https://www.w3.org/TR/ow]2-quick-reference/.
https://www.w3.org/TR/rdf11-concepts/.
https://www.w3.org/TR/sparqll1-query/.
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Fig. 5. Ontology life cycle (Fiirst 2002)

Per example, Griininger and Fox (1995) propose four steps: (i) defining the ontology
objective, (ii) determining the terminology, (iii) coding the ontology by defining rela-
tionships and constraints between terms, and (iv) evaluating the ontology to prove its
capacity to respond to the initial objectives.

Uschold and Griininger (1996), propose two principal steps to create an ontology:
(i) defining the objective, and (ii) constructing the ontology passing by identifying the
concepts and its coding by integrating existent ontologies. They propose also evaluating
it and documenting it over the creation cycle.

Similarly, Bachimont (2000) proposes three steps corresponding by its definition
and objectives to the three last steps of Griininger and Fox (1995). The same process
have been adopted by Kotis and Vouros (2006) proposing the HCOME (Human-
Centered Ontology Engineering Methodology) methodology. The three steps were
named, respectively, specification, conceptualization and exploitation.

The adopted approach adopts the methodology that’s the fundaments are aligned
with the principal steps used in the literature.

3.1 Adopted Methodology for the Ontologies Creation

The adopted methodology to create the targeted ontologies is a process composed of
three principal steps. A general view of these steps objectives is given below:

1. The semantic engagement. The objective is identifying the terminology by studying
the different social media and OSN analysis works;

2. The ontological engagement. This second step elaborates the ontologies formal
conceptualization by adapted semantic model to targeted needs. It also integrates
and extends existent ontologies like FOAF and SIOC, and elaborates transformation
rules based on inference;

3. The operational engagement. This last step describes the conceived sematic model
in an ontologies description language and demonstrates its utility by projecting a set
of scenarios, corresponding to the different OSN analysis needs, on presented data
semantically in the proposed ontologies.

3.2 The Semantic Engagement

Under the targeted ontologies objectives and its application domain, the semantic
engagement is a conceptualization step aiming principally identifying the semantic
concepts of the explored domain and the targeted application domain terminology.
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It corresponds to the first creation ontology step. In the literature, this step is founded
on interviewing domain experts and analyzing the documents corpus of the domain.

To extract the candidate terms, relationships and verbalizations that correspond to
norms and practices of the OSN analysis domain, the authors have specified two corpus
categories to analyze. Relatively to the OSN description and analysis objectives, the two
corpus categories are shown on Fig. 6:

1. The first corpus is the different most popular social media. The media study was
made by practical tests and mapping between the different concepts that are used by
different media to synthetize it to identify an aggregated terminology of OSN
concepts and its relationships;

2. The second corpus corresponds to the research works that are the expertise
researchers’ result in the domain. The set of research works studied is inherent to
different and principal types of OSN analysis. Studying it allow identifying the
necessary knowledge for the targeted analysis.

P000M®O
5000
P600006

Social Media

I Identifying Social Media Concepts ’ Identifying the OSN Analysis Concepts

The Set of Domain Concepts

Fig. 6. The semantic engagement step illustration

It should be noted that, in this case, the specified corpus nature doesn’t favorite its
automatic analysis. On one hand, the OSN terminology perimeter is familiar, known
and simple to determinate without an automatic processing. On the other hand, the
connected research works analysis can’t be made by a simple automatic extraction of
these documents terms, it needs an analytic study of the algorithms and proposed
approaches to discover the utile and reusable concepts used by the different OSN
analysis.

3.3 The Ontological Engagement

Presenting a domain by ontologies is formalizing its data according these semantic
models. In this case, it’s a semantic normalization of the domain-connected concepts
identified in the previous step. This step classifies identified terms and concepts and
establishes a semantic tree for each targeted ontology illustrating its different concepts
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with its semantic relationships. The approach has two levels; the choice is justified
thanks to the targeted objectives:

1. The first level proposes a USM ontology to present social media data; it models the
online users behavior on the different most popular social media. The approach
prevent using one ontology per media because users maintain multiple accounts
online on different social media, and a user can be more active on a media than on
another; so, aggregation their data from each media can be difficile and inexact.
While aggregating complementary data from multiple social media has proven its
efficiency to refine analysis results in many research works (Gilbert and Karahalios
2009; Zhang et al. 2013; Kong et al. 2013; Kosinskia et al. 2013).

2. The second level proposes an OSN synthetization ontology. It’s an application
ontology dedicated to different aspects of OSN analysis. It must modeling concepts
and key metrics of the OSN analysis process, offering an interrogation semantic
frame allowing on one hand, reusing these data, and on the other hand, automatizing
and optimizing the analysis treatments.

The synthetization ontology offers a generic frame dedicated to OSN analysis by
regrouping and synthetizing different usable knowledge by different algorithms ensuring
the principle analysis (e.g. community detection, expert detection, privacy, similarity
analysis, influence propagation, trusting, links prediction and recommendation).

The aggregated knowledge in this ontology are deducible from the explicit knowl-
edge formalized by the USM ontology. The deducing process is guided by inference
rules.

To align with the standards, the approach proposes elaborating the USM ontology
based existent ontologies by ontological reengineering process. The Fig. 7 shows that
the USM ontology is a global semantic model, principally constituted by fusing the
SIOC, FOAF and SKOS ontologies, and four other new modules ensuring its extension
to cover concepts and relationships in social media not supported by the proposed ontol-
ogies in the literature.

Ontological Reengineering

Conceptual Model » Updated Conceptual Model
Extension
FOAF Specialization "l exFOAF
| ] » exSiocint Pusi
sloc fxtension — Pons exsIoc
Specialization » exSiocT
SKOS -‘ exSiocA SKOS
Implemented ontologies Re-implemented ontologies

Fig. 7. The USM ontology elaboration by ontological reengineering
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The OSN synthetization ontology is an original global semantic model dedicated to
different analysis objectives. The authors propose modelling the identified implicit
concepts from the studied corpus to elaborate the conceptual model that must be imple-
mented to lead to the final synthetization ontology.

3.4 The Operational Engagement

Making an ontology operational is describing it first in a formal and operational
language; and then enrich it to allow machines manipulating knowledge expressed by
this ontology. Actually, enriching an ontology is developing mechanisms allowing the
machine operating and interrogating its knowledge (Fiirst 2002).

In this context, the presented approach proposes a set of measures to implement the
targeted ontologies and making it operational:

1. The targeted ontologies implementation with a standard language. The authors have
choose the OWL2 Language (Web Ontology Language) (Hawke et al. 2012) and
the Protégé environment (Musen 2015);

2. The automatic social media knowledge extraction. As mentioned above, the extrac-
tion of social media data will be made thanks to API to people the USM ontology;

3. The transformation rules implementation. These rules allow transforming, by
deducing, the USM knowledge into the synthetization ontology knowledge;

4. The inference rules implementation. These rules allow inferring new knowledge
from the synthetization ontology into the ontology itself.

5. The ontologies test and validation. The objective is evaluating some analysis
processes exploiting the synthetization ontology.

4 Conclusion

This paper introduces an approach founded on ontologies for an aggregated and multi-
aspects analysis of users behaviors on the social web. It exposes its founder principles
and describe the adopted methodology to elaborate the proposed ontologies. It presents
also the exploitation demarche of these ontologies for OSN analysis objectives. Finally,
it situates the proposed approach compared to the associated approaches.

To conclude, the proposed approach is founded on the ontological reengineering
using particularly the fusion, the specialization and extension of standard and recom-
mended ontologies in the domain. It exploits also the ontologies potential allowing its
knowledge reusing. It’s an original approach since it allows aggregating data from
multitude of the most popular OSN. In addition, six principle aspects characterize it: the
W3C standards and recommendations alignment, the oriented synthetization ontology
reasoning, the genericity, the granularity, the extensibility, the quality guarantee.

To resume, the approach belongs to an OSN analysis demarche with three dimen-
sions guided by the transformation (based on inference) of presented data by ontologies
(see Fig. 8):
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1. Aggregating users data and behaviors from multiple social media by a USM
ontology;

2. Synthetizing the USM ontology data into metrics to aliment the synthetization
ontology offering a generic frame to respond to the different analysis;

3. Multi-aspects analysis of the studied OSN by data mining technics to compute the
Synthetization ontology analysis.
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Fig. 8. A synthetic view of the semantic approach towards online social networks multi-aspects
analysis

In future works, the authors will detail each step in a dedicated paper.
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Abstract. The purpose of this article is to present a new alternative to
handle wheelchair command and control especially for palsied patients.
This project proposes a new framework based on visual and cerebral
activities which are mapped into command /control and security blocks.
While the former deals with the migration from a joystick-based naviga-
tion to a brain/gaze-based one, the latter enhances security by account-
ing for human factors. Those are assessed through emotions. Four emo-
tions were induced and measured (relaxation, nervousness, excitement
and stress) in three navigation scenarios where the introduction of the
detection block was assessed. Based on those findings, an emotion block
is built.

1 Introduction

The concept of “shared paradigm” consists on sharing the control between the
wheelchair and its driver. Naturally, this approach requires personalization: Each
pathology has its specific requirements (for example Locked-in patients can rely
only on intellectual and visual faculties while tetraplegic ones can provide some
limited muscular activities). Consequently, several approaches are proposed to
ensure the navigation safety.

Vander Poorten et al. [8] proposed a communication channel between the
subject and the wheelchair controller. The concept can help the wheelchair user
to avoid mode confusions. Ren et al. [6], suggest a map matching algorithm
between GPS positions or other sensors on a sidewalk network. This process of
map matching in turn assists in making decisions under uncertainty. Peinado
et al. [7] present a collaborative wheelchair control. The system estimates how
much help the person needs at each situation and provides the correct amount
of help based on his skills. Besides, the system combines between the human and
the machine control by weighting them according to their local efficiency. Con-
sequently, the better the person drives, the more control he/she is awarded with.
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During navigation, as the type of error committed cannot be predicted, this
latter could lead to fatal accidents. These systems lack an anticipative behavior
that could modify the wheelchair parameters: example decreasing velocity in
order to prevent a misbehavior could occur. During our interviews with doctors,
experts, occupational therapist and psychologists, they stated that many human
factors have a direct effect on the navigation performance. Among them, men-
tal workload [2,3] and emotions [4] are the most influent. However, these two
parameters are not easy to cope with, as they need much more investigations.
In the next section, we will focus on the influence of emotions on ElectroEn-
cephaloGraphy (EEG) patterns.

2 Emotion Integration

The detection of emotions is very important as it could be integrated for two
purposes: first, it could be a basis for EEG command patterns to be detected
(example: when performing a motor imagery task, the EEG pattern manifesta-
tion depends on the user mental state). Second, in order to enhance wheelchair
navigation, its velocity should be enslaved to the user’s emotions (example, it
should decrease if the user is frustrated). But it’s still not evident that emotions
can bring the expected results and especially that EEG reliability in this context
is still not proved yet. Besides, measuring emotions tends to be very challenging.
In this paper, different algorithms used for extraction, selection and classification
are compared (Fig. 1).

| Welch | | Wavelets

{ ) ) :> Pretreatement :> Features extraction
&

H I H

B, = Z Sk Rons = !Z S

k=L Nk
Excited
stressed Emotion Classification <:| Features selection
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relaxed

[ mep | [svm | [ Lpa | [ pca | [ Genetic |

Fig. 1. Methodology work flow to detect emotion

In order to collect data to supply emotional database, 40 healthy subjects
took part in the experiment. Aged from 22 to 55 years old, they were asked to
complete and sign a consent form with personal information. Afterwards, they
chose five audio/video excerpts sensitive to impact their emotions. Next, the
chosen sequences were clipped to 63s and projected one by one. At the end of
each session, the subject gives his rating according to the SAM scale [5].
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2.1 Extraction Methods

Welch Method. The welch approach aims at estimating spectral density at
different frequencies. Its based on the concept of the periodogram spectrum esti-
mates [9]. It is defined as the result of converting signal from time to frequency
domain. Counsider z;(n),i = 1,2,..., K, K uncorrelated measurements of a ran-
domized process x(n), over an interval of 0 < n < L. Suppose that successive
sequences are decaled by D(< L) samples and that each of them is of length L,
the i-th sequence is given by:

z;(n) =x(n+iD),n=0,1,...,L —1 (1)

Though, the overlapping quantity between x;(n) and x(;41)(n) is L-D points,
and if K sequences cover N data of the signal, then

N=L+D(K-1) (2)

This means, if we consider that sequences are overlapped by 50% (D = %),

then we can form K = 2NL — 1 sections of length L. The Welch method is
expressed by:

K-1 L-1
. ) )
S (w KLU ; nz:: (n +1iD)exp(—jwn)| (3)

where U = + vazgl lw(n)?, N is the length of the window w(n). This method
reduces the noise in power spectra. However, the resolution R depends on window
type and length: .

T, (4)
where T the sampling period. The lower L is, the smoother Welch periodogram
becomes.

The raw signal was filtered between 1 and 64 Hz (to cover all band wave
lengths). Those are classified depending on the band interval limits. In the cur-
rent study, we focus on: ¢ (up to 4Hz), 6 (4Hz-8Hz), o (8 Hz-13Hz) 5 (13 Hz—-
30Hz) and v (30 Hz—64 Hz). The power spectral density (PSD) was computed
on successive intervals of 1s per trial per user. The Welch periodogram was com-
puted using 512 points FFT and various Hamming window lengths: 128, 64, 32
and 16 points with a 50% overlapping. Finally, for each band, two parameters
were computed: the mean Power (P,,) and the Root Mean Square (R,,s):

R:

(®)
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Where S(k) are the sampled values of the periodogram and i and j are the
indexes of the higher and lower sampled frequencies for each band.

Discrete Wavelets Transform. Discrete Wavelets Transform (DWT) is
defined by the function:

Yap(t) =2%1(2% (t — b)) (7)

Where a are the scales and b the shifts. To approximate any function, v (t) is
dilated with the coefficient 2% while the resulting function on interval is shifted
proportionally to 27%. To obtain a compressed version of a wavelet function, a
high-frequency component must be applied while a low frequency one is needed
for dilated version. The correlation of the original signal with wavelet functions
of different sizes, results in signal details obtained for many scales. These cor-
relations are managed in hierarchical framework, the so called multi resolution
decomposition algorithm can proceed by separating the signal into details at
different scales from coarser representation named approximation.

2.2 Selection Features Methods

As it was mentioned before, extracted features need to be selected to avoid high
dimensionality curse. For this purpose, two selection techniques are introduced.

Principal Component Analysis (PCA). Principal Component Analysis
(PCA) transforms correlated variables into sub spaces called principal compo-
nents. Some of the common applications include data compression, blind source
separation and de-noising signals. PCA uses a vector space transformed to reduce
the dimensionality of large data sets. Using mathematical projection, the original
data set, with its high dimension, can be interpreted in fewer variables (princi-
pal components). This is important as it can reduce the processing time during
classification and let the user interpret outliers, patterns and trends in the data.
The aim of this section is to explain how to apply PCA on the feature vector in
each second. The first step is to rescale data to obtain a new vector Z:
; x; —
g=t (8)
Where 27 = 137 | a7 is the mean of the j** variable, s7 is the correspond-
ing standard deviation. The correlation matrix R contains correlation coefficients
between each pair of variables. Its symmetric and composed by ones in its diag-

onal. Its defined as follows
R=D.VD: (9)

Where V is the variance matrix of X and D1 = (i, é, e é) The next step

is to calculate the eigen values of the correlation matrix. In fact, the eigen values
contain the projection inertia of the original space on the sub space formed by the
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eigen vectors associated to each of them. Eigen vectors constitute the loadings of
the Principal Component; thats the strength of the relation between the variable
and principal component. The following figure gives an example about Eigen
values, the associated principal component and the projection inertia (in percent)
for each of them.

The selection of principal components axis was made empirically using Kaiser
Criterion. The latter consists on retaining only the Eigen values greater than the
mean value.

Genetic Algorithm (GA). Genetic Algorithm (GA) is an adaptive search
technique [1]. The power of such a method is its ability to fine tune an initially
unknown search space into more convenient subspaces. The main issue for a GA
problem is the selection of a suited representation and evaluation function. This
is very well suited to solve a feature selection problem. In this case, each feature
is considered as a binary gene and each individual a binary string representing
the subset of the given feature set. For a feature vector X of length s, the feature
inclusion or elimination is processed as follow: if X; = 0, then the feature is
eliminated otherwise, 1 indicates its inclusion. As our purpose is to estimate
the number of optimal features to keep, the proposed fitness function on the
correlation matrix C is expressed as follows:

C=1 : ) : (10)

Where C},; represents the correlation coefficient between feature h and fea-
ture [. This value varies between —1 and 1. If Cj,; tends to 1 or —1, then the
features are highly correlated otherwise, if it tends to 0 then there is no correla-
tion. Starting from the initial population which is constituted by the correlation
of the pairs of features, the proposed fitness function F could be defined:

F = minh,l|ch’l| (11)

For each iteration, the least correlation crossing chromosomes are kept for
the next generations.

2.3 Classification

The output of different classification techniques are four classes each of which
corresponds to one emotion (stressed, excited, nervous, and relaxed). For this
purpose three classification techniques are deployed: the Linear Discriminate
Analysis (LDA), the Multi Layer Perceptron (MLP) and Support Vector
Machine (SV M).
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Linear Discriminant Analysis (LDA). The LD A combines linearly variables:
Yrn = UQ + ulern + u2X2rn +...+ upo'rn (12)

where: -, is the discriminant function for the case n on the group r as well as
for X;,,, which is the discriminate variable X; for the case n on the group r, and
u; are the required coefficients. This implies that the number of discriminant
functions is determined by the number of considered groups.

Multi Layer Perceptron (MLP). MLP is divided into three layers: an input
layer with length, the selected features of the input vector, a hidden layer with
20 neurons and an output layer with 4 neurons. Sigmoid function is adopted as
transfer and test set validation technique for cross-test; the database is separated
into 3 sets: 70% for training, 15% for testing and 15% for validation (to avoid
over fitting).

Support Vector Machine (SVM). SVM maps input vectors into higher
dimensional space to ease classification. Then it finds a linear separation with
the maximal margin in the new space. It requires the solution of the following
problem:

l

1
minw7b7e§wTw + Cz e subjectto y;(w d(z;) +b) > 1 — €6, >0 (13)
i=1

where: C' is the penalty parameter of the error ¢; with Gaussian radial basis
function as kernel. This could be expressed as follows:

K(x;,x;) = e vl (14)

C and 7 are fixed using a cross-validation technique.

2.4 Results

The results summarized in Figs.2, 3, 4 and 5 present the different crossings
between extraction (welch and wavelets), selection (genetic algorithm and PCA)
over classification techniques (LDA, MLP and SVM). The comparison includes
also the performance between R,,s and P,,. The results show that the highest
classification recorded is assigned to the combination M LPRms with wavelets
as extraction technique and genetic algorithm as selection process with a rate
of 93%. This being said, wavelets is suggested to be better than welch method
thanks to its duality in time and frequency domains. Genetic algorithm is better
than PCA. The latter suffers from subjectivity especially when choosing the
adequate number of eigen values to be hold.
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The 7% of misclassified data could be explained as follows: it is assumed that
the rate given by the subject reflects his emotion during the whole visualization
process which is not taken for granted. In fact, emotion could trigger from state
to state at a certain period (which could be limited to a limited amount of time

as well as it could start at the beginning or at the end of the session).
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3 Conclusion and Perspectives

In this project, an investigation about the influence of emotions on cerebral activ-
ity was assessed. For this purpose, different techniques were deployed combining
extraction, selection and classification phases. The overall performance showed
that the combination between wavelets, genetic algorithm and MLP provides
the highest classification rate. Those approaches were applied only on a simu-
lated environment but not in real world. This could make the biggest shortage as
challenges imposed by real wheelchair navigation differ to challenges faced in a
simulated one. For example, in a simulated environment, all objects coordinates
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are already known as they are communicated by the software but this is not the
case in real world. Another problem is that vibrations, wheelchair real velocity
and synchronization issue biases much more the results. What’s more, emotion
study wasn’t precise enough to account many other emotion cases; this is done
intentionally because the chosen emotions were representative for each quadrant
in order to not complicate the study. But in reality for each quadrant, many
emotions could be situated in the same region which can create some confusion
during classification.
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Abstract. Advancements in wireless sensor networks (WSNs) technologies
have enabled their introduction in various application fields. A large number of
these applications use sensitive data that require securing algorithms. In this
paper, we present a comprehensive survey on the most commonly used security
techniques in wireless sensor networks. In this survey, we also present the
different implementations on numerous platforms used to realize these security
algorithms with special attention to power consumption. Based upon our findings,
we propose the main characteristics and parts of a new solution to realize a low
power wireless sensor node with high level of security.

Keywords: Architecture - Communication system security
Cryptographic protocols - Energy consumption

1 Introduction

Nowadays, the environment around us is becoming increasingly ubiquitous. More and
more elements sensing the environment and communicating useful data are being intro-
duced every day. The system of these interconnected elements is called wireless sensor
network (WSN), where each element is referred to as a node or a mote. Rapid advance-
ments in electronics and wireless communication technologies have enabled the reali-
zation of more complex WSN nodes. WSNss are significantly improved as compared to
traditional wired sensor networks and have been considered among the most important
technologies of this century [1]. WSN technology has unlimited potential applications
including military, medical, environmental, industrial, agricultural, etc. The majority of
the aforementioned applications process sensitive data that need suitable security mech-
anisms to ensure confidentiality and integrity of data.

Several studies have been presented concerning the implementation of various
security techniques to protect WSNs. Among the implemented security techniques,
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cryptographic techniques and hash functions play a key role in the majority of security
protocols and frameworks, such as advanced encryption standard (AES) [2, 3], and
elliptic curve cryptography (ECC) [4, 5]. Realization of these techniques has generally
been achieved in software running on the microcontrollers of the nodes, such as TelosB
[6, 7] and Mica family [8—10]. However, these solutions suffer from limited battery life
and restricted memory capacity.

Considering the abovementioned limitations, there is a need to have a platform that
can efficiently achieve these applications. The major challenge in WSNss is, to maximize
the battery life of the nodes due to the difficulty of replacing scores of these nodes
batteries. Thus, the trend now is toward the design of specialized WSNs platforms that
can meet these power and applications-pace constraints.

Many research works in the open literature have recommended the implementation
of platforms incorporating accelerators [11, 12]. These platforms have been imple-
mented using application specific integrated circuits (ASICs) [13-17], field program-
mable gate arrays (FPGAs) [16, 18-21], system-on-a-chip (SoC) and system-on-a-
programmable chip (SoPC) [22, 23].

In this paper, we review the popular security techniques used to prevent attacks that
can be a threat to the WSN. In addition, we survey their implementations on several
platforms covering the architectural spectrum of these platforms from the microcon-
troller (uC) to the SoC/SoPC. The objective of this paper is also to propose the main
characteristics of a feasible solution to realize a low power wireless sensor node.

The rest of the paper is organized as follows: Sect. 2 presents a comprehensive review
of security techniques proposed in the literature. Section 3 discusses the implementations
in low power consumption of security techniques studied so far. A detailed analysis of
different implementations, algorithms and a suggestion of new solution are made in
Sect. 4. Finally, conclusion and future work are presented in the last section.

2 Security in WSNs

2.1 Description

There are specific attacks to WSNs that address more specifically the limited energy of
sensors. In fact, WSNs are applied in many critical applications such as health moni-
toring (collecting vital signs of a patient), building protection, pollution detection,
battlefield management and military application (supervision of a war zone, recording
condition or the position of the troops). These applications need strong security mech-
anisms. To guarantee the security of WSNs, several requirements such as availability,
authenticity, confidentiality and integrity, should be achieved. These requirements are
presented in the next paragraph.

2.2 Security Requirements of WSNs

The security techniques and algorithms used in WSNs should protect the exchanged
data between sensor nodes from attacks while respecting the security requirements.
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In general, security requirements change with the type of application [24]. The important
security requirements for WSNs are presented here.

Availability: The accessibility of data is very important in a secure network. Availability
ensures the survivability versus attacks of Denial-of-Service (DoS). DoS attacks can be
initiated in whatever layer of wireless sensors networks and may exhaust battery charge
of a sensor device with the excessive computation and communication operation.

— Authentication: The malicious or spoofed packets should be detected in WSNs with
checking the sender. It is essential for a receiver to have a mechanism to verify that
the received packets have indeed come from the actual sender node. Several authen-
tication schemes designed for WSNs have been proposed by researchers. An authen-
tication scheme should ensure that the communicating node is the one that it claims
to be. A Message Authentication Code (MAC) is used as a solution in the case of
communication between two nodes and the data authentication can be computed from
the shared secret key.

— Confidentiality: In WSNSs, it is very important to keep the sensitive data collected
and transmitted secretly especially in case of critical applications. Data confiden-
tiality guarantees that any unauthorized user or entity can never detect sensitive data
and ensures that channels between nodes are secure. Sensor identities and routing
information should be confidential to protect a network against traffic analysis.

— Integrity and freshness: To guarantee the integrity of data, it is very important in
WSNss to prevent extermination change or unauthorized introduction of data. Data
integrity is based on the quality of solidity, accuracy, completeness, and accordance
for the promoter of the data [12]. The network functionality can be perturbed by
changing messages by malicious node. In WSNSs, integrity ensures that transferring
message is never corrupted. Replay attack can be eliminated with data freshness by
ensuring that the transmitted data is the recent one. In order to minimize the damage
of different type of attacks those threat the integrity, authentication, confidentiality,
etc., several cryptographic and other techniques are proposed and used in WSNs. A
detailed study of these different techniques is presented in the next section.

2.3 Security Mechanisms for WSNs

Many attacks menace WSNs. Hence several research teams have tried to find ideal
solutions to secure WSNs taking into account their specificities. The security solutions
applied in the conventional ad hoc networks cannot be used in WSNs owing to the limited
batteries. In addition, the sensors have a low computing capability that prevents using
complex algorithms. In fact, the practical cryptographic solutions used currently, as
symmetric and asymmetric algorithms, are too heavy to be calculated by the processors
of current sensors.

Nevertheless, cryptographic algorithms are very efficient and used in the most works.
In fact, several security protocol and frameworks designed for WSNs are based on
symmetric cryptographic techniques such as SAODV [25], LHAP [26], SPIN [27],
LEAP [23] and TinySec [28]. Asymmetric cryptographic techniques are also used in
protocols and frameworks such as ARAN [28], SEAD [29], SPINS [30], TinyPK [31],
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TinyECC [32], TinyPBC [33], Tiny Pairing [34], and SecFleck [35]. In addition, hybrid
cryptography techniques are employed in various protocols and frameworks such as
MASA [36] and SCUR [37]. Furthermore, hash functions are used in the majority of
security protocol as [38, 40] to guarantee the integrity and authenticity of data exchanged
in WSNs. Therefore, cryptographic techniques always have a central role in security
schemes proposed for WSNs.

To meet the basic security requirements in WSNs, the cryptographic schemes are
used while taking into account low cost and low power consumption. Cryptographic
schemes provide security in WSNs through symmetric key techniques, asymmetric key
techniques, hybrid cryptographic techniques and hash functions. The selection of light-
weight cryptographic algorithm is essential in WSNs due to the limitations in the
computational and memory capabilities, battery power and different constraints of
sensor nodes. We present in the next subsections various cryptographic systems used
today to secure WSNs. We start with the symmetric cryptographic techniques, then we
discuss the asymmetric cryptographic techniques, hybrid cryptographic techniques, and
finally hash functions.

Symmetric cryptographic techniques

In symmetric cryptographic techniques, encryption and decryption are executed with
the shared key between two sensors. This key must be kept secret. This can be difficult
due to the environment where sensor nodes may be placed. Block ciphers and stream
ciphers are used as symmetric cipher types. When a block cipher is used, the clear text
will be divided into blocks before being encrypted. A stream cipher can be considered
as a block cipher with a block length of 1-bit. Most of the security schemes for WSNs
have focused on testing and evaluating cryptographic algorithms in WSNs and
suggesting energy efficient ciphers. Asymmetric algorithms take a lot of time in
computing operations compared to symmetric key algorithms. So that, the encryption
process used in symmetric algorithms is less complicated. We present in this section the
symmetric encryption algorithms that are well known and widely used as symmetric
ciphers in WSNs. We study then, DES [17], AES [16], RCS5 [41] and Skipjack [42].

Asymmetric cryptography techniques

In asymmetric cryptography, a private key and a public key are used. Public key are
used to encrypt and verify the signature of data and private key are used to decrypt and
sign. The private key needs to be kept confidential while the public key can be published
freely. There are various public key algorithms include Rabin’s Scheme, Ntru-Encrypt,
RSA, ECC, and Identity-Based Cryptography (IBC). RSA, ECC and IBC are among the
popular asymmetric cryptography schemes used in most studies related to WSNs.

Hybrid cryptographic techniques
To take advantages of the two approaches; symmetric and asymmetric cryptographic
techniques, many researchers apply the combination of the two approaches. Among the
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popular schemes based on hybrid cryptographic techniques for WSNs, we find
ARIADNE [11], DSAA [47] and SCUR [37].

Hash function

Ahash function is a particular function that calculates a footprint from an inputted data
to identify the initial data. A good hash function provides a significant change in the
footprint in spite of a small change in the original text have been introduced. Usually in
WSNs, Message-DigestS (MDS) and Secure Hash Function 1(SHA-1) are the most
popular hash functions [48] but there are also SHA2 and SHA3 [49]. Hash functions are
central to compute signatures and MACs which allow users to verify authenticity and
integrity of data.

Other functions

In addition to cryptographic techniques, there are also many others techniques to ensure
security in WSNs. Most of these techniques are used to eliminate the risk of physical
attacks. The other technique used is trust managements on sensor nodes in WSNs. These
techniques include the mechanism proposed by [30] against search-based physical
attacks. SWATT is a mechanism to control the memory of a sensor node against an
abrupt change [50]. Furthermore, there is another approach of applications of trust-based
frameworks to enforce level of security in WSNs [52]. Trust-based schemes help to
protect against attacks untreated by cryptographic security. The trust-based framework
can help to address many issues like evaluating the quality and capacity of sensor nodes
[52]. Moreover, to achieve security in WSNs, there are also the intrusion detection
systems (IDS) used in many applications to prevent some types of attack. There are two
important classes of IDS, the signature-based IDS, and the anomaly-based IDS [53].
Security of routing is also one of the interesting topics of security in WSNs [54]. There-
fore, among the basic techniques used to guarantee the WSNs security, we focus in this
paper on cryptographic techniques that are applied in the majority of security protocols
and frameworks proposed in the literature. These techniques also confirm their efficiency
in preventing several types of attacks and achieve security requirements in WSNs.
Figure 1 illustrates the different security techniques studied in this paper.

In order to assess the effectiveness of these proposed algorithms, several works
implemented these algorithms in different platforms. These implementations will facil-
itate selecting directions to optimize the cost of different algorithms in low power WSNs.
The choice of the type of implementation depends on the complexity of algorithm,
memory and energy consumption results. We introduce in the next section the most
commonly used implementation of security algorithms in WSNss.
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Fig. 1. Security techniques for WSNs

3 Implementation of Security Algorithms and Techniques

Several approaches propose numerous implementations for cryptographic functions
using different platforms such as microcontrollers (UCs) [8, 14, 48, 56], Digital signal
processors (DSPs) [59], ASICs [9, 22, 32, 62, 63] and SoCs [72]. A study of the imple-
mentation of security techniques based on pC is detailed in the following section.

3.1 Implementations of Security Techniques in WSNs Based on pC

During the past few years, the trend is to use wireless sensor nodes based on uC. The
majority of security techniques are implemented in these platforms due to their, rela-
tively low cost and acceptable energy consumption.

In [14], Ganesan et al. utilized different embedded processors in order to evaluate
the performance of the cryptographic functions with Atmel AVR Atmega 103 and
32-bit Intel XScale. A 440 MHz 64-bit SPARC CPU, operated in 32-bit mode is also
used to evaluate the performance of a workstation. The execution times of five crypto-
graphic schemes RC4, RCS5, IDEA, SHA-1, and MD5 on the various pC architectures
(Atmega 103, Atmega 128, M16C/10, SA-1110, PXA250, and UltraSparc2) are
presented. The objective was to find the most efficient cryptographic algorithm. They
conclude that RC4 is better than RC5 on encryption in low-end processors. Nonetheless,
the energy consumption is not discussed in this work.

In [55], the authors implemented ECC in MICA2 mote. Also, in this implementation,
the energy cost has not been taken into account. In the last few years, the energy
consumption was considered in different works. They studied the energy cost of using
security techniques in a WSNs environment. For example in [44, 45], Mica2 motes (with
a CC1000 radio and Ember sensors with an EM2420 radio) are used to measure the



184 A. M. Obeid et al.

consumed energy of hash functions and symmetric-key algorithms. Different subsets of
symmetric-key algorithms have likewise been examined.

Jinwala et al. had studied in [46] the performance of AES and corrected block tiny
encryption algorithm (XXTEA) when performing it on Mica2. By comparing these
algorithms to Skipjack, they concluded that XXTEA is the best security combination
for WSNs. AVRORA simulator was used in the experiments. The energy consumption,
the throughput and the CPU cycles was provided.

In 2006, Passing et al., made the experiments of some cryptographic algorithms such
as MD5, SHA-1 and AES to examine the runtime behavior of these algorithms [48].
Typical sensors were employed. They demonstrated that MD5 outperforms SHA-1 in
different sizes hashing tables. The implementations were accomplished to compare the
time performance of cryptographic algorithms. The authors found that the amount of
data and the time required are linearly dependent.

In 2007, Choi and Song [56] implemented various cryptographic algorithms such as
AES, Blowfish, DES, IDEA, MD5, RC4, RC5, SEED, SHA-1 and SHA-256 based on
MICAZ platform running TinyOS, to study their feasibility in WSNs. For each crypto-
graphic algorithm, memory, computation time and power were experimentally analyzed.
As aresult, they conclude that RC4 and MD5 are the most suitable algorithms for MicaZ-
type motes.

In [57], the authors had recourse to an 8-bit uC platform (Atmel ATmegal28
processor) to quantify the energy cost of authentication and key exchange based on RSA
and ECC. The Berkeley/Crossbow motes platform and specifically the Mica2dots are
used for the experience setup. They demonstrated that RSA and ECC are viable for
WSNs.

In [7], Piotrowski and Peter, implemented RSA and ECC operations in MICA2DOT,
MICAZ2, MicaZ and TelosB to estimate the power consumption of the signature gener-
ation and verification operations, as well as the concerned transmissions. The result in
[7] shows that public key cryptography is feasible for WSNs.

Szczechowiak et al., discussed the results of ECC and Pairing-Based Cryptography
(PBC) on two sensor nodes MICA?2 (8bit/7.3828-MHz ATmegal28L) and Tmote Sky
(16-bit/8.192-MHz MSP-430) [58].

In [59], the authors studied RC5, AES and Skipjack cryptographic techniques. They
compared the memory consumption of these algorithms in both MicaZ and TelosB
platforms (Table 1). The memory consumption is an essential factor to choose the best
cryptographic techniques.

Table 1. Memory consumption (RC5, AES and Skipjack) [16].

Encryption algorithm | MICAZ TELOSB
RAM (KB) | ROM (KB) | RAM (KB) | ROM (KB)
RC5 [16] 0.2 2.5 0.2 6
AES [22] 2 10 1.8 9
Skipjack [41] 0.6 10 0.04 7.5

Table 1 summarizes that RC5 consume very little memory in both MicaZ and TelosB
platform. The memory efficiency of Skipjack is better than AES but worse than RCS5.
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Should be noted that memory must be in efficient way. Indeed, the memory consumption
has an effect on energy. According to [42], Skipjack and RC5 are much faster than AES.
Nevertheless, Skipjack is not as flexible as AES or RC5 [42] because all of its parameters
are constants.

In [60], the authors have studied energy consumption and memory requirements in
MicaZ and TelosB motes of four cryptographic techniques AES, RCS5, Skipjack, and
XXTEA. The influence of the different algorithm parameters, especially the key size,
on the energy consumption was analyzed. Further, they confirmed that a number of block
cipher modes of operations are suitable for WSNs applications.

To measure the energy consumption of the algorithms in MicaZ and TelosB sensor,
the authors used Tektronix MSO 4034 oscilloscope. They concluded that RC5 has less
energy than AES in encryption phase on MicaZ. However, in decryption phase AES
consumes energy 10 times more than RC5 on TelosB mote. The authors assert that the
most energy-efficient algorithms among the four block ciphers are Skipjack and
XXTEA. These two algorithms could be considered the most secure. Table 2 presents
energy consumption of AES, Skipjack and XXTEA and Hardware AES encryption for
MicaZ and TelosB sensor motes [60].

Table 2. Energy consumption and execution time of AES and Skipjack on Micaz and Telosb
sensors motes [60]

Platform Key size Encryption Decryption
(bits) Time (ms) | Energy (W) | Time (ms) | Energy (uJ)
Software Skipjack MicaZ 0.22 5.52 0.22 5.52
[41] TelosB 0.35 2.63 0.35 2.63
XXTEA MicaZ 1.94 49.55 1.86 47.50
[60] TelosB 2.34 17.48 2.39 17.85
AES [22] TelosB 128 3.77 28.16 43.20 322.70
192 4.60 34.36 51.00 380.97
256 5.58 41.68 66.00 493.02
MicaZ 128 1.53 39.08 3.52 89.9
192 1.82 46.48 4.25 108.55
256 2.11 53.89 4.98 127.19
Hardware AES [22] MicaZ 0.023 1.83 - -
TelosB 0.225 14.30 - -

Table 2 summarizes the effect of the key size on the energy consumption for AES
algorithm. Indeed, the energy consumption increases when the key size increases. They
also noted that skipjack consume less energy than AES in both MICAZ and TELOSB
sensors nodes.

Pairing is the most computationally intensive function in IBC. Pairing is also used
to provide efficient solutions to several long-standing problems in cryptography, such
as three-way key exchanges and non-interactive zero-knowledge proof systems. There-
fore, many related works focus on implementing the pairing function.
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In [33], TinyPBC was proposed. ATmegal28L had been used for the implementa-
tion. They demonstrated that TinyPBC takes only 5.45 s to compute pairings in compar-
ison to the NanoECC (10.96 s). Memory cost to evaluate the pairing on ATmegal28L
using TinyPBC was also presented [33].

Aranha et al. in [76] used MICAz sensor node platform (8-bit/7.3828-MHz
ATmegal28L) to implement Pairings. They demonstrated the efficiency of their
proposed implementation NanoPBC (2.54 s) and compared to the implementation
in [33].

In this section, the implementation of cryptographic functions based on uC were
presented and discussed. The main objectives of these studies were to choose the more
energy efficient security algorithm. Nevertheless, minimizing energy consumption in
WSNss is very challenging. In fact, several requirements should be considered such as
real-time and low-cost. All the system aspects should be carefully and simultaneously
analyzed. The use of low-energy accelerators could be suggested to tackle the challenges
of minimizing energy consumption. Such solutions had been achieved in several works
through different platforms, which include DSP, ASIC, FPGA, SoC and SoPC. Several
researches exploited these platforms for implementation of security techniques for
WSNss that are reviewed and presented in the next section. We start with works based
on DSP implementations.

3.2 DSP Based Implementations of Security Techniques in WSNs

Digital signal processors (DSPs) are the basis for manipulating several signal-processing
algorithms. With the lower prices of DSP chips and their density, they could be used as
a base for the implementation of security techniques in WSNs with Energy Efficiency.
In literature, DSP is not widely used for security techniques implementation. In [59],
the TMS320VC5416 Fixed-Point Digital Signal Processors (DSP) was employed to
perform ECC and it takes 63.4 ms. Simple signal processing could be achieved directly
via uC which include basic DSP operations in their instruction set without resorting to
special DSP. Despite of their evolution, DSPs may not meet the requirements of many
complex security algorithms that need more performance and low power consumption.
One altenative solution is to adopt the ASIC to implement security algorithms. This
study is detailed in the next section.

3.3 ASIC Based Implementations of Security Techniques in WSNs

Recently, ASIC implementation is proposed as a solution. An ASIC is tailored to a
specific application. Using ASIC helps to minimize power consumption and improves
execution time due to the optimization of the number of transistors and clock cycles.
However, the cost of the device and the time to market increase. Several security tech-
nique implementations based on ASIC had been studied. Among these techniques, ECC,
hash functions and IBC are detailed here.
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ECC: Implementation Based on ASIC

Hilal et al. presented a study of some implementation of ECC in WSNs in [13].
Table 3 summarizes the occupied chip area, the consumed power and the time perform-
ance.

From this table we conclude that the less power consumption (less than 30 uW) was
obtained using 0.13 pm CMOS Technology at 500 kHz frequency for one point multi-
plication. For the same frequency, better time and energy performances are achieved
with smaller chip area (6718 gates). A low-power and compact ASIC core for ECC is
reported in the majority of references.

Table 3. Ecc implementation based on ASIC.

Ref. | CMOS Tech. (um) | Chip area (Gates) | Power consumption Timing
performance (ms)
[62] | 0.13 18720 Under 400 pW 410.45
@500 kHz
[64] | 0.35 23000 500 uW 6.67
@ 68.5 MHz
[18] | 0.13 6718 less than 30 uW 115
@ 500 kHz
[65] | 0.18 11957 305 yW @ 8§ MHz 17
[66] | 0.35 10kto 18 k NA @ 13.56 MHz 38.8

Hash Function: Implementation Based on ASIC

ASIC has been used as a platform to implement hash function. We summarize in
Table 4 below different implementations of several hash functions in High-speed ASIC
and low-area ASIC [61].

This table shows the throughput with various clock frequencies. The energy
consumption is directly propositional to the clock frequency. In fact, minimizing the
energy consumption depends on minimizing throughput and clock frequency.
Skein-256, which implemented hash function using UMC 0.18 pm technology, could
be chosen since it reduces the energy consumption [32].

IBC: Implementation Based on ASIC

In [79], the implementation of IBC is presented. The design was implemented using
VHDL and incorporated in an ASIC [79]. Synthesis and physical synthesis is performed
using Synopsys Design Compiler and Physical Compiler tools respectively. The authors
presented results for the Tate pairing accelerator (Latency = 0.7 ms,
Area = 0.574 mm?, Energy = 29. 600 NIJ).

ASIC platform could be adopted to achieve acceptable solution of implementing
cryptographic functions especially in large-scale production. Nevertheless, the rapid
evolution of security applications with new standards and services make this platform
not effective. For this reason, other alternatives such as FPGA platforms could help to
improve performances when implementing security techniques. This is explained in
details in the following sections.
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Table 4. Implementation of hash functions using ASIC (high-speed ASIC)

Ref. CMOS Tech. Hash function | Size (kGates) Throughput Clock
(Mbit/s) frequency
(MHz)
[32] UMC 0.18 um | BLAKE256 45.64 2836 170.64
Grgstl256 58.40 6290 270.27
Keccak256 56.32 21229 487.80
Skein256 58.61 1882 73.52
Grgstl256 14.62 145.9 55.87
Skein256 12.89 19.8 80
Grgstl256 135 16254 667
JH256 80 9134 760
Keccak256 50 43011 949
Skein256 50 3558 264
[32] STM 90 nm BLAKE256 53 3196 96.15
Skein256 369 3126 12.21
[15] UMC 0.13 um | BLAKE256 43.52 3318 200
Grgstl256 110 9606 188
JH256 62.42 4334 391
Keccak256 47.43 15457 377
Skein256 40.9 1941 159

3.4 FPGA Implementation of Security Techniques

The time to market and energy consumption are frequently at the top of concerns when
implementing security techniques. As the design of ASICs could take more than a year,
FPGAs are used to minimize the overall development time. In fact, as ASICs, FPGAs
are used to make very specific functions in hardware. The flexibility is one of the main
advantages of FPGAs. In addition, these kinds of circuits are characterized by their rapid
configuration and the ability of reconfiguration for specific feature. Thus, FPGAs are
specialized chips that execute complex operations and functions while maintaining the
high level of performance. Therefore, FPGAs have been used in several security tech-
niques implementations in WSNs that will be detailed in next subsections.

Elliptic Curve Cryptography: Implementation Based on FPGA

FPGAs are employed to accelerate arithmetic operations during modular multiplications
and reductions in the Galois Field (GF) [67] that is the case of ECC [4, 5, 68]. In [68],
the authors present an implementation of ECC in WSNs. They describe the possibility
to adapt ECC parameters for increasing or reducing the security level according to the
application scenario or the energy [68].

The authors implemented the scalar point multiplication considered as the funda-
mental operation of the ECC. This function could be used in encryption/decryption
(ECIES), in digital signature (ECDSA) and in key establishment (ECDH) protocols.

To implement ECC, a mixed solution has been used including a Xilinx XC3S200
Spartan-3 FPGA and an 8052 compliant uC with an additional XC2V2000 Virtex-2
FPGA attached to the custom platform [68].
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The authors demonstrated that a combination of a uC and FPGA is much faster and
energy efficient than software solution. In fact, they explain that the implementation
based on FPGA is three times better than the implementations based on low-power
pC [68].

Hash Function: Implementation Based on FPGA

Numerous implementations of hash functions have been proposed for sensor nodes
based on FPGAs. Several authors have proposed FPGA implementations of SHA256
and SHA3 hash functions. In [69], the authors proposed a secure protocol AP to secure
the communication in WSNs based on the HMAC algorithm. The goal of their work
was the implementation of SAH-256 hash function using FPGA. The number of oper-
ation and application of hash function was minimized in the HMAC equation in order
to reduce its computational complexity.

The architecture of the hash function implementation in FPGA is based on three
main hardware components i.e., Control unit, Memory unit and SHA-256 processing
unit. The proposed SHA-256 core is described using VHDL code, with structural archi-
tecture logic. It is synthesized, placed and routed on Xilinx Virtex-5 XC5VLX50T
FPGA using Xilinx ISE 11.4 tool. They used a block RAM memory to implement the
SHA-256 ROM memory instead of using the slices available in the FPGA. The synthesis
results show that the implementation utilizes only 6% of the total FPGA slices.

In [49], Beuchat et al. describe the compact FPGA implementation of the SHA-3
hash function. They described the compact coprocessor based on 8-bit data path. They
detailed the steps of implementation: Sub Bytes, Mix Columns, and BIG.MixColumns
and AddRoundKey steps. VHDL was used to describe the architectures and Virtex-5
FPGA was employed for prototyping the coprocessors. SHA-3 was compared with other
candidates implemented on Virtex-5 FPGAs. The main properties of implementations
of those SHA-3 candidates are summarized in [50]. They describe results of high-speed
and low-area implementations for FPGAs. For each work, the implementation details,
the technology used, the throughput and the clock frequency are presented. Table 5
summarizes several implementations of hash function based on FPGA.

From Table 5, we conclude the feasibility of implementing hash functions in FPGAs.
The energy consumption depends on throughput and clock frequency. We note that
Virtex-5 could be a platform that reduces energy consumption with the BLAKE-256
hash function candidate.

AES: Implementation Based on FPGA

In [71], Mohda et al. implemented a crypto-processor in hardware platform. The main
elements of this secure platform were an external memory and a transceiver. The
communication between WSNs components on board and the traffic in the wireless
medium were also integrated. Modelsim digital simulator and functional verification
tools were used to code the algorithms using VHDL. The described platform did not
implicate an operating system when providing hardware-based key generation, encryp-
tion, and stocking. The crypto-processor designed was based on AES algorithm.
Synthesis results for the Spartan-6 FPGA were utilized to compute the energy and time
for the crypto-processor architecture. According to the authors, the proposed design is
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Table 5. Implementation of hash functions in FPGA.

Ref. FPGA Hash function | Size (slices) Throughput Clock (MHz)
technology (Mbit/s)

9] Stratix IIT BLAKE256 5435 1562 46.97

[70] Virtex-5 BLAKE256 1660 1911 115
Grgstl256 4057 5171 101
Skein256 854 1482 115
BLAKES12 3064 3080 99.7
Grgstl256 1597 7885 323.4
Grgstl512 3138 10314 292.1
JH256 1018 4578 380.8
JH512 1104 4742 394.5
Keccak256 1272 12817 282.7
Keccak512 1257 6845 285.2
Skein512 1621 3178 118.0

[22] Virtex-5 BLAKE256 1118 835 118.06
BLAKES12 1718 1137 90.91
Grgstl256 2391 3242 101.32
Grgstl512 4845 3619 123.4
JH 1291 1641 250.13
Keccak224 1117 5915 189
BLAKE256 1660 1911 115

[10] Virtex-5 Grgstl256 2616 7885 154
JH256 2661 2231 201
Keccak256 1433 8397 205
Skein256 854 1402 115

efficient in terms of computation time and energy consumption. The computation results
indicate that the design consumed only 53% of the device resources.

Pairing: Implementation Based on FPGA
Pairing-based cryptography (PBC) had been applied in FPGA platform. Due to the
complexity of the pairing computation, many researchers proposed pairing coprocessor.
In [77], the pairing coprocessor isimplemented on a Xilinx Virtex-6 XC6VLX240T-1
FPGA, which embeds 2518 DSP slices. Theauthors compared their work to several
implementations of pairings at around 128-bit security. An example of comparison
between the work in [77] and another one [80] is exhibited in Table 6.

Table 6. Performance comparison of the implementations of pairings at around 128-bit security

Design Security (bit) | Platform Algorithm Area Freq. (MHz) | Delay (ms)
[77] 126 Virtex-6 RNS 5237 slices 210 0.338
128 (parallel) 64 DSPs 0.358
[80] 126 Virtex-6 RNS 7032 slices 250 0.573
(parallel) 32 DSPs
[80] 126 Stratix IIT RNS 4233 ALMs | 165 1.07
(parallel) 72 DSPs
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3.5 SoC/SoPC Based Implementation of Security Techniques

Microelectronics has recently evolved considerably thanks to higher integration levels
on the same silicon chip. SoC benefited with other integrated circuits of this evolution.
In fact, a SoC consist of one or multiple processors with other hardware subsystems.
Various complex security techniques are implemented in the literature based on SoC
such as [72, 73].

DES: Implementation Based on SoC

In [72], DES Algorithm had been used to secure data transmission and reception.
Authors implemented this technique on Altera NIOS II embedded soft-core processor.
An RTL view of this processor was presented.

RCS: Implementation Based on SoC

In [74], the authors designed and implemented a security coprocessor based on RC5
algorithm with 128-bit key and initialization vector for encryption and decryption. The
RCS5-FKM coprocessor was integrated on a SoC. A finger print-based key management
algorithm was implemented in the SoC to build secret keys for cryptographic copro-
cessor. RC5-FKM cryptographic coprocessor was compared to Atmegal28 processor
and other AES coprocessors through real experiences to prove the efficiency of their
proposal. Xilinx Spartan-3E FPGA was used as test platform. The comparison results
are presented in Table 7.

Table 7. Comparison of encryption efficiency.

Key expansion | Encryption time | Decryption time | Total time (us)
time (us) (s) (s)
Atmegal28 [23] 17037 1450 1528.5 20015.5
AES coprocessor [23] | 22.1 16.5 16.5 55.1
EasiSOC [23] 30.7 4.2 43 39.2

RSA: implementation Based on SoC

In [75], RSA was implemented with different methods. The comparison results indicated
that time complexity and power consumption of RSA-1024 could be ameliorated
(reduced up to 30 times) when using hardware technology. In fact, time demands and
power consumption could be reduced respectively up to 88X and up to 70X compared
to software implementation (case of 2048-bit). It should be noted that, authors did not
mention any details about the used platform or the applied architecture. Only imple-
mentation results were presented.

As described above, Table 8 confirmed that hardware implementation is more effi-
cient than software one. In [30], Yusnani et al. developed a sensor node platform using
ARMI1. Security parameter was implemented in a single chip using ARM11 trust zone
feature. RSA was saved in the On-chip SoC memory thus prevented from hack and lab
attacks.
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Table 8. Time complexity and power consumption for RSA algorithm.

Key length Implementation Time (s) Power (mW)

1024 RSA software 22.03 726.99
RSA hardware 0.75 27.15

2048 RSA software 166.85 5506.05
RSA hardware 1.89 79.09

Pairing: Implementation Based on SoC
Sharif et al., in [78] proposed hardware-software co-design for Pairing-Based Crypto-
systems. Xilinx Zyng-7000 SoC was used. It integrates a dual-core ARM Cortex-A9
processing system with a 28 nm Xilinx programmable logic (equivalent to Artix-7
FPGA). They made use of RELIC library for software implementation. The Orup-
Suzuki Montgomery multiplier based on DSP units of modern FPGAs had been applied
to the hardware part. They used DMA to exchange data between the ARM processing
system and the hardware accelerator. They measured execution time with a hardware
counter implemented in reconfigurable logic. The Zynq Evaluation and Development
Board, ZedBoard, has been used to perform experimental test. Combining multi-core
and coprocessor technology helps to reduce energy consumption for security in the
embedded area. The recourse to hardware implementations allows improving and accel-
erating security algorithms and adapting the dynamical behavior of these applications.
The different implementations of security algorithms studied in this paper are
presented in Fig. 2 below:

Security techniques implementations
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Fig. 2. Implementations of security algorithms for WSNs
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4 Analysis

Different implementations of security techniques for WSNs using pC, DSP, FPGA,
ASIC and SoC/SoPC platforms have been studied in this paper. These implementations
represent different tradeoffs aimed at optimizing time to market, real-time operation and
energy consumption. Moreover, optimization on the algorithmic level has been
addressed as well. The choice for any particular platform and algorithmic techniques
must be well studied. In most cases, the choice does not depend on a single requirement,
but rather it is the combination of several factors. Choosing a mixed architecture plat-
form is often an optimal solution to maximize the battery life of the WSNs node.

Typically, uC based platforms (Mica family, iMote, TelosB, TMote, Wasp mote)
are preferred choices for security applications. However, uC based platforms suffer from
limitations in memory and computational capacity. Therefore, they would not be well
suited for cryptographic applications especially asymmetric cryptographic algorithms.
To remedy the aforementioned problem, [59] proposed a mixed uC/DSP based platform.
Nonetheless, the complexity of modern cryptographic algorithms requires more compu-
tational capacity and low power consideration. ASIC based platforms represent an
attractive solution when low power consumption, high performance and lower cost for
mass volume production are needed. On the other hand, although ASICs are very effi-
cient, they suffer from rigidity and poor adaptation and upgrade capabilities. Reconfig-
urable technologies present a solution bridging flexibility, cost, power consumption and
performance gaps. In this context, [49, 50, 68, 69] have chosen to utilize FPGA supported
platforms. However, taking the above concept one-step further it may be of greater value
to consider a SoPC solution to overcome the shortcomings of the solutions discussed
previously. In addition to the platforms, the choice of security technique is an essential
issue. In fact, in this study, several works have done many comparisons between security
techniques. Several elements affect the energy consumption such as the key size and the
change of platforms. Security algorithms are tested in different aspects in order to choose
the most suitable security algorithms for sensor node.

In conclusion, security in WSNs is a grouping of efficient security algorithms that
achieve security requirements and efficient platforms which ensure low power consump-
tion. Therefore, software/hardware implementations are one of the best solutions and
exceed the software applications that are less secure and less efficient in terms of time
and energy.

In Table 9, we compare a number of proposed WSNs solutions showing platforms,
energy and algorithms to ensure security in WSNs according to our study made in
previous sections. The platform presents the different types of implementation done for
such algorithm in software or hardware/software. The energy column indicates that there
are proposals for energy consumption for each algorithm. The “+” means that there are
works which have computed the energy and evaluated the degree of security for each
algorithm.
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Table 9. Analysis.

Algorithms | Platforms Energy
Software Hardware Software Hardware

AES Mica family, TelosB FPGA, ASIC + +
RC5 Mica family, TelosB SOC + +
Skipjack Mica family, TelosB - + +
RSA Mica family, TelosB SOC + +
ECC Mica family, TelosB ASIC, FPGA, DSP + +
Hash Mica family, TelosB ASIC, FPGA + +
Function

DES Mica family, TelosB SOC — —
MD5 Mica family, TelosB — — —
XXTEA Mica family, TelosB — + +
IBC Mica family, TmoteSky ASIC, FPGA, SOC + +

5 Conclusion

WSNs have emerged in everyday life. A secure and efficient energy system to monitor
sensitive data has become an important issue. The majority of related works presented
in this paper aim to reduce energy consumption of sensor networks and ensure their
security. Therefore, they take into account the low consumption in order to have the
possibility to implement a complex algorithm and increase the lifetime of the sensors
nodes. The choice of security solution depends on the achievement of security require-
ments. The intended solution should consume low energy while maintaining a high level
of security. In this paper, a survey of several studies based on uC, DSP, ASIC and FPGA
had been reviewed. Our study has shown that software/ hardware solutions could not
only improve time efficiency and security but also decrease power and energy consump-
tion of sensor nodes in case of using strong cryptography.

In fact, there are many solution based on uC, but the commercial nodes run at low
frequency and they can be overloaded due to the considerable amount of data used in
applications, thus depleting the battery. Therefore, there are many proposed implemen-
tations in ASIC. Despite the amelioration in energy consumption with ASIC imple-
mentation, it is still a very costly solution. The implementation based on FPGA is also
used as a solution to reduce energy consumption and many results in related works
confirm the amelioration. However, this solution offers a high-speed encryption and
generates a key with a higher price and a higher energy consumption. Yet, for the
important of several applications such as commercial, medical and military applications,
software/hardware implementations is still the most used in literature. Consequently,
the vital components of a designed system on a single chip is proposed in this paper to
allow the execution of the entire complex security algorithms. This solution guarantees
security in WSNs with minimum energy consumption. As future work, we will develop
the different parts of the proposed solution.
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Abstract. In this paper, we derive a closed form expression for the bit
error probability for Majority Logic Decoding (MLGD) of convolutional
self orthogonal codes (CSOC) over free space optical Gamma-Gamma
I'T channels. We derive firstly a pairwise error probability (PEP) expres-
sion which will be used in conjunction with the probability generating
function of CSOC codes to evaluate the bit error probability of MLGD
decoding. Simulations of our communication system are carried out and
confirm the analytical results obtained.

Keywords: Convolutional Self Orthogonal Codes (CSOC)
Free Space Optics (FSO) - Atmospheric turbulence - MLGD decoding
Gamma-Gamma ['I" distribution

1 Introduction

Free-space optics (FSO) is a line-of-sight technology that uses invisible beams of
light to provide optical bandwidth connections. It’s able of sending and receiving
data, voice, and video communications simultaneously through the air. This opti-
cal communication technology does not require costly fiber optic cables or secur-
ing spectrum licenses as in radio frequency (RF) communication. FSO technol-
ogy requires only light [1]. Its unique properties make it appealing for a number
of applications, including metropolitan area network extensions, enterprise/local
area network connectivity, fiber backup, back-haul for wireless cellular networks,
redundant link and disaster recovery [1].

Despite these advantages, there are some issues to be taken into account when
deploying FSO-based optical wireless system such as: Fog, absorption, scintilla-
tion or atmospheric turbulence, which can alter light characteristics or completely
obstruct the passage of light through a combination of absorption, diffusion and
reflection, these can also provoke the power density (attenuation) of the FSO beam
and directly affect the availability of the system, as they can also cause fluctuations
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in the amplitude of the signal, and therefore the system will experience a perfor-
mance degradation in terms of the bit error rate (BER) [1,2].

Error control coding techniques are used over FSO links to improve the bit
error rate performance [3]. The objectif of these techniques is to add some redun-
dancy to the original message to protect it against noise, in such a way that it
is possible for the receiver using a decoding algorithm to detect the error and
correct it. Many applications can use error-correcting codes, such as: Deep-space
telecommunications, satellite broadcasting (DVB), data storage, error-correcting
memory, satellite communication, wireless Networks LAN/WAN, Mobile tele-
phony standards (3G, LTE ...), etc., [4].

In this work, we study the performance of Majority Logic Decoding (MLGD)
for convolutional self orthogonal codes that were proposed by Massey [5] in 1963,
and that are characterized by their encoding mechanism that keeps the coded sym-
bols in memory. Furthermore, this coding technique has the advantage of simplic-
ity of implementation, construction of a large number of codes and an ability to
function at a very high speed. Similarly, MLGD decoding is a sub-optimum but
simple decoding scheme that allows a high-speed implementation [4].

The paper is organized as follows. Section 2, introduces the channel model
considered in this paper. In Sect. 3, we give a review on convolutional self orthog-
onal codes and their Majority Logic Decoding. In Sect. 4, the pairwise error prob-
ability (PEP) expression is derived to obtain then the closed form expression for
the bit error probability of MLGD decoding. therefore, the Analytical results
obtained are confirmed through Monte-Carlo simulation in Sect. 5. Finally, Con-
clusion is provided in Sect. 6.

2 System Model

Considering an FSO communication system using IM/DD (Intensity Modula-
tion/Direct Detection) as we can see in Fig. 1, the laser beam is propagated
along a direct path through Gamma-Gamma turbulence channel damaged by
additive white Gaussian noise (AWGN). The received electrical signal of the
FSO system is given by:

r=nZs+n (1)

where:

e /. is the received signal light intensity, which can be write as Z; = Zx with
x is the emitted light intensity.

e Z the channel atmospheric turbulence.

e 1 is the AWGN noise.

e 1) denotes the optical-to-electrical conversion coefficient.

Gamma-Gamma ['I" distribution is considered as the most accepted statis-
tical model for describing the effects of atmospheric turbulence, because of its
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Fig. 1. Simplified diagram of a communication system

excellent agreement between theoretical and measurement data in a wide range
of turbulence conditions [6].

The irradiance turbulence of Gamma-Gamma distribution is factored into
the product of two independent random processes representing the large-scale
and small-scale irradiance fluctuations, denoted by Z, and Z, respectively, both
follows Gamma distribution [7].

The received irradiance Z = Z, Z, follows a Gamma-Gamma distribution [6]
with the probability density function (PDF) given by:

a+pB
2Aa8)F ass

fz(Z2)= =22 "Kop(2\/apZ 2
where:
e 7 is the signal intensity,
e I'() is the Gamma function,
e K, () is the modified Bessel function of second kind and of order v,
e The PDF parameters o > 0 and § > 0 are the effective numbers of small

scale and large scale irradiance of the scattering environment respectively [6],
expressed as:

0.49x? 0.51y?

_ 111 _ -1
o = leep( g pyzrmys) ~ 1 and B = lear(G=ag Marmyere) — 1
with:
o x2 =1.23C,2k"/0L11/6 is the Rytov variance.
e k= QT’T is the wave number with A the wavelength,
e [ is the link distance,
e (2 the index of refraction structure parameter.
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3 Convolutional Self Orthogonal Codes (CSOC)
and MLGD Decoding

3.1 Convolutional Self Orthogonal Codes (CSOC)

Considering a convolutional self orthogonal code (n, n—1,m) with rate R = 21

and with generator polynomials:
g (D) =gl + gV D+ ...+ g DX, i=1,2,.,n—1 (3)

where n here represents the number of encoder outputs, (n — 1) the number of

entries, m the code memory that we can write as m = mawr<ij<n—1)K; and
(n) (n) (n)

7,001 gi,agﬂ R gi,()tji

the integers g indicate the non zero elements of the generator
polynomials.

CSOC codes are systematic self orthogonal codes, where each parity bit is
obtained by a combination of n — 1 systematic bits, this combination is specified
by the generator polynomials above. These codes are characterized by a set of
J parity check sums orthogonal on the first symbol of the received systematic
information [5,8], these orthogonal parity check sums are obtained by syndrome
equations alone, and not sums of syndrome equations.

Furthermore, denoting by 4; the positive difference set associated with a set
of positive integers {1, ag, ..., ay, }. An (n,n—1,m) CSOC code is self orthogonal
if and only if the positive difference sets Ay, Ao, ..., A,_1 don’t contain any
differences in common, and if all the differences in A; are distinct.

As an example, a CSOC code (n,n — 1,m) with n = 2, m = 6, a1 = 0,
as = 1, ag = 4 and oy = 6 is illustrated in Fig. 2, where u; and p; represent
respectively the systematic symbol and the parity symbol of the output of this
encoder.

At the receiver side, we can express the J parity check sums orthogonal on
e by the following equation:

J
Aji=el, el @ @eliy o, J=12..J i=012.,N-1 (4)
k=1
where e¥ and e? represent respectively the systematic error symbol and parity
error symbol and N is the block length of the transmitted information. We can

Fig. 2. CSOC code (2,1, 6)



204 S. Labghough et al.

see that all these J parity check sums are orthogonal on e} if in each check sum
the error symbol is included, and the other symbols only appear once.

3.2 Majority Logic Decoding (MLGD)

Suppose u; and p; are transmitted with BPSK modulation over Gamma Gamma
atmospheric turbulence channel.

At the reception, we considered a MLGD decoder without feedback, that
accepts as inputs the demodulated received symbols denoted by y¥* and y? which
represent the systematic symbol and the parity symbol respectively.

Algorithm 1. MLGD Decoding
for i =0,2,....,N —1do
e Calculate 4;;,7=1,....,J
if 2(11:1 Aji > é then

e =1
else
e =0
end if
end for

As illustrated in Algorithm 1, the MLGD decoder forms at first the J parity
equations Aj; orthogonal to e}, and then its decision rule according to [5,8] is
based on a majority logic such that its decided e} =1 if and only if more than
J/2 orthogonal parity equations are equal to 1, this means that e} = 1 if and

only if:

4 Bit Error Probability Expression for MLGD Decoding

4.1 Derivation of Pairwise Error Probability (PEP)

The first step in evaluating the bit error probability is to compute the pairwise
error probability associated with the transmitted BPSK symbol sequences. Thus,
considering an IM/DD link using BPSK modulation and assuming that the noise
is modeled as additive white gaussian noise (AWGN), the PEP p which represents
the probability of choosing the coded sequence: C = (é1,¢é2,...) when indeed
C = (c1,c2,...) was transmitted [9], is calculated by averaging the gaussian Q-

function over the PDF of Z, so, we have to evaluate the integral:

p= / Q2R f(2)dz (6)

with: v = 2?2
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Z: Is Gamma Gamma distributed in a Gamma Gamma turbulence channel
~: The instantaneous SNR

~: The average SNR

R: The code rate

where Q(.) is the gaussian Q function which is related to the complementary
error function erfc(.) by:

erfe(z) = 2Q(v2x) (7)
| Y NN Aaf)F asa o 8
p—/o serf (\/3722)”0[)“@2 Ko_3(2v/aBZ)dz (8)

By expressing the K, (z) and er fc(.) as Meijer G-function respectively according
to [10] and ([11], Eq. 07.34.03.0619.01), we obtain Egs. (9) and (10) below:

L o027 —
Ko =3 638 |s ] )
2 M4l
erfe(vz) = = G20 (| 1 (10)
Vo 0
by substituting Egs. (9) and (10) in Eq. (8), the integral (8) above becomes:
2(a) *5”

1

I (oo}
I'(a)I(B) atp 2,0
_ 0. ﬂ G0,2 [aﬁZ

Z —1,2,0 722
74\/% ; 2 Gy | Ry
and using Eq. (12) ([11], Eq. 07.34.21.0012.01), this yields a final closed form of

the PEP as Eq. (13):
C1,C2, ..., Cy :| feldia |:w7_r a1, a2, ...,0p

e a—1 ~s,t
/0 TG {‘” dy,ds, ....d, | OP A

(a1,1), .., (an,1),(1 —a —d1,7), ..., (1 — @ — dy,7), (@n+t1,1), ..., (ap, 1)
(b1,1), 0, (b, 1), (1 —a—c1,7), oy (L — @ = ¢y 1), (b1, 1), -1, (b, 1)

a—ﬁ_ﬁ—a] az (1)

2 7 2

]d‘r:aia

gmttints [i

pt+v,qtu or :| st -0

(12)

TP [ p=etd oo [ RY | — a,8,(1,1) } (13)
= —F 2 —_
p ( 5) 3,2 {(aﬁﬁ (071)7 (%7 1)7_7 _
where H(.) is the Fox H-function [12], and G(.) the Meijer G-function [11]. Thus,
our exact PEP expression Eq. (13), is obtained without simplifications, neither
approximations.
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4.2 A Closed Form Expression for the Bit Error Probability

For the hard Majority Logic Decoding (MLGD), a probability generating func-

tion (PGF) for the random variable Zizl Ay, [13], knowing that Ay is the esti-
mate of the parity check sum Ay; associated to the symbol w;, is:

J
glx) = [[(@ = Py + Pux) (14)
k=1
which can be written after development as:

J
g(x) =Y g2’ (15)
J=1

with:

e g;: The probability that the random variable Eizl Ay, is equal to j (the
exponent of z7).

e P;: The probability that an odd number of errors occur in a k" parity check
sum Apg.

With this technique, the probability of the first decoding error can be written as:

J J
Pre=(1=p)> gi+pY 9 (16)

j>T j>T

with 7T is the error correction capability, ' = .J —T and p represents the channel
transition probability.

Considering that the error symbols of each check sum are independent [13],
which due to the memoryless channels considered, then, the probability gener-
ating function may be rewritten as:

g(z) =[1 - P+ Px)’ (17)

where P the probability that an odd number of errors occur in a parity check
sum, and expressed as:

(1-(1-2p)°)
2 )

Further, since there is no feedback, each error symbol that is decoded depends

only on a given set of neighboring channel error symbols and there is no depen-

dency upon previous decoding decisions. Thus, the overall bit error probability
is equal to Py, and is given by:

Py=(1-p) XJ: (J>Pi(1—P)J—i+p XJ: (‘Z.])Pi(l—P)J‘i (19)

i
i=T+1 i=J—T

P= c=Jn-1) (18)

In this equation, the thresholds are T' = J/2 for J even and T = (J + 1)/2 for
J odd, with p is our PEP expression calculated previously.
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5 Numerical Results

In the following, we consider a convolutionally coded FSO communication system
considering the three typical cases of atmospheric turbulence, weak, moderate,
and relatively strong turbulence.

As well, analytical results obtained in the previous section are compared
with computer simulation results, where we used 200 as the minimum number
of residual bit errors and 2000 as the minimum number of transmitted blocks
[7], as shown in Table 1.

The exact bit error probability for MLGD decoding of CSOC code (2,1,17)
under weak, moderate and strong turbulence of I'I" channel, is illustrated along
with the corresponding BER, simulation in Fig. 3. The average BER of uncoded
FSO system with BPSK modulation and modeled by I'" channel (Uncoded
BPSK) is published in [14], we notice here that we have a performance gain of
22 dB in weak turbulence between the coded and uncoded FSO system at BER, of
1075, while, for moderate turbulence conditions, we obtained a performance gain
of 29dB at the same BER, and finally for strong turbulence coditions and con-
sidering the same CSOC code, a coding gain of 37 dB is approximately achieved
at BER of 107°.

As we can see clearly in Fig. 4, the exact bit error probability for MLGD
decoding of CSOC codes with R = 2/3 under weak turbulence conditions, is
ploted with the corresponding BER simulation. This figure shows the effect of
the number of orthogonal parity check sums J on the performance of MLGD
decoding of CSOC codes, we observe that the performance improvement of BER
is great from CSOC code (3,2,13) with J = 4 to CSOC code (3,2,130) with

Table 1. Simulation parameters

Parameter Value

Codes CS0C(2,1,17), J = 6-CS0OC(3,2,13), J = 4—
CS0C(3,2,40), J = 6-CSOC(3,2,130), J = 10

Code rates R=1/2, R=2/3

Modulation BPSK

N (Block length) 100

Channel Gamma-Gamma I'I"
- Strong turbulence: « =2.064, [ =1.342
- Moderate turbulence: « =2.296, [ =1.822
- Weak turbulence: « =2.902, [ =2.51

Simulation method

Monte Carlo

Minimum number of 2000
transmitted blocks
Minimum number of 200

residual bit errors
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© Uncoded Strong turbulence, Sim

O Uncoded Moderate turbulence, Sim

¢ Uncoded Weak turbulence, Sim
= = = Uncoded Strong turbulence, Analy
""" Uncoded Moderate turbulence, Analy
----- Uncoded Weak turbulence, Analy
—¥—CS0C(2,1,17), J=6 Strong, Sim
—e—CS0C(2,1,17), J=6 Strong, Analy
—8—CS0C(2,1,17), J=6 Moderate, Sim
—+—CS0C(2,1,17), J=6 Moderate, Analy
—%—CS0C(2,1,17), J=6 Weak, Sim
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0 10 20 30 40 50 60 70 80

SNR(dB)

Fig. 3. Exact bit error probability for MLGD decoding of CSOC code (2,1,17) under
I'T" atmospheric turbulence channels with BPSK modulation

10°g
——6—Uncoded BPSK, Sim
———— Uncoded BPSK, Analy
1072 —#—CS0C(3,2,13), J=4, Sim
——CS0C(3,2,13), J=4, Analy
—B—CS0C(3,2,40), J=6, Sim
P T CSOC(3,2,40), J=6, Analy
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- = - CSOC(3,2,130), J=10, Analy
10 T
% .\.,_\.
D N -
1070
1072
\
\
10-1A 1 1 1 \\ 1 1 1 1
0 10 20 30 40 50 60 70 80
SNR(dB)

Fig. 4. Exact bit error probability for MLGD decoding of CSOC codes of R = 2/3
under weak I'I" atmospheric turbulence channel with BPSK modulation

J = 10, and this is due to the minimum distance d,,;,, = J + 1 and the error
correction capability 7' = J/2 which increase both with J. Thus the bit error
probability of MLGD decoding decreases if the number J increases.

For the three cases of turbulence we considered, the bit error probability cal-
culated based on the derived PEP gives an excellent result to the true BER, and
because of the long simulation time involved during execution, we can present
simulation results only up to BER = 1075, Consequently, these simulation results
demonstrate an excellent coincidence with the analytical ones.
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6 Conclusion

In this paper, the performances of Majority Logic Decoding for convolutional self
orthogonal codes, over free space optical Gamma Gamma I'I" atmospheric tur-
bulence channels, employing IM/DD with BPSK modulation are investigated.
Moreover, we derived an exact PEP expression for coded FSO links with BPSK
modulation and adopting a probability generating function technique associated
with our exact PEP expression, we have obtained a closed form expression for
the bit error probability for MLGD decoding. Extended simulations confirmed
our analytical results through Monte-Carlo simulation. Consequently, compar-
ing the results obtained with the uncoded BPSK system, it is shown that the
FSO system using MLGD decoding of convolutional self orthogonal codes in the
presence of atmospheric turbulence shows better performance than that of the
uncoded signal. Our Future work consists of evaluating the bit error probability
for threshold decoding of convolutional self orthogonal codes, and analyzing its
performance.
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Abstract. Web services are the key of communication between different appli-
cations based on SOA architecture, nowadays, they still the principal key of
communication in Cloud Computing and constrained environment. There are two
famous Web service protocols; SOAP used in industry or education applications,
and REST used to support Media data in web applications. The objective of this
paper is to evolve and complete our proposed middleware SaaS solution, to allow
communication between SOAP and REST Web services independent of user and
environment (Cloud, constrained or on-premise application). The middleware is
completed by appending three new components, REST/SOAP component that
enable translation from SOAP-based and REST protocol, JSON/XML component
used in case of communication between XML and JSON files, and mapping rules
storage component.

Keywords: SOAP - REST - Cloud - MAAS - XML - JSON

1 Introduction

In our previous paper [1] we proposed an architecture of middleware SaaS (Software as
a Service) to ensure interoperability between different Cloud providers and client in
heterogeneous Cloud environment. The focus was on interaction between Cloud
provider using REST Web service and client using SOAP. We defined the structure of
the architecture and the five principal steps needed to interact automatically between
Cloud provider using REST web service and client using SOAP fashion. We defined
also how converter makes the mapping from WADL (Web Application Description
Language) file to WSDL (Web Application Description Language) file, by presenting
the method of conversion.

In this paper, we focus to make our preview architecture [1, 14] more global and
flexible to client using JSON scheme, and we add new converter to ensure conversion
of request and response messages from REST to SOAP and vice versa. Moreover, we
split the architecture in many components to make the solution generalized to solve
interoperability problems and be more flexible to maintenance; each component is
responsible for managing a specific task.

© Springer International Publishing AG, part of Springer Nature 2018
A. Abraham et al. (Eds.): IBICA 2017, AISC 735, pp. 211-220, 2018.
https://doi.org/10.1007/978-3-319-76354-5_19
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The rest of this paper is organized as follows: Sect. 2 provides background of the
technology used. Section 3 presents our motivation and related works. In Sect. 4 we
present our proposed solution. We conclude this paper by presenting our further works.

2 Background

2.1 REST and WADL

REST [2] is an architecture style particularly adapted to the World Wide Web but is not
the only one used. REST is not a protocol such as HTTP (Hypertext Transfer Protocol).
Roy Fielding defines these constraints, which can be used in other applications as HTTP
protocols. This architectural style is not limited to performing application to a simple
user. It is also used to realize SOA (Service Oriented Architecture) using Web services
to enable communication between different machines. REST brings some benefits, such
as using unique address for every process instance and client can have one generic
listener interface for notifications [3].

Web Application Description Language [4] is a textual document, which is some-
times supplemented with some formal specifications such as XML scheme for XML-
based data formats or JSON format. It describes the access to the internal data of REST
applications. A number of Web-based enterprises such as (Google, Yahoo, Amazon ...)
are developing HTTP-based applications that provide programmatic access to their
internal data. Typically, these applications are described using WADL files. In few
words, WADL provides a machine process description of HTTP-based Web applica-
tions.

2.2 SOAP and WSDL

SOAP [3] is a messaging protocol based on XML (eXtended Markup Language) using
to exchange information in a decentralized environment. SOAP is also used to establish
communication between Web services. It defines a set of message structure rules used
in simple way transmissions, but it is particularly useful for performing RPC (Remote
Procedure Call) in request and response dialogues. SOAP enables messaging protocols
based on XML to exchange information between different applications. It brings some
benefits like using a unique address for every operation, increased privacy and so
complex operations can be hidden behind facade.

The Web Services Description Language is a language proposed by the World Wide
Consortium (W3C) to describe Web Services. WSDL [5] is an XML document that
describes different operations that a web service can perform. WSDL has some advan-
tages such as the permission to separate the abstract description of the functionality
offered by a Service from the description of details, like the message format or the
communication protocol that could be SOAP, HTTP or MIME (Multipurpose Internet
Mail Extensions).
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2.3 Cloud Computing

NIST [6] defines Cloud Computing as “a model for allowing ubiquitous, convenient; on-
demand network access to a shared pool of configurable computing that can be rapidly
provisioned and released with minimal management effort or service provider interac-
tion”. According to NIST, Cloud Computing has five essential characteristics: on-demand
self-service, broad network access, resource pooling, rapid elasticity, measured service.
Cloud Computing has a lot of advantages, but also still some pitfalls such as:

— Security and privacy: Public Cloud providers form an attractive target for hackers
because of the number of users [7]

— Portability: Many customers are attracted by the public Cloud because of its attractive
cost, but recover data may even be impossible. Consumers can find themselves in
vendor lock-in situation [7]

— Standardization: Absence of standardization, essentially to relate different Cloud
providers. Evenifitis possible to provide service for diverse Cloud interfaces through
a middleware, there are no rules that can be supervised by Cloud providers [8].

3 Motivation and Related Work

In [1], we have studied the problem of interoperability between Cloud provider using
REST web service, and client using SOAP web service, using a simple case study. We
have proposed an architecture of middleware solution SaaS between different Cloud
Providers and Client in heterogeneous Cloud environment. The focus was on interaction
between Cloud Provider using REST Web service and Client using SOAP web service.

We have defined the structure of the architecture, different steps needed to interact
automatically between Cloud Providers and Cloud client in heterogeneous web service
environment. We have also defined how the converter makes translation from WADL
file to WSDL file. We presented also a method of conversion, which consists to parse
the WADL file, creates a simple WADL object and WSDL object using mapping rules.
Finally, we have made a simple case study to validate our proposition.

The proposition includes request and response conversion from SOAP to REST
standards and vice versa, also it withstands XML scheme, but in the case of JSON
schema, the messages are not treated.

REST2SOAP [9] is a framework, which integrates SOAP service and RESTful
service semi-automatically, using JAVA2WSDL to generate a WSDL file by wrapping
RESTful service automatically to make RESTful cross a BPEL-Based composite
service. The main weakness of this solution is that the integration is semi-automatic,
and the objective of this framework is just wrapping the RESTful service into a SOAP
service, not to make an equivalent SOAP file by mapping a RESTful file.

STORHM [10] is a protocol that enables an existing SOAP client to interact with a
REST service. The translation is done using a configuration wizard which takes as an
input, WSDL file, WSDL schema and optionally a WADL file. The user must interact
with a form interface to choose parameters. In addition, the conversion from SOAP to
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REST is semi-automatic. The translation is on one sense from SOAP service to RESTful
service; in the inverse case, this approach is not useful.

DreamFactory [11] is also a REST API middleware platform wraps a SOAP service
into a REST API to make it simple to use and create a REST endpoints, instantly turn
any SOAP into a live automatically. This conversion can make a request with JSON,
calls the legacy SOAP service and then the SOAP response is converted back to JSON
for the client application. The translation from SOAP to REST is automatic but it requires
developer interaction to make this conversion available and understands what the
mapping methods are talking about and how to use it in the application.

Migration of SOAP to Restful service [12], in this approach, SOAP-based services
are converted to RESTful services. The resources are identified from analyzing the
WSDL file and mapping the contained operations to resources and HTTP methods. The
main limitation of this approach is that the user can just manually validate and modify
the resource.

MicroWSMO [13] is used to support dynamic replacement of SOAP and REST
services inside a service composition, even in presence of syntactic mismatches between
service interfaces. It is based on a running prototype implemented in order to apply this
approach to lightweight processes execution. The main limitation of this solution is that
the translation is semi-automatic.

Migration of SOAP-based services to RESTful services [ 12] “An approach generates
automatically the configuration files needed to deploy the RESTful services, and wrap-
pers for accessing SOAP based services in the REST architecture” [12]. This is to allow
the interaction between SOAP-based services and RESTful services; this approach
convert dynamically Messages between SOAP and REST web services. This approach
permit the translation from SOAP to REST protocol. It is based on provider side, so; the
provider has to have RESTful and WSDL based services to send then to the right client,
WSDL to SOAP client and RESTFul to client using REST web service.

4 Proposed MAAS Architecture

Our proposed MaaS as shown in Fig. 1, is an extension to our previous work [1], the
objective is to enable our architecture to support not only the translation of WSDL and
WADL files, but also the translation of the requests and responses, between REST and
SOAP messages. In addition, it involves the transmission between XML and JSON
scheme. Moreover, we tried to make it straightforward, by outsourcing mapping rules
from the converters, which is unfair and reasonable way to simplify update, and adding
new rules, for other standards. To ensure Security and intelligence of our middleware,
we combine Client interface and Provider interface from [1] in one Proxy interface
orchestrator as shown in Fig. 1.

The architecture is composed of five main components, IOP (Interface Orchestrator
Proxy), MRS (Mapping Rules Storage), 2WC (WSDL/WADL to WADL/WSDL
converter), 2RC (Request and Response Converter) and XJC (XML/JSON Converter).
We explain in detail these components in next subsections.
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Fig. 1. Global architecture of our proposed MAAS

4.1 Interface Orchestrator Proxy

To make our architecture more intelligent, we merge Client interface and Provider
interface into one secure Interface Orchestrator. The main objective of this component
is to Orchestrate and manage data transformation and movement. In the case of REST
and SOAP interaction, the Interface makes the difference between Invoke, Request, and
Response messages, and makes decision to each component should send the message.
As mentioned in Fig. 2, in a (or the) case of Invoke message, the Interface determine
communication protocol of Provider. Using the collected information about transmitter
and receiver, the interface makes sure of type of heterogeneity of environment. In a case
of heterogeneous protocols, the interface sends the XML file to 2WC to convert WSDL
to WADL file and vice versa, and imports concerning mapping rules from Mapping rules
storage. In a case of REST and SOAP Request, it sends the message to 2RC with its
appropriate mapping rules, if the scheme file is not the same, interface uses XML to
JSON converter.

Figure 2 shows an example of interaction between Client using SOAP web service
and REST server, in this case IOP treats the heterogeneity of services and sends the
WADL file to translator to have the description in WSDL format. In the case of request
and response message, the IOP detects schemas and protocol heterogeneity, so the proxy
imports mapping rules of this case and sends the message and mapping rules to 2RC to
make transmission as shown in Fig. 3 by step.
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4.2 WSDL/WADL Converter

Asmentioned in [1] WSDL/WADL Converter, is an internal component of our proposed
solution, it ensures standardization and interoperability in heterogeneous environments.
Using this component, the receiver using the REST interface can easily communicate
with users using the SOAP interface; by converting the WADL file to a WSDL file and
vice versa, respecting defined mapping rules sent by the interface. Figure 4 shows an
example of a WADL file transformed to WSDL file using mapping rules imported from

mapping rule storage.

<?xml version="1.0"2>

dl/2006/10 wadl.xsd"

h.sun

Qppllcauon xm].ns xsi="http://www.w3.0r’2001/XMLSchema-instance"
“hitp:

xmlns:ms="urn:yahoo:yn'
Ins:xsd="hrtp://www.w3.0re/2001/’XMLSchema"
xmlns:yn="urn:yahoo:yn"
xmins:ya="urn:yahoo:api"
xmins="http://research.sun.com/wadl/2006/10"> <resources base=
“hrtp://api.search.yahoo.com/NewsSearchService/V1/™>
<resource path="newsSearch">
<method name="GET" id=""search">
<request>
<param name="appid" type="xsd:string" style="query” required="true"/>
<param name="query" type="xsd:string" style="query" required="true"/>
<param name="type" style="query" default="all">
</param>
<param name="results" style="query" type="xsd:imt" default="10"/>
<param name="start" style="query" type="xsd:int" default="1"/>
<param name="sort" style="query" defaul="rank">
</param>
<param name="language" style="query" type="xsd:string">
</request>
<response>
<representation mediaType="
</response™
</method>
<fresource™>
<fresources>
</application>

lication/xml" el nen:ResultSet" />

name=""Yah vice"
sanlns="Tip//schemas.xmlsoap.org/vsdl "

xmlsoap.

11/

ice.wsdl”

xmlns:tns=" "http: //ww» iples.com wsdlY hooNewsSearch
xmins:xsd="http://www.w3. c)rgﬁ(lolD(NH_.SI:)[:II:E">
ge name="G ">
<part name="appid" type="xsd: shmg >
<part name="query" type="xsd:string"/>
<part name="type" type="xsd:string"/>
<part name="results" type="xsd:string"/> 33 Projct dc Fin d"Annéc 2015-2016
<part name="start" type="xsd:string"/>
<part name="sort" type="ssd:string"/>
<part name="language" type="ssd:string"/>
<¢mcssagc>
ge name="G b ">
<part name="NewsScarch" type=" “esd:s string"/>
</message>
<portType name="YahooNewsScarchServicePortType">
<operation name="GetNewsScarch">
<input message="tns:GetNewsSearchRequest'/>
<output ge="tns:G hResp >
</operation>
</portType>

<binding name="YahooNewsScarchServiceBinding" type="tns:wsname_PostType"

<soap:binding style="rpe"
transport="http://schemas.; xmlsoap m‘g'soap’hﬂp"’>

name="GetNewsS
soap r‘ ="GetNi Q h"/>
<lupu1>
<soap:body
dingStyle="http://schemas.xmlsoap.org/soap/encoding/"
+ ! L N S hService'
use="encoded"/>
</input>
<output>
<soap:body
dingStyle="http://schy x1lsoap.org/soap: ding/"
<output>
<soap:body
di le="http://sch xmlsoap.org/soap/ ding/"
les: YahaoNewsSearchService”

use="encoded"/>
</output>
</operation™
</binding> 34 Projet de Fin d’Année 2015-2016

Fig. 4. Example of conversion from WADL file to WSDL

4.3 XML/JSON Converter

XML/JISON Converter is an internal component used by IOP to make translation
between JSON and XML files in the case of heterogeneous schema environment.
Figure 3 illustrates in 5 and 6 the translation flow.
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4.4 2RC Converter

This component is responsible of translation from SOAP to REST messages and
vice versa. As mentioned in Fig. 3, 2RC translates the Request sent by interface from
SOAP-base to corresponding REST service operation, and convert back REST response
to SOAP-based operation. The 2RC defines the resources and http methods from Request
message, and makes sure that the resources are valid by using original WADL or WSDL
xml and mapping rules sent by IOP before translation, and generates automatically
equivalent message. Concerning the identification of operation (GET, PUT, POST and
DELET), and how to identify similar operations, semantic, Input and Output parameters,
we are based on [14]. Also for being more effective, the 2RC hides the translation of
each request to reuse it in the case of other request.

4.5 Mapping Rules Storage

Mapping rules Storage is Data as service component, in this data the administrator can
add, remove or update mapping rules. This component is accessible only by IOP, it sends
the mapping rules demanded by IOP. It contains mapping rules concerning WSDL to
WADL conversion, and REST to SOAP request and response conversion. The objective
of separation between mapping rules and converter is to make our system easy to main-
tain and more efficient, and ensure mapping rule security.

4.6 Benefits of the Architecture

Our proposed architecture shows the main features and benefits of the whole process.
Some of these benefits are:

e Standardization: IT environment knows interoperability challenge especially
between Cloud Providers because of the miss of standardization. Many of the inter-
faces offered are unique to a particular vendor, thus raising the risk of vendor lock-
in. For that, our proposed MAAS solution enables communication between both of
REST and SOAP interfaces by using many components that can make a translation
from SOAP to REST interfaces and vice versa and make schemas conversion
between JSON and XML. The lack of standardization will not be eliminated defi-
nitely from its environment, but our proposed MAAS could minimize this problem
but it can be evolved easily using separated components.

o Environment maintenance: Every component is independent from other, which
help to facilitate maintenance of mapping rules in mapping rule storage and
converters.

o Environment security: We integrate a Proxy security in interface Orchestrator to
make sure of authentication of users for every connection. The independence of
component helps to increase the level of security between components, every infor-
mation turned in MAAS is controlled by Interface Orchestrator Proxy.

e Management of access user: Management of users is controlled, and Interface
orchestrator proxy governs every data access. Thus, the control of interaction
between Cloud providers and consumers is not lost.



Straightforward MAAS to Ensure Interoperability in Heterogeneous Environment 219

e Availability of data: In this case, data is available with both technology REST and
SOAP thanks to Converter components, which can translate REST message to SOAP
message adapted to Cloud consumer and provider, in addition to JSON and XML
files.

e Independent environment: Contrariwise, other systems like StoRHm and
REST2SOAP, our proposed solution brings an automatic conversion from REST to
SOAP, without changing or adapting client and Cloud provider side.

5 Conclusion

In this paper, we have proposed a new version of our previous architecture. The objective
is to complete the architecture, and make it global and flexible to every client using
REST or SOAP web service to communicate with any Cloud Provider or other System
using SOAP or REST web service. Also the proposed MAAS tolerate XML and JSON
schema files, we also made our MAAS proposition more intelligent and secure using
IOP, To ensure easy maintenance of mapping rules, we add a new mapping rule storage
component to our previous architecture. The independent translation, generated by
convertors, respecting and applying mapping rules defined in mapping rules storage.

Concerning our perspectives, we will make alive our system by implementing the
new component, strengthening the security of data, and extending this architecture to
support constrained environment.
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Abstract. There is a dearth of academic research literature on the practices and
commitments of information security governance in organizations. Despite the
existence of referential and standards of the security governance, the research
literature remains limited regarding the practices of organizations and, on the
other hand, the lack of a strategy and practical model to follow in adopting an
effective information security governance. This study aims to propose ISMGO a
practical maturity framework for the information security governance and
management in organizations. The findings will help organizations to assess
their capability maturity state and to address the procedural, technical and
human aspects of information security governance and management process.

Keywords: IT governance - Maturity - Capability framework
Security metrics - Organization - Use case

1 Introduction

The threat to technology-based information assets is greater today than in the past. The
evolution of technology has also reflected in the tools and methods used by those
attempting to gain unauthorised access to the data or disrupt business processes [1].
Attacks are inevitable, whatever the organization [2]. However, the degree of sophis-
tication and persistence of these attacks depends on the attractiveness of this organi-
zation as a target [3], mainly regarding its role and assets. Today, the threats posed by
some misguided individuals have been replaced by international organized criminal
groups highly specialized or by foreign states that have the skills, personnel, and tools
necessary to conduct secret and sophisticated cyber espionage attacks. These attacks
are not only targeted at government entities. In recent years, several large companies
have infiltrated, and their data have been “consulted” for several years without their
knowledge. In fact, improving cyber security has emerged as one of the top IT pri-
orities across all business lines [4].

To address these concerns, some practice repositories (ITIL, Cobit, CMMi, RiskIT)
and international standards (ISO 27000 suite, ISO 15408) now include paragraphs on
security governance. The first reports or articles in academic journals that evoke the
governance of information security date back to the early 2000s. The proposed
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referential and best practices designed to guide organizations in their IT security
governance strategy. However, does not define the practical framework to implement
or to measure the organization engagement in term of IS security governance.

The paper is structured as follows. Section 2 presents the previous work on
information security governance proposed in the literature. Section 3 describes the
proposed capability maturity framework for information security management and
governance ISMGO. Section 4 discuss the results of the implementation of the prac-
tical maturity framework for the information security governance and management
ISMGO through a practical use case. Finally, Sect. 5 presents the conclusion of this
work, and gives some limitations.

2 Related Works

In management sciences, several authors put forward the responsibilities and roles of
management and in particular of the general management. Schou and Shoemaker [6]
find that to provide a greater benefit to the organization, the information security
governance can eventually coordinate with strategic approaches to economic intelli-
gence, social responsibility or communication. In [7], Williams outlines the roles of
management and the board of directors in the area of information security. Dhillon
et al. [8] present the results of an empirical study to understand better the dimensions of
IS security governance. For Kryuko et al. [9], the added value and the performance are
two crucial elements of information security governance. Klaic et al. [10] discusses the
need to define a level of governance in the organization and clarifies the link between
that level and security programs. Michael et al. [11] propose in their article value to the
Executive by first defining governance as it applied to the information security and the
exploration of three specific governance issues. The first inspected how government
can be used to the critical aspect of planning for both formal operations and contin-
gency operations. The next issue describes the need for programs measurement and
how it can develop an information security assessment and a continuous improvement.
Finally, aspects of effective communication between and among the general security
and information managers presented. William et al. [12] illustrate the malleability and
heterogeneity of information security governance ISG across different organizations
involving intra- and inter-organizational trust mechanisms. They identify the need to
reframe ISG, adopting the new label information to protecting governance (IPG), to
present a more multifaceted vision of the information protection integrating a vast
range of technical and social aspects that constitute and are constituted by governance
arrangements. The objective of Yaokumah et al. [13] is to assess the levels of
implementation of information security governance (ISG) in the main sectors of the
Ghanaian industry. The purpose is to compare the implementation of the ISG of the
inter-industry sector and to identify areas that may require improvement. In their study,
Horne et al. [14] argue for a paradigm shift from internal information protection across
the organization with a strategic vision that considers the inter-organizational level. In
the recent work Carcary et al. [15], a maturity framework presented help organizations
assess their maturity and identify problems. It addresses the technical, procedural and
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human aspects of information security and provides guidelines for the implementation
of information security management and related business processes.

3 Theoretical Framework

3.1 Framework Overview

We propose a global maturity framework to achieve an effective information security
management and governance approach, as shown in Fig. 1. The path to security
maturity requires a diversified range of layered endpoint protection, management and
capabilities, all integrated and fully automated. The only practical and survivable
defensive strategy are to move to a more mature security model that incorporate
multiple layers of protective technology.

Information security governance Strategy " -
and Metrics ‘ Technical Asset Security

| Management

Information Service and Data
Baseline ISMGO Security Management

Vulnerability and Risk | ,
Management ‘ [

|
[
|
[

Information Security Governance Control/
Compliance/Continuity Management

Fig. 1. The proposed maturity framework for information security management and governance
in organizations ITSMGO

The ISMGO framework focuses on determining the capacity of an organization to
direct oversee and monitor the actions and processes necessary to protect documented
and digitised information and information systems and to ensure protection against
access, unauthorized use, disclosure, disruption, alteration or destruction, and to
guaranty confidentiality, integrity, availability, accessibility and usability of the data
[16]. The framework extends the triad confidentiality, integrity and availability of
commonly cited with accessibility and usability concepts. Concerning accessibility, a
failure to support and understand how security can change work practices can impede
how data and information are accessed, shared, and acted on in an increasingly
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dynamic, competitive environment. Similarly, usability is a one of a main key factor to
engaging stakeholders in the business processes, independently of the availability of
technology to support work practices, if the technology is difficult to interact and
engage with, users might adopt other locally developed, less secure methods of access.
The proposed Information Capability Maturity Framework is a comprehensive suite of
proven management practices, assessment approaches and improvement strategies
covering 5 governance capabilities, 21 objectives and 80 controls.

As Table 1 shows, these high-level function categories are decomposed into 21
security practice objectives (SPOs).

Table 1.

Governance functions

Security practice
objective

Description

Information security
governance strategy and
metrics

Information security
strategy and policies

Strategic alignment of
security

Communication and

training

People roles and
responsibilities

Security performance
assessment

Assessment of security
budget and investments

Develop, communicate, and
support the organization’s
information security objectives
Establish and maintain security
policies and controls, taking into
account relevant security standards,
regulatory and legislative security
requirements, and the organization’s
security goals

From risk analysis to the actual
deployment of global policy,
security must be aligned with the
business priorities of the company
while respecting regulatory and
legal constraints

Disseminate security approaches,
policies, and other relevant
information to develop security
awareness and skills

Document and define the
responsibilities and roles for the
security of employees, contractors
and users, by the organization’s
information security strategy
Report on the efficiency of
information security policies and
activities, and the level of
compliance with them

Provide Security related investment
and budget criteria

(continued)
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Table 1. (continued)

Governance functions

Security practice
objective

Description

Technical asset security
management

Information

service/system/data security

management

Security architecture

IT component security

Physical infrastructure
security

Incident management

Resource effectiveness

Data identification and
classifications

Access management

System acquisition,
development, and
maintenance security
policy

Build security measures into the
design of IT solutions—for
example, by defining coding
protocols, depth of defence, the
configuration of security features,
and so on

Implement measures to protect all
IT components, both physical and
virtual, such as client computing
devices, servers, networks, storage
devices, printers, and smartphones
Establish and maintain measures to
safeguard the IT physical
infrastructure from harm. Threats
to be addressed include extremes of
temperature, malicious intent, and
utility supply disruptions

Manage security-related incidents
and near incidents. develop and
train incident response teams to
identify and limit exposure,
manage communications, and
coordinate with regulatory bodies
as appropriate

Measure “value for money” from
security investments; capture
feedback from stakeholders on the
effectiveness of security resource
management

Define information security
classes, and provide guidance on
protection and access control
appropriate to each level

Manage user access rights to
information throughout its life
cycle, including granting, denying,
and revoking access privileges
Ensure the management of security
throughout the life cycle of
information systems

Reduce risks related to exploiting
technical vulnerabilities and
applications

(continued)
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Table 1. (continued)

Governance functions Security practice Description

objective
Vulnerability and risk Security threat profiling | Gather intelligence on IT security
management threats and vulnerabilities to better

understand the IT security threat
landscape within which the
organization operates, including
the actors, scenarios, and
campaigns that might pose a threat
Security risk assessment | Identify exposures to
security-related risks, and quantify
their likelihood and potential

impact
Security risk Prioritize information security risks
prioritization and risk-handling strategies based

on residual risks and the
organization’s risk appetite
Security monitoring Manage the ongoing efficacy of
information security risk-handling
strategies and control options

Information security Compliance control Identify applicable law, statutory
governance and contractual obligations that
control/compliance/continuity might impact the organization
management Establish security and compliance
baseline and understand per-system
risks
Security testing and Adopt solution for information
auditing security audit

Establish project audit practice.
Derive test cases from known
security requirements

Business continuity Continuity management

planning Business continuity planning
Provide stakeholders throughout the
organization with security advice to
assist in the analysis of incidents
and to ensure that data is secure
before, during, and after the
execution of the business continuity
plan

3.2 Framework Maturity Profile

We propose a mature and systematic approach to information security management and
governance. Adopting a security maturity strategy requires a full range of protection,
management and defensive features that must be integrated and capable of fully
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automated operation. Concerning each security practice objectives SPO outlined in
Table 1, the framework defines a five-level of maturity that serves as the basis for
understanding an organization’s ISMGO capability and provides a foundation for
capability improvement planning.

Level 0 - None: No process or documentation in place.

Level 1 - Initial: Maturity is characterised by the ad hoc definition of an infor-
mation security strategy, policies, and standards. Physical environment and IT com-
ponent security are only locally addressed. There is no explicit consideration of budget
requirements for information security activities, and no systematic management of
security risks. Access rights and the security of data throughout its life cycle are
managed at best using informal procedures. Similarly, security incidents are managed
on an ad hoc basis.

Level 2 - Basic: Maturity reflects the linking of a basic information security
strategy to business and IT strategies and risk appetite in response to individual needs.
It also involves the development and review of information security policies and
standards, typically after major incidents. IT component and physical environment
security guidelines are emerging. There is some consideration of security budget
requirements within IT, and requirements for high-level security features are specified
for major software and hardware purchases. A basic risk and vulnerability management
process are established within IT according to the perceived risk. The access rights
control and management depend on the solutions provided by the provider. Processes
for managing the security of data throughout its life cycle are emerging. Major security
incidents are tracked and recorded within IT.

Level 3 - Defined: Maturity reflects a detailed information security strategy that’s
regularly aligned to business and IT strategies and risk appetite across IT and some
other business units.

Information security policies and standards are developed and revised based on a
defined process and regular feedback. IT and some other business units have agreed-on
IT component and physical environment security measures. IT budget processes
acknowledge and provide for the most important information security budget requests
in IT and some other business units. The security risk-management process is proactive
and jointly shared with corporate collaboration. Access rights are granted based on a
formal and audited authorization process. Detailed methods for managing data security
throughout its life cycle are implemented. Security incidents are handled based on the
urgency to restore services, as agreed on by IT and some other business units.

Level 4 - Managed: Maturity is characterized by regular, enterprise-wide improve-
ment in the alignment of the information security strategy, policies, and standards with
business and IT strategies and compliance requirements. I'T component security measures
on IT systems are implemented and tested enterprise-wide for threat detection and mit-
igation. Physical environment security is integrated with access controls and surveillance
systems across the enterprise. Detailed security budget requirements are incorporated into
enterprise-wide business planning and budgeting activities. A standardised security
risk-management process is aligned with a firm risk-management process. Access rights
are implemented and audited across the company. Data is adequately preserved
throughout its life cycle, and data availability is effectively requirements. Recurring
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incidents are systematically addressed enterprise-wide through problem-management
processes that are based on root cause analysis.

Level 5 - Optimized: Maturity reflects an information security strategy that is
regularly aligned to business and IT strategies and risk appetite across the business
ecosystem. Information security policies and standards are periodically reviewed and
revised based on input from the business ecosystem. The management of I'T component
security is optimised across the security framework layers. Physical access and envi-
ronmental controls are regularly improved. Security budget requirements are adjusted
to provide adequate funding for current and future security purposes. The security
risk-management process is agile and adaptable, and tools can be used to address the
business ecosystem’s requirements. The access rights control and management are
dynamic and can effectively deal with the organizational restructuring of acquisitions
and divestitures. Processes for managing data security throughout its life cycle are
continuously improved. Automated incident prediction systems are in place, and
security incidents are effectively managed.

4 Use Case: Applying the Proposed Framework for IT
Security Management and Governance (ISMGO)

The framework proposed in Table 2 was applied to the IT department of a large leading
of the port sector in Morocco. The organization manages more than 30 ports and sites
with more than 1000 users. The information system department comprises a staff of 40
people of different profiles. The audit questionnaire consists of 100 questions divided
into different objectives and control of the information security governance inspired by
best practice guides ISO 27001 [17] and OWASP [18]. Each item is assigned a
weighting coefficient on the effectiveness of the rule of the reference system to which
the question relates regarding risk reduction. After the validation of the Questionnaire,
the chosen answers were introduced in the software maturity framework that was used
to allow the automation of the processing and to determine the maturity score. The
treatment consists of calculating a weighted average of the scores obtained according to
the chosen responses and the efficiency coefficient. The result is a numerical result (O to
5 or expressed as a percentage) representing the level of security (maturity) of the
audited IS.

4.1 Conducting Assessments

Scoring an organization using the evaluation spreadsheets is simple. After answering
questions, assess the answer column to determine the score. Insurance programs may
not always consist of activities that fall carefully over a limit between maturity levels.

An organization will receive credit for the different levels of work it has performed
in practice. The score is fractional to two decimal places for each practice and one
decimal for a response. Questions were also changed from Yes/No to four options
related to maturity levels. Anyone who completed the assessment discussed whether to
report a yes or no answer when it is honestly something in between.
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Table 2. Target objectives of phase 1 (Months 0-6) to achieve the target maturity level

Governance functions

Target goals (Months 0-6)

Information security governance
strategy and metrics

Technical asset security management

Information service and data security
management

Vulnerability and risk management

Information security governance
control/compliance/continuity
management

- Establish and maintain of assurance and
protection program roadmap

- Classify applications and information based on
business-risk

- Ensure data owners and appropriate security
levels are defined

- Derive security requirements from business
functionality

- Ensure asset management system and process for
hardware and software

- Identify, inventory and classify all assets needed
for data management

- Define and maintain appropriate security levels
- Ensure that Standards are implemented on all
machines, has current definitions and appropriate
settings

- Ensure users are periodically informed of unit
virus prevention policies

- Ensure documented control processes are used
to ensure data integrity and accurate reporting

- Ensure periodic system self-assessments/risk
assessments, and audits are performed

- Ensure identification and monitoring of external
and internal compliance factors

The toolbox worksheet contains contextual answers for each question in the
assessment. The formulas in the toolbox will average the answers to calculate the score
for each practice, a loop average for each business function and an overall rating. The
toolkit also features dashboard graphics that help to represent the current score and can
help show program improvements when the answers to the questions change. An
example of an evaluation calculation can be found in Appendix Al (Fig. 2).

Few/S

At )
Many/
Least
Half u Rost

Fig. 2. Assessment score
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4.2 Assessing Capability Maturity

The framework’s assessment tool provides a granular and focused view of an orga-
nization’s current maturity state for each SPO, desired or target maturity state for each
SPO, and importance attributed to each SPO. These maturity and significance scores
are primarily determined by an online survey undertaken by the organization’s key IT
and business stakeholders. The survey typically takes each assessment participant 20 to
30 min to complete, and the data collected can be augmented by qualitative interview
insights that focus on issues such as key information-security related business priori-
ties, successes achieved, and initiatives taken or planned. The assessment provides
valuable insight into the similarities and differences in how key stakeholders view both
the importance and maturity of individual SPOs, as well as the overall vision for
success. Figure 3 shows the results of an organization’s ISMGO capability maturity
assessment, outlining its current and target SPO maturity across all 22 SPOs. For each
SPO, the maturity results are automatically generated by the proposed assessment tool,
based on averaging the survey participants