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Preface

Welcome to the Proceedings of the 8th International Conference on Innovations in
Bio-Inspired Computing and Applications (IBICA 2017). IBICA 2017 was orga-
nized in conjunction with 13th International Conference on Information Assurance
and Security (IAS 2017). Conferences were held at Mogador Hotels & Resorts,
Marrakech, Morocco, during December 11–13, 2017. IBICA–IAS 2017 confer-
ences are jointly organized by the Machine Intelligence Research Labs (MIR Labs),
USA, and Faculty of Sciences and Techniques, Hassan 1st University, Settat,
Morocco.

The aim of IBICA is to provide a platform for world research leaders and
practitioners, to discuss the “full spectrum” of current theoretical developments,
emerging technologies, and innovative applications of bio-inspired computing.
Bio-inspired computing is currently one of the most exciting research areas, and it is
continuously demonstrating exceptional strength in solving complex real-life
problems.

The themes of the contributions and scientific sessions range from theories to
applications, reflecting a wide spectrum of the coverage of bio-inspired computing,
intelligent systems, and its applications. IBICA 2017 received submissions from
over 18 countries, and each paper was reviewed by at least 5 reviewers in a standard
peer-review process. Based on the recommendation by 5 independent referees,
finally 33 papers were accepted for publication in the proceedings published by
Springer-Verlag.

Many people have collaborated and worked hard to produce a successful IBICA
2017 conference. First and foremost, we would like to thank all the authors for
submitting their papers to the conference, for their presentations and discussions
during the conference. Our thanks go to Program Committee members and
reviewers, who carried out the most difficult work by carefully evaluating the
submitted papers. Our special thanks to Oscar Castillo (Tijuana Institute of
Technology, Tijuana, Mexico) and Alexander Gelbukh (Instituto Politécnico
Nacional, Mexico City, Mexico) for the exciting plenary talks.
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We express our sincere thanks to special session chairs and organizing com-
mittee chairs for helping us to formulate a rich technical program.

Abdelkrim Haqiq
Ajith Abraham

IBICA 2017 - General Chairs
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Dynamic Parameter Adaptation Using Interval
Type-2 Fuzzy Logic in Bio-Inspired

Optimization Methods

Oscar Castillo(✉), Frumen Olivas, and Fevrier Valdez

Tijuana Institute of Technology, Calzada Tecnologico s/n, Tomas Aquino, 22379 Tijuana, Mexico
{ocastillo,fevrier}@tectijuana.mx, frumen@msn.com

Abstract. In this paper we perform a comparison of the use of type-2 fuzzy logic
in two bio-inspired methods: Ant Colony Optimization (ACO) and Gravitational
Search Algorithm (GSA). Each of these methods is enhanced with a methodology
for parameter adaptation using interval type-2 fuzzy logic, where based on some
metrics about the algorithm, like the percentage of iterations elapsed or the diver‐
sity of the population, we aim at controlling their behavior and therefore control
their abilities to perform a global or a local search. To test these methods two
benchmark control problems were used in which a fuzzy controller is optimized
to minimize the error in the simulation with nonlinear complex plants.

Keywords: Interval type-2 fuzzy logic · Ant Colony Optimization
Gravitational Search Algorithm · Dynamic parameter adaptation

1 Introduction

Bio-inspired optimization algorithms can be applied to most combinatorial and continuous
optimization problems, but for different problems need different parameter values, in order
to obtain better results. There are in the literature, several methods aim at modeling better
the behavior of these algorithms by adapting some of their parameters [18, 19], introducing
different parameters in the equations of the algorithms [4], performing a hybridization with
other algorithm [17], and using fuzzy logic [5–9, 14, 16].

In this paper a methodology for parameter adaptation using an interval type-2 fuzzy
system is presented, where on each method a better model of the behavior is used in
order to obtain better quality results.

The proposed methodology has been previously successfully applied to different bio-
inspired optimization methods like BCO (Bee Colony Optimization) in [1], CSA
(Cuckoo Search Algorithm) in [3], PSO (Particle Swarm optimization) in [5, 7], ACO
(Ant Colony Optimization) in [6, 8], GSA (Gravitational Search Algorithm) in [9, 16],
DE (Differential Evolution) in [10], HSA (Harmony Search Algorithm) in [11], BA (bat
Algorithm) in [12] and in FA (Firefly Algorithm) in [15].

The algorithms used in this research are ACO (Ant Colony Optimization) from [8]
and GSA (Gravitational Search Algorithm) from [9], each one with dynamic param‐
eter adaptation using an interval type-2 fuzzy system. Fuzzy logic proposed by Zadeh

© Springer International Publishing AG, part of Springer Nature 2018
A. Abraham et al. (Eds.): IBICA 2017, AISC 735, pp. 1–12, 2018.
https://doi.org/10.1007/978-3-319-76354-5_1
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in [20–22] help us to model a complex problem, with the use of membership func‐
tions and fuzzy rules, with the knowledge of a problem from an expert, fuzzy logic
can bring tools to create a model and attack a complex problem.

The contribution of this paper is the comparison between the bio-inspired methods
which use an interval type-2 fuzzy system for dynamic parameter adaptation, in the
optimization of fuzzy controllers for nonlinear complex plants. The adaptation of
parameters with fuzzy logic helps to perform a better design of the fuzzy controllers,
based on the results which are better than the original algorithms.

2 Bio-Inspired Optimization Methods

ACO is a bio-inspired algorithm based on swarm intelligence of the ants, proposed by
Dorigo in [2], where each individual helps each other to find the best route from their
nest to a food source. Artificial ants represent the solutions to a particular problem, where
each ant is a tour and each node is a dimension or a component of the problem. Biological
ants use pheromone trails to communicate to other ants which path is the best and the
artificial ant tries to mimic that behavior in the algorithm.

Artificial ants use probability to select the next node using Eq. 1, where with this
equation calculate the probability of an ant k to select the node j from node i.

Pk

ij
=

[
𝜏ij

]𝛼[
𝜂ij

]𝛽
∑

l
∈ Nk

i

[
𝜏il

]𝛼[
𝜂il

]𝛽 , if j ∈ Nk

i (1)

The components of Eq. 1 are: Pk is the probability of an ant k to select the node j from
node i, τij represents the pheromone in the arc that joins the nodes i and j and ηij repre‐
sents the visibility from node i to node j, with the condition that node j must be in the
neighborhood of node i. Also like in nature the pheromone trail evaporates over time, and
the ACO algorithm uses Eq. 2 to simulate the evaporation of pheromone in the trails.

𝜏ij ← (1 − 𝜌)𝜏ij, ∀(i, j) ∈ L (2)

The components of Eq. 2 are: τij representing the pheromone trail in the arc that joins
the nodes i and j, ρ represents the percentage of evaporation of pheromone, and this
equation is applied to all arcs in the graph L.

There are more equations for ACO, but these two equations are the most important
in the dynamics of the algorithm, also these equations contain the parameters used to
model a better behavior of the algorithm using an interval type-2 fuzzy system.

GSA proposed by Rashedi in [13], is a population based algorithm that uses laws of
physics to update its individuals, more particularly uses the Newtonian law of gravity
and the second motion law. In this algorithm each individual is considered as an agent,
where each one represent a solution to a problem and each agent has its own mass and
can move to another agent. The mass of an agent is given by the fitness function, agents
with bigger mass are better. Each agent applies some gravitational force to all other
agents, and is calculated using Eq. 3.

2 O. Castillo et al.



Fd

ij
(t) = G(t)

Mpi(t) × Maj(t)

Rij(t) + 𝜀
(xd

j
(t) − xd

i
(t)) (3)

The components of Eq. 3 are: Fd
ij
 is the gravity force between agents i and j, G is the

gravitational constant, Mpi is the mass of agent i or passive mass, and Maj is the mass of
agent j or active mass, Rij is the distance between agents i and j, ε is an small number used

to avoid division by zero, xd
j
 is the position of agent j and xd

i
 is the position of agent j.

The gravitational force is used to calculate the acceleration of the agent using Eq. 4.

ad

i
(t) =

Fd
i
(t)

Mii(t)
(4)

The components of Eq. 4 are: ad
i
 is the acceleration force of agent i, Fd

i
 is the gravi‐

tational force of agent i, and Mii is the inertial mass of agent i.
In GSA the gravitational constant G from Eq. 3, unlike in real life here it can be

variable and is given by Eq. 5.

G(t) = G
−𝛼 t∕T

0 (5)

The components of Eq. 5 are: G is the gravitational constant, G0 is the initial gravi‐
tational constant, α is a parameter defined by the user of GSA and is used to control the
change in the gravitational constant, t is the actual iteration and T is the total number of
iterations. To control the elitism GSA uses Eq. 6 to allow only the best agents to apply
their force to other agents, and in initial iterations all the agents apply their force but
Kbest will decrease over time until only a few agents are allowed to apply their force.

Fd

i
(t) =

∑
j∈Kbest,j≠1

randiF
d

ij
(t) (6)

The components of Eq. 6 are: Fd
i
 is the new gravity force of agent i, Kbest is the

number of agents allowed to apply their force, sorted by their fitness the best Kbest agent
can apply their force to all other agents, in this equation j is the number of dimension of
agent i.

3 Methodology for Parameter Adaptation

The optimization methods involved in this comparison have dynamic parameter adap‐
tation using interval type-2 fuzzy systems, and each of these adaptations are described
in details for ACO in [8] and for GSA in [9]. The way in which this adaptation of
parameters was performed is as follows: first a metric about the performance of the
algorithms needs to be created, in this case the metrics are a percentage of iteration
elapsed described by Eq. 7 and the diversity of individuals described by Eq. 8, then after
the metrics are defined we need to select the best parameters to be dynamically adjusted,
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and this was done based on experimentation with different levels of all the parameters
of each optimization method.

Iteration =
Current Iteration

Maximum of Iterations
(7)

The components of Eq. 7 are: Iteration is a percentage of the elapsed iterations,
current iteration is the number of elapsed iterations, and maximum of iterations is the
total number iterations set for the optimization algorithm to find the best possible
solution.

Diversity(S(t)) =
1
ns

ns∑
i=1

√√√√
nx∑

j=1

(
xij(t) − x̄j(t)

)2
(8)

The components of Eq. 8 are: Diversity(S) is a degree of dispersion of the population
S, ns is the number of individuals in the population S, nx is the number of dimensions in
each individual from the population, xij is the j dimension of the individual i, tested xj is
the j dimension of the best individual in the population. After the metrics are defined
and the parameters selected, a fuzzy system is created to adjust just one parameter, and
with this obtain a fuzzy rule set to control this parameter, and for all the parameters we
need to do the same, and at the end only one fuzzy system will be created to control all
the parameters at the same time combining all the created fuzzy systems. The proposed
methodology for parameter adaptation is illustrated in Fig. 1, where it has the optimi‐
zation method, which has an interval type-2 fuzzy system for parameter adaptation.

Fig. 1. General scheme of the proposal for parameter adaptation

Figure 1 illustrates the general scheme for parameter adaptation, in which the bio-
inspired optimization algorithm is evaluated by the metrics and these are used as inputs
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for the interval type-2 fuzzy system, which will adapt some parameters of the optimi‐
zation algorithm based on the metrics and the fuzzy rules. Then this method with param‐
eter adaptation will provide the parameters or solutions for a problem, in this case the
parameters for the fuzzy system used for control. The final interval type-2 fuzzy systems
for each optimization method are illustrated in Figs. 2 and 3 respectively, for ACO and
GSA correspondingly. Each of these fuzzy systems has iteration and diversity as inputs,
with a range from 0 to 1 using the Eqs. 7 and 8 correspondingly to each input, and two

Fig. 2. Interval type-2 fuzzy system for parameter adaptation in ACO

Fig. 3. Interval type-2 fuzzy system for parameter adaptation in GSA
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outputs but these differs from each optimization method because each one has its own
parameters to be dynamically adjusted.

The interval type-2 fuzzy system from Fig. 2 has two inputs and two outputs, the
inputs are granulated into three type-2 triangular membership functions and the outputs
into five type-2 triangular membership functions, and nine rules, in this case the param‐
eters to be dynamically adjusted over the iterations are α (alpha) and ρ (rho) from
Eqs. 1 and 2 respectively, both with a range from 0 to 1.

The interval type-2 fuzzy system from Fig. 3 has iteration and diversity as inputs
with three type-2 triangular membership functions and two outputs, which are the
parameters to be adjusted in this case, α (alpha) with a range from 0 to 100 and Kbest
from 0 to 1, each output is granulated into five type-2 triangular membership functions
with a fuzzy rule set of nine rules. The parameters α (alpha) and Kbest are from Eqs. 5
and 6 respectively.

4 Problems Statement

The comparison of ACO and GSA is through the optimization of a fuzzy controller from
two different non-linear complex plants, where these two problems use a fuzzy system
for control. The first problem is the optimization of the trajectory of an autonomous
mobile robot and the objective is to minimize the error in the trajectory, the robot has
two wheeled motors and one stabilization wheel, it can move in any direction. The
desired trajectory is illustrated in Fig. 4, where first the robot must start from point (0,
0) and it needs to follow the reference using the fuzzy system from Fig. 5 as a controller.
The reference illustrated in Fig. 4 helps in the design of a good controller because it uses
only nonlinear trajectories, to assure that the robot can follow any trajectory.

Fig. 4. Trajectory for the autonomous mobile robot
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Fig. 5. Fuzzy controller for the autonomous mobile robot

The fuzzy system used for control illustrated in Fig. 5, and uses the linear and angular
errors to control the motorized wheels of the robot. In this problem the optimization
methods will aim at finding better parameters for the membership functions, using the
same fuzzy rule set. The second problem is the automatic temperature control in a
shower, and the optimization method will optimize the fuzzy controller illustrated in
Fig. 6, which will try to follow the flow and temperature references. The fuzzy system
used as control is illustrated in Fig. 6 and has two input variables, temperature and flow;
a fuzzy rule set of nine rules and two outputs cold and hot is presented. The fuzzy system

Fig. 6. Fuzzy controller for the automatic temperature control in a shower
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uses the inputs and with the fuzzy rules to control the open-close mechanism of the cold
and hot water.

5 Simulations, Experiments and Results

The optimization methods were applied to the optimization of the membership functions
of the fuzzy system used as controllers for the two problems described in Sect. 4. Using
the parameters from Table 1, each method was applied to both problems. In the case of
the problem of the trajectory of an autonomous mobile robot there are 40 points to be
search for all the membership functions, and in the problem of the automatic temperature
control in a shower there are 52 points. The methods to be compared are: the original
ACO method, ACO with parameter adaptation, original GSA method and GSA with
parameter adaptation.

Table 1. Parameters for each optimization method

Parameter Original
ACO

ACO with parameter
adaptation

Original GSA GSA with parameter
adaptation

Population 30 30 30 30
Iterations 50 50 50 50
α (Alpha) 1 Dynamic 40 Dynamic
β (Beta) 2 2
ρ (Rho) 0.1 Dynamic
Kbest Linear decreasing

from 100% to 2%
Dynamic

G0 100 100

The parameters from Table 1 are a challenge for the optimization methods, because
there are only 50 iterations to found the best possible fuzzy controller for each problem.
This is a good manner to show the advantages of the proposed methodology for param‐
eter adaptation using an interval type-2 fuzzy system. Table 2 contains the results of
applying all the optimization methods to the optimization of the fuzzy controller for an
autonomous mobile robot, the average is from 30 experiments (with Mean Square Error
(MSE)) and results in bold are best, the 30 experiments means that each method was

Table 2. Results of the simulations with the robot problem

MSE Original
ACO

ACO with parameter
adaptation

Original
GSA

GSA with parameter
adaptation

Average 0.4641 0.0418 36.4831 15.4646
Best 0.1285 0.0048 10.4751 3.2375
Worst 0.9128 0.1276 76.0243 30.8511
Standard
deviation

0.2110 0.0314 15.8073 8.6371
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applied to the fuzzy controller optimization for 30 times resulting in 30 different fuzzy
controllers for each method.

From Table 2 the optimization method that obtains better results is ACO with
parameter adaptation using the proposed methodology with an interval type-2 fuzzy
system, also it can be seen that the results of GSA with parameter adaptation are better
that the original GSA, but ACO is better. The results in Table 3 are from applying all
the methods to optimize the fuzzy controller for the automatic temperature control in a
shower, the average is from 30 experiments (with the Mean Square Error (MSE)) and
also the results in bold are best, same as the first problem the 30 experiments means that
each method was applied to the optimization of the fuzzy controller and obtaining 30
different fuzzy controller for each method.

Table 3. Results of the simulations with the shower problem

MSE Original
ACO

ACO with parameter
adaptation

Original
GSA

GSA with parameter
adaptation

Average 0.6005 0.4894 3.8611 0.1151
Best 0.5407 0.3980 1.9227 0.0106
Worst 0.9036 0.5437 6.5659 0.3960
Standard
deviation

0.0696 0.0378 1.0860 0.0913

From the results in Table 3 in this case GSA with parameter adaptation using the
proposed methodology using an interval type-2 fuzzy system can obtains better results
than the other methods. Also it can be seen that ACO with parameter adaptation can
obtain better results than the original ACO method and the original GSA method.

6 Statistical Comparison

The Z-test is a tool to prove that the methods with parameter adaptation can obtain on
average better results than its counterparts the original methods, also to know what
method is better on certain problem by comparing its results with all of the other
methods. The comparison between the methods is using the statistical test Z-test, using
the parameters from Table 4 and the results of the comparisons are in Tables 5 and 6 for
the robot and shower problems, respectively.

Table 4. Parameters for the statistical Z-test

Parameter Value
Level of significance 95%
Alpha (α) 5%
Alternative hypothesis (Ha) μ1 < μ2 (claim)
Null hypothesis (H0) μ1 ≥ μ2

Critical value −1.645
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Table 6. Results of the Z-test for comparison in the shower problem

μ2

μ1

Original ACO ACO with parameter
adaptation

Original GSA GSA with parameter
adaptation

Original ACO 7.6813 −16.4115 23.1516
ACO with
parameter
adaptation

−7.6813 −16.9950 20.7332

Original GSA 16.4115 16.9950 18.8264
GSA with
parameter
adaptation

−23.1516 −20.7332 −18.8264

The results in Table 5 are using the parameters in Table 4 for the Z-test, where it
claims that a method (μ1) has on average better results (we are comparing errors, so
minimum is better) than the other method (μ2), in Tables 5 and 6 the first column corre‐
spond to the methods as μ1 and the first row correspond to the methods as μ2, also we
are not comparing the same method with itself, results in bold means that there are
enough evidence to reject the null hypothesis.

From the results in Table 5, which correspond to the optimization of a fuzzy
controller for the trajectory of an autonomous mobile robot, there is enough evidence
that ACO method with parameter adaptation can obtain on average better results than
all of the other methods. There is enough evidence that the original ACO method can
obtain on average better results than the original GSA and GSA with parameter adap‐
tation. There is also enough evidence that GSA with parameter adaptation can obtain
on average better results than the original GSA method.

From the results in Table 6, which correspond to the optimization of a fuzzy
controller for the automatic temperature control in a shower, there is enough evidence
that GSA with parameter adaptation can obtain on average better results than all of the
other methods. There is enough evidence that ACO with parameter adaptation can obtain
on average better results than the original ACO method and the original GSA method.
There is also enough evidence that the original ACO method can obtain on average better
results than the original GSA method.

Table 5. Results of the Z-test for comparison in the robot problem

μ2

μ1

Original ACO ACO with parameter
adaptation

Original GSA GSA with parameter
adaptation

Original ACO 10.8415 −12.4795 −9.5098
ACO with
parameter
adaptation

−10.8415 −12.6269 −9.7803

Original GSA 12.4795 12.6269 6.3911
GSA with
parameter
adaptation

9.5098 9.7803 −6.3911
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7 Conclusions

The optimization of a fuzzy controller is a complex task, because require the search of
several parameters in infinite possibilities in the range of each input or output variables.
The bio-inspired optimization methods help in the search because is guided by some
kind of intelligence, from swarm intelligence or from laws of physics and can make a
better search of parameters. With the inclusion of a fuzzy system in this case an interval
type-2, the bio-inspired methods can search even in a better way, because is guided by
the knowledge of an expert system that model a proper behavior in determined states of
the search, in the beginning improves the global search or exploration of the search space
and in final improves the local search or the exploitation of the best area found so far of
the entire search space. From the results with the MSE there is clearly that ACO with
parameter adaptation has the best results in the robot problem, and GSA with parameter
adaptation has the best results in the shower problem, but with the statistical test it
confirm these affirmations. The statistical comparison shows that the methods with
parameter adaptation are better than their counterparts the original methods. Also ACO
is a better method with the robot problem, but GSA is better in the shower problem.
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Abstract. The open nature of wireless medium, low processing power, wireless
connectivity, changing topology, limited resources and hostile deployment of
nodes makes WSN easy for outsider attackers to interrupt the legitimate traffic.
This leads to various types of security threats among them active black hole
attack in which all received data packets are dropped immediately after giving
false routing information in order to attract the traffic towards itself. It is a denial
of service attacks effective on the network layer. In this paper Black hole attack
has being simulated on AODV routing protocol and a method called idsAODV
has being tested by controlling in the “recvReply” function of AODV routing
protocol if the RREP (Route Reply) message is arrived for itself. If it did not, the
node forwards the message to its neighbor nodes, and if it did the RREP
function is changed by RREP caching mechanism to identify the faked RREP
message coming from malicious node. The simulation result shows that by using
this method in WSN environment the packet loss was reduced under promis-
cuous mode.

Keywords: WSNs � AODV � IDS (intrusion detection system)
RREQ (route request) � RREP (route reply) � Black hole attack
Security attack � NS2.35

1 Introduction

Wireless sensor network is a typical network which has positive and negative points like
other technologies. It is composed by nodes which are characterized by low energy
constrained, low cost and low power. Multi-hop routes are needed to relay data from the
monitored region to one or more gateway nodes to collect and transmit environmental
data in an autonomous manner and in large scale to build a global view of this monitored
region [1]. These relations between nodes are restricted to their communication range
which allows them to connect each other to the destination node and subsequently their
links to other nodes can be modified because of mobility that often changes the network
topology, but due to these inherent characteristics like insecure communication, com-
mon transmission medium, broadcasting mechanism and simplicity of routing protocol
helps the adversary to interrupt the network by simply being within radio range which
can help this adversary node to intercept the transmitted data and afterwards, it can
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access to the network and transform the routing protocol by making the network prone
to many types of attacks that targets different layers in OSI model [16] and interrupt the
network operations through mechanisms such as data fabrication, selective forwarding,
and packet drops which is the case of our black hole attack. Meanwhile, the physical
layer, Mac layer and network layer plays a major role in routing mechanism of ad hoc
networks [2, 3]. Therefore, for sensor node application, transport layer protocols can
provide session control and reliability. This last is especially needed when the system
plans to be accessed through internet. Moreover, in the network layer the variety of
attacks differs either by adding or by modifying some parameters of routing message;
such as hop count or sequence number or by not forwarding the packets. Thus, in the
case of black hole attack, the adversary node attract the neighbor node by using greater
sequence number, less hop and false route reply and never broadcasts the received
RREQ as it is required by route discovery process in the AODV routing protocol for
example. To do this, the black hole node announces itself that it has the most recent
route to the destination. So Source node sends packets passing by this node and that
node immediately drops them which fool the source node. This results in reduction of
packet delivery ratio; because the intruder has to disable the send which is mentioned
before by not broadcasting the RREQs that receives from the intermediate nodes. Thus,
in this type of network each node has to listen the packets transmitted by its own
neighbor nodes and black hole attack snoops on its neighbor to find which node is
preparing to send this RREQ, in this way the black hole node propagates a RREP for any
received RREQ pretending that it has a direct path to the destination [6, 7]. Many
wireless routing protocols such as DSDV, DSR, HWMP, and AODV are vulnerable to
this type of attacks. To summarize other existing attacks which target different layer of
nodes in WSN, Table 1 shows these attacks.

Table 1. Different attacks existing in WSN [2–4]

Attacks Corresponding
layer

Denial of service, tampering, radio interference, physical capture Physical layer
Unfair attacks, energy depletion, jamming, collision, traffic
manipulation, exhaustion, unfairness

Data link layer

Message altering or false message, modification and replication on
routing information, information disclosure, sinkhole attack, gray hole
attack, selective forwarding attack, sybil attack, wormhole, hello flood
attack, sending data to node out transmission range, neglect and greed,
homing, misdirection

Network layer

Running out of memory, not synchronized attack, session hijacking,
packet injection attack, jellyfish attack

Transport layer
attack

Data gathering, task distribution, target tracking, repudiation, attacks on
reliability, aggregation based attacks

Application layer
attacks
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In WSN environment especially in hostile deployment where human control is not
always present, this type of network can be easily compromised for example by cap-
turing a signal at any time, or by compromising a node in the network that remains the
most damaging attack in WSN. In this way, attacks in WSN are classified as active,
passive external and internal. In the active attack, the attacker exploits the wicked
environment link in the security protocol to project attacks like replaying attack or
packet modification, snooping, eaves dropping, traffic analysis, monitoring, etc. In
passive attack, the access to information is obtained by the attacker without being
detected such as wormhole, black hole, gray hole, information disclosure, resource
consumption, routing attacks.

This last, is among the most difficult attacks to detect. In the other hand the external
attacker is represented by external attacker node which has no rights to access the
network and in the case of internal attack, the attacker deploys malicious node to
compromise the sensor nodes and gets control of the network in order to takes
authorization to access the network [3]. Consequently, the security goals in WSN can
also be classified into four categories, namely Confidentiality, integrity, authentication
and availability (CIAA). Hence, to transmit data securely between sensor nodes, secure
communication is mandatory for this type of network. This work focus especially on
the black hole attack launched by adversaries on AODV routing protocol which occurs
in the network layer on wireless sensor networks and also an existing method which are
called IDS has been tested in this work to mitigate the effect of this threat. We have
taken three scenarios in our experiment which is created by 25 nodes. Firstly, we
simulated sensor network without black hole attack and in second scenario, we laun-
ched black hole attack with different number of malicious node i.e. from 1 to 5 in order
to observe the impact of malicious nodes in the network’s performance especially on
packet loss. Finally, we tested the proposed technique to evaluate the network’s per-
formance. The simulation results show that the proposed technique is able to reduce the
impact of black hole attack in sensor network. This last will be against parameters such
as packet loss, average throughput, average energy consumption, end-to-end delay
under various scenarios based on NS2 simulator.

2 Related Work

The most important IDS systems can be classified into two categories: network-based
detection (NIDS) and host-based intrusion detection.

In the former, malicious actions and attacks are done with the help of neighboring
nodes by their cooperation between each other. In the latter, data is collected through
the log’s files of the Hope Rating System that runs on the node.

Many researchers have suggested various protocols with higher safety to defend
WSN against security attacks. However, each attack has specific defense objects, and is
unable to defend against particular attacks. Table 2 shows different proposed preven-
tions against Black hole attack proposed by researchers.
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Table 2. Literature summary table

Title Objective Methods Description
Sheela et al.
[7]

Detecting black hole
attacks in wireless
sensor networks using
mobile agent

The primary goal of
agent is to detect the
black hole nodes by
giving information of
one node to its
neighboring nodes in
the network

This method requires
transmission of
redundant copies of a
packet from each
source node (SN)

Karakehayov
[8]

Using REWARD to
detect team black-hole
attacks in wireless
sensor networks

REWARD to
(Receive, Watch,
Redirect). This
approach with the
help of two broadcast
messages; MISS and
SAMBA to identify
Black Hole nodes

This technique is very
expensive – for a
network with n black
hole nodes

Lou et al. [9] H-SPREAD: a hybrid
multipath scheme for
secure and reliable
data collection in
wireless sensor
networks

(H-SPREAD) to
improve both security
and reliability. The
new scheme is based
on a distributed
N-to-1 multipath
discovery protocol
which is able to find
multiple node-disjoint
paths from every
sensor node to the
base station
simultaneously in one
route discovery
process

The proposed
multipath discovery
protocol is very
efficient, with less
than one message per
path found

Weerasinghe
et al. [10]

Preventing
cooperative black hole
attacks in mobile ad
hoc networks

DRI (Data Routing
Information) is used
to keep track of past
routing experience
among mobile nodes
in the network and
crosschecking of
RREP messages from
intermediate nodes by
source nodes

The main drawback of
this technique is that
mobile nodes have to
maintain an extra
database

Banerjee et al.
[11]

Detection/removal of
cooperative black and
gray hole attack in
mobile ad-hoc
networks

This mechanism is
capable of detecting
and removing the
malicious nodes
launching these two
types of attacks

False positive may
occur in this
mechanism and the
algorithm may report
that a node is
misbehaving, when in
fact it is not

(continued)
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Table 2. (continued)

Title Objective Methods Description
Marti et al.
[12]

Mitigating routing
misbehavior in mobile
ad hoc networks

Watchdog and
Pathrater use
observation-based
techniques to detect
misbehaving nodes,
and report observed
misbehavior back to
the source of the
traffic

This technique is
imperfect due to
collision in routes,
limited transmission
power and partial
dropping

Sasikala and
Vallinayagam
[14]

Secured intrusion
detection system in
mobile ad hoc
network using
RAODV

In this proposed
Intrusion Detection
algorithm used the
protocols RAODV
and AODV for
measuring the
efficiencies of the
network security.
A trust relationship is
established based on a
dynamic evaluation of
the sender’s “secure
IP”. RAODV gives
the alarm to the
neighboring nodes
and also the
performance time is
increased when
compared with
AODV protocol.
In RAODV protocol
malicious nodes are
detected

The proposed
RAODV provides
better security to data
packets for sparse and
significant security for
denser medium. It
provides better
security compared to
other protocols like
AODV

Nasser and
Chen [15]

“Enhanced intrusion
detection system for
discovering malicious
nodes in mobile ad
hoc networks”

Introduction of
intrusion detection
system called
ExWatchdog. This
system is an extension
to the Watchdog by its
ability to discover
malicious nodes
which can partition
the network by falsely
reporting other nodes
as misbehaving

Compared to
Watchdog,
ExWatchdog
increases the
throughput by up to
11%. ExWatchdog
solves a fatal problem
of Watchdog

(continued)
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Table 2. (continued)

Title Objective Methods Description
Gurung and
Saluja [16]

Mitigating Impact of
Blackhole Attack in
MANET

ANB-AODV (Anti
Near
Blackhole-AODV) is
created to mitigate
black hole attack in
manet. In this
approach, when
sender broadcast the
RREQ packet, it will
wait for reply. The
source node will get
first reply from
malicious node
provided the
malicious node is near
to source node and
acquire the data
packet and it will not
forward the packet to
the destination

The proposed
approach is effective
in improving the
performance of the
network. When
ANB-AODV and
AFB-AODV protocol
is used then there is
decrease in the packet
loss thus improving
the performance of
network

Khamayseh
et al. [17]

A new protocol for
detecting black hole
nodes in ad hoc
networks

The proposed
protocol modifies the
behavior of the
original AODV by
including this
technique: Every node
is provided with a
data structure referred
as trust table. This
table is responsible for
holding the addresses
of the reliable nodes
and the RREP is
extended with an extra
field called trust field.
The source node
sends its data only if
the RREP is
propagated by a
reliable node.
Otherwise it waits for
further RREP

The main priority of
the protocol is to send
the data through
reliable route. The
protocol need to be
supported by a
technique to eliminate
the black hole node
from the network

Buchegger
and Boudec
[13]

performance analysis
of the CONFIDANT
protocol: cooperation
of nodes-fairness in
dynamic ad hoc
networks

CONFIDANT detects
misbehaving nodes by
means of observation
and more aggressively
informs other nodes of
this misbehavior
through reports sent
around the network

This scheme can be
beneficial for fast
misbehavior detection
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3 Technique of AODV-IDS

The flowchart shows that the algorithms for IDS-AODV will discard the first RREP
packet from malicious node which are fault node and choose second coming RREP
packet from destination, it also find another path to destination. Because, generally the
first route reply will be from the adversary which is black hole node with high desti-
nation sequence number (DSN) and is stored as the first entry in the RR-Table.

Then it compares the first destination sequence number with the source node
sequence number, and the node is malicious node, if there exist more difference
between them. So remove that entry from the RR-Table (Fig. 1).

Start

Wireless sensor network deploy-
ment

Initialization process

Check existence of DSN 
if it is greater than that of 

SSN

Discard entry from the RR-Table 
and store its NID in MN-ID

Data transmission step

End

Storing process in RR-Table 

(False) 

(True) 

Fig. 1. Flowchart of the existing algorithm
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4 Simulation Environment

The performance of AODV routing protocol in WSN is analyzed against parameters
such as packet loss, average throughput in kbps, energy in joule, end-to-end delay
under various scenarios using NS-2(v-2.35) simulator. Simulations are run on 10 seeds
and average of the obtained parameter values are used for final analysis and compar-
ison. An improved version of random waypoint model is used as the model of node
mobility. The chosen parameters for simulation are presented in Table 3.

5 Results and Discussions

A simulation study was performed to evaluate the performance of WSN in presence of
attacks using metrics such as packet loss, throughput, end to end delay and average
energy. Results in Figs. 2 and 3 have been obtained in existence of 5 attackers and IDS

Table 3. Experimental setup

Simulation time 200.0 s
Topology Mobile
Node placement Random
Terrain dimension 800 � 550
Antenna model OmniAntenna
Number of nodes 5, 10, 15, 20, 25
MAC layer 802.11
Routing protocols AODV, BLACKHOLEAODV, IDSAODV
Radio propagation model TwoRayGround
Traffic model Constant bit rate
Packet size 256
Traffic rate 0.1 mbps
Number of malicious nodes 0 to 10
Transmission range 250 m
Observation parameters PDF, end-to-end delay, throughput, energy
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technique was also used in presence of black hole attacker node to check the network’s
performance.

Figure 7 shows how the modified protocol IDSAODV decreases the number of
dropped packets compared to the original protocol AODV for a network attacked by
one black hole. As shown by Figs. 2 and 3 the number of dropped packets increases as
the number of malicious nodes increases from one to five, the black hole hole has the
chance to provide in more connections and to drop more packets, for this reason the
number of dropped packets keeps increasing.

The results show that throughput increases in the presence of Ids compared to
original protocol and it is clear from the graph in Figs. 4 and 5 that the performance of
the original protocol decreases dramatically when the network is attacked by a black
hole node.

Figure 6 shows the energy consumption which is proportional to the number of
nodes. Therefore, when the number of nodes increases, energy consumption decreases
automatically.

0

10

20

30

40

5 10 15 20 25Av
er
ag
e
En

er
gy

(jo
ul
e)

Nodes

Average Energy vs Nb of nodes

idsAODV with Blackhole a ack Normal AODV AODV with Blackhole a ack

Fig. 6. Impact of blackhole attack on the average energy.

0

500

1000

1500

2000

2500

5 10 15 20 25

Pa
ck
et

Lo
ss

Nodes

Packet loss vs Nb of nodes

Normal AODV AODV with Blackhole a ack idsAODV with Blackhole a ack

Fig. 7. Impact of blackhole attack on packet loss.

22 S. Akourmis et al.



6 Conclusion and Future Work

In this study an attempt has been made to find impact of malicious node in AODV
routing protocol in WSN environment under different density of node with number of
malicious attack. Result shows that packet loss and delay of normal AODV is much
better than AODV with malicious attack. Under malicious attack AODV drops more
packets with increase of number of attacks. It is concluded that performance of routing
protocol (AODV) degrades by introducing malicious nodes is increased under attack
and the throughput increases. To reduce the impact of this attack we have introduced
IDS solution which is a slightly modified version of AODV protocol. Based on the
results obtained, this solution can reduce the packet dropped in the network. The
advantage of using this approach is that IDSAODV has minimum modification in
AODV protocol and it does not need any additional overhead, and also the imple-
mentation does not make any modification in packet format. In future work, we will
investigate other types of attacks on network layer such as wormhole attack on AODV
protocol and we will try to find how we can reduce the effect of this attack on the
network, either by testing the same technique or by introducing another response
system and improve the performance of the network.
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Abstract. In this paper, an algorithm for searching the minimum spanning tree
(MST) in a network having trapezoidal fuzzy neutrosophic edge weight is
presented. The network is an undirected neutrosophic weighted connected graph
(UNWCG). The proposed algorithm is based on matrix approach to design the
MST of UNWCG. A numerical example is provided to check the validity of the
proposed algorithm. Next, a comparison example is made with Mullai’s algorithm
in neutrosophic graphs.

Keywords: Neutrosophic sets · Trapezoidal fuzzy neutrosophic sets
Score function · Neutrosophic graph · Minimum spanning tree

1 Introduction

In 1998, Smarandache [1] proposed the concept of neutrosophic set (NS) from the phil‐
osophical point of view, to represent uncertain, imprecise, incomplete, inconsistent, and
indeterminate information that are exist in the real world. The concept of neutrosophic
set generalizes the concept of the classic set, fuzzy set, and intuitionistic fuzzy set (IFS).
The major differences between the IFS and neutrosophic set (NS) are the structure of
the membership functions, the dependence of the membership functions, and the
constraints in the values of the membership functions. A NS has a triple-membership
structure which consists of three components, namely the truth, falsity and indetermi‐
nacy membership functions, as opposed to the IFS in which information is described by
a membership and non-membership function only. Another major difference is the
constraint between these membership functions. In a NS, the three membership func‐
tions are independent of one another and the only constraint is that the sum of these
membership functions must not exceed three. This is different from the IFS where the
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values of the membership and non-membership functions are dependent on one another,
and the sum of these must not exceed one. To apply the concept of neutrosophic sets
(NS) in science and engineering applications, Smarandache [1] initiated the concept of
single-valued neutrosophic set (SVNS). In a subsequent paper, Wang et al. [2], studied
some properties related to SVNSs. We refer the readers to [3, 11, 13–15] for more
information related to the extensions of NSs and the advances that have been made in
the application of NSs and its extensions in various fields. The minimum spanning tree
problem is one of well–known problems in combinatorial optimization. When the edge
weights assigned to a graph are crisp numbers, the minimum spanning tree problem can
be solved by some well-known algorithms such as Prim and Kruskal algorithm. By
combining single valued neutrosophic sets theory [1, 2] with graph theory, references
[6–9] introduced single valued neutrosophic graph theory (SVNGT for short). The
SVNGT is generation of graph theory. In the literature some scholars have studied the
minimum spanning tree problem in neutrosophic environment. In [4], Ye introduced a
method for finding the minimum spanning tree of a single valued neutrosophic graph
where the vertices are represented in the form of SVNS. Mandal and Basu [5] proposed
an approach based on similarity measure for searching the optimum spanning tree prob‐
lems in a neutrosophic environment considering the inconsistency, incompleteness and
indeterminacy of the information. In their work, they applied the proposed approach to
a network problem with multiple criteria. In another study, Mullai et al. [10] discussed
about the minimum spanning tree problem in bipolar neutrosophic environment.

The main purpose of this paper is to propose a neutrosophic version of Kruskal
algorithm based on the matrix approach for searching the cost minimum spanning tree
in a network having trapezoidal fuzzy neutrosophic edge weight [12].

The rest of the paper is organized as follows. Section 2 briefly introduces the concepts
of neutrosophic sets, single valued neutrosophic sets and the score function of trape‐
zoidal neutrosophic number. Section 3 proposes a novel approach for searching the
minimum spanning tree in a network having trapezoidal fuzzy neutrosophic edge length.
In Sect. 4, a numerical example is presented to illustrate the proposed method. In
Sect. 5, a comparative example with other method is provided. Finally, Sect. 6 presents
the main conclusions.

2 Preliminaries and Definitions

In this section, the concept of neutrosophic sets single valued neutrosophic sets and
trapezoidal fuzzy neutrosophic sets are presented to deal with indeterminate data, which
can be defined as follows.

Definition 2.1 [1]. Let 𝜉 be an universal set. The neutrosophic set A on the universal
set 𝜉 categorized in to three membership functions called the true TA(x), indeterminate
IA(x) and false FA(x) contained in real standard or non-standard subset of ]−0, 1+[ respec‐
tively.

−0 ≤ supTA(x) + supIA(x) + supFA(x) ≤ 3+ (1)
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Definition 2.2 [2]. Let 𝜉 be a universal set. The single valued neutrosophic sets (SVNs)
A on the universal 𝜉 is denoted as following

A =
{
< x: TA(x), IA(x), FA(x) > x ∈ 𝜉

}
(2)

The functions TA(x) ∈ [0. 1], IA(x) ∈ [0. 1] and FA(x) ∈ [0. 1] are named degree
of truth, indeterminacy and falsity membership of x in A, satisfy the following condition:

0 ≤ TA(x) + IA(x) + FA(x) ≤ 3 (3)

Definition 2.3 [12]. Let 𝜁 be a universal set and 𝜓 [0, 1] be the sets of all trapezoidal
fuzzy numbers on [0, 1]. The trapezoidal fuzzy neutrosophic sets (In short TrFNSs) 

⌣

A

on the universal is denoted as following:

⌣

A =

{
< x:

⌣

TA(x),
⌣

IA(x),
⌣

FA(x) >, x ∈ 𝜁

}
(4)

Where 
⌣

TA(x): 𝜁 → 𝜓[0, 1], 
⌣

IA(x): 𝜁 → 𝜓[0, 1] and 
⌣

FA(x): 𝜁 → 𝜓[0, 1]. The trape‐
zoidal fuzzy numbers

⌣

TA(x) =
(
T1

A
(x), T2

A
(x), T3

A
(x), T4

A
(x)

)
(5)

⌣

IA(x) =
(
I1

A
(x), I2

A
(x), I3

A
(x), I4

A
(x)

)
(6)

and
⌣

FA(x) =
(
F1

A
(x), F2

A
(x), F3

A
(x), F4

A
(x)

)
, respectively denotes degree of truth, inde‐

terminacy and falsity membership of x in 
⌣

A∀x ∈ 𝜁.

0 ≤ T4
A
(x) + I4

A
(x) + F4

A
(x) ≤ 3 (7)

Definition 2.4. [12]. Let 
⌣

A1 be a TrFNV denoted as
⌣

A1 = ⟨(t1, t2, t3, t4), (i1, i2, i3, i4), (f1, f2, f3, f4)⟩ Hence, the score function and the
accuracy function of TrFNV are denoted as below:

(i) s(
⌣

A1) =
1

12
[
8 + (t1 + t2 + t3 + t4) − (i1 + i2 + i3 + i4) − (f1 + f2 + f3 + f4)

]
(8)

(ii) H(
⌣

A1) =
1
4
[
(t1 + t2 + t3 + t4) − (f1 + f2 + f3 + f4)

]
(9)

In order to make a comparisons between two TrFNV, Ye [12], presented the order
relations between two TrFNVs.

Definition 2.5 [12]. Let 
⌣

A1 and 
⌣

A2 be two TrFNV defined on the set of real numbers.
Hence, the ranking method is defined as follows:
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i. If s(
⌣

A1) ≻ s(
⌣

A2), then 
⌣

A1 is greater than 
⌣

A2, that is, 
⌣

A1 is superior to 
⌣

A2, denoted by
⌣

A1 ≻
⌣

A2

If s(
⌣

A1) = s(
⌣

A2), and H(
⌣

A1) ≻ H(
⌣

A2) then 
⌣

A1 is greater than 
⌣

A2, that is, 
⌣

A1 is superior
to 

⌣

A2, denoted by 
⌣

A1 ≻
⌣

A2.

3 Minimum Spannig Tree Algorithm of TrFN- Undirected Graph

In this section, a neutrosophic version of Kruskal’s algorithm is proposed to handle
Minimum spanning tree in a neutrosophic environment and a trapezoidal fuzzy neutro‐
sophic minimum spanning tree algorithm, whose steps are described below:

Algorithm:

Input: The weight matrix M =
[
Wij

]
n×n

 for which is constructed for undirected
weighted neutrosophic graph (UWNG).

Step 1: Input trapezoidal fuzzy neutrosophic adjacency matrix A.

Step 2: Construct the TrFN-matrix into a score matrix 
[
Sij

]
n×n

 by using the score func‐
tion (8).
Step 3: Repeat step 4 and step 5 up to time that all nonzero elements are marked or in
another saying all (n−1) entries matrix of S are either marked or set to zero.
Step 4: There are two ways to find out the weight matrix M that one is columns-wise
and the other is row-wise in order to determine the unmarked minimum entries Sij,
besides it determines the weight of the corresponding edge eij in M.
Step 5: Set Sij = 0 else mark Sij provided that corresponding edge eij of selected Sij

generate a cycle with the preceding marked entries of the score matrix S.
Step 6: Construct the graph T including the only marked entries from the score matrix
S which shall be the desired minimum cost spanning tree of G.
Step 7: Stop.

4 Numerical Example

In this section, a numerical example of TrFNMST is used to demonstrate of the proposed
algorithm. Consider the following graph G = (V, E) shown Fig. 1, with fives nodes and
fives edges. The various steps involved in the construction of the minimum cost spanning
tree are described as follow:
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3

5

4

1

2

Fig. 1. A neutrosophic graph with TrFN edge weights

The TrFN- adjacency matrix A is written as follows:

=

⎡
⎢
⎢
⎢
⎢
⎣

0 e12 e13 e14 0
e12 0 0 e24 0
e13 0 0 e34 e35
e14 e24 e34 0 e45
0 0 e35 e45 0

⎤
⎥
⎥
⎥
⎥
⎦

Thus, using the score function, we get the score matrix:

Fig. 2. Score matrix

We observe that the minimum record 0.458 according to Fig. 2 is selected and the
corresponding edge (3, 4) is marked with red color. Repeat the procedure until the iter‐
ation will exist (Table 1).

Table 1. The values of edge weights

eij Edge weights
e12 < (0.2, 0.3, 0.5, 0.5), (0.1, 0.4, 0.4, 0.6), (0.1, 0.2, 0.3, 0.5) >
e13 < (0.3, 0.4, 0.6, 0.7), (0.1, 0.3, 0.5, 0.6), (0.2, 0.3, 0.3, 0.6) >
e14 < (0.4, 0.5, 0.7, 0.7), (0.1, 0.4, 0.4, 0.5), (0.3, 0.4, 0.5, 0.7) >
e24 < (0.4, 0.5, 0.6, 0.7), (0.3, 0.4, 0.6, 0.7), (0.2, 0.4, 0.5, 0.6) >
e34 < (0.1, 0.3, 0.5, 0.6), (0.4, 0.5, 0.6, 0.7), (0.3, 0.4, 0.4, 0.7) >
e35 < (0.4, 0.4, 0.5, 0.6), (0.1, 0.3, 0.3, 0.6), (0.1, 0.3, 0.4, 0.6) >
e45 < (0.3, 0.5, 0.6, 0.7), (0.1, 0.3, 0.4, 0.7), (0.3, 0.4, 0.8, 0.8) >
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According to the Figs. 3 and 4, the next non zero minimum entries 0.525 is marked
and corresponding edges (4, 5) are also colored.

0.458

0.592

0.6
3

0.525 

5

0.542
4

0.575

1

2

0.583

Fig. 3. An illustration of the marked edge

Fig. 4. Score matrix

0.458

0.592

0.6
3

0.525 

5

0.542
4

0.575

1

2

0.583

Fig. 5. An illustration of the marked edge (4, 5)

According to the Fig. 6, the next minimum non zero element 0.542 is marked
(Figs. 5 and 7).
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Fig. 6. Score matrix

4580.

0.592

0.6
3

0.525

5

4
0.575

1

2

0.583

0.542

Fig. 7. An illustration of the marked edge (2, 4)

According to the Fig. 8. The next minimum non zero element 0.575 is marked, and
corresponding edges (1, 2) are also colored (Fig. 9).

Fig. 8. Score matrix
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Fig. 9. An illustration of the marked edge (1, 2)
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According to the Fig. 10. The next minimum non zero element 0.583 is marked. But
while drawing the edges it produces the cycle. So we delete and mark it as 0 instead of
0.583.

Fig. 10. Score matrix

The next non zero minimum entries 0.592 is marked it is shown in the Fig. 11. But
while drawing the edges it produces the cycle. So we delete and mark it as 0 instead of
0.592.

Fig. 11. Score matrix

According to the Fig. 12. The next minimum non zero element 0.6 is marked. But
while drawing the edges it produces the cycle so we delete and mark it as 0 instead of
0.6.

Fig. 12. Score matrix

After the above steps, the final path of minimum cost of spanning tree of G is
portrayed in Fig. 13.

Based on the procedure of matrix approach applied to undirected neutrosophic graph.
hence, the crisp minimum cost spanning tree is 2, 1 and the final path of minimum cost
of spanning tree is {1, 2}, {2, 4}, {4, 3}, {4, 5}.
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5 Comparative Example

To demonstrate the rationality and effectiveness of the proposed method, a comparative
example with Mullai’s algorithm [10] is provided. Following the step of Mullai’s algo‐
rithm.

Iteration 1: Let C1 = {1} and C1 = {2, 3, 4, 5}
Iteration 2: Let C2 = {1, 2} and C2 = {3, 4, 5}
Iteration 3: Let C3 = {1, 2, 4} and C3 = {3, 5}
Iteration 4: Let C4 = {1, 2, 4, 3} and C4 = {5}

From the results of the iteration processes, the TrFN minimal spanning tree is:

3

5

4

1

2

Fig. 14. TrFN minimal spanning tree obtained by Mullai’s algorithm.

From the Fig. 14, it can be observed that the TrFN minimal spanning tree {1, 2}, {2,
4}, {4, 3}, {4, 5} obtained by Mullai’s algorithm, after deneutrosophication of edges’
weight, is the same as the path obtained by the proposed algorithm.

0.54

45
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0.52

5
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2

Fig. 13. Final path of minimum cost of spanning tree of G.
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The difference between the proposed algorithm and Mullai’s algorithm is that
Mullai’s algorithm is based on the comparison of edges in each iteration of the algorithm
and this leads to high computation whereas the proposed approach based on Matrix
approach can be easily implemented in Matlab.

6 Conclusion

In this paper, a new approach for searching the minimum spanning tree in a network
having trapezoidal fuzzy neutrosophic edge length is presented. The proposed algorithm
use the score function of TrFN number, then a comparative example is worked out to
illustrate the applicability of the proposed approach. In the next research paper, we can
apply the proposed approach to the case of directed neutrosophic graphs and other kinds
of neutrosophic graphs including bipolar neutrosophic graphs, and interval valued
neutrosophic graphs.

References

1. Smarandache, F.: Neutrosophy. Neutrosophic probability, set, and logic. In: ProQuest
Information & Learning, Ann Arbor, Michigan, USA (1998)

2. Wang, H., Smarandache, F., Zhang,Y., Sunderraman, R.: Single valued neutrosophic sets.
In: Multisspace and Multistructure, vol. 4, pp. 410–413 (2010)

3. Kandasamy, I.: Double-valued neutrosophic sets, their minimum spanning trees, and
clustering algorithm. J. Intell. Syst. 1–17 (2016). https://doi.org/10.1515/jisys-2016-0088

4. Ye, J.: Single valued neutrosophic minimum spanning tree and its clustering method. J. Intell.
Syst. 23, 311–324 (2014)

5. Mandal, K., Basu, K.: Improved similarity measure in neutrosophic environment and its
application in finding minimum spanning tree. J. Intell. Fuzzy Syst. 31, 1721–1730 (2016)

6. Broumi, S., Bakali, A., Talea, M., Smarandache, F., Kishore Kumar, P.K.: Shortest path
problem on single valued neutrosophic graphs. In: 2017 International Symposium on
Networks, Computers and Communications (ISNCC) (2017). (in press)

7. Broumi, S., Talea, M., Bakali, A., Smarandache, F.: Single valued neutrosophic graphs. J.
New Theory N 10, 86–101 (2016)

8. Broumi, S., Talea, M., Smarandache, F., Bakali, A.: Single valued neutrosophic graphs:
degree, order and size. In: IEEE International Conference on Fuzzy Systems (FUZZ), pp.
2444–2451 (2016)

9. Broumi, S., Smarandache, F., Talea, M., Bakali, A.: Decision-making method based on the
interval valued neutrosophic graph. In: Future Technologie, pp. 44–50. IEEE (2016)

10. Mullai, M., Broumi, S., Stephen, A.: Shortest path problem by minimal spanning tree
algorithm using bipolar neutrosophic numbers. Int. J. Math. Trends Technol. 46(N2), 80–87
(2017)

11. http://fs.gallup.unm.edu/NSS/
12. Ye, J.: Trapezoidal fuzzy neutrosophic set and its application to multiple attribute decision

making. In: Neural Computing and Applications (2014). https://doi.org/10.1007/
s00521-014-1787-6

34 S. Broumi et al.

http://dx.doi.org/10.1515/jisys-2016-0088
http://fs.gallup.unm.edu/NSS/
http://dx.doi.org/10.1007/s00521-014-1787-6
http://dx.doi.org/10.1007/s00521-014-1787-6


13. Zhang, C., Li, D., Sangaiah, A.K., Broumi, S.: Merger and acquisition target selection based
on interval neutrosophic multigranulation rough sets over two universes. In: Symmetry, vol.
9, no. 7, p. 126 (2017). https://doi.org/10.3390/sym9070126

14. Abdel-Basset, M., Mohamed, M., Sangaiah, A.K.: Neutrosophic AHP-delphi group decision
making model based on trapezoidal neutrosophic numbers. J. Ambient Intell. Hum. Comput.
1–17 (2017). https://doi.org/10.1007/s12652-017-0548-7

15. Abdel-Basset, M., Mohamed, M., Hussien, A.N., Sangaiah, A.K.: A novel group decision-
making model based on triangular neutrosophic numbers. Soft Comput. 1–15 (2017). https://
doi.org/10.1007/s00500-017-2758-5

Minimum Spanning Tree in Trapezoidal Fuzzy 35

http://dx.doi.org/10.3390/sym9070126
http://dx.doi.org/10.1007/s12652-017-0548-7
http://dx.doi.org/10.1007/s00500-017-2758-5
http://dx.doi.org/10.1007/s00500-017-2758-5


Differential Evolution Assisted MUD
for MC-CDMA Systems Using Non-orthogonal

Spreading Codes

Atta-ur-Rahman1(&), Kiran Sultan3, Nahier Aldhafferi2,
and Abdullah Alqahtani2

1 Department of Computer Science, College of Computer Science
and Information Technology (CCSIT), Imam Abdulrahman Bin Faisal

University, Dammam, Kingdom of Saudi Arabia
aaurrahman@iau.edu.sa

2 Department of Computer Information Systems, College of Computer Science
and Information Technology (CCSIT), Imam Abdulrahman Bin Faisal

University, Dammam, Kingdom of Saudi Arabia
{naldhafeeri,aamqahtani}@iau.edu.sa
3 Department of CIT, King Abdul Aziz University,

Jeddah, Kingdom of Saudi Arabia
kkhan2@kau.edu.sa

Abstract. In this paper, receiver optimization techniques are being investigated
into a Differential Evolution (DE) assisted Multiuser Detection scheme for a
synchronous, MC-CDMA system. In multiuser detection, the induced multiple
access interference (MAI) makes the detection very inefficient and critical.
However, the proposed system is less vulnerable to this issue in MC-CDMA
communication. In this proposed scheme, for sake of attaining frequency
diversity gain, Orthogonal Frequency Division Multiplexing (OFDM) has been
used. That is, same signal is transmitted over different sub-carrier frequencies
and these sub-carrier frequencies being adequately separated in frequency
domain, do not interfere with each other and hence end of the day capacity is
added up. Moreover, the role of Walsh (orthogonal but less practical) and Gold
spreading sequences (non-orthogonal) which are more practical in nature, is also
investigated and the results are demonstrated for different number of users
communicating at the same time. The proposed scheme can perform sufficiently
well with very low computational complexity compared to the optimum max-
imum likelihood (ML) detection scheme with increasing users.

Keywords: MC-CDMA � OFDM � MUD � BER � Differential evolution

1 Introduction

Traditional wireless access techniques are consisted of Frequency Division Multiple
Access (FDMA) [1], Time Division Multiple Access (TMDA) [1], Code Division
Multiple Access (CDMA) [2, 3], and Space Division Multiple Access (SDMA) [4, 5].
In these techniques the users are distinguished (separated or uniquely identified by) by
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means of different frequencies, time slots, signature code and operating antinna beam
resepectively. The MC-CDMA is a hybridization of Direct Sequence CDMA
(DS-CDMA) and Orthogonal Frequency Division Multiplexing (OFDM). The termi-
nology of hybrid CDMA comprises a group of techniques that combine two or more of
the above-mention spread spectrum techniques. One of these hybrid techniques, known
as Multicarrier CDMA (MC-CDMA), is of interest in recent many years. Parasad and
Hara [1] have given a wonderful overview of MC-CDMA system. Briefly, MC-CDMA
scheme may be classified into three major categories.

• Multi Tone CDMA (MT-CDMA) [1].
• MC-DS-CDMA [3].
• Frequency domain spreading MC-CDMA [4].

The common characteristic is these above mentioned techniques is that a spreading
code is used for spreading user’s signal either in time or in frequency domain and that
more than one carrier frequency is used for transmission. In this way one is not
obtaining the benefits of Spreading Spectrum but also the frequency diversity. In recent
years, several excellent hybrid CDMA schemes were proposed, for example the one by
Yang and Hanzo [9]. CDMA techniques have been standardized in the regime of
several second generations (2G) [12] and third generation (3G) mobile systems [3]. In
all the above-mentioned techniques, Multi-user detection (MUD) is critical process,
where induced multiple access interference (MAI) limits the efficiency. One way to
mitigate it, use of orthogonal spreading codes. This works well for less number of
users, but as the number of users go beyond limit, two problems arise. First, long
spreading codes are hard to find also they end up with high chip rate that may cause
more bandwidth than ever. Second, the orthogonality does not survive due to a number
channel hostilities. Evolutionary algorithms like Differential Evolution and Genetic
Algorithms have been widely used for solving various problems in communication
systems [13–24] over past many years. In this paper, a reduced complexity multiuser
detection scheme is proposed using Differential Evolution (DE) and for sake of
spreading the user data, non-orthogonal sequences are investigated (Gold sequences),
which are more practical. Rest of the paper is structured as follow. Section 2 discusses
the system model in detail, Sect. 3 presents the proposed dectection scheme, Sect. 4
presents the simulation results and Sect. 5 concludes the paper.

2 MC-CDMA System Model

In the proposed scheme the assumed MC-CDMA system model has M number of users
being communicating over the same channel. Rayleigh flat fading channel with known
Channel State Information (CSI) is considered for sake of experimentation. It is
assumed that all these users are simultaneously transmitting the data in a bit syn-
chronized fashion, that is a bit synchronous MC-CDMA. Each bit of each individual
user is being spread using different spreading codes each of length L chips. Now this
spread bit is modulated over a set of P frequencies which are assuming to be
orthogonal. Moreover, the spreading code for each frequency is different that’s they are
not frequency specific, so the signals are not only orthogonal in time domain but in
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frequency domain as well. Hence that dual orthogonality helps in separation and
demodulation of received composite signal. It also gives frequency diversity gain by
using Maximal Ratio Combining (MRC). Hence the total coding gain along each
frequency channel is added up and it will be a total of LP. So over here we need total of
P spreading codes with each of length L. Here x1;x2;x3; . . .::;xp are the modulating
frequencies being used. With the fact that all these frequencies are separated by
minimum 1/T interval so no overlap could occur. Hence the capacities will be added up
end of the day. Both time and frequency domain orthogonality works as a double edge
sword to fight with the impacts of noise and channel distortions. In this work, both
orthogonal and non-orthogonal types of codes are investigated in time domain namely
the Walsh Codes, and Gold Sequences, respectively. Since it is hard to find orthogonal
codes for excessive number of users and we needed here a total of MP codes with
length L. Figure 1 shows the transmitter model of MC-CDMA system.

A. Transmitter

In Fig. 1, the assumed bit-synchronous MC-CDMA system is depicted. Here M num-
bers of simultaneous users are communicating over the same channel. Observe in the

figure that the ith bit bðiÞ1 of the mth user is spread to P parallel subcarriers, each

conveying one of the P number of L-chip spreading signature sequences gðpÞ1 ðtÞ, p = 1, .
. ., P, each of which spans over (0, Tb) interval in time and we have Tb/Tc = L, where Tb
and Tc are the bit duration and chip duration, respectively. Each of P spreading sig-
natures is mapped onto a different frequency carrier. That makes the system orthogonal
in both time and frequency domains. In other words, a single-carrier system occupying
the same bandwidth as the multicarrier system considered would use a spreading sig-
nature having LP chips/bit, and both systems have a processing gain of LP.

Fig. 1. The transmitter model of MC-CDMA
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Hence, the transmitted signal of mth user associated with the pth subcarrier can be
expressed in an equivalent low pass representation is given in Eq. 1; composite signal
of mth user over all subcarriers can be represented by Eq. 2; composite signal of all
users over pth subcarrier can be represented by Eq. 3; and composite signal of all the
users over all the subcarriers can be represented by Eq. 4.

spmðtÞ ¼
ffiffiffiffiffiffiffiffiffiffi
2eb;m
P

r
gðpÞm ðtÞbðiÞm ejxpt ð1Þ

smðtÞ ¼
XP
p¼1

spmðtÞ ¼
XP
p¼1

ffiffiffiffiffiffiffiffiffiffi
2eb;m
P

r
gðpÞm ðtÞbðiÞm ejxpt ð2Þ

spðtÞ ¼
XM
m¼1

spmðtÞ ¼
XM
m¼1

ffiffiffiffiffiffiffiffiffiffi
2eb;m
P

r
gðpÞm ðtÞbðiÞm ejxpt ð3Þ

sðtÞ ¼
XM
m¼1

smðtÞ ¼
XM
m¼1

XP
p¼1

ffiffiffiffiffiffiffiffiffiffi
2eb;m
P

r
gðpÞm ðtÞbðiÞm ejxpt ð4Þ

where eb;m is the mth user’s signal energy per transmitted bit, bðiÞm belongs to (1, −1) the
antipodal signaling symbols, where total number of users are m = 1,…., M and ‘i’
denotes the ith transmitted bit of mth user, while the mth user’s signature waveform is

gðpÞm , p = 1,…., P, m = 1, . . ., M; on the pth subcarrier, which again has a length of L
chips, and can be written as:

gðpÞm ðtÞ ¼
XL
n¼1

gðpÞm;nðtÞqðt � nTcÞ ð5Þ

Where Tc is the chip duration, L is the number of chips per bit associated with each
subcarrier and we have Tb/Tc = L as the coding gain. Again, the total processing gain
in LP, while qðtÞ is the rectangular chip waveform employed, can be expressed as:

qðtÞ ¼ 1; 0� t\Tc
0; otherwise

�
ð6Þ

Without loss of generality, we assume that the signature waveform gðpÞm ðtÞ used for
spreading the bits to a total of P subcarriers for all the M users has unit energy, which
can be written as:

Z Tb

0
gðpÞ2m ðtÞdt ¼ 1 ð7Þ

Where m = 1, 2... M, p = 1, 2,.., P.
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B. Channel

It is assumed that signal of each user spmðtÞ transmitted on the pth subcarrier is prop-
agated over an independent non-dispersive single-path Rayleigh Fading channel and
where each user face a different amount of fading independent of each other.

Hence, the Channel Impulse Response (CIR) of the mth user on the p-subcarrier
can be expressed as: apme

jhpm , where the amplitude apm is a Rayleigh distributed random
variable, while the phase hpm is uniformly distributed over 0; 2p½ �. That means it can
take on any value in this range with equal probability.

C. Receiver

Having described the transmitter and the channel, the received signal on the pth sub-
carrier can be expressed as:

rpðtÞ ¼
X1
i¼�1

XM
m¼1

ffiffiffiffiffiffiffiffiffiffi
2eb;m
P

r
gðpÞm ðt � iTbÞcpmbðiÞm eðjxptþ/p

mÞ þ gðtÞ ð8Þ

Here M is the number of users supported and gðtÞ is the additive white Gaussian
noise (AWGN) with a variance of N0/2. Fig. 2 depicts the receiver end of the proposed
scheme.

The signal will be demodulated with the help of Matched Filters (MF) of matched
to each of the M users and the outputs the match filters become the input to the
proposed Differential Evolution based multi-user detector (DE-MUD). It is more
convenient to express the associated signal in matrix and vector notation as:

rpðtÞ ¼ GpHpAbþ g ð9Þ

Gp ¼ ½gp1ðtÞ; . . .; gpMðtÞ�
Wp ¼ diag½ap1ejh

p
1 ; . . .; apMe

jhpM �

A ¼ diag½
ffiffiffiffiffiffiffiffiffi
2eb;1
P

r
; . . .;

ffiffiffiffiffiffiffiffiffiffiffi
2eb;M
P

r
�

b ¼ ½b1; . . .; bM �T

g ¼ ½g1; . . .; gM �T

Based on Eq. 9, the output vector Up of the bank of matched filters displayed in
Fig. 2 can be formulated as:

Up ¼ GT
p ðrpðtÞÞ

¼ GT
pGpWpAbþGT

pg

¼ RpWpAbþ g
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Further that output of the matched filters is fed to a Maximum Ratio Combiner.
Also in above equation, the correlation matrix R gives the possible correlation between
the codes being used. It can be represented as;

Rp ¼

qðpÞ11 qðpÞ12 . . . . . .qðpÞ1M

qðpÞ21 qðpÞ22 . . . . . .qðpÞ2K

..

.

qðpÞM1

..

.

qðpÞM2. . .

. .
. ..

.

. . .qðpÞMM

0
BBBBBBBBB@

1
CCCCCCCCCA

ð10Þ

Fig. 2. Schematic of DE assisted MUD receiver of MC-CDMA system
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Here the elements qðpÞjk of the matrix Rp are the auto and cross correlations of the
spreading code being used, respectively, which can be expressed as:

qðpÞjk ¼
Z Tb

0
gpj ðtÞgpkðtÞdt ð11Þ

In case of Walsh codes that matrix is simply turned to Identity, since all cross
correlations ends in zero, because of orthogonality impact. That can be shown by.

qðpÞjk ¼
R Tb
0 gpj ðtÞgpkðtÞdt ¼ 1; j ¼ k

0; otherwise

�
ð12Þ

However, this will not be possible in case of Gold sequences. Being
non-orthogoanl, their cross correlation will not be zero but something between 0 and 1.

D. Detection

Per [25], the optimum multiuser detector of the pth subcarrier will maximize the
following objective function:

JpðbÞ ¼ 2Re½bTAW�
pUp� � bTAWpRpW�

pAb ð13Þ

Here the superscript * indicates the conjugate of complex version of matrix.
Therefore, combining the contributions of a total of P parallel subcarriers, the objective
function to be maximized in the context of an optimum multiuser detected MC-CDMA
system can be expressed as the sum of all subcarriers outcome, as:

JðbÞ ¼
XP
p¼1

JpðbÞ

¼
XP
p¼1

f2Re½bTAW�
pUp� � bTAWpRpW�

pAbg
ð14Þ

Hence the decision rule for Verdu’s optimum CDMA multiuser detection scheme
based on the maximum likelihood (ML) criterion is to choose the specific M-user bit
combination b, which maximizes the metric of Eq. 14. Hence, we must find:

b̂ ¼ arg max
b

½JðbÞ�
� �

: ð15Þ
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3 Differnetial Evolution Based Multi-user Detection

The maximization of Eq. 15 is a combinational optimization problem, which requires
an exhaustive search for each of the 2M combination of vector b, to find the one of that
maximizes the metric of Equation. And in case of non-binary symbols this computa-
tional complexity is even high. Hence the complexity will increase exponentially with
increasing number of users.

Hence, this situation suits Differential Evolution (DE) to find the optimum vector or
a solution approximately near to that of optimum ML detector. Also since the
orthogonal codes are not very practical so non-orthogonal codes are being utilized and
effect of non-orthogonality is measured on the said scenario. Now to start with Dif-
ferential Evolution algorithm, we need some initial points and considerations. In this
case, if we consider M users’ data as a single vector, then that can be designated as the
initial vector as:

bn
�
ðyÞ ¼ ½bn;1

�
ðyÞ; . . .; bn;M

�
ðyÞ�

where y, y = 1,…,Y denotes the yth generation, and n, n = 1,2,…N denotes the nth
individual of the population.

Here the received the signal from all subcarriers; summed them up using Maximum
Ratio Combiner (MRC) and taken as initial chromosome. Then by mutating it in a
special manner we get entire generation. The MRC-combined output vector b̂MRC of the
matched filter output can be expressed as: b̂MRC ¼ ½b̂1;MRC; . . .; b̂M;MRC� where we have:

b̂m;MRC ¼
XP
p¼1

upmc
p
me

�j/p
m ð16Þ

Having generated b̂MRC , a ‘mutated’ version of the hard decision vector b̂MRC is
taken for creating each individual in the initial population, where each bits of the
MRC-vector is toggled according to the mutation probability used, in this case we
utilized 0.1; means one of the 10 bits will be toggled. Hence, the first individual of the
population namely ~bpð0Þ can be written as:

~bpð0Þ ¼ MUTATION½b̂MRC� ð17Þ

So one can easily note that MUTATION is an operator, which when applied to a
string of (1, −1), will produce the toggled versions of initial vector.

4 Simulation Results

The basic parameters used for the simulation of the proposed DE assisted MUD for
CDMA are considered in the following way.
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The modulation scheme used is binary phase shift keying (BPSK), the CDMA
spreading codes utilized are both orthogonal (Walsh codes) and non-orthogonal (Gold
sequences). Number of subcarriers P is used as 8, the length of subcarrier spreading
signature L is (8, 31) for (Walsh, Gold) respectively. So the according coding gain for
Walsh is LP = 64 and for Gold is LP = 248. DE’s selection was based upon fitness
value returned by the cost function. Mutation was used as standard binary mutation. Bit
flipping methodologies are used as standards multi-point. Bit mutation probability was
0.5 while crossover probability is 1. From Fig. 3 we can observe that the DE-assisted
MUD’s performance improves, when the population size P increases. The difference
between P = 20 and 30 is more than an order while between 30 and 40 the difference in
BER is exactly of an order for Walsh Code in higher SNRs.

Similarly, in Fig. 4, in case of Gold Sequences population size plays a key role in
reducing BER, especially when SNR > 13 dB. Number of users was 10 in Figs. 3 and 4.

For example, for Signal to Noise Ratio (SNR) values below 15 dB Bit Error Rate
(BER) is significantly decreased for M = 10 users, when evaluating the objective
function of Eq. 14, which imposes a complexity on order of O (P.Y) = O (40.10) = O
(400) Furthermore, when the number of users M is increased to 20, the DE assisted
MUD has a complexity of O (P.Y) = O (80.20) = O (1600), as seen in Fig. 5. Further
results are obtained for M = 20 number of users using Gold sequences, which are more
practical in nature due to their availability as well as relatively low chip rate compared
to orthogonal codes.

Fig. 3. BER performance of the DE assisted MUD using a 64-chip Walsh code
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These results can be seen in Figs. 5 and 6. We can readily deduce that the popu-
lation size P plays an important role to significantly reduce the bit error rate. Here
almost same bit error rate is achievable as for M = 10 number of users, but definitely at
the cost of complexity. Even in this scenario Walsh Codes perform better due to their
inherent orthogonality. Furthermore, for very high SNR like SNR > 18 a bit error rate
of 10-4 is achievable. Almost same effect of population size can be seen in Fig. 6 for
248-chip Gold sequences. In comparison to Walsh Code, the Gold sequences do not
perform well but effect of DE can be seen for both codes. We can also observe that
DE-assisted MUD is capable of significantly reducing the complexity of Verdu’s

Fig. 4. BER performance of the DE assisted MUD using a 248-chip Gold code

Fig. 5. BER performance of the DE assisted MUD using a 64-chip Walsh code
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optimum MUD. For example, the complexity was reduced by a factor of 1300, when
the number of users was M = 20. It is very interesting to note that the overall com-
plexity in Figs. 4 and 6 is same for the cases O (40.40) and O (80.20) that is both are
equal to O (1600) but graph of P = 80 in both figure shows a better performance.
Hence, for the number of users, M > 14, population size P dominates the effect of
number of generations Y.

Figure 7 demonstrates the complexity reduction factor versus number of users. This
is because the increase in population size causes more crossovers and hence more
parents are involved so the probability to find the optimum increases. An interesting
fact can be seen here that with increase in complexity (though very small compare to

Fig. 6. BER performance of the DE assisted MUD for a bit-synchronous MC-CDMA

Fig. 7. The complexity reduction factor bounded at a BER of 10−3
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optimum) we can achieve the same results that of optimum detector. For example, in
this figure below the complexity of 400 is giving good results and even good can be
expected with 500 which is almost half of the optimum case which is 1024 for this case
of 10 users.

5 Conclusion and Future Work

In this paper, a Differential Evolution (DE) assisted Multi-user detection
(MUD) scheme for Multi-carrier CDMA (MC-CDMA) system is proposed. The pro-
posed scheme significantly reduces the detection complexity compared to optimum
Maximum Liklihood (ML) detector with high complexity, especially when the number
of supported users is higher than 15. Population size plays a key role in decreasing the
BER instead of number of generations in DE. Walsh code performs better in terms of
detection compared to the Gold code being orthogonal in nature. However, practically
it is hard to find the orthogonal codes, so Gold sequences are more practicle and also
suitable for the systems with low chip rate where Walsh codes do not fit in.
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Abstract. When customers buy goods or services from business entities they
are usually given a receipt that is known with the name fiscal or tax coupon, which,
among the others, contains details about the value of the transaction. In some
countries, the fiscal coupons can be collected during a certain period of time and,
at the end of the collection period, they can be handed over to the tax authorities
in exchange for a reward, whose price depends on the number of collected
coupons and the sum of their values. From the optimisation perspective, this
incentive becomes interesting when, both the number of coupons and the sum of
their value is large. Hence, in this paper, we model this problem in mathematical
terms and devise a test set that can be used for benchmarking purposes. Further‐
more, we propose a solution based on Genetic Algorithms, where we compare its
results versus the results to the solution of the relaxed versions of the proposed
problem. The computational experiments indicate that the proposed solution
obtains promising results for complex problem instances, which show that the
proposed algorithm can be used to solve realistic problems in a matter of few
seconds by utilizing standard personal computers.

Keywords: Distribution of fiscal coupons · Mathematical modelling
Genetic algorithms

1 Introduction

The tax authorities of many countries try to find alternative ways to enforce business
entities (e.g. shops, restaurants, travel agencies, etc.) to fully declare the profit they gain
from their business activities, so that they have to pay taxes accordingly. The tax author‐
ities from several countries, like for example Republic of Kosovo [1], utilize the strategy
of encouraging the customers to collect the fiscal coupons when they do any kind of
transaction with business entities. The collected coupons can be enveloped and
submitted to the tax authorities in exchange of a reward that depends on the number and
the total value of the fiscal coupons enclosed. In general, depending on the actual rules
put in place by specific tax authorities, there can be different types of envelopes that can
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be submitted. Obviously, envelopes with more coupons and with higher total values,
have higher rewards.

In more formal terms, in the case of the Distribution of Fiscal Coupons Problem
(DFCP), each person has N number of coupons (see Fig. 1) collected for a period of time
(e.g. a three month period). At the end of the collection period, the coupons will be
distributed into a T number of envelopes by the person who possesses the coupons. The
person has to make a decision related to which coupon is placed in which envelope.
Each coupon has a value and consequently it should be placed in the envelope ultimately
where the sum of values of the coupons in the envelope will lead to an overall higher
reward. Each coupon can only be placed into a single envelope. The number of coupons
in each envelope cannot be less than a minimum, whereas also the sum of all coupons
cannot fall under minimum value. The achievable reward from each envelope type is
predefined based on the number and values of the coupons placed inside it.

Fig. 1. The schematic view of the fiscal coupons problem

The significance of the work in this paper can be underlined by outlining its main
contributions, which are: (1) introduction of a new optimization problem for the scien‐
tific community by presenting a mathematical formulation, as well as a test set that can
be used for benchmarking purposes, (2) development of a metaheuristic based solution
to the newly introduced problem, namely Genetic Algorithms, and (3) presentation of
the systematic computation results that compare the performance of the proposed algo‐
rithm against solutions of the relaxed version of the envisioned problem, which can be
used as benchmark results for future solutions.

The remainder of this paper is structured as is in the following. Section 2 presents a
literature review of the related problems and their respective solution approaches. Next,
in Sect. 3, we present the mathematical modelling of the DFCP problem as an Integer
Linear Programming Problem. In Sect. 4, we present the proposed approach for solving
the DFCP problem, while in Sect. 5, we show computation results of the proposed
approach against a data set of 10 instances. Finally, in Sect. 6, we conclude the paper
and present our view of the eventual future work.
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2 Related Problems

In the classical Knapsack Problem (KP) there is a set of items and a container (knapsack)
that has to be used for carrying a subset of items. Each item is characterized with two
properties, namely value and weight, whereas the container has a single property, which
is the maximum weight it can carry. The goal is to place a subset of items into the
container such that the total value of the placed items is maximized subject to the capacity
of the container. The Multiple Knapsack Problem (MKP) extends the KP problem by
allowing multiple containers of the same capacity [2, 3], whereas the Distributed Multiple
Knapsack Problem (DMKP) supports containers of varying capacities, which can be
modeled as a general Distributed Constraint Optimization Problem (DCOP) [4, 5].

Another related problem is the Bin Packing Problem (BPP), where a set of items
need to be placed into a set of containers (bins). Each item has a weight property, whereas
each container has a maximum capacity property. The goal is to place each item into a
container such that the number of containers used is minimised. In comparison to KP
problem, where only a subset of items can be picked, in the BPP problem all items have
to be picked up [6].

An additional related problem is the Rack Configuration Problem (RCP), where there
is a set of items (electronic cards) that need to be placed (connected) into a set of
containers (racks). Each item has a single property (i.e. power it requires), whereas each
container has three properties, namely maximal power it can supply, number of connec‐
tors and the price. The goal is to plug in all the electronic cards into a set of racks with
the smallest cost possible [7].

In Table 1, we compare the newly proposed DFCP problem against the above
presented related problems, by outlining different characteristics of the individual prob‐
lems, such as: type of objective function, capacity constraints (i.e. upper/lower limit),
the number of containers, number of features per item/container, and whether all items
need to be selected. By analysing the details given in the table, one can conclude that
DFCP problem is closely related to RCP problem, in terms of number of containers and
features per item/container, but differs in terms of the objective function, capacity
constraints and in the aspect whether all items need to be selected.

Table 1. Comparison of features of various related problems

Problem Objective Capacity constraints No. of.
containers

No. of
features per
item

No. of
features per
container

All items to
be selectedUpper limit Lower

limit
KP Max Yes No 1 2 1 No
MKP Max Yes Yes >1 2 1 No
DMKP Max Yes Yes >1a 2 1 No

BPP Min Yes No >1 1 1 Yes
RCP Min Yes No >1 1 3 Yes
DFCP Max No Yes >1 1 3 No

aContainers might be of different capacities
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To the best of authors’ knowledge, there is no any problem in the literature that
models or solves the problem of the distribution of fiscal coupons, hence in the following
section, we present a mathematical modelling of this problem, along with the proposed
solution.

3 Mathematical Modelling

The mathematical modelling for the problem of the optimal distribution of the fiscal
coupons is formulated as an Integer Linear Programming (ILP) model that has a range
of parameters and a couple of decision variables, as specified below:

Parameters:

N – Number of coupons
vi – Value of coupon i, ∀i = 1,… , N

T – Number of types of envelopes
Ck – Minimum number of coupons in envelope of type k, ∀k = 1,… , T

Sk – Minimum sum of all coupons in envelope of type k, ∀k = 1,… , T

Rk – Achievable reward from envelope of type k, ∀k = 1,… , T

Decision variables:

M – Number of envelopes
xjk – equals 1, if envelope j is of type k, otherwise it is 0, ∀j = 1,… , M, ∀k = 1,… , T

yij – equals 1, if coupon i is placed in envelope j, otherwise it is 0, ∀i = 1,… , N,
∀j = 1,… , M,

Objective function:

Max
∑M

j=1

∑T

k=1
Rkxjk (1)

Constraints:

∑N

i=1
yijxjk ≥ Ck,∀j = 1,… , M,∀k = 1,… , T (2)

∑N

i=1
viyijxjk ≥ Sk,∀j = 1,… , M,∀k = 1,… , T (3)

∑N

i=1
yij ≤ 1,∀j = 1,… , M (4)

∑M

j=1
xjk = 1,∀k = 1,… , T (5)

In the mathematical formulation presented above, Eq. (1) denotes the objective
function of the problem at hand, which is maximizing the total reward, by determining
which combination of envelopes yields to the highest possible profit. Constraints (2) and
(3) ensure the validity of envelopes in terms of the requirement for the minimum number
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of coupons and the minimum sum of their values, respectively. Constraint (4) guarantees
that each single coupon is inserted into at most one envelope, whilst Constraint (5) makes
sure that each single envelope can belong to only one particular type of envelope.

4 Genetic Algorithm Solution

In this section, we present the approach for solving the DFCP problem, where, we first
present the basic algorithm ingredients, and then present the algorithmic solution in the
form of pseudocode.

4.1 Basic Algorithm Ingredients

In this implementation, we use the Steady State approach of Genetic Algorithms, which
was popularized by Whitley and Kauth [8], and its main idea, compared to the traditional
generational approach, is to update the population in a slight manner rather than all at
one time. The algorithm iteratively breeds a new child or two, assesses their fitness, and
then restores them directly into the population itself, slaying off some preexisting indi‐
viduals to make room for them. The Steady-State Genetic Algorithm has two essential
features. First, it uses half the memory of a standard genetic algorithm, because there is
only one population at a time. Second, it is more exploitative compared to a generational
approach [9]. The particular details of the Steady-State Genetic Algorithm implemented
here, can be summarized as in the following:

Representation of a given candidate solution is made as a list of lists, where the size
of the main list corresponds to the number of assigned envelopes M, whereas each single
member of the main list is also a list that corresponds to the number of coupons ni placed
inside a given envelope i. A sample representation of a given solution is:
S =

{
E1, E2,… , Ei,… , EM

}
, where Ei =

{
C1, C2,… , Cni

}
.

Initialization of a given candidate solution begins by reading all the coupons values
from the given problem instance, and then, randomly distributing them into a random
number of envelopes, by considering the hard constraints about the minimum
number/sum of coupons. The number of generated initial solutions is equal to the popu‐
lation size (ps) parameter.

Mutation mechanism of the algorithm consists of two operators, namely swap and
shift, where the earlier swaps two coupons belonging to distinctive envelopes, while the
later shifts a coupon from a given envelope to some other envelope, of the same candidate
solution. In order to apply a number of swaps between different coupons of a given
individual, the swap operator iterates through a loop for a number of iterations (as
specified by sw parameter). During the course of a single iteration, initially, two distinct
envelopes are selected randomly, and then, for swapping purposes, one random coupon
is selected from each of these envelopes. The shift operator is also executed for several
iterations, as specified by sh parameter. During the evolution of a given iteration,
initially, two distinct envelopes are selected randomly, and then one random coupon is
selected from the first envelope, and gets shifted to the second one.
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Evaluation of a given candidate solution is done using Eq. (1), which, as described
before, maximizes the total reward, by determining which combination of envelopes
yields to the highest possible profit. Each member of the population has a certain number
of envelopes of different types, and the sum of these envelope values denotes the fitness
of the member.

Selection of the parent that will take part in breading the next population is completed
by using the Tournament Selection algorithm. This algorithm is a simple and an effective
one, as it returns the fittest individual of some ts individuals picked at random from the
population [9].

Population update mechanism replaces the worst fit member of the current popu‐
lation (i.e. it replaces the current worst solution from the population with the best picked
from tournament size individuals).

4.2 Pseudocode of the Algorithm

In abstract terms, as shown in Algorithm 1, the envisioned GA approach has 6 param‐
eters, which can be used for fine tuning its performance for different problem complex‐
ities and sizes. Besides the default genetic algorithm parameters, such as population size
(ps), maximum generations (mg) and tournament size (ts), the particular implementation
at hand, uses three so called “intensity” parameters, namely swap mutate (sw) and shift
mutate intensity (sh), for specifying the number of times a certain operator (i.e. swap or
shift) will be applied when called upon. In addition, the algorithm uses a special param‐
eter called the alternation frequency (af) to change the mutation operator from swapping
to shifting and vice versa every af number of generations.

At the very start of the algorithm, a population P of n individuals is created by using
the procedure for creating the initial solution explained above. Next, in the repetitive
phase of the algorithm, at each iteration, the following steps are undertaken: (1) evalu‐
ation of all individuals, (2) selection of the parents based on tournament selection and
mutation over the operators (i.e. swap and shift) used in the running iteration, and (3)
formation of the new population by replacing the individual with the worst fitness, with
the mutated new individual if the fitness of the second is better. The algorithm terminates
when the maximum number of foreseen generations is achieved.
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5 Computational Experiments

In this section, we initially present a test set of 10 instances that are used for conducting
the evaluations of the presented solution. Further, we show the computational results
for tuning the parameter values of the proposed approach. After that, we compare the
obtained results against the lower bound values that are within reach when relaxing
individual hard constraints of the problem at hand. The proposed GA based algorithm
is developed by using the C# programming language through the developing environ‐
ment of MS Visual Studio 2017. All experiments are done using a machine with an Intel
Core processor i7-7500U CPU with the clock speed of 2.9 GHz and a RAM memory of
16 GB. The GA algorithm is tested under a MS Windows 10 Home 64 bit operating
system.

5.1 Test Set

In order to test the algorithm for various scenarios of the distribution of fiscal coupons,
we have set up a test set that consist of 10 different instances, where the values of indi‐
vidual coupons are generated randomly. Table 2 shows the characteristics of individual
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instances, which includes instance name, number of coupons and the total value of all
coupons. The instance name, in addition to problem abbreviation DFCP, also encom‐
passes the number of coupons and the total value present in a particular instance, e.g.
Instance DFCP_2h_3k contains 200 (2hekta - 2h) coupons with a total value of 3000
(3kilo - 3k) currency units. In practice, the value of a fiscal coupon ranges from very
small amounts (e.g. a chewing gum might cost less than a euro) to large amounts (e.g.
a technological appliances might cost several, dozens, hundreds or even thousands of
euros). However, during a certain period of time (e.g. a month or a year quartile), the
number of large value transactions (i.e. fiscal coupons) made by a person is usually much
lower than the number of transactions with small values. Hence, in order to make the
test instances more realistic, 30% of coupons are set to have larger values, which range
from several up to dozens of currency units (e.g. euros). Furthermore, based on the
constraints enforced in practical situations, such as in the case of Tax Authorities of the
Republic of Kosovo [1], three envelope types are defined throughout all test instances.
In general, an envelope type is described with three properties, namely the minimum
number of coupons, the minimum sum of the coupons and the foreseen reward. In
particular, the types of envelopes used in the test set read as in the following:
Type1 = {30, 250, 10}, Type2 = {40, 500, 15} and Type3 = {50, 800, 20}.

Table 2. Test set details and maximal reward when relaxing individual constraints

Instance name Instance details Envelope details
Number of coupons Sum of coupons

Number of
coupons

Total
value

30 40 50 250 500 800

DFCP_2h_2k 200 2000 60 75 80 80 60 50
DFCP_2h_3k 200 3000 60 75 80 120 90 80
DFCP_5h_5k 500 5000 160 180 200 200 150 120
DFCP_5h_6k 500 6000 160 180 200 240 180 150
DFCP_1k_10k 1000 10000 330 375 400 400 300 250
DFCP_1k_11k 1000 11000 330 375 400 440 330 280
DFCP_2k_20k 2000 20000 660 750 800 800 600 500
DFCP_2k_22k 2000 22000 660 750 800 880 660 550
DFCP_5k_50k 5000 50000 1660 1875 2000 2000 1500 1250
DFCP_5k_55k 5000 55000 1660 1875 2000 2200 1650 1380

5.2 Upper Bound Limits

In addition, in Table 2, we present the maximal reward that can be achieved per instance
if individual problem constraints are relaxed (i.e. either the constraint for the sum or
number of coupons in the envelope is not enforced). In case the constraint for the sum
of coupons is relaxed (i.e. it is not taken into account), the maximal reward that can be
achieved, in all instances, is when the envelopes are all of Type3 (i.e. the number of
coupons is 50). On the other hand, when the constraint for the minimum number of
coupons is relaxed, the best scenario, in all instances, is when all the envelopes are of
Type1 (i.e. the minimum sum of coupons is 250). If the constraint for the minimum sum
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of coupons is relaxed then the formula for calculation of upper bound values is UB = [No.
coupons]/[Min. no. of coupons per envelope type] * [Reward per envelope type], other‐
wise, if the constraint for the minimum number of coupons is relaxed the envisioned
formula is UB = [Total value]/[Min. sum of coupons per envelope type] * [Reward per
envelope type]. In the case of relaxation of the minimum sum of coupon constraint, a
sample calculation of the upper bound value for instance DFCP_2h_2k (the sixth column
in Table 2) is UB = 200/50 * 20 = 80. Comparing the values in the sixth and the seventh
column of Table 2, one can notice that the scenario of having envelopes of Type1 (i.e.
the sum of coupons is 250) while relaxing the constraint for the minimum number of
coupons, is the best scenario for all instances in the test set. Hence, in the following
section, we use these values as Upper Bound (UB) limits (i.e. benchmark values) for
evaluating the results that are obtained by the introduced solution in this paper.

5.3 Evaluation Results

In order to calibrate the values of the parameters of the GA approach, a systematic
experimentation is performed by using the complete test set. Initially, based on some
preliminary experimentation, for each parameter, a range of five best performing values
is selected. Then, for each selected value, the algorithm is executed for each test instance
10 times. As a result, for each single parameter, the value that in average produces better
results than the other four values, is adapted for the final round of the experimentation
that is done with the aim of evaluating the performance of the proposed algorithm. The
tuned values for the GA approach read as in the following: mg = 10,000; ps = 5,000;
ts = 20; sw = 15; sh = 20 and af = 10.

In Table 3, we present the results of best, average and worst case scenario execution,
for individual instances over ten unique executions of the algorithm, where the results
are compared against the upper bound values (described in the previous section). In
general, when the results are averaged over the whole test set, the gap of GA resulting

Table 3. Fitness results of GA versus upper bound limits

Instance name Upper bound
(UB)

Best Average Worst GAAvg. vs. UB (%)

DFCP_2h_2k 80 65 61.82 60 22.73
DFCP_2h_3k 120 75 71.26 70 40.62
DFCP_5h_5k 200 170 159.57 145 20.21
DFCP_5h_6k 240 185 172.10 155 28.29
DFCP_1k_10k 400 330 297.20 280 25.70
DFCP_1k_11k 440 345 317.77 295 27.78
DFCP_2k_20k 800 600 574.25 545 28.22
DFCP_2k_22k 880 645 613.43 575 30.29
DFCP_5k_50k 2000 1365 1348.26 1340 32.59
DFCP_5k_55k 2200 1470 1427.17 1410 35.13

29.16
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values from the upper bound values is 29.16%. This gap remains below the average for
instances with less than 2,000 coupons with total values of 22,000 currency units, except
for instance DFCP_2h_3k (that has 200 coupons that have a total of 3000 currency units),
which has a gap of 40.62%. These gaps should be considered as relative and only for
comparison purposes, since the upper bound values do not represent actual solutions to
the problem, but only solutions to the relaxed version of it. Hence, the obtained results
can be considered as promising given that the computation time is short.

With regard to the computation time (see Table 4), the results show that the GA
approach needs about 27.79 s, in average, to solve a DFCP problem from the test set.
The results show that best and worst case computation time is relatively stable for the
first four instances and the last instance (where the difference is at most 3.3 s), whereas,
for the other instances, this difference is more than 10 s, especially for instance
DFCP_1k_10k, where the difference goes up to 27.7 s. The worst case execution
scenario, always remains under a computation time of less than 50 s, which shows the
usability of the algorithm in practice, where generating good quality solutions would
enable the user to gain more revenue from the practice of coupon collection that is
applied in tens of countries around the globe (e.g. Republic of Kosovo [1]).

Table 4. Computation time of GA approach (in seconds)

Instance name Best Average Worst
DFCP_2h_2k 20.16 21.44 23.44
DFCP_2h_3k 20.60 21.01 21.84
DFCP_5h_5k 21.02 21.53 22.22
DFCP_5h_6k 20.44 22.06 23.51
DFCP_1k_10k 21.39 26.37 49.07
DFCP_1k_11k 21.24 24.41 43.74
DFCP_2k_20k 25.33 30.21 37.77
DFCP_2k_22k 28.24 32.46 41.33
DFCP_5k_50k 37.68 39.95 50.02
DFCP_5k_55k 37.30 38.43 39.62
Avg. 25.34 27.79 35.26

6 Conclusion and Future Work

In this paper, we introduced a new problem for modelling the optimal distribution of
fiscal coupons and devised an Integer Linear Programming (ILP) mathematical formu‐
lation. Further, we presented a metaheuristic approach based on Genetic Algorithms,
which is able to solve the formulated problem at hand in matter of tens of seconds by
using standard computing devices. In addition, a newly introduced test was used for
benchmarking purposes, where it was shown that the proposed approach produces
competitive results when compared to upper bound values. For additional comparison,
as part of future work, we plan to develop exact methods from the field of dynamic
programming and also investigate hybridization of the presented approach with other
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metaheuristics, as well as utilization of constraint satisfaction problem (CSP) techniques
within the existing metaheuristic for the envisioned problem.
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Abstract. Wireless Visual Sensor Network is a collective network of nodes
capable of collecting, processing, and transmitting a huge amount of image/video
data from a region of interest to the base station. These nodes are equipped by
cameras and are characterized by their limited resources in terms of computational
capability, bandwidth and battery power. This type of Networks are more compli‐
cated and challenging compared to traditional wireless sensor networks. There‐
fore, a number of solutions have been recently proposed such as the cross- layer
designs, which is an interesting research topic. It allows sharing information
across all network layers even the nonadjacent ones, in order to improve the
wireless network functionality and to obtain performance gains. In this article,
we will present a survey of cross-layer design in Wireless Visual Sensor Networks
where we will classify the recent proposals in this area in term of their architecture,
interaction categories and theirs outcomes.

Keywords: Cross-layer design · Wireless visual sensor networks
Wireless multimedia sensor networks · Wireless video sensor networks

1 Introduction

Wireless visual sensor networks (WVSNs) are considered an extension of Wireless
sensor Networks (WSNs) as shown in Fig. 1.

Recent developments of inexpensive CMOS (Complementary Metal Oxide Semi‐
conductor) cameras brought the opportunity of imaging capabilities to sensor networks.
In fact, sensor nodes can collect image/video data from an area of interest, process it
collaboratively, and transmit the useful information to the Base Station (BS) for further
analysis via multihops short range transmissions. These nodes are battery powered and
equipped by cameras. Therefore, they operate with respect to the available and limited
resources and they are called camera nodes.

Consisting of a large number of tiny low-power camera nodes, WVSNs will not only
enhance existing sensor network applications such as tracking, home automation, and
environmental monitoring, but they will also enable several new applications such as [1]:

• Storage of potentially relevant activities,
• Traffic avoidance,
• Enforcement and control systems;
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• Advanced health care delivery;
• Automated assistance for the elderly and family monitors;
• Person locator services;

There are other applications mentioned in Fig. 2.

Fig. 2. Wireless visual sensor networks applications

However, WVSNs are more complicated than traditional WSNs and bring new
research challenges and opportunities such as [2]:

Fig. 1. Wireless sensor networks
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• Coverage problem: the Field of View (FoV) coverage in WVSNs is determined by
the camera’s view angle, focal depth and occlusion caused by the obstacles instead
of sensing range coverage.

• Collecting/Processing/Transmitting visual data: consumes much more resources
(e.g. Bandwidth, Energy …) than scalar data due to huge amount and large size of
image/video data.

• Visual data reconstruction: to reconstruct the whole picture of the interested objects
at the sink node, multiple correlated data sources nodes have to cooperate.

• Quality of Service (QoS) requirements: QoS requirements for the visual data appli‐
cations are more stringent than for scalar data applications.

These new challenges make the traditional WSNs algorithms or protocols inappli‐
cable to WVSNs. Thus, more issues and solutions in WVSNs regarding QoS, security,
mobility and energy efficiency have been recently studied such as cross-layer approach
that seems a promising solution.

In this paper, we present a survey of the cross-layer design in WVSNs. Recent works
and proposals in this topic are summarized and classified according to their architecture
and interaction categories.

The remainder of this paper will be organized as follows. The Sect. 2 presents an
overview of cross-layer design, then Sect. 3 discusses recent cross-layer design
proposals in WVSN and finally conclusion is presented in Sect. 4.

2 Overview of Cross-Layer Design

For many years, the traditional seven-layer Open Systems Interconnect (OSI) have been
used. It divides the overall networking task into layers and defines a hierarchy of services
to be provided by the individual layers (Srivastava & Motani 2005). In this architecture,
communication between adjacent layers is limited to procedure calls and responses and
direct communication between nonadjacent layers is forbidden [3]. By using OSI model,
the complex of network implementation could be reduced and it flexibility could be
increased [4]. However, the new challenges of supporting multimedia applications and
services over wireless networks, such as limited battery power, limited bandwidth, and
stringent QoS requirements, cannot be solved via traditional layered architecture [5].

In [3], Srivastava & Motani explain that, in the framework of a reference layered
architecture, protocols can be designed by respecting the rules of the reference archi‐
tecture or by the violation of a reference layered communication architecture which is
called cross-layer design.

Cross-layer design is a new research topic that refers to protocol design done by
actively exploiting the dependence and interaction between protocol layers to obtain
performance gains, for example by sharing variables between layers or allowing direct
communication between protocols at nonadjacent layers. The special problems created
by wireless links, the possibility of opportunistic communication on wireless links, and
the new modalities of communication offered by the wireless medium, are the three main
reasons that motivate designers to violate the layered architectures [3].
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Authors in [6] declared that there are three issues that they can be viewed as goals
of cross-layer designs, which are Security, Quality Of Service (QoS), and Mobility. The
Security in a cross-layer design aims at providing a security communication by
deploying encryption methods, such as SSH, Wi-Fi protected access. Improving the QoS
could be achieved by enabling cross-layer communication between the upper layers (the
application layer and the transport layer) and the lower layers (the physical layer and
the data link layer). In wireless sensor networks, node movement would cause channel
switch, route change, and other problems, thus, the mobility goal in cross-layer design
aims at guaranteeing the uninterrupted communication in wireless networks.

In their survey of cross-layer Design [3], Srivastava and Motani discuss the basic
types of cross-layer and categorize the initial proposals on how cross-layer interactions
may be implemented. Figure 3 summarize the basic ways of violating the layered archi‐
tecture and Fig. 4 summarize the cross-layer interactions.

Fig. 3. Cross-layer design categories
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Fig. 4. Cross-layer interactions

More details and explanations of cross-layer categories and interactions are
presented in [3, 4].

3 Recent Cross-Layer Design Proposals in WVSN

The cross-layer design topic has been investigated in many researches. Authors in [7]
proposed a multichannel cross-layer architecture with a novel load balanced routing
method (QS-LEERA-MS), where the next hop selection is done by considering the
residual energy levels of the nodes in the coverage area. In this scheme, the original
multimedia stream is segmented into multiple flows according to the number of paths
constructed during the bandwidth reservation without exceeding the QoS constraint (the
maximum number of hops that a packet must travel) defined in the request messages.
As results, the network lifetime is significantly prolonged and possible congestions in a
single channel-single path architecture is prevented due to the transmission of the
packets over distinct paths, which increase the throughput of the system.

QoSMOS is a cross-layer QoS architecture presented in [8] that melts network and
link layers with traffic classification, conditioning, forwarding (packet scheduling and
buffer management) and service provisioning effects. Based on this architecture, the
authors developed a cross- layer communication protocol (XLCP) that enables scalable
service differentiation in wireless multimedia sensor network (WMSN), assumes
geographic routing mechanism based on location awareness and optimized cost function
for localized packet routing decision and provides soft QoS guarantees in latency, reli‐
ability and throughput domains without an explicit service level agreement.
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Alaoui-Fdili et al. proposed in [9] a cross-layer approach for video delivery over
WVSNs based on the video compression scheme H.264/AVC in its intra-only mode and
the routing protocol MMSPEED taking into account the Avaible Buffer Size in the
neighbour node’s queue during the routing process. This approach is energy efficient
and delivers good quality video streams.

A study on DS-CDMA VSN cross-layer resource allocation is presented in [10], two
optimization criteria for the optimal allocation of the source and channel coding rates
are studied, the first minimizes the average distortion of the video received by all nodes,
and the second minimizes the maximum video distortion among all nodes. The resulting
mixed integer optimization problems are tackled with the particle swarm optimization
algorithm (PSO), as well as a hybrid scheme that combines PSO with the deterministic
Active-Set optimization method. This cross-layer multi-node optimization design
accounts for the overall system performance through all network layers. Particularly, at
the application layer, data link layer, and physical layer, while the central server that
can request from the nodes to properly adjust their transmission parameters depending
on the amount of motion detected in each video sequence, lies at the network layer.

In order to optimize the multimedia transmission over WMSN, IEEE 802.11 g, IEEE
802.11e EDCA and H.264/SVC standards are utilized in a model of cross-layer design
presented in [11] respectively in the Physical layer, the Data-link layer and the Appli‐
cation layer. Significant data from these three layers is gathered through parameters
deliberation process where the data is enhanced to meet the prerequisites of QoS for
video transmission. Then the output of the data optimization are delivered back into
these layers. The outcomes of this model indicate that better results for throughput,
packets end-to-end delay (latency), and packet drop rate can be attained compared with
WSN standards.

An adaptive cross-layer framework for transmitting multimedia content over WSN
(ACWSN) is presented in [12]. It combines cross-layer design with AOMDV as multi‐
path routing and AVQ (Adaptive Video Queue) as an algorithm for packer scheduling
which optimizes both bandwidth and multimedia quality and solves multimedia trans‐
mission problems like limited bandwidth, wireless link failures and congested packets.
ACWSN uses cross-layer communication between Physical, Network and Application
layer where MPEG-4 encoder at application layer can adjust encoding parameters
according to current wireless channel, which is communicated from physical layer. The
limit of this framework is that do not consider the limited battery lifetime neither Qos
parameters of video transmitted at time of evaluating and choosing optimum path.

Durdi, Kulkarni and Sudha [13] proposed an energy consumption reduction frame‐
work for transmission in wireless networks in order to maintain well- balanced QoS in
multimedia network. In this framework, selective encryption using AES algorithm and
H.264/AVC standard are used with a cross-layer approach in which the allotment of
security and energy levels at both the application layer and physical layer takes place in
accordance to the priority of video frames. Therefore, vital information, such as I frames
that are given utmost prominence, is never lost.

An energy efficient cross-layer image transfer model for reliable image delivery
across the network is proposed in [14] which employs cross-layer interaction between
the application, transport, network and MAC layers. The Transport layer keep a close
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watch on the working of the MAC and physical layers and adjust its own parameters
according to their parameter changes which ensures that the images are transported
maintaining and in-fact improving the various image parameters.

According to the classifications in Sect. 2, we summarize the introduced literatures
in Tables 1 and 2.

Table 1. Classifications of the introduced literatures

Referenced works Crossed layers Architecture
category

Implementation
category

Outcomes

(Çevik & Zaim
2013) [7]

Transport,
Network, MAC and
Physical layers

Back and forth Direct
communication

• Prolong network
lifetime
• Increase the
throughput of the
system
• Prevent possible
congestions in a
single channel-
single path
architecture

(Demir & Demiray
2014) [8]

Network, MAC
layers

Merging of
adjacent layers

Direct
communication

• Differentiate
service classes in
terms of soft delay,
reliability and
throughput
• Eliminate local
congestion
• Distribute energy
evenly along
forwarding paths

(Alaoui-Fdili et al.
2015) [9]

Application,
Network, MAC
layers

Back and forth Direct
communication

• Extending the
network lifetime
• Video quality
enhancement

(Pandremmenou
et al. 2015) [10]

All layers Vertical calibration none Optimal allocation
of the source and
channel coding
rates and power
consumption

(Emansa Hasri et al.
2015) [11]

Application, MAC,
Physical layers

Vertical calibration A shared database Optimization of
throughput,
latency, and packet
drop rate

The focus of the presented researches has been on the QoS topic in order to maximize
the network lifetime or to enhance the quality of the transmitted image/video data. In
their work [13] Durdi et al., proposed a framework that provides in addition of QoS the
multimedia content protection and they presented more details of the security side of
their framework in [15].

66 A. Mosaif and S. Rakrak



Table 2. Classifications of the introduced literatures

Referenced works Crossed layers Architecture
category

Implementation
category

Outcomes

(Youssif et al.
2015) [12]

Application,
Network, Physical
layers

Vertical calibration Direct
communication

• Optimizes video
quality in different
wireless channel
conditions
• Optimizes the
bandwidth

(Durdi et al. 2016)
[13]

Application and
Physical layers

Downward Direct
communication

• Energy
consumption
reduction
• Multimedia
content protection

(Singh & Verma
2016) [14]

Application,
Transport, Network
and MAC layers

Coupling without
new interfaces

Direct
communication

Reliable transfer of
images

4 Conclusion

Compared to the traditional wireless sensor networks that can only transmit scalar infor‐
mation such as temperature, wireless visual sensor networks are more complicated and
raise new challenges such as the transmission of the huge amount of image/video data
with the high bandwidth and QoS requirements over low-power visual sensor nodes.
These challenges cannot be solved via traditional layered architecture. Therefore, cross-
layer designs are used in order to achieve three goals (security, QoS, and mobility) by
allowing one layer to exchange and share the information with other layers in the same
node or in other nodes.

This paper presents a survey of the cross-layer design in WVSNs where recent
existing works in this topic are overviewed and classified according to their architecture
and interaction categories. By doing so, we created a platform over which new research
can be built.
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Abstract. The latest experiences hint that the QoS (Quality of Service)
approaches adopted by IMS (IP Multimedia Subsystem) technologies are still
suffering from a primary containment factor due to the nondifferentiation between
IPTV (Internet Protocol Television) video components. IMS system also cannot
ensure high IPTV data transfer due to the limitation of available cellular band‐
width. In this paper, we try to merge the advantage of high bandwidth assigned
to LTE (Long Term Evolution) and a new PHB (Per-Hop Behavior) that classify
and differentiate between IPTV sub traffics by using IPv6 Flow Label. This new
architecture permits high-quality IPTV video components with the capability to
prioritize the sub traffic according to the network administrator policy. The
proposed architecture is implemented using OPNET software. The results show
that IPTV users receive high-quality video data with a change in quantity
according to data priority.

Keywords: IPv6 · Flow Label · LTE · QoS · DiffServ · IPTV · IMS

1 Introduction

Digital video streaming has become widely spreading this days. IPTV services become
a wide demand as it provides the transfer of multimedia services over IP network to
provide the required QoS needed by the user as security, reliability, and interactivity. It
also requires carrying a video to a wide range of users with different screen sizes and
resolution as mobile phones and digital screen cinemas. So a continuous moving picture
and audio are transferred during transmission time. The existing IMS-based IPTV infra‐
structure doesn’t take into account that the IPTV traffic consists of three sub-components
and the sensitivity of the linear television latency. In fact, classification of traffic uses
three classes: data, voice, and video. In the case of IPTV, we note that traffic can be
decomposed into three sub-traffics: BC (BroadCast), VoD (Video on Demand) and PVR
(Personal Video Recorder):

• BC: This is the broadcasting or multicasting of real- time video traffic in a network.
• VoD: Allows a user to select and view a video. It includes a library which will allow

diffusing, in parallel with the video, a title, and music.
• PVR: Allows the end user to record the content of the received stream.
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DiffServ model makes the treatment of these three types of flows alike. The differ‐
ence in sensitivity to QoS parameters requires a reclassification between them. Our
contribution aims to remedy this problem. To achieve the required demand with an
efficient QoS, the high bandwidth is required [1–4]. 4G cellular network has been
assigned enormous bandwidth that ensures reliable delivery of IP traffic from smart‐
phones that enables users to transfer high amount of data while moving inside the cell
[5]. Many types of research had worked in improving IPTV services QoS. The poor-
quality model has been merged in [3] to improve IPTV network accuracy and efficiency
in case of pause or screen with less clarity. Li and Chen in [5] combined time slicing
and discontinuous reception (DRX) schemes to build power saving technique for LTE
network. The proposed mechanism decreases the UEs consumed power and saves the
IPTV services quality. In [6], a new framework has been illustrated to measure the
viewer’s response and analyses TV content. This method leads to use IPTV network
data according to users’ opinion. A new proposed architecture with new coding has been
proposed in [7] to mend robustness when the network capacity increase. To uphold IPTV
in LTE network, Broadcast Multicast Service Centre had been designed in [8]. In [9],
Chen and Liao succeeded to reduce the switching delay during video transfer using exact
packet pairs that increase bandwidth. They also improved playback media stability by
using buffers to store selected channel. IPTV network and QoS parameters had been
explained and analyzed in details in [10]. Li and Chen support IPTV mobility over a
wireless cellular network using spectrum allocation technique [11]. This offered better
IPTV services besides it keeps voice service quality. In [12], IPTV data problems as
dropping, blocking and bandwidth usage had been almost solved using new queue model
that consider adaptive modulation and coding. IPTV seamless handover in wireless LAN
had been achieved in [13] using Physical Constraint and Load-Aware. This technique
allows the user to choose the next wireless LAN to access according to its strength,
congestion and bit error rate.

To guarantee the best IPTV QoS, a new QoS-control paradigm based on adaptive
control theory had been developed to enable this next-generation services to interact
with the users. These new techniques will provide the user demand according to their
QoS requirements. Knowing that the one implemented in the IMS-based IPTV is based
on DiffServ, our approach is in the form of a new PHB (Per-Hop Behavior). As for the
classification of IPTV sub-traffic, we propose a mechanism based on the use of the IPv6
FL (Flow Label) fields to enhance the QoS in the IMS network. The objective of this
proposal is to differentiate between the IPTV packets and allow them to avoid the best
effort treatment as they are part of the same traffic (Video).We also apply this proposed
paradigm in LTE network to provide the best QoS. The outline of the paper is as follows:
Sect. 2 shows briefly QoS issues, types of IP interworking networks and existing sugges‐
tions for improving QoS using IPv6 FL. It also explains our QoS optimization mecha‐
nism. That explanation is based on how to prioritize IPTV sub-traffic using the IPv6 FL
field and how to generate new class of services. In Sect. 3, we discuss our implementation
network and the studied scenario of the LTE-IMS-Based IPTV by using Opnet 17.5.
Section 4 illustrates the performance analysis of the proposed mechanism. Finally,
Sect. 5 concludes this paper and outlines the prospects.
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2 Improving QoS Using Flow Label Proposed Technique

The capability of the network to provide the user requirements when using IPTV service
taking into consideration the main parameters like delay, traffic losses, video jitter and
quality is the heart of the definition of QoS in our network. Two main QoS models were
proposed by IETF (Internet Engineering Task Force): IntServ and DiffServ [14–16].
The difference between these two models is explained in details in [17]. To improve
QoS for IPTV services, during transmission, IPv6 FL had been used in addition to IMS
system.

2.1 IPv6 Flow Label and Quality of Service

IPv6 FL is a 20-bits field just after the Traffic Class field of the IPv6 header. This field
may be used to label packets of the same packet flow or an aggregation of flows [18].
Several approaches have been proposed to the IETF to use this field to improve QoS on
the internet [19]. Some of them have suggested using it to send the bandwidth, delay,
and buffer requirements. Others have recommended using this field to send the used port
number and the transport protocol [20]. Other approaches have been proposed [21], but
none of them have been standardized. However, there is an hybrid approach that takes
into account the advanced approaches and applies them to DiffServ model [19]. This
method has booked the first 3 bits of the IPv6 FL field to indicate the methods used and
reserved the remaining 17-bit parameter relating to each particular approach. Table 1
summarizes this hybrid approach.

Table 1. The bit pattern for the first 3 bits of Flow Label

Value type of the used approach
000 Default
001 A random number is used to define the Flow Label.
010 Int-Serv
011 Diff-Serv
100 A format that includes the port number and the protocol in the FL is

used
101 A new definition explained in [22]
110 Reserved for future use
111 Reserved for future use

2.2 Optimization of IPTV Broadcasting Traffic

The IMS-Based IPTV was not limited to the provision of essential services of IPTV,
but it opened the door to ‘quadruple play’ services and other more advanced ones. As
FL allows the user to ask for a unique process for its real-time traffic flow [15], IMS
provides a continuous connection as it allows users to get their data either with a fixed
or mobile network. IMS had a choice of traditional or recent technologies for service
management, especially using the experience inherited from the Internet model in QoS
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management, but the requirements to provide multimedia services compete to attract
many customers and suppliers.

Video traffic is characterized by a variable data rate due to the dynamic nature of the
captured scenes and also the encoding process [23, 24]. Assign EF (Expedited
Forwarding) as PHB to video traffic in a DiffServ network can generate a control problem
as video traffic has variable rates. Also, in the fact that several video streams are encap‐
sulated in the same aggregate flows, it will be difficult to design the maximum inter-
video traffic limit for his control at the entrance of the DiffServ domain (Ingres router).
Large traffic with EF PHB may cause congestion of DiffServ core routers. Serving the
EF packets continuously with high priority will increase the degree of this congestion.
As the EF PHB uses only narrow queues, in addition to the growing delay after waiting
in the queue, a significant delay is not desired by a real-time traffic. The succession of
EF packets in the core network will make the refinement of the packets in the queue
slower. Consequently, a significant number of packets will be dropped. In case the
packets removal process is started, it will be no protection of the most sensitive packets.
By adopting the same reasoning, EF packets at the edge of the DiffServ domain will be
treated according to their importance in the GOP (GROUPE of Picture) video [25].
Using an AF (Assured Forwarding) class for IPTV traffic may cause several problems.
The rejection priority for PHBs in AF is often implemented based on WRED (Weighted
Random Early Detection). Because of static treatment experienced by packets AF,
several large packets will be removed instead of other less important. The integration
of the eTOM (enhanced Telecom Operation Map [26]) process in the IMS-based IPTV
allowed classifying users by loyalty order. This approach gives a hand to the network
administrator to differentiate between recipient-based packets.

In case we were in front of the same class of users “GOLD” for example, whose
requesting the IPTV traffic, scoring inter users generates another factor that may affect
the credibility of transmission, as these users have the same grade. In the case of conges‐
tion, routers will be forced to return to elimination process proposed by the DiffServ
standard. Indeed, the IPTV stream is composed of three types of traffic noted BC, PVR
and VoD. The PHBs EF (often attributed to the media stream) assumes that IPTV packets
are within the same video type. It means that they will be treated together with the same
priority, especially in the case of congestion, where routers carry the classification of
these packets queued and disposal packets to alleviate the queues if the queue is full [27].
The treatment of all IPTV packets with the same priority occurs by using a First In First
Out (FIFO) algorithm. All this will increase some latency packets that are sensitive to
delay and loss rates. Knowing that the components of IPTV traffic differ in their sensi‐
tivity to latency and loss rate, seeking a reclassification mechanism between IPTV
packets becomes a necessity. To overcome these limitations, we propose a new mech‐
anism for identifying and subsequently classifying IPTV traffic with treatment and
suppression priority which differs from one packet to another depending on the type of
traffic. As the ToS (Type of Service) field of the IPV4 header is limited to a byte, we
propose to make the mapping of DSCP (Differentiated Services Code Point) values to
IPv6 FL fields that will give us more bits to differentiate IPTV traffic while remaining
compatible with the DiffServ approach. Thus, Table 2 shows the new format of the IPv6
field:
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Table 2. New IPv6 Flow Label values

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9
0 1 1 DSCP X Y Reserved for future use

As the value of the DSCP field for the EF class is set to 101110, the IPv6 FL field
can be written as shown in Table 3:

Table 3. New IPv6 Flow Label values

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9
0 1 1 1 0 1 1 1 0 X Y Reserved for future use

Where x and y are the bits used to differentiate the video Traffic intra-IPTV. The fact
that IPTV packets take the same value of the DSCP field, exploiting only six bits, then
we will use the following 10 and 11-bits in the IPv6 FL to a reclassification intra-IPTV.
The remaining 9-bits will be reserved for future use. We give the name DSCP-FL to the
first 11 bits of the IPv6 FL field. These new FL values are mapped to PHBs that are
characterized by a high priority, low loss rate, jitter, and latency are similar to that of
the current EF PHB. Indeed, three IPTV packets belonging successively under BC
traffic, VoD, PVR will be subjected to a treatment illustrated through the algorithm in
Fig. 1. When the DiffServ router becomes saturated, it will proceed with the removal of
the packets with the highest priority level of dropping. In our case, it will be the one
whose DSCP-FL field has a value close to 011 10111001 (Table 4).

Fig. 1. The proposed algorithm to differentiate intra IPTV traffic

Table 4. IPv6 Flow Label values with highest priority level of suppression

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9
0 1 1 1 0 1 1 1 0 0 1 Reserved for future use

3 Implementation Scenario

In our considered network, we aim to increase the data received by BC, VoD and PVR
user sequentially and decrease the delay and jitter that faces the BC traffic particularly.
Using OPNET Modeler 17.5, we implemented our proposed technique in LTE cellular

An IPv6 Flow Label Based Approach for Mobile IPTV QoS 73



network. The main idea in the proposed framework architecture is to implement IMS-
Based FL IPTV component in a 4G cellular system. A new modulated task application
module had been developed as IMS-SIP server does not exist in the OPNET’s modules.
User registration in IMS network and session establishment of IPTV services are built
in custom application in the proposed framework.

In this paper, we compare between performances of the network in two different
ways. The first case without applying the FL QoS based system. The second scenario
corresponds to when applying FL and WFQ (DSCP Based) QoS. Figure 2 presents three
major components of the used architecture. The first element includes the IMS network,
the second element contains three servers that represent the IPTV data center responsible
for sending different types of multimedia contents (PVR, VoD, and BC). The final one
is the personal receiver that receives data from the transmitter. As the IPTV users are
not alone in a 4G network, there are 10 FTP, and 10 HTTP users that transfer data at the
same time beside IPTV users. We must also mention that we compare the results of our
proposed scenarios when using and disusing our proposed technique to measure the QoS
parameters. The traffic sent is the same from the three different video servers (PVR, BC,
and VoD), high-resolution video, and that after the user perform IMS authentication
steps. In that scenario, the users move inside the cell with the same velocity 100 m/s.

Fig. 2. Moving IPTV users

4 Performance Analysis

In this section, we gathered the collected results for our proposed scenarios; then we
make overall performance analysis. The collected results are traffic dropped, packet end-
to-end delay and delay variation. We compare the performance of the three users (BC,
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VoD, and PVR) in case of using and disusing FL QoS. In this scenario, all the three
users BC, VoD and PVR moves inside the cell with the same speed to make affair
comparison between them when applying the proposed technique. Our proposed FL
QoS shows a high performance for BC user.

4.1 Traffic Dropped

It can be defined as the data missing while sending from the server to the user. This
missing data is due to the congestion of the network and imperfectly data links.

Figure 3 shows that all sources sent the same amount of data, although Fig. 4 shows
that the amount of data received by BC user is higher than both VoD user and PVR user
as BC user has the highest priority then VoD and PVR users.

Fig. 3. Traffic sent (bytes/sec) Fig. 4. Traffic received using Flow Label QoS
(bytes/sec)

As shown in Figs. 5 and 6, BC user and VoD user received a higher amount of data
when using FL QoS. In contrast, the amount of data received by the PVR user decreases
when using FL QoS as shown in Fig. 7.
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Fig. 5. BC traffic received Fig. 6. VoD traffic received

Fig. 7. PVR traffic received

4.2 End-to-End Delay

The time taken by the packets to travel from the server to the user can be called packet
end-to-end delay. As shown in Fig. 8, end-to-end delay taken by the BC user is the lowest
when using FL QoS. BC user delay as in Fig. 9 is lower than the delay when using FL
QoS. In contrast, the delay by PVR users increases when using FL QoS as shown in
Fig. 10, while the delay of VoD user remains almost the same as in Fig. 11.
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Fig. 8. End to End delay (sec) Fig. 9. BC USER End to End delay (sec)

Fig. 10. VoD USER End to End delay (sec) Fig. 11. PVR USER End to End delay (sec)

4.3 Packet Delay Variation

The playout buffers size is presented by Packet Delay Variation for regular delivery of
packets. BC user delay variation is the lowest as shown in Fig. 12 when using FL QoS.
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Fig. 12. Packet delay variation (sec) Fig. 13. BC USER Packet delay variation (sec)

Figures 13, 14 and 15 represent a comparison of packets delay variation by three
users, in the case of using and disusing the FL QoS. BC user delay as shown in Fig. 13
is the lower amount of delay when using FL QoS. In contrast, the delay by the VoD and
PVR users increases when using our approach as shown in Figs. 14 and 15.

Fig. 14. VoD USER Packet delay variation
(sec)

Fig. 15. PVR USER Packet delay variation
(sec)

5 Conclusion and Perspective

In the recent years, many researchers try to improve the QoS of IPTV services that
consider real-time traffic; mainly traffic losses and latency. None of them consider the
problem of classification of IPTV sub traffic and the differentiation between the BC,
VoD, and PVR packets. To fix this problem, we propose a new addressing algorithm
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that classifies between the packets using IPv6 FL field. This algorithm provides a reliable
solution to increase QoS of IPTV sub traffic by increasing the priority of BC traffic over
VoD and PVR traffics. We also improve the quality of IPTV services by applying that
technique to a 4G cellular system. As LTE system provides the high bandwidth that
helps in increasing the quality of sending data by increasing the amount of data sent.
We study the performance of this algorithm using a practical lab as mentioned in
Sect. 4. The performance results show that the amount of data received by BC user which
had the highest priority is the highest in case of the moving user. Our results prove also
that the packet losses, end-to-end delay and packet delay variation decreased for BC
user, but increased for PVR which shows that our techniques work well. We are working
on applying this technique to the next interworking heterogeneous network (LTE-
WLAN-WiMAX). In the future, we will work on improving the security issues in IPTV
IMS network and solve its related issues.
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Abstract. Global weather models solve systems of differential equations to
forecast large-scale weather patterns, which do not perfectly represent atmo-
spheric processes near the ground. Statistical corrections were developed to
adapt numerical weather prognoses for specific local conditions. These tech-
niques combine complex long-term forecasts, based on the physics of the
atmosphere, with surface observations using regression in post-processing to
clarify surface weather details. Differential polynomial neural network is a new
neural network type, which generates series of relative derivative terms to
substitute for the general linear partial differential equation, being able to
describe the local weather dynamics. The general derivative formula is expan-
ded by means of the network backward structure into a convergent sum com-
bination of selected composite polynomial fraction terms. Their equality
derivative changes can model actual relations of local weather data, which are
too complex to be represented by standard computing techniques. The derivative
models can process numerical forecasts of the trained data variables to refine the
target 24-h prognosis of relative humidity or temperature and improve the sta-
tistical corrections. Overnight weather changes break the similarity of trained
and forecast patterns so that the models are improper and fail in actual revisions
but these intermittent days only follow a sort of settled longer periods.

Keywords: Polynomial neural network
Partial differential equation substitution � Relative sum derivative term
Similarity correction model

1 Introduction

Numerical Weather Prediction (NWP) models succeed in long-term forecasting upper
large-scale patterns but are too crude to account for local variations in surface condi-
tions. Pure statistical models using local measurements can forecast idiosyncrasies in
local weather but are usually worthless beyond several hour horizon. Post-processing
methods, called model output statistics (MOS), relate historical observations with the
raw complex numerical forecasts, based on the physics of the atmosphere, using
regression equations to reduce NWP model bias and systematic errors [6]. Adaptive
intelligence methods try to clarify surface weather details and eliminate additionally
random forecast errors of NWP models, induced due to uncertain initial conditions and
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data computational limitations. Extended Polynomial Neural Networks (PNN) can
adopt some principles of the Similarity theory and procedures of the Operator calculus
to decompose and substitute for the general linear Partial Differential Equation (PDE),
which can describe any unknown dynamic system [10].

Y ¼ a0 þ
Pn
i¼1

aixi þ
Pn
i¼1

Pn
j¼1

aijxixj þ
Pn
i¼1

Pn
j¼1

Pn
k¼1

aijkxixjxk þ . . .

n - number of input variables xi ai; aij; aijk; . . . - polynomial parameters
ð1Þ

Differential Polynomial Neural Network (D-PNN) is a new type of neural network,
which extends the PNN structure to produce a series of relative derivative terms, whose
convergent combinations can define and substitute for the general PDE in consideration
of data samples. The GMDH (Group Method of Data Handling) algorithm, created by a
Ukrainian scientist Aleksey Ivakhnenko in 1968, forms PNN in successive steps,
adding layer by layer to decompose the Kolmogorov-Gabor polynomial (1). It expands
the general connections between input and output variables into many simple rela-
tionships of low order polynomials (2) for every pair of input variables in each layer.
The GMDH polynomials in PNN nodes can approximate any stationary random
sequence of observations and can be computed in the last added layer by either
adaptive methods or system of Gaussian normal equations. A typical PNN maps a
vector input x to a scalar output Y, which is an estimate of the true function [4]. The
number of layers of the PNN is not fixed in advance but becomes dynamically meaning
that this self-organizing network grows over the trained period.

y ¼ a0 þ a1xi þ a2xj þ a3xixj þ a4x2i þ a5x2j
xi; xj - input variables of polynomial neuron nodes

ð2Þ

The D-PNN decomposes the general PDE analogous to the PNN does the general
connection polynomial (1). The derivative equality sum changes of selected substitu-
tion fraction terms, formed in the PNN nodes, can model an unknown target function in
a PDE solution. The Operator calculus can convert the PDE into rational fractions,
which represent the Laplace transforms of a searched function. The inverse transfor-
mation can be applied to them to obtain the originals and solve the PDE. In contrast
with the Artificial Neural Network (ANN), each neuron (i.e. substitution PDE term)
produced in any layer node, can be directly included in the total network output, which
is the sum of selected (active) neurons outputs [10].

The general PDE can describe uncertain processes in specific local weather con-
dition, which are too complex and require a mass of data to be solved by conventional
regression or standard computing. These methods usually require a substantial reduc-
tion of input variables leading to model over-simplification [9]. The D-PNN models
can process final NWP outcomes of the trained input variables to calculate output
prediction series and improve MOS final corrections in the majority of cases. The
derivative PDE models represent current fluctuant relations of local data over the
training periods in more or less settled weather conditions. NWP model outputs can be
adapted to them to obtain the successful revisions. If a front brings an overnight
weather change, the predictions fail due to inconsistent trained and forecasted patterns.
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Daily PDE models, formed for the estimated numbers of training days, can refine 24-h
local forecasts of relative humidity (the lowest errors) or temperature.

2 NWP Model Forecasts Local Revisions

Meso-scale forecasts are produced by additional NWP models, based as well on the
numerical integration of differential equations, which can describe circulation processes
in the upper atmosphere on account of data observations. They are usually not
equipped with their own data assimilation system, so their forecasts quality depends
primarily on the global NWP systems providing the initial and boundary conditions. If
the global forecast is questionable over the region of interest, the higher resolution will
only magnify the problems. The physical down-scaling of the domain model can apply
additional satellite atmospheric measurements from an unbiased observing system
while the statistical down-scaling employs only independent surface observations.
MOS typically derive a set of linear equations to relate NWP model outputs with the
actual observations at a certain time. They attempt to minimize the systematic errors of
the next forecast, which primarily result from the physical parameterization of weather
events. The proposed forecast revisions (Sect. 5) are analogous to the Perfect-Prog
(PP) approach, which applies forecasted variables to its analog or regression model,
calculated with their corresponding observations in month periods. Other statistical
algorithms can employ “Running-mean” and “Nearest neighborhood weighted mean”
corrections to minimize the bias of the next forecast [2]. “Variational” method assumes
the non-systematic component of forecast error is linearly dependent on some com-
bination of the initial fields, end-time forecasts and the forecast tendency [5]. NWP
model errors can be expressed in the form of the Lagrange interpolation polynomial,
whose coefficients are determined by past model performance to solve the inverse
problem [7]. The probabilities of certain local weather events can be estimated using a
“germ–grain” model with non-negative least-squares approach to determine the local
(rain-fall) intensities and a “semi-variogram” technique to find the grain-cell size [3].
Hybrid or ensemble methods can combine different techniques or models, which
usually produce better results than single algorithms. Adaptive post-processing meth-
ods can equal or exceed traditional MOS and PP, starting from complex forecasts and
the observations. The proposed daily revisions (Sect. 5) use PDE models that process
final forecast of NWP systems, whose first outputs were corrected by several MOS and
secondary data analyses.

3 The General PDE Decomposition and Substitution

D-PNN defines and substitutes for the general linear PDE, which exact form is not
known in advance and which can describe any dynamic system, with a selected sum
combination of relative polynomial terms (3). The unknown function u is calculated
from the PDE sum of its derivative terms and bias. If u is a separable function, it can be
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expressed in the form of the sum of partial functions uk (3) including convergent series
arisen from their partial derivatives (4), formed in the PNN nodes.

aþ buþ Pn
i¼1

ci @u@xi þ
Pn
i¼1

Pn
j¼1

dij @2u
@xi@xj

þ . . . ¼ 0 u ¼ P1
k¼1

uk

u x1; x2; ; . . .; xnð Þ - unknown separable function of n� input variables
a; b; ci; dij; . . . - weights of terms ui - partial functions

ð3Þ

Considering 2-input variables of the PNN nodes, the 2nd order PDE (4) includes a
series of 5 derivative terms, which corresponds to variables of the GMDH polynomial
(2). This PDE is most often used to model physical or natural system non-linearities.

X @uk
@x1

;
X @uk

@x2
;
X @2uk

@x21
;
X @2uk

@x1@x2
;
X @2uk

@x22

� �
uk - node partial sum functions of an unknown separable function u

ð4Þ

Fraction PDE terms are composed form the standard GMDH polynomials (2) in all
PNN nodes (4) according to the adapted Similarity Dimensional Analysis (SDA). SDA
applies various formal adaptations to PDEs according to the data dimensions to form
dimensionless p-units, i.e. characteristic groups of variables, typically interpreted as the
ratio of several original quantities [1].

L f ðnÞðtÞ�� ¼ pnFðpÞ � Pn
k¼1

pn�if ði�1Þ
0þ L f ðtÞgf ¼ FðpÞ

f tð Þ; f 0 tð Þ; . . .; f ðnÞ tð Þ - originals continuous in\0þ ;1[ p; t - complex and real variables
ð5Þ

This SDA approach corresponds to a polynomial substitution (5) of the Operator
calculus, which can convert differential equations into pure rational functions in con-
sideration of the initial and boundary conditions. The reduced elementary fractions can
be considered the Laplace transforms F(p) of a searched separable function f(t) of a real
variable t, so that the inverse L-transformation can be applied to them to get the
originals and solve the PDE in this way (6).

FðpÞ ¼ PðpÞ
QðpÞ ¼

Xn
k¼1

PðakÞ
QkðakÞ

1
p� ak

f ðtÞ ¼
Xn
k¼1

PðakÞ
QkðakÞe

ak �t

ak - simple real roots of themultinomial Q pð Þ F Pð Þ - Laplace transform
ð6Þ

The rational fractions, formed in each D-PNN node block (Fig. 1), fulfil the con-
dition of the different multinomial degree in the numerator and denominator. The
complete 2-variable GMDH polynomials replace the unknown partial functions uk (3)
of the PDE terms numerators, while reduced polynomials of the denominators represent
the derivative variables (4). The inverse L-transform is applied to the selected poly-
nomial fractions according to the Eq. (6) to substitute for the selected PDE terms (7)
and get the originals, which sum represents an unknown separable output function (3)
in a PDE solution. Each block contains a single output polynomial (2), without

84 L. Zjavka et al.



derivative part. Neurons do not affect the block output but can be directly included in
the total network output sum calculation of a DE solution. Each block has 1 and neuron
2 vectors of adjustable parameters a, and a, b.

F x1; x2; u; @u
@x1

; @u
@x2

; @
2u

@x21
; @2u
@x1@x2

; @
2u

@x22

� �
¼ 0

where F x1; x2; u; p; q; r; s; tð Þ is a function of 8 variables
ð7Þ

While using 2 input variables in the PNN nodes the 2nd order PDE can be expressed
by the equality of 8 variables (7), including derivative terms formed in respect of all
variables of the GMDH polynomial (2). Each D-PNN block can form 5 corresponding
simple derivative neurons in respect of single x1, x2 (8) squared x1

2, x2
2 (9) and com-

bination x1x2 (10) derivative variables, whose selected combination sum can directly
solve the 2nd order sub-PDEs in the PNN nodes (7).

y1 ¼ w1
a0 þ a1x1 þ a2x2 þ a3x1x2 þ a4sigðx21Þþ a5sigðx22Þ

b0 þ b1x1
� eu � @f ðx1; x2Þ

@x1
ð8Þ

y3 ¼ w3
a0 þ a1x1 þ a2x2 þ a3x1x2 þ a4sigðx21Þþ a5sigðx22Þ

b0 þ b1x2 þ b2sigðx22Þ
� eu � @2f ðx1; x2Þ

@x22
ð9Þ

y5 ¼ w5
a0 þ a1x1 þ a2x2 þ a3x1x2 þ a4sigðx21Þþ a5sigðx22Þ

b0 þ b1x1 þ b2x12 þ b3x1x2
� e/ � @2f ðx1;x2Þ

@x1@x2

u ¼ arctg x1=x2ð Þ - phase representation of input variables x1; x2
ai; bi - polynomial parameters sig - sigmoidal transformation

ð10Þ

The Root Mean Squared Error (RMSE) is calculated for the simultaneous poly-
nomial parameter optimization, neuron and node 2-input combination selection (11).

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM
i¼1

Yd
i �Yið Þ2
M

s
! min

Yi - produced and Yd
i - desired D� PNN output for ith training vector of M � data samples

ð11Þ

Block output

GMDH 
polynomial

…
neurons

/

Input 
variables

/ /

CT

Differential 
equation 
solution

x1 x2

CT = composite    
terms

Π

Fig. 1. D-PNN blocks forms simple (/) and composite (CT) substitution PDE terms (neurons)
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4 Backward Differential Polynomial Network

Multi-layer networks form composite functions (Fig. 2). Composite Terms (CT), which
substitute for the derivatives with respect to variables of previous layers, are calculated
according to the composite function (12) partial derivation rules (13).

F x1; x2; . . .; xnð Þ ¼ f z1; zz2; . . .; zmð Þ ¼ f /1 Xð Þ;/2 Xð Þ; . . .;/m Xð Þð Þ ð12Þ

@F
@xk

¼
Xm
i¼1

@f ðz1; z2; . . .; zmÞ
@zi

� @/iðXÞ
@xk

k ¼ 1; . . .; n ð13Þ

Each D-PNN block can form 5 simple neurons (8)–(10). The blocks of the 2nd and
next hidden layers produce additional CTs, which substitute for the composite poly-
nomial derivatives using output and input variables of the back connected previous
layers blocks, e.g. the 3rd layer blocks can form CTs in respect of the 2nd (14) and 1st

layer (15). The number of block neurons, i.e. CTs including composite derivatives,
doubles with each previous back-connected layer. Thus the probability activations PA

of CTs, formed with respect to derivative block input variables of the previous layers,
halves along with the increasing number of hidden layers, which are comprised
backward in the network tree-like structure (Fig. 2) [10].

x1 x2 x3 x4 x5 … xn

L-1-transformed fraction sum terms
substitution for the general PDE

Backward 
connections

1 - 2 1 - 3 1 - 4 1 - 5 1 - N 5 - N

1 - 3 3 - 4 1 - 4 4 - 5 5 - B ….

1 - 2 1 - B2 - 41 - 4

1 - 4 2 - 4 3 - 5

….

….

….

3 - B

4 - 5 4 - B

1 - 5 5 - B4 - 5

B = max. number of 
blocks in all layers

Y = N1 + N8 + … + CT4 + …
Ni = Neuron CTi = Composite term

Σ

Fig. 2. N-variable D-PNN selects from 2-variable combination blocks in each hidden layer

86 L. Zjavka et al.



yi ¼ w2 � a0 þ a1x21 þ a2x22 þ a3x21x22 þ a4sigðx221Þþ a5sigðx222Þ
x22

� eu31

� x21
b0 þ b1x11 þ b2sigðx211Þ

� eu21 � @2f ðx21; x22Þ
@x211

ð14Þ

yi ¼ w3 � a0 þ a1x21 þ a2x22 þ a3x21x22 þ a4sigðx221Þþ a5sigðx222Þ
x22

� eu31 � x21x13
� e�u21 � x11

b0 þ b1x2
� eu11 � @f ðx21;x22Þ

@x2
yi - ithComposite Term CTð Þ output u21 ¼ arctgðx11=x12Þ

ð15Þ

The square and combination derivative terms are formed analogously. The D-PNN
using more than 3 input variables must select from the possible node blocks in each
layer (i.e. select the optimal node 2-inputs analogous to the GMDH) as the number of
the input combination couples grows exponentially in each next hidden layer. The
complete D-PNN structure is fixed in advance and optimized as a whole, i.e. it is
initialized with an estimated number of layers and the node blocks, which are not added
one by one. A specific neurons combination, which can form a PDE solution, is not
able to accept a disturbing effect of the rest of the neurons (able to form other local
solutions) in the parameter optimization. The D-PNN total output Y is the arithmetic
mean of active neurons output values so as to prevent their changeable number in a
combination from influencing the total network output (16) [10].

Y ¼
Pk
i¼1

yi

k
k ¼ the actual number of active neurons ð16Þ

2 random simultaneous processes of the optimal block 2-inputs and neurons
combination selection are finished gradually in the initial D-PNN structure formation
and primary general PDE definition. The iterations are done along with the continual
polynomial parameters and term weights optimization using the Gradient Steepest
Descent (GSD). The binary Particle Swarm Optimization (PSO), being able to solve
large combinatorial problems, can optimize the neurons selection process.

5 NWP Outputs Refinements Using Daily PDE Correction
Models

The National Oceanic and Atmospheric Administration (NOAA) operates free National
Weather Service (NWS), which provides among other services forecasts of North
American Meso-scale (NAM) system. NAM produces 4-day hourly forecasts of tem-
perature, relative humidity, dew point, sky condition, sea level pressure, wind speed and
direction at a selected locality [11]. Daily PDE correction models using 6-input - >
1-output variables at the same point-time process the above forecasts of the same trained
input quantities to calculate the target predictions in Helena, Montana (Figs. 3, 4, 5 and 6).
D-PNN was trained with hourly local data observations for the periods of 2 to 8 days
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Fig. 3. 19.12.2013, Helena - RMSE: NOAA = 1.65, D-PNN = 1.90

Fig. 4. 20.12.2013, Helena - Temperature RMSE: NOAA = 4.68, D-PNN = 3.34

Fig. 5. 16.1.2013, Helena - RMSE: NOAA = 25.35, D-PNN = 12.75
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previously (i.e. 48–192 data samples). The optimal numbers of training days were esti-
mated by additional supplementary models, trained analogously to the D-PNN correction
models and tested with the previous day forecasts to compare the outputs with the latest
observations. NOAA provides free historical weather data archives [12] and current hourly
tabular observations [13] for many land-based surface stations. Weather Underground
(WU) shares the historical data observations [14] and provides alternative forecasts, based
on the NOAA forecasts and observations.

Relative humidity has typically a periodic daily behavior with increasing values at
night hours, primarily inverse to the temperature drop. A steep or sudden increase in its
values can indicate precipitation (Fig. 5), while slight or gradual changes in the slope
curve mean variable cloudiness. The presented PDE models are rain-sensitive, they can
indicate local storms. Weather conditions mostly do not change fundamentally within
short time periods of several days, which are followed by overnight changes. The
D-PNN models are not valid in the new situations, as they represent local data relations
of the previous days and their corrections of NWP outputs are useless (Fig. 3). An
appropriate NWP data analysis can indicate the sporadic days of frontal breaks to
discard the revisions. NAM model forecasts can be also sufficient and accurate enough
to allow for any valuable improvements using the PDE corrections models in same
days (Fig. 6). The D-PNN daily revisions of relative humidity forecasts obtain the best
results in comparison to other weather quantities, e.g. wind speed [8] or the most
problematic temperature.

6 Conclusions

D-PNN local PDE solutions maintain the equality of derivative changes in selected
polynomial relative terms to detail actual surface conditions. More or less settled
weather periods allow to obtain successful revisions in daily forecast as the trained
relations of current data observations do not change essentially in the forecasted days.
Temporary frontal systems affect trained patterns character hence the PDE models do

Fig. 6. 17.1.2014, Helena - RMSE: NOAA = 10.42, D-PNN = 9.08
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not represent changed local conditions and their corrections fail. The optimal training
periods were initially estimated by secondary models, formed analogously to the
prediction models but tested with the previous day input forecasts for the latest
observations. The supplementary models can just as estimate the optimal training
errors, which correspond to the minimal correction errors (in respect of the last data)
and which can occasionally converge together with the prediction errors in some days.
These 2 main training parameters are necessary to eliminate rapid dynamical changes in
ground atmosphere and the inaccuracy of processed NWP outputs in operative pre-
dictions. The accuracy of the proposed method is naturally bound to the quality of
processed input forecasts, which varies day to day. The D-PNN models using gridded
data from several observation stations (and possibly atmospheric layers) would allow
more precise daily predictions as the boundary (and sky) conditions in the object area
will project themselves into the target central locality in forecasted daily horizon.
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Abstract. In the context of cloud computing, the energy consumed by
the data center is higher because it contains a large number of physical
machines, which in turn contain a number of virtual machines resulting
in high power consumption. In addition, the cloud provider must provide
a high quality of service (QoS) to its customers on the condition of not
consuming a large amount of energy. Among the techniques of minimizing
energy consumption is to turn down servers when the workload is low and
relocate its virtual machines to another server. In this paper, we propose
to combine this technique with another that uses a threshold ensuring
the condition of not crossing a given level of use capacity of each server.
We validate our model by numerical evaluation which demonstrates the
effectiveness of the proposition in terms of energy efficiency and QoS
improvement.

Keywords: Energy efficiency · Cloud computing
Energy consumption · Virtualization · Allocation of virtual machines
Live migration of virtual machines

1 Introduction

A cloud computing infrastructure consists of services that are offered and deliv-
ered through a data center, that can be accessed from a web browser anywhere
in the world [1]. A data center is a centralized repository for the storage, man-
agement, and dissemination of data and information. Typically, a data center is
a facility used to house computer systems and associated components, such as
telecommunications and storage systems. Cloud data centers (CDC) are made
up of a number of physical machines (PMs) consisting of groups and multiple vir-
tual machines (VMs) running on each PM [2]. Many companies such as Amazon,
Microsoft, Google, and Apple offer cloud services more quickly and efficiently to
the client. Cloud market achieved up to 150 billion dollars in 2013 [3], but the
rising price of energy increases the total cost of ownership and reduces the return
c© Springer International Publishing AG, part of Springer Nature 2018
A. Abraham et al. (Eds.): IBICA 2017, AISC 735, pp. 92–101, 2018.
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on Investment. According to [4], the energy consumption of CDC worldwide is
estimated at 26GW corresponding to about 1.4% of the global electrical energy
consumption with a growth rate of 12% per year. Another recent study estimates
that a CDC can use 91 billion kilowatt-hours of electricity and its consumption is
still growing rapidly [5]. This consumed energy can be classified into energy con-
sumed by infrastructure facilities (e.g., cooling systems and power conditioning
systems) and energy consumed by IT equipment (e.g., PMs, storage, networks,
etc.).

Otherwise, the virtualization of computing resources is a basic technique in
CDC used to improve the energy efficiency [6]. This technology allows multiple
VMs to be consolidated on a minimum number of PMs to further minimize such
power consumption in CDC that host Cloud Computing services. A significant
amount of power is consumed even when the PM is idle (approximately 70%
of the power consumed by the PM running at full CPU utilization) [7], thus
opening an opportunity for VMs migration and turns off the PMs who are not
used for reducing energy cost. In addition, cloud providers must provide reliable
Quality of Service (QoS) for a customer that is negotiated in terms of Service
Level Agreements (SLA), e.g. throughput, response time [8]. Therefore, to ensure
better use of resources, cloud providers have to deal with power-performance
trade-off, because aggressive consolidation of VMs can result in a significant loss
of performance. To this end, in this work we exploit the dynamic migration of
VMs based on current resource requirements while ensuring reliable QoS and
minimizing energy consumption.

The rest of the paper is organized as follows: Sect. 2 summarizes the related
work. The proposed model is presented in Sect. 3. Section 4 presents the analy-
sis of the proposed model. Section 5 presents the performance analysis and the
numerical results. Finally, Sect. 6 is devoted to the conclusion.

2 Related Work

Some studies about cloud energy consumption were proposed recently. For
instance, Srikantaiah et al. [9] presented an energy-aware consolidation tech-
nique to decrease the total energy consumption of a cloud computing system.
The authors empirically modeled the energy consumption of servers as a func-
tion of CPU and disk utilization. For that, they described a simple heuristic to
consolidate the processing works in the cloud computing system. Performance of
the solution is evaluated only for very small input size. Authors in [10], proposed
a mathematical programming model for server consolidation, in which each ser-
vice was implemented in a VM, to reduce number of used PM. Verma et al.
[11], formulated a problem of Energy consumption for heterogeneous CDC with
workload control dynamic placement of applications. They applied a heuristic
for bin packing problem with variable bin sizes and costs and introduced the
notion of cost of VM live migration, but the information about the cost calcula-
tion is not provided. The proposed algorithms, on the contrary to our approach,
do not handle SLA requirements: SLA can be violated due to variability of the
workload.
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Beloglazov et al. [12], proposed a heuristic algorithm for dynamic adaption
of VM allocation at run-time based on the current utilization of resources by
applying live migration, switching idle nodes to sleep mode. The proposed algo-
rithm evaluated by simulations significantly reduces the global power consump-
tion of the simulated CDC infrastructure. Authors in [14], proposed a power
performance problem for parallel computations in CDC. They adopt an optimal
energy/time allocation among levels of tasks and equal power supply to tasks at
the same level, and show significant performance improvement. Awada et al. [13],
presented energy consumption formulas for calculating the total energy consump-
tion in cloud environments to save energy. They described an energy consump-
tion tools and empirical analysis approaches and provided generic energy con-
sumption models for server idle and server active states. Boru et al. [15] proposed
an energy-efficient data replication model in geographically distributed CDC.
They introduced a unique replication solution which considers both energy effi-
ciency and bandwidth consumption of the system. The proposed model improves
communication delay and network bandwidth between geographically dispersed
CDC as well as inside of each CDC.

In contrast to the discussed studies, we propose efficient heuristics for
dynamic adaption of allocation of VMs in runtime applying live migration
according to current utilization of resources and thus minimizing energy con-
sumption. The proposed approach can effectively handle strict QoS require-
ments, heterogeneous infrastructure and heterogeneous VMs. The algorithms do
not depend on a particular type of workload and do not require any knowledge
about applications executed on VMs.

3 Proposed Model

3.1 Problem Statement

In this work, we consider a data center with m homogeneous PMs, each PM
contains a number of heterogeneous VMs. In order to manage the CDC, there
are many objectives that have been defined in the literature. Among them, min-
imizing the number of PMs required or minimizing the number of VMs executed
per unit of time. All these objectives contribute to minimize energy consump-
tion or to increase the level of performance. The proposed model in this paper
aims to minimize the number of PMs in order to minimize the energy consump-
tion of the server. However, consideration should be given to avoiding excessive
consolidation which results in a negative impact on QoS.

The idea is to define two usage thresholds in each PM; namely, the upper
threshold and the lower threshold. These thresholds are used to keep the total
CPU usage of all VMs in the PM between these two values. If the total use of a
PM is below the lower threshold, then all of the VMs running in this PM must
be migrated from that host, and that host must be disabled to eliminate active
power consumption, in the other case if total CPU usage exceeds the upper
threshold, some VMs must be migrated from that host to reduce usage and to
avoid potential contract violation at the service level (Fig. 1).
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Fig. 1. Data center architecture and the proposed model

3.2 Mathematical Formulation

The proposed problem is studied as a mixed integer linear programming model.
The notation used in this paper are given in the Table 1 below.

Objective Function: The objective used for the problem is about minimizing
the number of PMs.

To model the objective function, intermediate variables are defined as below.

∀j ∈ [1,m] yj =
{

1, Machine Mj is used
0, otherwise

(1)

Then, the objective function can be formulated as

min
m∑
j=1

yj (2)
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Table 1. Notation and terminology

Notation Description

m Number of physical machines (M1,M2, ...,Mm)

n Number of virtual machines for each physical machine j
(V1j , V2j , ..., Vnj)

Cij Capacity of each virtual machine i mapped in physical machine j

Upperj Threshold Up for each physical machine j

Lowerj Threshold Down for each physical machine j

Capj Capacity total the physical machines j

Upper Threshold Up for total physical machines

Cap Total capacity of the system

Note that value of the yj variables will be calculated from decision variables
defined in the following.

The decision variables in this model are defined as below:

xij =
{

1, ith VM is mapped to jth PM
0, otherwise , ∀i ∈ [1, n],∀j ∈ [1,m] (3)

Then, the yj can be calculated by

yj = max
i∈[1,n]

xij (4)

or yj ≤ xij , ∀i ∈ [1, n] since they are in binary and the objective is relational to
minimizing each value of yj for all j ∈ [1,m].

The constraints of the problem are:

– The total capacity does not exceed the capacity of system Cap
– Total capacity of virtual machines used for each physical machine Mj must

be between the thresholds Upperj and Lowerj
– No virtual machine can exist in 2 physical machines at the same time

The constraints are formulated as below
m∑
j=1

Capj ≤ Upper, (5)

Lowerj ≤
n∑

i=1

Cij ≤ Upperj , ∀j ∈ [1,m] (6)

m∑
j=1

xij ≤ 1, ∀i ∈ [1, n] (7)
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4 Model Analysis

The proposed mechanism works in two phases: VM selection and VM placement.

VM Selection: The optimization of the current allocation of the VMs is done
in two steps: in the first step, we select the VMs to be migrated, in the second
step, the selected VMs are placed on the host using the modification of the Best
Fit Decreasing (MBFD) algorithm [12]. We use a heuristic to choose the VMs
to migrate. The Minimization of Migrations (MM) policy selects the minimum
number of VMs needed to migrate from a host to reduce CPU utilization below
the Upper threshold if the upper threshold is violated.

The MM policy finds a set Rj of VMs which must be migrated from the
host j.

Let Vj the set of VMs currently allocated to the host j. For each V Mi in the
host j, cij is its capacity.

The Rj as a subset of Vj is defined by the following equations

if Lower > Ucurr then Rj = Vj (8)

if Upper < Ucurr then Rj = {Vij ∈ Vj | min
1≤k≤n

(nk)∑
i=1

cij ≥ Ucurr −Upper} (9)

VM Placement: Allocation of VMs can be divided into two steps, the first
part is information about VMs, numbers and capacity; while the second part
is to optimize the necessary allocation numbers of VMs. The first part can be
considered a Bin Packing problem with variable bin sizes and prices. To solve it,
we apply a MBFD algorithm such that we sort all the VMs in descending order
of its utilization and allocate each VM to a host that provides the least increase
of capacity due to this allocation. This makes it possible to take advantage of
the heterogeneity of the nodes by choosing the most effective power.

The pseudo-code for the algorithm is presented in Algorithm1.

5 Performance Analysis

In migration algorithm, the upper threshold is set to avoid the SLA violations.
Each PM periodically executes an overload detection strategy to trigger migra-
tion. A PM is overload, when the resource utilization reaches the upper thresh-
old. The upper threshold should be adjusted, depending on the specific system
requirements, to avoid performance degradation and SLA violations. A PM is
considered to be under loaded, when the resource utilization is under the lower
threshold. The lower threshold significantly affects the energy efficiency and the
amount of migrations.
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Algorithm 1. Modified Best Fit Decreasing (MBFD)
Input: List of PMs, List of VMs
Output: Allocation of VMs
1. sortDecreasing all virtual machines
2. for each VM in List of VMs do
3. for each PM in List of PMs do
4. if Utilization of PM has not exceed upper threshold and has enough capacity
for VM then
5. Utilization of PM = Utilization of PM + Utilization of VM
6. Remain=Upper-Utilization of PM
7. if Remain is the minimum between the values provided by all VMs then
8. Allocated VM in PM
9. Remove VM in List of VM
10. endif
11. endif
12. endfor
13. endfor
14. return VMs allocation

We perform modelization in Matlab to evaluate our model. Modelization has
been chosen to evaluate the performance of the proposed algorithms and the
number of PMs ranges from 10 to 100 by 10. Runs were performed to compare
our method with the one where no policy is used.

5.1 Analysis of Energy Consumption

To evaluate the efficiency of the proposed model, we evaluate the amount energy
consumed in CDC. To achieve this end, the following formula is used to calculate
the energy

ETot = E +
∑

activePMj

(Pj +
∑

VMij∈Vj

α × U(V Mij)) (10)

where E is the power needed for monitoring the CDC in idle state, Pj is the
power consumption in idle state for a PMj , U(V Mij) is the utilization of the
V Mij and α is a power weight coefficient.

The influence of high and low thresholds is evaluated on energy efficiency in
data center which consists of 100 VMs.

In Fig. 2, we plot the amount of energy consumed under our proposed algo-
rithm compared to the case where a random selecting algorithm is used. As the
Fig. 2 shows, the system energy consumption vary with the value of number of
PMs. The tendencies of the system energy consumption obtained from the two
experiences are similar. We remark that, when the number of PMs increases from
30 to 100, there is obvious change of the system energy consumption. However,
it increases faster from 70 to 90 and the total energy consumption is always
lower for MBFD especially from 60 to 100 PMs. In average an amount of 20% of
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Fig. 2. Comparison of the system energy consumption

consumed energy is saved due to migration algorithm which permits us to turn
off some PMs.

5.2 Cost of VM Migration

VMs migrate at the beginning of each monitor period. It has negative impacts
on performance of the running tasks. We assume that each VM migration costs
the same amount of resources. So it is crucial to minimize the number of VM
migrations ensuring the QoS and energy conservation. In this work we are inter-
ested in evaluating the cost of migration with a view to study and minimize it
in future work. Each migration has a cost in QoS. However, when the migration
is monitored due to exceeding of the upper threshold, the QoS of the migrated
machine and of remained VMs in the PM where the migration is performed from
is improved. Then, the total cost of this operation can be computed using the
following formula

CostMig = β × NMTot − γ × NMup (11)

where NMTot is the total number of migrated V M , NMup is the number of V M
migrated due to exceeding of the upper threshold, β is the cost of a migration
and γ is the gain in QoS when the migration is monitored due to exceeding of
the upper threshold.

Moreover, we can suppose that β is very small compared to γ based to the fact
that migration techniques used in CDC are developed and permits minimizing
the cost due to this operation. In our experimentation, we use β = 2 and γ = 4.
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Table 2. Cost of migration

Number of VM Number of migration due to
exceeding upper threshold

Cost

10 1 30

20 8 −32

30 12 −26

40 17 −50

50 14 −10

60 25 −80

70 29 −100

80 25 −58

90 38 −130

100 40 −122

Table 2 shows the cost of migration when the number of VMs is varying.
We remark that when the number of VMs is increasing, the cost becomes not
positive, which means that we gain at the QoS. This is due to the fact that there
is more chance to have an exceeding of the upper threshold.

6 Conclusion

In cloud computing systems, managing the VM placement is a crucial task that
can be used to save energy and to improve QoS. In this paper we have proposed
a technique to manage the virtual machine migration between the PMs in a
CDC. Our proposition is based on a set of thresholds that manages the selec-
tion and placement of VMs in physical machines, this management deal with
power-performance trade-off. This model is presented as a mixed integer linear
mathematical model. The numerical evaluation of the proposed technique, per-
formed in Matlab, showed that our model enable saving an amount of energy
consumed and improve the QoS. However, this work has to be detailed in terms
of QoS performances.
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Abstract. This paper investigates the impact of transmission cost on
stimulating the cooperation in decentralized Slotted ALOHA mechanism
combined with ZigZag Decoding (SA-ZD). We model the system by a bi-
dimensional Markov chain that integrates the effect of ZigZag Decoding
(ZD), then we formulate the problem within a stochastic game frame-
work. We evaluate and compare the performance parameters of our pro-
posed approach with those of the same approach without transmission
cost. We then show how to control the transmission cost to achieve the
best performances. All found results show that our approach improves
significantly the Quality of Service (QoS) of the system.

Keywords: Wireless networks · Performance evaluation
Game theory · Markov chain · Slotted ALOHA · Nash equilibrium
ZigZag Decoding · Transmission cost

1 Introduction

Medium access control is the way of access to common media and permission
for transmission over them. Since wireless networks use a shared transmission
medium, collision may occur because of simultaneous transmissions by two or
several interfering nodes, hence the necessity to coordinate transmissions. The
most popular multiple access protocols is probably the ALOHA family [1], Car-
rier Sense Multiple Access (CSMA) [3], and their corresponding variations. They
have been widely studied as efficient methods to coordinate the medium access
among competing users. To prevent contention issues between competitive nodes,
various mechanisms have been implemented. For instance, to reduce contention
under Slotted ALOHA (SA) mechanism, a user transmits a packet with certain
probability during each time slot. However, we can see in CSMA mechanism,
a user maintains a back off window and waits for a random amount of time
bounded by the back off window before a transmission (or retransmission).
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The main motivation of this work is to provide an analytical framework
to systematically study the behavior of selfish nodes in wireless network.
We propose herein a game theoretic approach of the SA mechanism combined
with a technique called ZigZag Decoding (ZD) and a Transmission Cost (TC).
We evaluate our results using Matlab and compare them to the basic SA mech-
anism with a transmission cost (SA-TC) [2]. We also compare our results with
those of the cooperative and the non-cooperative Slotted ALOHA mechanism
combined with ZigZag Decoding (SA-ZD) without transmission cost [8,9].

The rest of the paper is organized as follows. In Sect. 2, we discuss some
recent empirical studies in the context of selfish behavior in wireless networks.
We present a brief overview of the proposed mechanism in Sect. 3. In Sect. 4,
we formulate a non-cooperative model of the SA-ZD mechanism in which we
integrate the concept of TC. Section 5 is dedicated to numerical results where
we investigate the impact of adding the TC on the performance metrics of the
system. Finally, Sect. 6 concludes the paper.

2 Related Work

Considerable work has been done for analyzing the behavior of selfish nodes in
wireless networks. Below we highlight some of this literature.

Altman et al. [2] proposed to add a TC to every transmission attempt, the
authors show that in non-cooperative game this pricing can be used to get the
same throughput given by cooperative game. The same idea as [2] have been
proposed by Karouit et al. in [5], where they studied the Binary Exponential
Backoff (BEB) mechanism with Multiple Power Levels (MPLs). The resulting
mechanism named MPL-BEB shows that under heavy traffic the Mobile Sta-
tions (MSs) act selfishly by attempting to get access to the channel using a
retransmission probability close to 1, thus introducing the TC allows to control
such a behavior and improve the performance of the system. In [6], the authors
studied the influence of TCs on the behavior of selfish nodes in wireless Local
Area Networks (LANs). Unlike [2], they assumed that active nodes know the cur-
rent number of backlogged packets in the system. Therefore, nodes can decide
whether or not to accept the new arriving packet, depending on the expected
cost of successful transmission.

Zaaloul et al. studied the SA-ZD mechanism as a cooperative game in [9] and
as a non-cooperative game in [8]. Our studies extend [8] by introducing the TC
into the SA-ZD mechanism in order to mitigate the selfish behavior of competing
nodes and hence improve the Quality of Service (QoS) of the system.

3 Proposed Mechanism

We propose a mechanism combining the SA, ZD and a TC. We name the result-
ing mechanism SA-ZDTC. ZigZag requires no changes to the MAC layer and
introduces no overheard in the case of no collision [4]. If there is no collusion,
ZigZag acts like a typical random access method. Furthermore, it achieves the
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same performance as if the colliding packets were a priori scheduled in separate
time slots. Thus the SA-ZDTC mechanism works as follows:

• Time is divided into slots of one packet duration.
• The frame size is either one or two slots.
• If one node attempts transmission during a slot, the transmission is successful.
• If two nodes attempt transmission during a slot, the transmission is successful

by ZigZag.
• Otherwise, a collision occurs and packets involved in a collision are lost.
• Collided packets are retransmitted after a random delay.
• If a new packet arrives during a slot, it will be transmitted in the next slot.
• If a transmission has failed, node becomes backlogged.
• For simplicity, we first assume that transmissions are cost free, but later costs

are introduced in order to reduce selfishness.

4 A Stochastic Game Formulation

In many cases, Slotted ALOHA system is usually a decentralized entity, so the
cooperative model is not efficient any more. We will develop a model for decen-
tralized non-cooperative game which is more powerful and appropriate to SA
mechanism. The Nash equilibrium concept replaces the concept of optimality in
the team problem.

4.1 Non-cooperative Game

We consider M + 1 bufferless nodes that compete to get access to a shared
medium. Let qr = (q1r , q2r , ..., qM+1

r ) be a vector of retransmission probabili-
ties for all users. We define by ([qr]−i, qi

r) a retransmission policy where user
i retransmits at any slot with probability qi

r and any other node j retransmits
with probability qj

r for all j �= i. We assume that all the M nodes retransmit
with a given probability [qr]−(M+1) = (qr, qr, ..., qr), whereas the node M + 1
retransmits with probability q

(M+1)
r .

In a non-cooperative game, each player attempts to optimize its utility
(denoted by objectivei(qr)), by either maximizing its own throughput or min-
imizing the expected delay of its packets. Our objective is to find a symmetric
equilibrium policy q∗

r = (qr, qr, ..., qr) such that for any user i and any retrans-
mission probability qi

r �= qr

objectivei(q∗
r) ≥ objectivei(qr, ..., q

i
r, ..., qr). (1)

Due to symmetry, verifying (1) for a single player is a sufficient condition
to have q∗

r = (qr, qr, ..., qr) as an equilibrium. Hereafter, we choose the player
M + 1 to be our tagged user.

We define the set of best response strategies of user M + 1 by

QM+1 (qr) = argmax
q
(M+1)
r ∈[ε,1]

{
objective(M+1)

(
[qr]−(M+1), q(M+1)

r

)}
, (2)
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where
(
[qr]−(M+1), q

(M+1)
r

)
denotes the retransmission policy, and the maxi-

mization is taken with respect to q
(M+1)
r . Then q∗

r is a symmetric equilibrium if

q∗
r ∈ QM+1 (q∗

r) . (3)

Let Qa(i,N) be the probability that i unbacklogged nodes transmit packets
in a given slot. Then

Qa(i,N) =
(

M − N

i

)
(1 − pa)(M−N−i)

pi
a, (4)

where pa is the arrival probability. Let Qr(i,N) be the probability that i out of
backlogged nodes retransmit packets in a given slot. Thus

Qr(i,N) =
(

N

i

)
(1 − qr)

(N−i)
qi
r. (5)

To find the performance metrics, we shall use a bi-dimensional Markov chain
improved by ZD. The transition probability diagram is depicted in Fig. 1. Let
the first state component be the number of backlogged packets among the users
1, ...,M , and the second component be the number of backlogged packets of
the user M + 1 (either 1 or 0). For any choice of values q ∈ ]0, 1], the state
process is a Markov chain that contains a single ergodic sub-chain (and possibly
transient states as well). Indeed, it is easy to check that the past and future are
conditionally independent, given the present state (Markov property).

Since the state space is finite and all states communicate with each other,
the Markovian chain is ergodic, and therefore the stationary distribution exists.

Fig. 1. Bi-dimensional Markov chain for the game problem
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Let π
(
[qr]−(M+1), q

(M+1)
r

)
be the corresponding vector of steady state proba-

bilities where its N th entry πN,a

(
[qr]−(M+1), q

(M+1)
r

)
denotes the probability

that the state of the system is (N, a).
For simplicity purpose, we note q̄(M+1) =

(
[qr]−(M+1), q

(M+1)
r

)
. Then the

steady state of the Markovian process is given by the following system
⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

π
(
q̄(M+1)

)
= π

(
q̄(M+1)

)
P

(
q̄(M+1)

)
,

πN,a

(
q̄(M+1)

) ≥ 0, N = 0, ...,M and a = 0, 1
M∑

N=0

1∑
a=0

πN,a

(
q̄(M+1)

)
= 1.

(6)

4.2 Frame Size

The frame size in a non-cooperative SA-ZD is either one or two slots and it is
defined by

T
(
q̄(M+1)

)
= 2PZigZag + (1 − PZigZag), (7)

where PZigZag is the probability that tow packets are transmitted by ZD, it is
given by

PZigZag =
M∑

N=0

P1πN,0

(
q̄(M+1)

)
+ P2πN,1

(
q̄(M+1)

)
, (8)

where
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

P1 = pa [Qa(1, N)Qr(0, N) + Qa(0, N)Qr(1, N)]

+ (1 − pa) [Qa(0, N)Qr(2, N) + Qa(2, N)Qr(0, N) + Qa(1, N)Qr(1, N)] ,

P2 = q
(M+1)
r [Qa(1, N)Qr(0, N) + Qa(0, N)Qr(1, N)]

+ (1 − q
(M+1)
r ) [Qa(0, N)Qr(2, N) + Qa(2, N)Qr(0, N) + Qa(1, N)Qr(1, N)] .

4.3 Performance Metrics

We can now calculate the number of backlogged packets of user M +1 as follows

S(M+1)

(
q̄(M+1)

)
=

M∑
N=0

πN,1

(
q̄(M+1)

)
. (9)

The average throughput of user M + 1 is given by

THp(M+1)

(
q̄(M+1)

)
=

pa

T
(
q̄(M+1)

)
M∑

N=0

πN,0

(
q̄(M+1)

)
. (10)
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By Little’s formula [7], the delay is given by

D(M+1)

(
q̄(M+1)

)
= 1 +

S(M+1)

(
q̄(M+1)

)

THp(M+1)

(
q̄(M+1)

) . (11)

The average throughput of backlogged packets of user M + 1 is

THpB
(M+1)

(
q̄(M+1)

)

=
1

T
(
q̄(M+1)

)
M∑

N=0

M∑
N ′=0

P(N,0)(N ′,1)
(
q̄(M+1)

)
πN,0

(
q̄(M+1)

)
.

(12)

The delay of backlogged packets of user M + 1 is given by

DB
(M+1) = 1 +

S(M+1)

(
q̄(M+1)

)

THpB
(M+1)

(
q̄(M+1)

) . (13)

4.4 Transmission Cost

In [5,8], we observe that as the arrival probability increases, the users tend to
be more aggressive at equilibrium. This results in a dramatic decreases in the
system’s throughput. This is mainly due to the fact that the users act selfishly
by attempting to access the channel with a retransmission probability qr close
to 1, which yields more energy consumption and more collisions. To avoid this
collapse network, it is required to control the behavior of users. The main idea
behind is to reduce the failure probability by limiting the aggressiveness of the
competing nodes. Towards this end, we propose to associate a TC denoted by C
(which can, in particular, represent the battery power cost) to each transmission
attempt.

For illustrative purpose, we consider the example of one player J1 versus
a couple of players J2 and J3 together, as shown in Table 1. The first player
can undertake two actions, either transmit or wait, while players {J2, J3} can
undertake three actions, either they both transmit (TT), they both wait (WW),
or one transmits and the other waits (TW). If exactly one player decides to
transmit while the others decide to wait, he receives (1 − C) and the others
receive 0. If exactly two players decide to transmit, each one receives 1−C (due
to ZD) while the remaining player (the one who decides to wait) receives 0. If
all the three players decide to transmit, a collision occurs, and each one of them
receives −C.

At the steady state, when the node M + 1 transmits successfully, it gains
(1−C)THp(M+1)

(
q̄(M+1)

)
. Similarly, when the transmission fails, it pays a cost

CqM+1
r

M∑
N=0

πN,1

(
q̄(M+1)

)
. Thus, the average utility of node M + 1 is given by

objective(M+1)

(
q̄(M+1)

)

= (1 − C)THp(M+1)

(
q̄(M+1)

) − CqM+1
r

M∑
N=0

πN,1

(
q̄(M+1)

)
.

(14)
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Table 1. Three nodes random access game with transmission cost

player J1 players {J2, J3}
TT TW WW

Transmit (T) (−C, −2C) (1 − C, 1 − C) (1−C, 0)

Wait (W) (0, 2(1 − C)) (0, 1−C) (0, 0)

Therefore, in order to maximize its own profit, node (M + 1) is now faced
with the following challenge

maximize
q
(M+1)
r ∈[ε,1]

{
objective(M+1)

(
q̄(M+1)

)}
. (15)

We define as we did before, the set of best response strategies of user M + 1

QM+1 (qr) = argmax
q
(M+1)
r ∈[ε,1]

{
objective(M+1)

(
q̄(M+1)

)}
, (16)

then we seek the value q∗
r of retransmission probability that satisfies

q∗
r ∈ QM+1 (q∗

r) , (17)

which is the Nash equilibrium for the non-cooperative game.

5 Numerical Results

5.1 Fixed Transmission Cost

In this section, we compare the performance metrics of the non-cooperative SA-
ZDTC mechanism, in one hand with the cooperative SA-ZD, and in the other
hand with the non-cooperative SA-ZD. We show how the TC can affect the
performance metrics of the system. We choose throughout this paper ε = 10−4.

We depict in Figs. 2 and 3 the global throughput at Nash equilibrium and
Nash equilibrium retransmission probability, respectively, as a function of pa

for different values of C. We compare the non-cooperative SA-ZDTC (in which
various TCs have been used C = 0, 0.2, 0.5, 0.8) with the cooperative SA-ZD.
As shown in Fig. 2, the SA-ZDTC mechanism proves very effective compared
with non-cooperative SA-ZD [8]. In Fig. 3, we see a decrease on the equilibrium
retransmission probability as the cost increases, which means that the pricing
mechanism strongly affect the behavior of nodes.

Figure 4 illustrates the expected delay of backlogged packets, as a function
of arrival probability pa for different values of C. We note that TC leads to
a bounded delay. However, a large pricing could have a negative impact (e.g.,
a huge delay) since nodes will never transmit when the TC is greater than or
equals to the gain obtained in a successful transmission. Furthermore, one may
wonder why the pricing mechanism could looks very effective than cooperative
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Fig. 2. Global throughput as a func-
tion of arrival probability pa for M +
1 = 10, under different values of C =
[0 0.2 0.5 0.8]

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Arrival probability pa

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

R
et

ra
ns

m
is

si
on

 p
ro

ba
bi

lit
y 

q r

Cooperative SA-ZD (model from [9])
Non-cooperative SA-ZDTC (C=0.2)
Non-cooperative SA-ZDTC (C=0.5)
Non-cooperative SA-ZDTC (C=0.8)
Non-cooperative SA-ZD (model from [8])

Fig. 3. Retransmission probabilities as
a function of arrival probability for M+
1 = 10, under different values of C =
[0 0.2 0.5 0.8]
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Fig. 4. Expected delay of backlogged
packets as a function of the arrival
probability pa for M + 1 = 10, under
different values of C = [0 0.2 0.5 0.8]

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Arrival probability pa

101

102

Ex
pe

ct
ed

 d
el

ay
 o

f t
ra

ns
m

ite
d 

pa
ck

et
s 

(in
 s

lo
ts

)
Cooperative SA-ZD (model from [9])
Non-cooperative SA-ZDTC (C=0.2)
Non-cooperative SA-ZDTC (C=0.5)
Non-cooperative SA-ZDTC (C=0.8)
Non-cooperative SA-ZD (model from [8])

Fig. 5. Expected delay of transmitted
packets as a function of the arrival
probability pa for M + 1 = 10, under
different values of C = [0 0.2 0.5 0.8]

game when pa is close to 1. This is mainly due to the fact that the cooperative
system prioritizes the new arrival packets (since pa is high, see Fig. 5) in order
to maximize the global throughput. However, this priority mechanism does not
appear in the non-cooperative game. Therefore, introducing the TC in the non-
cooperative game makes the system more effective.

For all above, we note that the game equilibrium depends on the TC (C).
Hence, this cost must be appropriately adjusted to achieve the best equilibrium.



110 A. Boujnoui et al.

5.2 Optimization on the Transmission Cost

In this section, we propose our approach to optimize the transmission cost.
To achieve the best average throughput, we propose the cost C1 which is the

solution of the following problem

max
C∈[0,1]

{
THp(M+1) (pa, q∗

r )
}

. (18)

To maximize the ratio between the throughput and the delay of backlogged
packets, we propose the cost C2 which is the solution of the problem (19)

max
C∈[0,1]

{
THp(M+1) (pa, q∗

r )
DB

(M+1) (pa, q∗
r )

}
. (19)

In order to compromise between the throughput and the delay of backlogged
packets, we propose the cost C3 given by

C3 =
1
2

(C1 + C2) . (20)

We present in Fig. 6, the optimal TC as a function of arrival probability for
10 nodes. We note that the cost C and C1 reaches the maximum value when the
arrival probability pa is too large. In fact, the system prioritizes the new arriving
packets in order to maximize the global throughput. Whereas C2 and C3 never
reach their maximal values so that the backlogged packets are just as privileged
as the new arriving packets.
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Fig. 6. Optimal cost as a function of arrival probability pa for M + 1 = 10

We illustrate in Figs. 7 and 8, respectively, the average throughput and the
delay of backlogged packets, as a function of arrival probability, for 10 nodes.
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Fig. 8. Delay of backlogged packets as
a function of arrival probability pa for
M + 1 = 10

We observe that a maximum global throughput is achieved when using the cost
C1. However, by using the cost C2, we obtain a relatively acceptable throughput.
Finally, a compromise is achieved by using C3. In return, this compromise is
compensated with a bounded delay of backlogged packets.

6 Conclusion

In this paper, we have studied the problem of stimulating the cooperation in the
non-cooperative SA-ZD mechanism. Firstly, we formulated the problem as a non-
cooperative game in which we proposed to add various fixed TCs. Then, in order
to achieve the best performances, we have proposed three approaches to optimize
the TC. We believe that our approach stimulates selfish nodes to be more tolerant
in accessing the shared medium. We have shown through numerical results that
our mechanism, named SA-ZDTC, is more efficient than the cooperative SA-TC
mechanism and the non-cooperative SA-ZD mechanism.
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Abstract. QoS management is a crucial task in wireless networks. Con-
tinuous Markov chain is highly significant suitable model for resources
management in wireless networks. In this paper, we propose a Continuous
Markov chain, to evaluate the performance of Slotted ALOHA protocol
implemented in wireless networks. The analysis has been done in two
times, and we numerically evaluate system performance under different
scenarios. In a first time, we used a Markov chain with two states and
in a second time, the space of states has been extended at three states
were considered in order to give a more appropriate model.

Keywords: Wireless networks · Performance evaluation
Continuous Markov chains · Slotted ALOHA cooperative

1 Introduction

Wireless networks [8] offer a widely accessible technology to connect a remote
user terminal with its primary network. However, the limited resources in these
networks cause a lot of problems that affect their performance parameters. To
overcome these constraints, access management protocols in a multi-access envi-
ronment are presented and studied.

Pure ALOHA (PA) [1] and Slotted ALOHA (SA) [5] are certainly the most
studied protocols in the literature of telecommunication systems. These access
methods are widely implemented in the satellite networks and mobile telephony
and are considered resource reservation mechanisms.

In this paper, we are interested in SA that is a refinement over the PA,
requires that time be segmented into slots of a fixed length exactly equal to the
packet transmission time [2]. The transmission always occurs at the beginning
of slot, i.e., transmission are synchronized with the system clock, and the ACK
will be received at the end of the current slot. The collided packets, will be
retransmitted after a random number of slots. In contrast, for PA, a packet
transmission can begin at any time.

In this work, we consider a collision channel shared by M nodes unbuffered
that send to a central receiver, i.e., the nodes do not generate new packets until
c© Springer International Publishing AG, part of Springer Nature 2018
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the current is transmitted successfully. Afterwards, we study SA one of the most
widely used random access protocols originally designed to enhance ALOHA
throughput [3] an optimization problem, where all nodes are looking to optimize
the same objective (maximize throughput and minimize the average delay). To
do so, we model our system by a Continuous Markov chain with adjustable
parameters.

The rest of the paper is organized as follows: We begin by an overview of some
related work in Sect. 2, in Sect. 3 we construct a Continuous Markov Model with
two states Busy state and idle or collision state and we evaluate the performance
of the system. In Sect. 4 we extend the model to a Continuous Markov chain with
3 states, Busy, Idle and collision. Section 5 will be devoted to the conclusion.

2 Related Work

In the last years, the SA protocol is still a current topic in scientific research.
Thus, Patet et al. [7] have analyzed the number of backlogged packets by using
statistical approach and stabilize the expected number of backlogged packets
minus mean number of packets which are successfully transmitted.

The authors in [6] proposed an adaptive SA Algorithm that can accelerate
the adjusting speed and can acquire stable throughput on the conditions that
there is large fluctuation of system load.

The authors in [4] propose a study based on the Markov chain model, to
define optimal binomial distribution probabilities of retransmission and arrival
packets, in the case of SA protocol; they defined the average packet delay and
the throughput, and show the effect of the increase of the number of sources on
these parameters.

The authors in [9] have argue why time-based fairness is desirable in some
cases and they analyze the achieved throughput of competing nodes, possibly
using different data rates and packet sizes in 802.16 cellular networks. They have
interested the performance evaluation, in the case of state of the shared channel
by M users. They provide a simple model that represents the time of occupation
of the channel by a user once it transmits a packet with success.

In our work, we will study two Continuous Markov models for the cooperative
SA protocol in IEEE 802.16 system where the users are competing for access to
the system resources. Our objective is to evaluate the performances of the system
in function of its different parameters. In these models we assumed that the
users cooperate in order to optimize the performances of the system, especially
the average delay and the average throughput. By doing an analytical analysis,
close-form expressions of these parameters are derived.

3 Modeling Uplink Channel Utilization

3.1 Description of the Problem

In this section, we construct a Markov model from which we can analyze the
throughput and we describe cooperative SA MAC protocol in which time is
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Busy state Idle or
collision

λ

μ

Fig. 1. Transition diagram of the Markov chain with two states

divided into units. Therefore the decision is actually Markovian for each node in
SA. We will use a two system state as the following: one state is the busy state
when only one of the users is transmitting; the other state is either when the
system is idle or when collisions happen. We adopt the following notations for a
generalized Markov model for SA type MAC protocol.

M: number of users in the system.
Th: Throughput function.
The transition time from the busy state to the idle or collision state is expo-

nential with parameter.
The transition time from the idle or collision state to the busy state is expo-

nential with parameter (Fig. 1). The infinitesimal generator is

Q =
(−λ λ

μ −μ

)

So the transition matrix of Markov chain included is

• p12 = q12
q12

= 1,
• p21 = q21

q21
= 1,

• p11 = 0,
• p22 = 0.

P =
(

0 1
1 0

)

The Markov chain included is irreducible, so the Continuous Markov chain is
also irreducible, and the number of states is finite, so consequently it is ergodic
and admits a stationary probability π = (π1, π2)

So the balance equations can be written as
⎧⎨
⎩

λπ1 = μπ2;
λπ1 = μπ2;
π1 + π2 = 1.

And the solution is {
π1 = μ

μ+λ ;
π2 = λ

μ+λ .
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3.2 Performance Evaluation

We turn now to study some performance indicators.

The Time of Occupation of Channel. In general, after one user transmits
successfully a packet, it obtains the channel. This user will continue to occupy
the channel for random amount of time T. We assume that T is an exponential
random variable with parameters −q11 = λ. Let E[T ] the average for T. If we
put E[T ] = U . We know that E[T ] = 1

λ . So U = 1
λ .

Throughput. In each time slot, the system is either in the busy state or in
the idle or collision state. The amount μ

μ+λ represents the system utilization,
using the above definitions, this amount equals the stationary probability that
the system is in the busy state. So the throughput of the system is

Th = π1 =
μ

μ + λ
.

Figure 2 shows the average throughput of the system depending on the
parameter λ, for μ= 0, 0.1, 0.4 et 0.8. Figure 2 shows that the throughput
decreases when the parameter λ increases, cause the number of collisions
increases. When μ increase, the system tends to be busy by a single user, so
the throughput of the system increases.

An important note, to keep the throughput superior than 0.5, we must choose
the parameter λ less than μ.

We can also note that for μ �= 0, the throughput will never equal to zero
because there is atleast a user who transmitted successfully and when λ = 0,
i.e., the system remains in the busy state, the throughput will be equal to 1. In
Fig. 3 we can observe that when U increases (the occupation time of the channel
by a user who transmits successfully) meaning that the number of users who
transmit successfully increases, so the throughput also increases.
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Average Delay. A relevant quantity which must be taken into consideration
is the average delay of packets which is defined as the average time, in slots that
a packet takes to go from the SS to the BS.

We note by Q the number of users in the system.

Q = n1π1 + n2π2,

where n1 = 1: represents the number of users in the cases where the system can
be in busy state. n2 = (M+2)(M−1)

2 : represents the number of users in the cases
where a collision is probable (the system can be in idle or collision state). So

Q = π1 +
(M + 2)(M − 1)

2
π2 .

Therefore by the formula of LITTLE [6], the delay is

D =
Q

π1
.

We find

D = 1 +
(M + 2)(M − 1)

2
λ

μ
.

Figure 4 shows the total delay under different values of parameters λ and μ
for M = 50. When λ increase, the delay increases because the system tends to
the idle or collision state, intuitively, when μ increases the system will be in the
busy state, so the delay decreases. Figure 5 shows the total delay under different
values of λ, μ and M. Under low values of M, whatever the value of λ and μ,
the delay is low. Therefore, if we want a low values of delay we have to choose
λ less than μ (Fig. 6).

Note. For M = 1, i.e. we have one user who hold the channel, so the delay is one
slot of time.
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Fig. 4. The average delay depending on λ and μ for M = 50
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4 Extended Model

In the previous section, we studied a mathematical model to evaluate the perfor-
mances of a Wireless mobile networks. But for this kind of networks, we should
also take into account the energy consumption problem and see how we can save
it. For this reason and in order to enhance the performances of the network,
we modified the number of states in the previous model and we considered a
three state Markov chain. It is important for the operator to know when the
network is in a collision state or in an idle state separately in order to optimize
its exploitation.

4.1 Description of the Problem

We model the network by a three state Markov chain, where

• the first state describes the state of the network when it is busy.
• the second state describes the state of the network when it is idle.
• the third state describes the state of the network when there is a collision.

The transition time to the idle state is exponential with parameter μ.
The transition time to the busy state is exponential with parameter λ.
The transition time to the collision state is exponential with parameter σ
(Fig. 7).

The infinitesimal generator is

Q =

⎛
⎝−μ − σ μ σ

λ −λ − σ σ
λ μ −λ − μ

⎞
⎠

So the transition matrix of Markov chain included is

• p12 =
q12

q12 + q13
=

μ

μ + σ
,

• p21 =
q21

q21 + q23
=

λ

λ + σ
,

• p13 =
q13

q12 + q13
=

σ

μ + σ
,

Busy Idle Collision

μ

λ

σ

μ

σ

λ

Fig. 7. Transition diagram of the Markov chain with three states
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• p23 =
σ

λ + σ
,

• p31 =
λ

λ + μ
,

• p32 =
μ

λ + μ
.

P =

⎛
⎜⎜⎝

0 μ
μ+σ

σ
μ+σ

λ
λ+σ 0 σ

λ+σ

λ
λ+μ

μ
λ+μ 0

⎞
⎟⎟⎠

The Markov chain included is irreducible, so the Continuous Markov chain is
also irreducible, and the number of states is finite, so consequently it is ergodic
and admits a stationary probability: π = (π1, π2, π3). So the balance equations
can be written as ⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(μ + σ)π1 = λ(π2 + π3);

(λ + σ)π2 = μ(π1 + π3);

(λ + μ)π3 = σ(π1 + π2);
π1 + π2 + π3 = 1.

And the solution is ⎧⎪⎨
⎪⎩

π1 = λ
μ+λ+σ ;

π2 = μ
μ+λ+σ ;

π3 = σ
μ+λ+σ .

4.2 Performance Evaluation

The Time of Occupation of Channel. As we have seen previously, when
a user transmits successfully a packet, he continues to use the channel for a
random period of time T. We assume that T follows an exponential distribution
with parameter −q11 = μ+σ. Let E[T ] = U : the average occupation time of the
system by a user. So we have: U = 1

μ+σ .

Average Throughput. As previously, the average throughput is the stationary
probability that the system is in the busy state:

Th = π1 =
λ

μ + λ + σ
.

Figures 8, 9 and 10 shows the system throughput based on the parameters λ, μ
and σ under different scenarios. In Fig. 8 we fix σ, we note that the throughput
decreases when μ increases, on the other side when λ decreases the throughput
increases. In Fig. 9 we fix μ, we can note that the throughput decreases when σ
increases because of the increase of number of collision. And for the last curves
Fig. 10, we fix λ, and this figure confirms the results obtained in the two previous
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Fig. 12. Average delay in function of σ and λ for M = 50

figures. However, the throughput never drops to zero, i.e. a node still occupied
the channel while the others are backlogged. For maximum throughput, we must
increase λ and decrease μ and σ.

Figure 11 shows the average throughput depending to different values of U
and λ, we can notice the same result of system with two states, i.e. when the
occupation time of channel increases the throughput increases too.

Average Delay. As just defined in the previous section, the expected delay is
the average time in slot that a packet takes to go from the SS to the BS.

Let Q to be the average number of users in the system, where

n1 = 1: represents the number of users in the busy state of the Markov chain.
n2 = 0: represents the number of users in the idle state of the Markov chain.
n3 = (M+2)(M−1)

2 : represents the number of users in the third state of the
Markov chain.

So

Q = π1 + π3
(M + 2)(M − 1)

2
.
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Therefore by the formula of LITTLE [6] the average delay is:

D =
Q

π1
.

So:

D = 1 +
π3

π1

(M + 2)(M − 1)
2

= 1 +
σ

λ

(M + 2)(M − 1)
2

.

In Fig. 12, we plot the average delay of the transmitted packets in function of λ
and σ for M = 50. This figure shows that when the transition parameter to the
state of collision increases the average delay increases too and this is due to the
increased number of collisions, on the other side, when the transition parameter
to the busy state increases i.e. the system becomes more active so the average
delay decreased.

In Fig. 13, we remark that the average delay is an increasing function of the
number of users. An important result we can conclude is that to keep a minimum
average delay and acceptable we have to select the value of λ superior than the
value of σ.

5 Conclusion

In this work, we studied two Continuous Markov models for the cooperative
Slotted ALOHA protocol. Our objective has been to evaluate the performances
of the system in function of its different parameters.

In the first time, we modeled the system by a Continuous Markov chain with
two states, a state where the system is busy and a state where the system is
either idle or in collision. The analysis of the system showed that it is possible
to increase the throughput and minimize the average delay by appropriately
selecting the parameters λ and μ.
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Secondly, we modeled the system by a three states Markov chain in order
to manage it effectively and to take into account the interests of operators. The
obtained results show that the choice of the parameters λ, μ and σ have a major
impact on the system performances.
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Abstract. One of the critical problems in VANET is the frequent breakdown of
the path caused by the high mobility of vehicles. For this purpose, much searches
has disclosed the route lifetime between source and destination vehicles as an
important factor to improve the quality of service in the VANET network. Each
solution propose his own technique to determine a stable route based on link
lifetime and route lifetime; but they do not determine and select the most stable
route between source and destination vehicles during the data packets transmis‐
sion by selecting the longest route lifetime. For this reason, we propose two
protocols that use vehicles’ movement information to determine and evaluate the
longest route lifetime as a most stable path for comfort applications in a highway
environment. One uses the beacon message and the other does not use it. These
new schemes increase the packets delivery ratio, the throughput and decrease the
number of error messages generated during the transmission of data packets
following of the vehicles density.

Keywords: Stable route · Link lifetime · Route lifetime · IDM_LC
Highway scenario · VANET · NS2

1 Introduction

Vehicular Ad Hoc Networks (VANETs) allow vehicles to communicate each other
directly through the On Board Unit (OBU) device, forming vehicle to vehicle commu‐
nications or with infrastructure via fixed equipment beside the road, referred to Road
Side Unit (RSU) forming vehicle-to-infrastructure communications and they are a key
component of intelligent transportation systems (ITS). VANETs support a wide range
of safety and non-safety applications to make accurate decisions by drivers and to
provide passengers comfort. They will play a vital role in road by providing and sharing
information to the drivers or passengers such as traffic signals, location, speed of the
neighboring vehicles, play online games, access the internet and check emails [1–3].
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The growth of route lifetime has been proposed by much research like [4, 5] to
improve communication efficiency in vehicular ad hoc network. All these researches
seek to grow the route lifetime by choosing vehicles that travel in de same direction, or
by dividing the vehicles in groups like ROMSGP scheme in [4], or by building stable
backbones on road using connected dominating sets (CDS) like SCRP scheme in [6], or
by using an evolving graph from the source to the destination like in [7]. All these
researches still suffer from a great number of route discovery messages for reactive
schemes and suffer from vehicles density in case of proactive schemes. Furthermore,
each one of them uses its method to calculate the link lifetime to determine the next link
and then determine a stable route; but they not determine the most stable path based on
the next link lifetime. As illustrated in Fig. 1, the route between source vehicle and
destination one is S-I-K-D and its lifetime is 3 s based on the next link lifetime. However
it is not the most stable route by comparing to the route S-A-K-D that is the most stable
route and its lifetime is 5 s. Hence, the most stable route is not determined by the largest
next link lifetime, but it is determined by previous links lifetimes and the next links
lifetimes. To deal with these problems, we seek to determine the most stable route
between source and destination by using route lifetime as a metric in a highway envi‐
ronment.

Fig. 1. Route lifetime

The idea behind this work is that each vehicle receives a route discovery message,
will decides to forward this message or not in order to increase the route lifetime and to
obtain the most route lifetime at the destination. This receiving vehicle will save a new
route lifetime in its table and broadcasts the route discovery message, if it does not
already received this route discovery message or, if the link lifetime and the route life‐
time are greater than the route lifetime in the receiver’s table. Where the link lifetime is
the remaining time between the receiver and the previous forwarder for staying in direct
communication; and the route lifetime is the delay between the source and the receiver.

The rest of the paper is organized as follows. Section 2 presents related works.
Section 3 shows ours schemes. Section 4 presents simulation and results. Section 5
presents discussions and evaluation. Finally, we give a conclusion in Sect. 6.

2 Related Works and Motivations

The challenges of network routing protocols in VANETs have been attracting more
research efforts, and a number of routing protocols have been proposed to determine
the route based on the route lifetime. To determine a more stable route, authors in [4]
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proposed the scheme ROMSGP that group vehicles according to their movement
directions. The most stable route is determined by selecting the path that has the
longest link expiration time. The authors did not take into consideration the case
where there is no vehicle travelling in the same direction of group movement. In [5],
authors propose a cross-layer approach that estimates the remaining time for which a
link’s quality will remain above the specified threshold, called link residual time
(LRT). The latter is defined as the time left of a given link that will be continued to
be useful for satisfactory data transmission. The route construction is based on the
selection of the link that has the largest link residual time. Authors not determine the
most stable route and they assume that vehicles travel at a constant velocity for the
duration of the link. In [8], authors propose a stable direction-based routing protocol
(SDR) that combines direction broadcast and path duration prediction into AODV
[9]. In SDR vehicles are grouped based on the position and the route selection is based
on the link duration. In [7], authors propose an evolving graph-reliable ad hoc on-
demand distance vector (EG-RAODV) that allows finding the most reliable route from
the source to the destination. They proposed an extended version of the evolving
graph model to model and formalize the VANET communication graph (VoEG) and
they developed a new evolving graph Dijkstra’s algorithm (EG-Dijkstra) to find the
most reliable journey (MRJ) based on the journey reliability in VoEG. The problem
of this protocol is in each period, it must be build a new evolving graph and it
assumes that vehicles travel at a constant velocity along the same direction on the
highway. Also, it does not take in to consideration the vehicles density. In [10],
authors propose a method to select a reliable neighbor based on the residual lifetime
of the corresponding communication link. They present an algorithm to predict the
residual lifetime of links by making use of Kalman filter based prediction technique.
The forwarding vehicle tries to predict the residual lifetime of one-hop links to all of
its neighbor vehicles. The neighbor with maximum value for the link residual life‐
time is chosen as the next forwarding vehicle. In [11] authors propose the scheme
ARP-QD that is an QoS-based routing protocol in terms of hop count, link duration
and connectivity, so as to cope with dynamic topology and keep the balance between
stability and efficiency of the algorithm. However, it is not enough to only use a
global distance to reflect the overall QoS of a routing path. All these schemes do not
predict the most stable route at a given moment and they take determined directions.
Therefore, the goal of this work is to predict the longest route lifetime as the most
stable route whatever the direction of the vehicles on highway for non-safety appli‐
cations.

3 Most Stable Route

We seek to determine the most stable route between source vehicles and destination
ones to ameliorate the protocol performance using route lifetime as a factor in highway
environment.

The network model consists of one road ended by two intersections in highway
environment or in urban environment for roads segments. This road has the same
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characteristics such as length, width, number of lanes. Each lane has a distinctive traffic
density. Each vehicle is equipped with a global positioning system (GPS) that provides
information about its location, speed, and direction. Finally, each source vehicle knows
the location of the destination by using a location service such as RLSMP [13] and
ZGLS [14].

Given a directed graph G(V; E) that is defined by a finite set V = {v1, v2, v3, …, vn}
of vertices where vi is a vehicle, and by finite set E = {t1, t2, t3, …, tm} of edges where
tj is the remaining time between any two vehicles to stay in communication with each
other.

We suppose that each vehicle that receives a discovery message of route saves the
message identifier and the route lifetime (during a determined period) in a table, called
Route Request Table (RRT).

The calculation of link lifetime between two vehicles is proposed in our works [12,
15]. The route lifetime is the minimum link lifetime between links that build the route
between source and destination vehicles.

We seek to determine the most stable route between the source and the destination
vehicles. As in Fig. 2, the most stable route is that built by vehicles S-A-I-K-D and the
lifetime of this route is 4 s at instant t.

Fig. 2. Most route lifetime

The source vehicle broadcasts a new route discovery message if it wants to determine
a new path between itself and the destination. To determine this route, we propose two
schemes, one uses beacon message and the other does not use it.

3.1 Scheme Without Beacon Message

In this scheme, the source vehicle adds in the route request message its information
(identifier, location, speed, direction, and route-lifetime) and broadcasts it in its commu‐
nication range. The route lifetime value equals 0 s in the route request message at the
source. Then, each vehicle receives this message, it calculates the time left between itself
and the source; after that, it checks its table RRT if it has already received this message
from the source. Otherwise, it broadcasts it in the half circle of its communication range
in the side close to the destination. If it has received the message, it first checks whether
the link lifetime (between itself and the source) and the route lifetime (in the route request
message) are greater than the route lifetime in its table RRT; if it is the case, it checks
again whether the link lifetime is greater than or equal to the route lifetime. If it is, it
first updates the route lifetime value in its table RRT by the new calculated value, then
it adds its information (identifier, location, speed, direction, route-lifetime) instead of
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those of the previous forwarder vehicle and finally broadcasts it in the half circle of its
communication range in the side close to the destination. Otherwise, it deletes it. Each
next receiving vehicle will do the same operations that have been done by the previous
receiving vehicle until the route discovery message arrives to the destination.

3.2 Scheme with Beacon Message

It is assumed that each vehicle periodically sends its information in beacon message
(location, speed, direction of movement, identifier, and current time) to its neighbors.
Then, each vehicle constructs its neighboring list by information extracted from beacon
messages. Whenever a new neighbor is discovered, a new entry is added and a timer is
set. A vehicle waits two consecutive beacon intervals to hear from its neighbor. If no
message was received, the neighbor’s entry is deleted.

Each vehicle calculates periodically the time left (link lifetime) between each of its
neighbor and itself. Then, it saves the link lifetime value and the identifier of its neighbor
in its table, called Neighbors-Life-Time (NLT).

In this scheme, the source vehicle adds in the route request message its information
(identifier, and route-lifetime) and broadcasts it in its communication range. The route
lifetime value equals 0 s in the route request message at the source. Then, each vehicle
receives this message; it checks its table RRT if it has already received this message
from the source. If not, it broadcasts it in the half circle of its communication range in
the side close to the destination. In case of receiving the message, it first checks whether
the link lifetime in its table NLT and the route lifetime (in the route request message)
are greater than the route lifetime in its table RRT; if it is, it checks again whether the
link lifetime is greater than or equal to the route lifetime. If it is, it first updates the route
lifetime value in its table RRT by the new value from the its table NLT, then it adds
their information (identifier, route-lifetime) instead of those of the previous forwarder
vehicle source) and finally broadcasts it in the half circle of its communication range in
the side close to the destination. If not, it deletes it. Each next receiving vehicle will do
the same operations that have been done by the first receiving vehicle until the route
discovery message arrives to the destination.

4 Simulation and Results

We have used the pattern IDM-LC that is a microscopic mobility model in the tool
Vehicular Ad Hoc Networks Mobility Simulator (VanetMobiSim) [16, 17] and we have
used NS2 [18] to implement our protocol. Vehicles are deployed in a 4000 m × 100 m
area. This area is a highway with four lanes bidirectional; its ends are set by traffic lights.
Vehicles are able to communicate with each other using the IEEE 802.11 MAC layer.
The vehicles’ speed fluctuates between 0 m/s and 27 m/s. We have considered packet
size of 512 bytes, Simulation Time of 400 s, hello interval of 1 s and packet rate of 4
packets per second. We setup ten multi-hop CBR flow vehicles over the network that
start at different time instances and continue throughout the remaining time of the simu‐
lation. The transmission range is kept at 250 m. Simulation results are averaged over 20

Determining and Evaluating the Most Route Lifetime 129



simulation runs. Location-Aided Routing (LAR1) [19] is used to compare it with our
schemes.

Figure 3 shows that our schemes have good packet delivery ratio and they outperform
LAR1. This is because they forward data packets over roads by predicting the most
stable route in contrary of LAR that selects the shortest path. And the selection of the
most stable route allows the decrease of the number of route breaking. The packet
delivery ratio of our schemes decreases during the growth of network density because
the route lifetime decreases and the transmission time of data packets increases too.
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Fig. 3. PDR as a function of vehicle density

In Fig. 4 our scheme with beacon has the lowest throughput compared to our scheme
without beacon and LAR1. This is explained by periodicity of beacon messages that
charge the bandwidth.
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Figure 5 shows that the number of errors increases during the increase of the network
density. Our schemes have the lowest number of errors compared to LAR1. This is
explained by predicting the route lifetime.
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5 Evaluation

We observe that the number of errors remains high even if we have determined the most
stable path and we have predicted the remaining time of the route, so that the source
knows when it starts a new route request and when it stops the send of data. Also the
prediction of the time that takes a data packet between the source and the destination
vehicles remains a real problem in the VANET network. This number of errors causes
an increase in network overhead, loss of data and decrease of the bandwidth capacity.
Furthermore, we predict the most stable route for an instant t, but an instant t + T (where
T is the route lifetime) may not be the most stable and the route that has been the least
stable becomes the most stable according to the model of the mobility. For these reasons,
we do not think that the protocols, which determine the path to be traversed beforehand
send the data between the source and the destination vehicles, are suitable in the VANET
network.

6 Conclusion

Our schemes are designed to enhance the communication in highway scenarios for the
comfort applications. They strive to determine the most stable route by selecting the
route that has the longest lifetime and to predict the remaining time of route to avoid the
route disruption prior to its happening. They are based on the prediction of the link
lifetime and the route lifetime. Our schemes increase the percentage of packets delivery,
throughput and decrease the number of error messages generated during data packet
transmission. They are evaluated as function of vehicle density and they are compared
with LAR scheme1 in highway environment by using IDM_LC to generate realistic
mobility files.

We will study and evaluate all the most known schemes that take the route lifetime
as a factor and that determine the route to be taken beforehand sending the data to the
destination vehicles. We will compare between them. Then, we will determine their
limitations for non-safety applications in VANETs.
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Abstract. The early stages of portland cement hydration directly affect
the physical properties of cement. Therefore, it is necessary to research
the hydration process in the early stages of portland cement. Owning
to the cement hydration process includes a large number of chemical
and physical changes, researching the cement hydration process faces
many difficulties. In this paper, early-age hydration kinetic equation is
reverse extracted from cement hydration heat data using gene expression
programming (GEP) with similarity weight tournament (SWT) selection
operator. The method clever use the cement hydration heat data and the
powerful performance of genetic expression programming. In addition,
the effectiveness of the proposed method is improved using SWT selection
operator. The result shows that the performance of GEP method with
SWT selection operator is better than traditional GEP.

1 Introduction

Cement is a important building material and its performance including strength,
heat resistance, corrosion resistance, etc., is directly affected by the cement
hydration process [1–3]. Thus the study of hydration process of cement is help-
ful to understand the formation mechanism of cement performance. Even that
it can helps material scientists to design higher quality cement. Therefore, it is
important to research the hydration process of cement.

There are many models for the simulation and modeling of cement hydra-
tion process. Jennings and Johnson [4] proposes the microstructure simulation
model, and Bullard [5] develops stochastic simulation model called HydratiCA.
But these models are based on simulation, which means these models can not
express the real hydration process. In another perspective, the cement hydration
process is an exothermic process. Real hydration heat data can be obtained in the
five stages of cement hydration: pre-induced phase, induction phase, accelerated
c© Springer International Publishing AG, part of Springer Nature 2018
A. Abraham et al. (Eds.): IBICA 2017, AISC 735, pp. 133–142, 2018.
https://doi.org/10.1007/978-3-319-76354-5_13
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phase, deceleration phase and stable phase. Hydration heat data can indirectly
reflect the degree of hydration of cement. Time series of cement hydration degree
can be obtained by using method of microcalorimetry. Moreover, the real hydra-
tion process of cement can be simulated by the above time series data.

Recent learning algorithms [6] and neural networks are widely used in data
processing. Based on real data, recent studies have shown that the target equa-
tion can be obtained from evolutionary computations. Nitsure [7] uses genetic
programming (GP) algorithm to estimate an important ocean parameter: sig-
nificant Wave Height (SWH) using the wind information. It is proved that the
parameter estimation generic programming algorithm has reasonable accuracy.
Therefore, the hydration kinetic equation of cement can be reverse extracted
from data by same idea.

In this work, early-age hydration kinetic equation is reverse extracted from
cement hydration degree data using the GEP [8] algorithm with SWT selection
operator. GEP can obtain complex mathematical equations according to data.
In addition, SWT is used to increase the diversity of individual populations and
it improves the performance of GEP.

In this paper, the Sect. 2 introduces the related works of this paper. The
Sect. 3 introduces the method used in this article. The Sect. 4 introduces the
relevant content of the experiment. Section 5 is the conclusion.

2 Related Works

There are many methods to research the cement hydration process. Jennings and
Johnson developed a mathematical model describe the hydration of tricalcium sil-
icate (C3S). This is the first simulation of the hydration process of cement. But
the research of the cement hydration process through the simulation of the cement
microstructure has some limitations, this model does not express the real hydra-
tion process. On the other hand, the cement releases a lot of heat in the process of
hydration. The amount of heat released reflects the degree of hydration. Therefore,
the important issue is uses hydration heat data to study cement hydration.

In the field of marine science, S.P. Nitsure uses GP algorithm to estimate an
important ocean parameter. It means that intelligent algorithms can be used to
research cement hydration processes.There are a lot of intelligent algorithms: intel-
ligent neural network, genetic algorithm, simulated annealing algorithm etc. Many
scholars do study on improving neural network classifiers [9]. The particle swarm
optimization (PSO) [10] is widely used in the field of neural network. Genetic algo-
rithm draw lessons from the concept of life science. Genetic algorithm has the prin-
ciple of survival of the fittest. The individuals with higher adaptability are more
likely to survive. GEP algorithm is a new type of self-evolution algorithm in com-
bination with the advantages of genetic algorithm. Lin Wang used the method of
GEP with PSO [11] to extract the kinetic equation of cement hydration. It prove
that GEP has powerful ability to generate equations.
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3 Methodology

3.1 Gene Expression Programming

GEP algorithm is a new member of the intelligent computing family. GEP algo-
rithm combines the advantages of genetic algorithm and genetic programming
which borrows the concept of genetics and chromosomes in the life sciences and
the concept of population multiplication in biological sciences. First, establishing
an initial population. Then the evolution of population is achieved by selection
and genetic operators. Repeat this operation until find the optimal solution.

Genetic operators in GEP include insertion sequence, mutation, root inser-
tion sequence, two-point recombination operators and one-point recombination.
Each individual in the population is called an chromosome. An chromosome
is a fixed-length symbol sequence consisting of one or more genes. The sym-
bol sequence is represented by an expression tree. The chromosome sequence is
divided into coding and non-coding regions. Figure 1 is an instance of a chromo-
some. The symbol sequence takes from the function set F and the terminator
set T . The function set F contains functions. For instance, +, ()2, ()3 etc. The T
set includes constants and variables. For example, a, b, c etc. Genes are divided
into head and tail. The head part take the value from the F and T sets. The
tail part take the value from the T set. The chromosome length is the sum of
the length of the head and tail. First, determine the length of the head h, then
the tail length t is obtained by the following formula.

t = 1 + (n − 1) × h (1)

where n is the maximum value of the operand of the function in the F set.

Chromosome + - × / x + y x z y z x y z y

Expression tree +

- ×

x/ + y

x z y z

K-expression
+  -  ×  /  x  +  y  x  z  y  z 
1 2 3 4 5 6 7 8 9 10 11

Fig. 1. Chromosomes and its corresponding expression trees and k-expressions. The
black part is the coding region of the chromosome, and the gray part is the non-coding
region. The red part is a function of the chromosome
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3.2 SWT Selection

SWT selection is a new selection operator proposed by Wang Lin which intro-
duces the concept of possibility p[i]. The possibility p[i] refers to the probability
that the individual is selected to participate in the competition. similarity is
used to indicates the similarity degree between two chromosomes. Calculate the
similarity between the individual i and the historical optimal solution and then
converting it to p[i]. In the SWT selection, the K individuals are selected accord-
ing to the probability p. Individual with higher fitness is inherited into the next
generation. Repeating this operation until the number of individuals are equal
to the size of the population.

Calculate the similarity between individual i and the history of the best
individual, it is only necessary to compare the coding region sequences of the two
chromosomes and the measure of calculate similarity starts with each symbol
of the two chromosomes. First calculating the overlap, overlap refers to the
number of the same symbol of the two sub-string. The overlap between the two
chromosomes is represented by Same. Calculate the Same formula as shown
below.

f(c1,c2)(i, j) =

⎧
⎨

⎩

1, c1(i) = c2(i)

0, else
(2)

Chromosome 1 - x + y x y x z y
Chromosome 2 + - x y z x y x y

-

x +

xy

+

x-

zy

Expression Tree 1 Expression Tree 2

Similarity=2×3/5+5=3/5

- x + y x y x z y

- x + y x y x z y

+ - x y z x y x y

+ - x y z x y x y

- x + y x y x z y
+ - x y z x y x y

Same=2

Same=0

Same=0

Same=0
- x + y x y x z y
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- x + y x y x z y

- x + y x y x z y

- x + y x y x z y
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Same=0

Same=2

Same=1
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+ - x y z x y x y

Same=0

Fig. 2. Example of calculating the value of similarity. The black part in chromosomes
represent the coding region while the gray part is the noncoding region.
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Same(start1, start2, lenth) =
lenth∑

i=1

fc1,c2(start1 + i, start2 + i) (3)

Two substrings come from the coding region of chromosome c1 and chromosome
c2. c1(i) and c2(j) represent the i-th and j-th symbols in the two chromosome.
And lenth is the total number of symbols. start1 and start2 represent the starting
positions in c1, c2. Then the similarity of the two chromosomes are calculated.
The formula as shown below.

Similarity(c1, c2) =
2 × MaxSame

len(c1) + len(c2)
(4)

MaxSame represents the maximum Same of chromosome c1 and chromosome
c2, and len represents the length of the coding region of the chromosome c1 and
chromosome c2. The value of similarity is calculated as shown in Fig. 2. The
formula for probability P is shown below.

p[i] =
1 − Similarity(ci, cbest)

PopulationSize∑

j=1

(1 − Similarity(cj , cbest))
(5)

Begin

The historical best individual is reproduced to 
the new population directly

Calculate probability p using Eq.(5) for all 
individuals in the population

N=1

N  population Size-1

M=1

Yes No

M  Tournament  Size k

Yes
No

Select an chromosome from the population as 
contestant M. Individual s probability of being 

selected is p[i]. 

The contestant M is added into tournament 

M=M+1

The contestant whose fitness is the best one in 
tournament is reproduced to the new population

N=N+1

End

Fig. 3. Algorithm of SWT selection
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where cbest represents the history of the best individual. The algorithm of SWT
selection is shown in Fig. 3. Thus, the higher the similarity with the best individ-
ual in history, the less likely to be chosen to compete. The lower the similarity
to the best individual in history, it is easier to be chosen to compete. But the
individuals with low fitness in the competition will still be eliminated.

3.3 The Reverse Extraction Method for Hydration Kinetic
Equation

According to the cement hydration heat data, the early cement hydration kinetics
equation [12] is obtained. It is forecasted to get the differential equation as follows

dα

dt
= f(t, α) (6)

where α is the hydration value of a certain moment, t represents the time. There
are thirteen function operators in function set F, and eighteen variables and
constants in the end point set.

F = {+,−,×,÷,−1 × (), 1
() ,

√, 3
√,()2, ()3, ()(), e(), ln()}

T = {C1, C2, C3, C4, C5, C6, C7, C8, C9, C10, α3, α, t, 1 − α, 3√1 − α, 3
√

(1 − α)2, ln(1 − α),

1 − 3√1 − α}
GEP algorithm needs to use fitness to update the individual in the population

and achieves the purpose of finding the optimal solution. The numerical solution

Create chromosomes of initial population

Reached the maxinum generation?

Express chromosomes

Evaluate fitness

SWT  selection

Genetic operation

Prepare new programs of next 
generation

End

No
Yes

RK4 method is used to calculate 
numerical solution of 

kineticequation

Fig. 4. Algorithm of GEP-SWT.
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of equations are obtained by fourth-order Runge-Kutta method (RK4). The
relative error between the numerical solution and the true hydration value are
calculated.

Δ = |α − α̂

α
| (7)

where α̂ is the degree of hydration of the kinetic equation obtained by the RK4
method. The fitness function is defined as

fitness =
1

1 +
N∑

i=1

Δij

(8)

where N represents the number of time points which are selected from the time
series data. Figure 4 indicates the flow chart of the proposed algorithm.

4 Experiments

In this section, the hydration process from the rapid reaction period to the stable
period during the hydration was carried out 24 h. The cement hydration reaction
was observed for 24 h. The sampling interval of the hydration heat data [13] was
set to 5 min. Eight hydration heat data were used. Each set of data contains
288 time points. The GEP-SWT and the traditional GEP were carried out ten
experiment with each time series of data and the average of the ten experimental
results is calculated. The performance of the two algorithms was compared in
the case of small population and small iteration.

In this experiment, the comparison between GEP-SWT and GEP are orga-
nized. A small population size and number of iterations are set. The population
size of the two algorithms is set to 1000, number of iterations is 1000. The num-
ber of genes is 1. Gene head length is defined as 20. The maximum operand in
the function set F is 2, get the gene tail is 21 by Eq. (1) and chromosome’s
length is the sum of head part and tail part. Insertion sequence probability is
ten percent. One-point recombination Probability is twenty percent. Two-point
recombination probability is twenty percent. Mutation probability is thirty per-
cent. Root insertion sequence probability is twenty percent. C1−C10 in the T set
represent constant 3, constant 9, constant 4 constant 17, constant 20, constant
2, constant 8, constant 19, constant 13, constant 15.

The traditional GEP and GEP-SWT are used to do the experiment and
record the 1000 generation optimal individual and its fitness value according to
the above parameter setting. The population size and the number of iterations
of the two methods are exactly the same. Compare the optimal fitness value
obtained from the experiments of the traditional GEP and GEP-SWT. The
performance of the two algorithms can be got by the experiment and analysis.

According to the eight hydration heat data, eight comparison between GEP
and GEP-SWT are obtained. As shown in Fig. 5, eight comparison show that the
1000th generation optimal individual fitness is higher than GEP. The trend of
fitness growth of GEP-SWT is significantly faster than GEP. In the series 1–3 and
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Fig. 5. Comparison between GEP and GEP-SWT.

series 6, the first-generation optimal individual fitness obtained by the GEP is
higher than the optimal individual fitness obtained by the GEP-SWT. However,
with the population alternation, the 1000th-generation optimal individual fitness
obtained by GEP-SWT is higher than the 1000th-generation optimal individual
fitness obtained by GEP. For each data, the best equation with the highest fitness



Reverse Extraction of Early-Age Hydration Kinetic Equation 141

is obtained from ten experiments. Eight kinetic equations are shown as below.

dα

dt
=

(1 − α)
√
13α3

340
√

31−α
(9)

dα

dt
=

�

−1√
1−tα3−(t−19)1−α

400
(10)

dα

dt
=

(
64 · (1 − α)

2
3

)

(
9 · (14443α · α3 + 64)2 − 960

) (11)

dα

dt
=

√
√
√
√
√

(1 − α)2 · 3
√

1 − α

log
[
(t − 15)2 − 8000

]5
+ t2 + 2t

(12)

dα

dt
=

(
α

8 · (
α · 1959319·α9+α

)
+ 8

+
(1 − α)

2
3

8

)3

(13)

dα

dt
= 1 ÷ 243 ·

[
α5

(
t − α6 + 18α3 − 81

)3
]5α3

(14)

dα

dt
=

[
24 − (1 − α)2α+2t−80 3√1−α−46

]1−α

÷ 8000 (15)

dα

dt
= 9 ÷

[
�α(α2+3α6+17t+α6t+51α5)+ 3√1−α+8 − t + 20

]
(16)

The following reasons led to this phenomenon. In the traditional GEP, indi-
viduals are selected according to individual fitness. In a random case, population
may be premature convergence. The diversity of individuals of the population
is reduced, which represents a decrease in the diversity of chromosomal genes.
In the method of GEP-SWT, if the coding region of an individual is exactly the
same as the optimal individual the probability of the individual participating in
the competition is 0. This method can maintain the diversity of offspring popula-
tion and avoid premature convergence. The above is the reason why GEP-SWT
performance is better than GEP performance on most datasets.

5 Conclusions

In this paper, early-age hydration kinetic equation is reverse extracted from
cement hydration heat data using GEP-SWT algorithm and the performance
of GEP-SWT and GEP are compared. The performance of GEP is improved
by using SWT selection operator. Experimental results show that GEP-SWT
can faster extract the hydration kinetic equation of cement from the data than
tradition GEP.



142 M. Zhi et al.

Acknowledgment. This work was supported by National Natural Science Founda-
tion of China under Grant No. 61573166, No. 61572230, No. 81671785, No. 61373054,
No. 61472164, No. 61472163, No. 61672262, No. 61640218. Shandong Provincial Nat-
ural Science Foundation, China, under Grant ZR2015JL025, ZR2014JL042. Science
and technology project of Shandong Province under Grant No. 2015GGX101025.
Project of Shandong Province Higher Educational Science and Technology Program
under Grant no. J16LN07. Shandong Provincial Key R&D Program under Grant No.
2016ZDJS01A12, No. 2016GGX101001.

References

1. Bullard, J.W., Jennings, H.M., Livingston, R.A., Nonat, A., Scherer, G.W.,
Schweitzer, J.S., Scrivener, K.L., Thomas, J.J.: Mechanisms of cement hydration.
Cem. Concr. Res. 41(12), 1208–1223 (2011)
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Abstract. Pursuit evasion game is prevalent in nature and also has many
civilian and defense applications. A feedback law has been applied to pursuer
assuming a constant behavior of evader. This paper proposes that PI/PID
feedback control laws can improve the performance of the pursuer strategy
compared to the existing strategy of P alone. Specifically it is shown that using
PI/PID control, the time for the pursuer to reach a camouflage manifold as well
as to capture the evader is shortened. The results are applicable both for the case
where the evader follows a prescribed or controlled motion. The results are
shown through a computer simulation.

Keywords: Bio-inspired � Pursuit evasion game � Feedback laws
Close loop control

1 Introduction

Pursuit evasion behavior is widely seen in nature. It is observed when animal species
search for food, fight for survival, and battle for territory and while mating. Pursuit
evasion game has been originally studied from a game-theoretic perspective [1]. In
terms of applications, pursuit evasion game has been studied in the context of missile
guidance and avoidance, aircraft pursuit and evasion, protection of maritime assets both
civilian and military [2] etc.

Geometric pattern associated with pursuit has been studied [3]. The pursuit has
been modeled as an interaction between two particles moving at constant speeds. The
geometric patterns are studied in terms of pursuit manifolds, which contain states that
satisfy certain criteria relating to the relative distance and the relative velocity between
the pursuer and the evader. Three types of pursuit are studied in particular: classical
pursuit, motion camouflage and constant bearing.

The trajectory leading from an initial point to the pursuit manifold is governed by
feedback laws that are chosen to minimize an associated cost function. Also, the
application of feedback law ensures that the speed of the pursuit particle is not altered.
The focus is usually on the pursuer with the evader being assumed moving at a constant
speed. Both open loop and closed loop steering strategies are used by the pursuer.
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The author in [4] formulates the confinement – escape problem of a defender and
evader to provide general characteristics of the system with bio-inspired control laws
for both defender and evader. The author in [5] try to solve two-player pursuer –evader
game problem based on bio-inspired method.

The motivation of the paper is that though the basic feedback law has been derived in
[3], one would like to investigate how the performance of the pursuer can be improved
through additional feedback control techniques. In particular, one is interested in finding
out how the adoption of proportional-integral and proportional-integral-derivative laws
will improve the pursuer performance. The performance in question is time to reach the
manifold from an arbitrary starting point and time it takes pursuer to intercept the evader
for the first time.

The main contribution of the paper is (i) to reformulate the pursuit evasion problem
as a feedback control problem (ii) derive expressions for Proportional (P),
Proportional-Integral (PI) and Proportional, Integral and Derivative (PID) controllers in
the context of pursuit-evasion problem and (iii) show improvement in the performance
of the pursuit strategy using PI and PID controllers through simulation over that of P
controller alone as in the existing results.

To summarize the rest of the paper, Sect. 2 gives the background necessary for the
paper. Section 3 discusses the development P, PI and PID control laws. Section 4
describes the simulation results and discusses the proposed improvements in the pur-
suer performance. Section 5 concludes the paper and discusses future work.

2 Background

We model planar pursuit interactions using gyroscopically interacting particles, as in
Wei et al. [6]. The (unit speed) motion of the pursuer is described by

_rp ¼ xp; _xp ¼ ypup; _yp ¼ �xpup ð2:1Þ

where rp is the position of the pursuer, xp its velocity and yp is the acceleration of the
pursuer. The motion of the evader (with speed ʋ) is given by

_re ¼ txe; _xe ¼ tyeue; _ye ¼ �txeue ð2:2Þ

where re is the position, xe is the velocity and ye is the acceleration of the evader. The
steering control of the evader, ue, is prescribed or controlled, and the steering control of
the pursuer, up, is given by a feedback law. We also define

r ¼ rp � re ð2:3Þ

which is referred to as the ‘baseline’ between pursuer and the evader.
In three dimensions, Wei et al. [7] use the concept of natural frame to formulate

interacting particles models. In that setting, each particle has two steering (natural
curvature) controls.
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2.1 Pursuit Manifolds and Cost Functions

The state space for the two-particle pursuer-evader system is a subset of the Euclidean
plane of two dimensions. Following [3], we define the cost functions F:
G � G ! R associated with different pursuit strategies as follows:

C ¼ r
rj j �

_r
_rj j

� �
¼

d
dt rj j
dr
dt

�� �� ðmotion camouflageÞ ð2:4Þ

and

K ¼ r
rj j � R xp

� �
ðconstant bearingÞ; ð2:5Þ

where

R ¼ cosh �sinh
sinh cosh

� �
; ð2:6Þ

for h 2 ð�p=2; p=2Þ:
For R = I2 the identity matrix of order 2, we define

K0 ¼ r
rj j � xp

� �
ð2:7Þ

to be the cost function associated with classical pursuit.
All three cost functions C, K and K0 are well defined for |r| > 0, and that they take

values on the interval [−1, 1].
The cost functions C, K and K0 define the respective pursuit manifolds. C is seen to

correspond to the cosine of the angle between r and _r. Camouflage pursuit manifold is

Fig. 1. Geometric representation of pursuit manifolds: (a) motion camouflage pursuit,
(b) constant bearing pursuit and (c) classical pursuit.
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defined by the condition C = −1, which corresponds to the case of the angle between
r and _r being p. (see Fig. 1(a)).

The constant bearing pursuit manifold is represented by the condition K = −1. This
condition is satisfied when the heading of the pursuer makes an angle h with the
baseline vector (see Fig. 1(b)). Similarly, the classical pursuit manifold is defined by
the condition K0 = −1. This condition is satisfied when the heading of the pursuer is
aligned with the baseline (see Fig. 1(c)).

In [3], considering deterministic or random nonreactive evasive strategies, the
authors have shown, through Monte Carlo simulation, that three strategies of classical,
constant bearing, and camouflage converge to pure motion camouflage in an evolu-
tionary game. However, Pais and Leonad [8] generalizing the work of [3] considered
the reactive control strategies for the evader and conclude that the evolutionary game
between the three strategies does not converge to motion camouflage.

3 System Modelling

3.1 Pursuit – Evasion System

Representing

rp ¼ rpx rpy
� �t

re ¼ rex rey
� �t

we write (2.1) and (2.2) in terms of state equations as follows:

x1 ¼ rpx
x2 ¼ rpy
x3 ¼ xpx
x4 ¼ xpy
x5 ¼ ypx
x6 ¼ ypy
x7 ¼ rex
x8 ¼ rey
x9 ¼ xex
x10 ¼ xey
x11 ¼ yex
x12 ¼ yey

ð3:1Þ
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_x1 ¼ _rpx ¼ xpx ¼ x3
_x2 ¼ _rpy ¼ xpy ¼ x4

_x3 ¼ _xpx ¼ ypxup ¼ x5up
_x4 ¼ _xpy ¼ ypyup ¼ x6up

_x5 ¼ � _ypx ¼ �xpxup ¼ �x3up
_x6 ¼ � _ypy ¼ �xpyup ¼ �x4up

_x7 ¼ t_rex ¼ txex ¼ tx9
_x8 ¼ t_rey ¼ txey ¼ tx10

_x9 ¼ t_xex ¼ tyexue ¼ tx11ue
_x10 ¼ t _xey ¼ tyeyue ¼ tx12ue

_x11 ¼ �tex ¼ �txexue ¼ �tx9ue
_x12 ¼ �t_yey ¼ �txeyue ¼ �tx10ue

ð3:2Þ

r ¼ rp � re ¼ x1
x2

� �
� x7

x8

� �
¼ x1 � x7

x2 � x8

" #
ð3:3Þ

_r ¼ _rp � _re ¼ _x1
_x2

� �
� _x7

_x8

� �
¼ x3

x4

� �
� t

x9
x10

� �
ð3:4Þ

3.2 Feedback Laws

In this section, we formulate the pursuit strategies in terms of feedback control laws.
The maintenance of the C-manifold represents cos/ ¼ �1 where / is the angle
between r and _r. This is represented in the form of a feedback control system as shown
in Fig. 2.

If now an angle w is defined between r and _r? where _r? is _r rotated counter
clockwise by p

2 radian, / ¼ p ) w ¼ p=2, then a control measurement

C
0 ¼ r

rj j � _r
?

	 

ð3:5Þ

-1 (ref) up Pursuit 
Evasion  
System

PID

Fig. 2. C Manifold control
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corresponds to an angle w such that cosw ! cos p2 ¼ 0 on the C0 manifold. We can
rewrite Fig. 2 as

Feedback laws are derived as follows
P control: up ¼ �l

1
C0

up ¼� l1
r
rj j � _r

?
	 


¼ � ðx1 � x7; x2 � x8Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1 � x7ð Þ2 þ x2 � x8ð Þ2

q � tx10 � x4ð Þ x3 � tx9ð Þ
* + ð3:6Þ

PI control: : up ¼ �l1 C
0 � l2

R
C0dt

uP ¼� l1
r
rj j � _r

?
	 


� l2
Z r

rj j � _r
?

	 

dt

¼� l1
ðx1 � x7; x2 � x8Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1 � x7ð Þ2 þ x2 � x8ð Þ2

q � tx10 � x4ð Þ x3 � tx9ð Þ
* +

� l2
Z ðx1 � x7; x2 � x8Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x1 � x7ð Þ2 þ x2 � x8ð Þ2
q � tx10 � x4ð Þ x3 � #tð Þ

* +
dt

ð3:7Þ

PID Control:
Using the identity

d
dt

a; bh i ¼ _a; bh iþ a; _b
D E

where a ¼ r
rj j and b ¼ _r?,

0 up

PID Pursuit 
Evasion System

Fig. 3. C0 Manifold control.
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we have

_b ¼ t2x12ue � x6up; x5up � t2x11ue
� t

:

Dropping up, we approximate _b as

_̂b ¼ ðt2x12ue;�t2x11ueÞt

Further simplification for implementation yields the following.

d
dt

r
rj j � _r

?
	 


¼ x � ŷh i x1 � x7ð Þ; x2 � x8ð Þ½ �; t2x12ue;�t2x11ue
� � �� �

Hence we have

uP ¼� l1
r
rj j � _r

?
	 


� l2
Z r

rj j � _r
?

	 

dt � l3

r
rj j � _r

?
	 


¼� l1
ðx1 � x7; x2 � x8Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1 � x7ð Þ2 þ x2 � x8ð Þ2

q : tx10 � x4ð Þ x3 � tx9ð Þ
* +

� l2
Z ðx1 � x7; x2 � x8Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x1 � x7ð Þ2 þ x2 � x8ð Þ2
q � tx10 � x4ð Þ x3 � tx9ð Þ

* +
dt

� l3 x1 � x7ð Þ; x2 � x8ð Þ½ �; t2x12ue;�t2x11ue
� � �� �

ð3:8Þ

For the evader the steering control can be as follows

ue ¼ cos t prescribedð Þ

ue ¼ r
rj j � _r

?
e

	 

reactiveð Þ

¼ ðx1 � x7; x2 � x8Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1 � x7ð Þ2 þ x2 � x8ð Þ2

q � �x10; x9ð Þ
* +

4 Simulation Results

4.1 Evader Motion Presented

In this section, we provide the results of simulation of the dynamic equations given
Sect. 3 and discuss the same. We assume ue corresponds to (3.9).

Table 1 provides data on the results obtained using the computer simulation of the
pursuit evasion game and its control as explained in the previous sections. The first
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column of Table 1 provides the P, I and D gains used corresponding to µ1, µ2, µ3
respectively. The next six columns correspond to different initial starting coordinates
for rp and xp. re and xe are assumed to be (0, 0)t and (1, 0)t respectively. The two
sub-columns of each of the six columns in Table 1 correspond to time to reach zero for
the magnitude of r and the time to reach Г = −1 manifold in that order.

It is seen in Table 1 that PI and PID laws tend to improve on the performance of the
pursuer compared to using P alone, which is the existing method. For example,
comparing the rows corresponding to (1, 3, 0) and (1, 3, 3) against (1, 0, 0) in the first
column, it is seen that the time for the magnitude of r to reach zero and the time to reach
the value of Г = −1 both for the first time is much reduced in the case of PI and PID
settings compared to P alone. This holds for all possible starting points considered. The
cells in Table 1 which are blank correspond to the case when Г = −1 could not be
reached within the simulation period of 30 s.

Figure 4 presents the plot of |r|, the magnitude of the baseline, for different initial
points and P, PI, PID control laws. The rows correspond to P, PI, PID control strategy
of the pursuer yielding the control input up. The vertical columns in Fig. 4 correspond
to the different initial conditions of rp and xp which corresponds to the position and
heading of pursuer.

(i) (iv) (vii)

(ii) (v) (viii)

(iii) (vi) (ix)
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Fig. 4. Simulated plot of magnitude of ‘r’. The row corresponds to control laws (P, with
l1 ¼ 1; l2 ¼ 0; l3 ¼ 0), (PI, with l1 ¼ 1; l2 ¼ 3; l3 ¼ 0), (PID, l1 ¼ 1; l2 ¼ 3; l3 ¼ 3)
respectively and columns corresponds to initial conditions for rp and xp {(0, 8), (0.530,
0.847)}, {(−1, 1), (0.631, 0.775)}, {(10, −1), (.9, 0.417)} respectively.
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Considering the first column of Fig. 4, and comparing plots (i), (ii) and (iii) cor-
responding to P, PI and PID control, it is seen that the time for |r| to reach zero for the
first time is reduced from 25 s (P) to 13.1 s (PI) and 11.1 s (PID). The corresponding
plots of |r| vs time are given in Fig. 4(i), (ii) and (iii) respectively. Notice that the time
scales for their plots are not the same. Notice that the above results correspond to
column 3 results of Table 1 against rows (1, 0, 0) (P-Control, existing), (1, 3, 0)
(PI-Control, proposed) and (1, 3, 3) (PID-Control, proposed) respectively.

Similarly plots (iv), (v) and (vi) of Fig. 4 correspond to column 4 of Table 1 and
the plot |r| under P (existing), PI (proposed) and PID (proposed) control. The corre-
sponding time for |r| to reach zero are 21.8 s, 3.4 s and 3.2 s respectively. The plots of
(vii), (viii), (ix) of Fig. 4 correspond to column 6 of Table 1 in a similar way against
the rows (1, 0, 0), (1, 3, 0) and (1, 3, 3) respectively. In all the cases it is seen that
PI/PID (proposed) provide a much faster response for |r| ! 0 compared to P (existing)
alone.

Figure 5 provides the plot C vs time for different initial points and under P, PI, PID
control. Comparing plots (i), (ii) and (iii) of Fig. 3, for P (existing), PI (proposed) and
PID (proposed) control corresponding to column 3 of Table 1, it is seen that the time to
reach manifold C ¼ �1 is again much improved with PI/PID (proposed) compared to P

(i) (iv) (vii)

(ii) (v) (viii)

(iii) (vi) (ix)
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Fig. 5. Simulated plot of magnitude of ‘C’. The row corresponds to control laws (P, with
l1 ¼ 1; l2 ¼ 0; l3 ¼ 0), (PI, with l1 ¼ 1; l2 ¼ 3; l3 ¼ 0), (PID, l1 ¼ 1; l2 ¼ 3; l3 ¼ 3)
respectively and columns corresponds to initial conditions for rp and xp {(0, 8), (0.530,
0.847)}, {(−1, 1), (0.631, 0.775)}, {(10, −1), (.9, 0.417)} respectively.
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(existing) alone. Also, notice that the time scales of the plots in Fig. 5 are not all the
same. Similar comments apply to plots (iv), (v) and (vi) which correspond to column 4
of Tables 1 as well as plots (vii), (viii) and (ix) which correspond to column 6 of
Table 1.

Another feature noticed in Fig. 4 is that while the system reaches |r| = 0, the system
stays at or near |r| = 0 line in the case of PI/PID control (proposed) as compared to P
alone (existing). Similar case applies to Fig. 5 in regard to PI/PID control response
settling closer to C ¼ �1 line compared to P alone (existing).

4.2 Evader Motion Controlled

In this section, ue is assumed to correspond to (3.10).
Table 2, Figs. 6 and 7 correspond to the case of evader following a classical control

law. The results shows PI/PID (proposed) control strategies output correspond to much
shorter time to reach |r| = 0 and the manifold C = −1 compared to P alone which is the
existing result. Also the response curve of PI/PID (proposed) stay close to |r| = 0 and
C = −1 line compared to P alone (existing).

(i) (iv) (vii)

(ii) (v) (viii)

(iii) (vi) (ix)
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Fig. 6. Simulated plot of magnitude of ‘r’. The row corresponds to control laws (P, with
l1 ¼ 1; l2 ¼ 0; l3 ¼ 0), (PI, with l1 ¼ 1; l2 ¼ 3; l3 ¼ 0), (PID, l1 ¼ 1; l2 ¼ 3; l3 ¼ 3)
respectively and columns corresponds to initial conditions for rp and xp {(0, 8), (0.530,
0.847)}, {(−1, 1), (0.631, 0.775)}, {(10, −1), (.9, 0.417)} respectively.
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5 Conclusions

This paper has proposed PI and PID feedback control law for the pursuing strategies in
a pursuit evasion game. It is seen that the time to reach the camouflage manifold as well
as to capture the evader under the given assumption is much shortened with the
introduction of proposed integral and derivative controls as compared to P alone
(existing). The results are also applicable on both the cases where the evader is fol-
lowing a prescribed control motion.

While the results obtained seem to be encouraging, several questions arise for
further investigation. How is the performance improvement of PI/PID controller
affected by initial position and heading of the pursuer? These constitute the future
work.

(i) (iv) (vii)

(ii) (v) (viii)

(iii) (vi) (ix)
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Fig. 7. Simulated plot of magnitude of ‘C’. The row corresponds to control laws (P, with
l1 ¼ 1; l2 ¼ 0; l3 ¼ 0), (PI, with l1 ¼ 1; l2 ¼ 3; l3 ¼ 0), (PID, l1 ¼ 1; l2 ¼ 3; l3 ¼ 3)
respectively and columns corresponds to initial conditions for rp and xp {(0, 8), (0.530,
0.847)}, {(−1, 1), (0.631, 0.775)}, {(10, −1), (.9, 0.417)} respectively.
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Abstract. The semantic web uses the domains ontologies related to different
topics on the web. Its potential is making the data on the web understandable by
the machine and automatically treatable by algorithms without explicit human
intervention. In this context, this paper proposes a semantic approach through a
generic and intelligent framework to respond to different analytical needs appli‐
cable to Online Social Networks (OSN) data. This semantic approach consists in
reusing and aligning with the standard ontologies, recommended by the W3C
consortium, to formalize and synthetize OSN data, exploiting the ontologies
inference potential, to calculate and represent useful indicators for OSN different
analytical needs.

Keywords: OSN · Social media · SNA · Social mining · OWL · FOAF · SIOC
SKOS · Semantic web · Ontologies

1 Introduction

The semantic web formalize and standardize web data to ensure reusability, interoper‐
ability and modularity. The Online Social Networks (OSN) are at the heart of the second
generation web and tend to be in the new generations, namely, the Semantic Web, the
Objects Web and the Everything Web. The semantic web uses the domains ontologies
related to different topics on the web. Its potential is making the data on the web under‐
standable by the machine and automatically treatable by algorithms without explicit
human intervention. This advantage is favored thanks to the standard ontologies exploi‐
tation that favors the discovery and the automatic selection from shared data on the Web
thanks to their semantic expression force.

In this context, the proposed approach offer a generic and intelligent platform to
respond to different OSN analysis. This approach semantic aspect consists in the reusing
and alignment with W3C standard and good ontologies to formalize OSN data and a
synthetization ontology exploiting ontologies inferring potential to compute and present
utile indicators for the different OSN analysis.

The presented approach is based on two principal aspects. The first one is capturing
the OSN data and represent it with an ontologies set composed from a standard, two
recommended ontologies as good ontologies: Semantically-Interlinked Online
Communities (SIOC) and Friend Of A Friend (FOAF); and its extensions. The second
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one is a synthetization ontology modelling multiple metric used in the different analysis.
The objective is having on one hand, a Unified Semantic Model (USM) aligned with
standard and recommended ontologies allowing presenting the most popular and
analyzed social media data. On the other hand, the objective is having an ontology able
to capture and present the deducible metrics and concepts from the OSN that are the
analysis algorithms data used for different objectives (see Fig. 1).

Fig. 1. The framework semantic approach for multi-aspects analysis of OSN (SAMAA of OSN)

This paper is organized in five sections. The second section presents the approach
main founding directors, the third and fourth ones expose, respectively, the general
demarche with ontological engineering methods, and the approach positioning
compared to other approaches. The perspective of this work and a synthesis are the
subject of the fifth section.

2 Principal Directors

In keeping with self-learning, ontological engineering and openness perspectives, the
basic idea is based on four directors:

1. Knowledge discovery
2. Modelling by ontologies
3. Ontologies transformation
4. Alignment with standards

2.1 Knowledge Discovery

The first OSN analysis need is capturing the social media knowledge to execute the
targeted analysis. This process have to respond to four challenges. The first one is that
different social media owners stock this knowledge fragmentally. Actually, the users
can generate data on multiple social networks that are members and so, each media have
a knowledge fragment of a given user (74% of adult internets users use OSN and the
mean accounts by user is 5.54 whose 2.82 active accounts (Lim et al. 2015). More than
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56% of online adults use more than social media (Lister 2017), Instagram has reached
600 Million of users (Roberts 2016), 22% of the international population use Facebook
(Lister 2017). LinkedIn reached 450 Million profiles (Lister 2017)).

The second challenge is the social networks data dynamism. On a social network,
thousands of data are generated in each second fragment leading to the network state
instability and big data volumes (per example, Snapchat has reached 10 Billion of video
views by day (Roberts 2016). Facebook have reached 100 Million views videos hours
by day (Lister 2017) knowing that its active users have reached 1.871 Milliard (Chaffey
2017)). Capturing knowledge on OSN changing over time, is consequently complicated.
It depends on the giving period and have to be updated in real time.

The third challenge is the OSN knowledge nature that are explicit and implicit data.
The explicit data are directly available on the social media while implicit knowledge are
deducible from the explicit knowledge. The OSN knowledge discovery is a process that
must be able to capture the explicit and implicit data.

As shown on the Fig. 2, the knowledge discovery aspect consist in using API
allowing extracting explicit data from each social media, and then using an inference
motor to infer the implicit knowledge from the explicit ones.

Fig. 2. The knowledge discovery process

2.2 Modelling by Ontologies

The captured or inferred knowledge from the OSN must be presented according a
formalism allowing its exploitation by different analysis algorithms. In this context, the
approach exploits the ontologies potential to formalize these knowledge. Actually,
ontologies improve communication and offer a larger frame of reusability, share and
interoperability frame in addition to a more flexibility to system (Uschold and Grüninger
1996).
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1. The reusability. The ontology offers a modular modelling and independent frame
from software implementation. The ontology module used in the application domain
for a determined need, leads to knowledge reusable in other domains for other needs.
Ontologies allow creating reusable knowledge bases.

2. The share and interoperability. One of ontologies objectives is the knowledge
presentation standardization. This aspect guaranty the reusability independently
from platforms and languages, it favorites the standardized knowledge interopera‐
bility and share. The interoperability concept denotes the possibility that many enti‐
ties are able to interoperate, in other words, to communicate. It’s a standardization
and semantic presentation results ensured thanks to ontologies. The ontology offers
a structuration, storage and share semantic model allowing to different systems
exploiting the common ontological modules to understand each other and exchange
knowledge allowing its cooperation.

3. The flexibility. A system using ontologies is flexible. It can evaluate and fit new
needs without braking due to ontologies. Per example, introducing new knowledge
is possible by simple ontologies extension, knowing that ontologies are naturally
modular and extensible. The ontologies fit the scaling requirements and can be
distributed over multiple systems.

To respond to the OSN knowledge formalization objective, the approach considered
two ontologies. The first one is the social media explicit knowledge presentation USM.
The second one is the implicit knowledge formalization (see Fig. 3).

Fig. 3. Modelling OSN knowledge by ontologies
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2.3 Ontologies Transformation

In the engineering domain directed by models, the transformation is an important mech‐
anism allowing generating automatically transformation rules. These rules specifying
mapping between sources models and targeted models elements. A transformation motor
allowing transforming source models elements by mapping in a targeted model executes
these rules. A sources element can have one or more targeted correspondents.

The approach defines two ontologies according two semantic models. The first one
presents the OSN explicit knowledge, and the second one presents implicit knowledge
deserving analysis objectives. This transformation is interesting because it allow gener‐
ating the analysis ontology from the OSN ontology thanks to rules transformation (see
Fig. 4).

Fig. 4. Knowledge models transformation

These transformation rules are inference rules allowing peopling automatically the
analysis ontology from social media description ontology instances. The obtained
instances correspond to metrics needed for a multi-aspects analysis.

2.4 Alignment with Standards

The approach’s aim is contributing to ensure different OSN analyses types by reusing
knowledge modeled according ontologies. These ontologies, the OSN Unified Semantic
Model (USM) ontology and the Synthetization ontology, must cover different knowl‐
edge manipulated on the social media and the indicators needed for different analysis
types. Particularly, the USM ontology have to be aligned with the existent standards
respecting norms and good practices to present the OSN data and to offer a generic frame
covering the most popular social media.

Studying the social ontologies used in the literature, the authors have noted that
multiple ontologies have been proposed to model OSN different aspects or data types.
A unique standard ontology named Simple Knowledge Organization System (SKOS)1

has been identified. Two other ontologies are considered standards by its large use and

1 https://www.w3.org/TR/skos-reference/.
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are recommended by W3C as good ontologies2. There are the FOAF Ontology and the
SIOC ontology created by a W3C team. This works type is generally standardized3.

FOAF was a project aiming allowing connecting persons and information on the
web. It integrates three usage categories: the user, his friends groups and his associations’
description independently from the web; the online accounts, addresses books and basic
activities on the web description; and sharing these descriptions thanks to interconnected
RDF documents.

The SIOC ontology gives the principal concepts and properties to describe online
communities (wikis, weblogs, Forums, etc.) data on the semantic web.

Concerning the SKOS ontology, it’s a model founded on the RDF language to present
thesaurus, classifications or author vocabularies controlled or documentaries languages.
Its’ used on social web modeling to present semantic relationship between vocabularies
used in shared contents.

The proposed OSN USM ontology and the synthetization ontology are aligned with
the FOAF, SIOC and SKOS ontologies. Therefore, its creation and interrogation process
respects the W3C standards, such, OWL24, RDF5 and SPARQL6.

The RDF (Resource Description Framework) framework presents information on
the Web based on triplets <subject-predicate-object>, where elements (subjects and
objects) can be URI (Uniform Resource Identifier), virgin nodes or data literal types
(numeric, string, date, etc.).

The OWL2 is an ontology language defining classes, properties, individuals and data
values and are stored as semantic web documents. OWL2 ontologies and its data
(knowledge formalized by these ontologies) can be defined in RDF and are principally
exchanged as RDF documents (Hawke et al. 2012).

The SPARQL language is used to express requests over diverse data sources.

3 Methodology

An ontology is an operational system component responding to precise functional needs.
Its development respects the same Software Genie principles from which its life cycle
is inspired. The Fig. 5 shows that this cycle is composed of an initial evaluation step, a
construction or elaboration step, a diffusion step and a using step (Fürst 2002).

The state of the art associated to ontologies identifies multiple proposed methodol‐
ogies (Grüninger and Fox 1995; Uschold and Grüninger 1996; Bachimont 2000; Gómez-
Pérez et al. 2004; Kotis and Vouros 2006; Lima et al. 2010; Iqbal et al. 2013; Stadlhofer
et al. 2013; Nicola and Missikoff 2016; Sawsaa 2017). A principal works synthetization
allow noting that even if the proposed methodologies consider different names, the
principal steps are similar by its objectives and definitions.

2 https://www.w3.org/wiki/Good_Ontologies.
3 https://www.w3.org/Submission/.
4 https://www.w3.org/TR/owl2-quick-reference/.
5 https://www.w3.org/TR/rdf11-concepts/.
6 https://www.w3.org/TR/sparql11-query/.
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Per example, Grüninger and Fox (1995) propose four steps: (i) defining the ontology
objective, (ii) determining the terminology, (iii) coding the ontology by defining rela‐
tionships and constraints between terms, and (iv) evaluating the ontology to prove its
capacity to respond to the initial objectives.

Uschold and Grüninger (1996), propose two principal steps to create an ontology:
(i) defining the objective, and (ii) constructing the ontology passing by identifying the
concepts and its coding by integrating existent ontologies. They propose also evaluating
it and documenting it over the creation cycle.

Similarly, Bachimont (2000) proposes three steps corresponding by its definition
and objectives to the three last steps of Grüninger and Fox (1995). The same process
have been adopted by Kotis and Vouros (2006) proposing the HCOME (Human-
Centered Ontology Engineering Methodology) methodology. The three steps were
named, respectively, specification, conceptualization and exploitation.

The adopted approach adopts the methodology that’s the fundaments are aligned
with the principal steps used in the literature.

3.1 Adopted Methodology for the Ontologies Creation

The adopted methodology to create the targeted ontologies is a process composed of
three principal steps. A general view of these steps objectives is given below:

1. The semantic engagement. The objective is identifying the terminology by studying
the different social media and OSN analysis works;

2. The ontological engagement. This second step elaborates the ontologies formal
conceptualization by adapted semantic model to targeted needs. It also integrates
and extends existent ontologies like FOAF and SIOC, and elaborates transformation
rules based on inference;

3. The operational engagement. This last step describes the conceived sematic model
in an ontologies description language and demonstrates its utility by projecting a set
of scenarios, corresponding to the different OSN analysis needs, on presented data
semantically in the proposed ontologies.

3.2 The Semantic Engagement

Under the targeted ontologies objectives and its application domain, the semantic
engagement is a conceptualization step aiming principally identifying the semantic
concepts of the explored domain and the targeted application domain terminology.

Fig. 5. Ontology life cycle (Fürst 2002)
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It corresponds to the first creation ontology step. In the literature, this step is founded
on interviewing domain experts and analyzing the documents corpus of the domain.

To extract the candidate terms, relationships and verbalizations that correspond to
norms and practices of the OSN analysis domain, the authors have specified two corpus
categories to analyze. Relatively to the OSN description and analysis objectives, the two
corpus categories are shown on Fig. 6:

1. The first corpus is the different most popular social media. The media study was
made by practical tests and mapping between the different concepts that are used by
different media to synthetize it to identify an aggregated terminology of OSN
concepts and its relationships;

2. The second corpus corresponds to the research works that are the expertise
researchers’ result in the domain. The set of research works studied is inherent to
different and principal types of OSN analysis. Studying it allow identifying the
necessary knowledge for the targeted analysis.

Fig. 6. The semantic engagement step illustration

It should be noted that, in this case, the specified corpus nature doesn’t favorite its
automatic analysis. On one hand, the OSN terminology perimeter is familiar, known
and simple to determinate without an automatic processing. On the other hand, the
connected research works analysis can’t be made by a simple automatic extraction of
these documents terms, it needs an analytic study of the algorithms and proposed
approaches to discover the utile and reusable concepts used by the different OSN
analysis.

3.3 The Ontological Engagement

Presenting a domain by ontologies is formalizing its data according these semantic
models. In this case, it’s a semantic normalization of the domain-connected concepts
identified in the previous step. This step classifies identified terms and concepts and
establishes a semantic tree for each targeted ontology illustrating its different concepts
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with its semantic relationships. The approach has two levels; the choice is justified
thanks to the targeted objectives:

1. The first level proposes a USM ontology to present social media data; it models the
online users behavior on the different most popular social media. The approach
prevent using one ontology per media because users maintain multiple accounts
online on different social media, and a user can be more active on a media than on
another; so, aggregation their data from each media can be difficile and inexact.
While aggregating complementary data from multiple social media has proven its
efficiency to refine analysis results in many research works (Gilbert and Karahalios
2009; Zhang et al. 2013; Kong et al. 2013; Kosinskia et al. 2013).

2. The second level proposes an OSN synthetization ontology. It’s an application
ontology dedicated to different aspects of OSN analysis. It must modeling concepts
and key metrics of the OSN analysis process, offering an interrogation semantic
frame allowing on one hand, reusing these data, and on the other hand, automatizing
and optimizing the analysis treatments.

The synthetization ontology offers a generic frame dedicated to OSN analysis by
regrouping and synthetizing different usable knowledge by different algorithms ensuring
the principle analysis (e.g. community detection, expert detection, privacy, similarity
analysis, influence propagation, trusting, links prediction and recommendation).

The aggregated knowledge in this ontology are deducible from the explicit knowl‐
edge formalized by the USM ontology. The deducing process is guided by inference
rules.

To align with the standards, the approach proposes elaborating the USM ontology
based existent ontologies by ontological reengineering process. The Fig. 7 shows that
the USM ontology is a global semantic model, principally constituted by fusing the
SIOC, FOAF and SKOS ontologies, and four other new modules ensuring its extension
to cover concepts and relationships in social media not supported by the proposed ontol‐
ogies in the literature.

Fig. 7. The USM ontology elaboration by ontological reengineering
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The OSN synthetization ontology is an original global semantic model dedicated to
different analysis objectives. The authors propose modelling the identified implicit
concepts from the studied corpus to elaborate the conceptual model that must be imple‐
mented to lead to the final synthetization ontology.

3.4 The Operational Engagement

Making an ontology operational is describing it first in a formal and operational
language; and then enrich it to allow machines manipulating knowledge expressed by
this ontology. Actually, enriching an ontology is developing mechanisms allowing the
machine operating and interrogating its knowledge (Fürst 2002).

In this context, the presented approach proposes a set of measures to implement the
targeted ontologies and making it operational:

1. The targeted ontologies implementation with a standard language. The authors have
choose the OWL2 Language (Web Ontology Language) (Hawke et al. 2012) and
the Protégé environment (Musen 2015);

2. The automatic social media knowledge extraction. As mentioned above, the extrac‐
tion of social media data will be made thanks to API to people the USM ontology;

3. The transformation rules implementation. These rules allow transforming, by
deducing, the USM knowledge into the synthetization ontology knowledge;

4. The inference rules implementation. These rules allow inferring new knowledge
from the synthetization ontology into the ontology itself.

5. The ontologies test and validation. The objective is evaluating some analysis
processes exploiting the synthetization ontology.

4 Conclusion

This paper introduces an approach founded on ontologies for an aggregated and multi-
aspects analysis of users behaviors on the social web. It exposes its founder principles
and describe the adopted methodology to elaborate the proposed ontologies. It presents
also the exploitation demarche of these ontologies for OSN analysis objectives. Finally,
it situates the proposed approach compared to the associated approaches.

To conclude, the proposed approach is founded on the ontological reengineering
using particularly the fusion, the specialization and extension of standard and recom‐
mended ontologies in the domain. It exploits also the ontologies potential allowing its
knowledge reusing. It’s an original approach since it allows aggregating data from
multitude of the most popular OSN. In addition, six principle aspects characterize it: the
W3C standards and recommendations alignment, the oriented synthetization ontology
reasoning, the genericity, the granularity, the extensibility, the quality guarantee.

To resume, the approach belongs to an OSN analysis demarche with three dimen‐
sions guided by the transformation (based on inference) of presented data by ontologies
(see Fig. 8):
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1. Aggregating users data and behaviors from multiple social media by a USM
ontology;

2. Synthetizing the USM ontology data into metrics to aliment the synthetization
ontology offering a generic frame to respond to the different analysis;

3. Multi-aspects analysis of the studied OSN by data mining technics to compute the
Synthetization ontology analysis.

Fig. 8. A synthetic view of the semantic approach towards online social networks multi-aspects
analysis

In future works, the authors will detail each step in a dedicated paper.
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Abstract. The purpose of this article is to present a new alternative to
handle wheelchair command and control especially for palsied patients.
This project proposes a new framework based on visual and cerebral
activities which are mapped into command/control and security blocks.
While the former deals with the migration from a joystick-based naviga-
tion to a brain/gaze-based one, the latter enhances security by account-
ing for human factors. Those are assessed through emotions. Four emo-
tions were induced and measured (relaxation, nervousness, excitement
and stress) in three navigation scenarios where the introduction of the
detection block was assessed. Based on those findings, an emotion block
is built.

1 Introduction

The concept of “shared paradigm” consists on sharing the control between the
wheelchair and its driver. Naturally, this approach requires personalization: Each
pathology has its specific requirements (for example Locked-in patients can rely
only on intellectual and visual faculties while tetraplegic ones can provide some
limited muscular activities). Consequently, several approaches are proposed to
ensure the navigation safety.

Vander Poorten et al. [8] proposed a communication channel between the
subject and the wheelchair controller. The concept can help the wheelchair user
to avoid mode confusions. Ren et al. [6], suggest a map matching algorithm
between GPS positions or other sensors on a sidewalk network. This process of
map matching in turn assists in making decisions under uncertainty. Peinado
et al. [7] present a collaborative wheelchair control. The system estimates how
much help the person needs at each situation and provides the correct amount
of help based on his skills. Besides, the system combines between the human and
the machine control by weighting them according to their local efficiency. Con-
sequently, the better the person drives, the more control he/she is awarded with.
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A. Abraham et al. (Eds.): IBICA 2017, AISC 735, pp. 169–177, 2018.
https://doi.org/10.1007/978-3-319-76354-5_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76354-5_16&domain=pdf


170 M. M. Ben Khelifa et al.

During navigation, as the type of error committed cannot be predicted, this
latter could lead to fatal accidents. These systems lack an anticipative behavior
that could modify the wheelchair parameters: example decreasing velocity in
order to prevent a misbehavior could occur. During our interviews with doctors,
experts, occupational therapist and psychologists, they stated that many human
factors have a direct effect on the navigation performance. Among them, men-
tal workload [2,3] and emotions [4] are the most influent. However, these two
parameters are not easy to cope with, as they need much more investigations.
In the next section, we will focus on the influence of emotions on ElectroEn-
cephaloGraphy (EEG) patterns.

2 Emotion Integration

The detection of emotions is very important as it could be integrated for two
purposes: first, it could be a basis for EEG command patterns to be detected
(example: when performing a motor imagery task, the EEG pattern manifesta-
tion depends on the user mental state). Second, in order to enhance wheelchair
navigation, its velocity should be enslaved to the user’s emotions (example, it
should decrease if the user is frustrated). But it’s still not evident that emotions
can bring the expected results and especially that EEG reliability in this context
is still not proved yet. Besides, measuring emotions tends to be very challenging.
In this paper, different algorithms used for extraction, selection and classification
are compared (Fig. 1).

Fig. 1. Methodology work flow to detect emotion

In order to collect data to supply emotional database, 40 healthy subjects
took part in the experiment. Aged from 22 to 55 years old, they were asked to
complete and sign a consent form with personal information. Afterwards, they
chose five audio/video excerpts sensitive to impact their emotions. Next, the
chosen sequences were clipped to 63 s and projected one by one. At the end of
each session, the subject gives his rating according to the SAM scale [5].
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2.1 Extraction Methods

Welch Method. The welch approach aims at estimating spectral density at
different frequencies. Its based on the concept of the periodogram spectrum esti-
mates [9]. It is defined as the result of converting signal from time to frequency
domain. Consider xi(n), i = 1, 2, . . .,K, K uncorrelated measurements of a ran-
domized process x(n), over an interval of 0 ≤ n < L. Suppose that successive
sequences are decaled by D(≤ L) samples and that each of them is of length L,
the i-th sequence is given by:

xi(n) = x(n + iD), n = 0, 1, . . . , L − 1 (1)

Though, the overlapping quantity between xi(n) and x(i+1)(n) is L-D points,
and if K sequences cover N data of the signal, then

N = L + D(K − 1) (2)

This means, if we consider that sequences are overlapped by 50% (D = L
2 ),

then we can form K = 2NL − 1 sections of length L. The Welch method is
expressed by:

Ŝw(w) =
1

KLU

K−1∑

i=0

|
L−1∑

n=0

w(n)x(n + iD)exp(−jwn)|2 (3)

where U = 1
N

∑N−1
i=0 |w(n)2, N is the length of the window w(n). This method

reduces the noise in power spectra. However, the resolution R depends on window
type and length:

R =
1

LTs
(4)

where Ts the sampling period. The lower L is, the smoother Welch periodogram
becomes.

The raw signal was filtered between 1 and 64 Hz (to cover all band wave
lengths). Those are classified depending on the band interval limits. In the cur-
rent study, we focus on: δ (up to 4 Hz), θ (4 Hz–8 Hz), α (8 Hz–13 Hz) β (13 Hz–
30 Hz) and γ (30 Hz–64 Hz). The power spectral density (PSD) was computed
on successive intervals of 1 s per trial per user. The Welch periodogram was com-
puted using 512 points FFT and various Hamming window lengths: 128, 64, 32
and 16 points with a 50% overlapping. Finally, for each band, two parameters
were computed: the mean Power (Pm) and the Root Mean Square (Rms):

Pm =
j∑

k=i

S(k) (5)

Rms =

√√√√
j∑

k=i

S(k) (6)
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Where S(k) are the sampled values of the periodogram and i and j are the
indexes of the higher and lower sampled frequencies for each band.

Discrete Wavelets Transform. Discrete Wavelets Transform (DWT) is
defined by the function:

ψa,b(t) = 2
a
2 ψ(2

a
2 (t − b)) (7)

Where a are the scales and b the shifts. To approximate any function, ψ(t) is
dilated with the coefficient 2k while the resulting function on interval is shifted
proportionally to 2−k. To obtain a compressed version of a wavelet function, a
high-frequency component must be applied while a low frequency one is needed
for dilated version. The correlation of the original signal with wavelet functions
of different sizes, results in signal details obtained for many scales. These cor-
relations are managed in hierarchical framework, the so called multi resolution
decomposition algorithm can proceed by separating the signal into details at
different scales from coarser representation named approximation.

2.2 Selection Features Methods

As it was mentioned before, extracted features need to be selected to avoid high
dimensionality curse. For this purpose, two selection techniques are introduced.

Principal Component Analysis (PCA). Principal Component Analysis
(PCA) transforms correlated variables into sub spaces called principal compo-
nents. Some of the common applications include data compression, blind source
separation and de-noising signals. PCA uses a vector space transformed to reduce
the dimensionality of large data sets. Using mathematical projection, the original
data set, with its high dimension, can be interpreted in fewer variables (princi-
pal components). This is important as it can reduce the processing time during
classification and let the user interpret outliers, patterns and trends in the data.
The aim of this section is to explain how to apply PCA on the feature vector in
each second. The first step is to rescale data to obtain a new vector Z:

zi
j =

xi
j − x̄j

sj
(8)

Where x̄j = 1
n

∑n
i=1 xj

i is the mean of the jth variable, sj is the correspond-
ing standard deviation. The correlation matrix R contains correlation coefficients
between each pair of variables. Its symmetric and composed by ones in its diag-
onal. Its defined as follows

R = D 1
s
V D 1

s
(9)

Where V is the variance matrix of X and D 1
s

= ( 1
s1 , 1

s2 , . . . , 1
sp ). The next step

is to calculate the eigen values of the correlation matrix. In fact, the eigen values
contain the projection inertia of the original space on the sub space formed by the
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eigen vectors associated to each of them. Eigen vectors constitute the loadings of
the Principal Component; thats the strength of the relation between the variable
and principal component. The following figure gives an example about Eigen
values, the associated principal component and the projection inertia (in percent)
for each of them.

The selection of principal components axis was made empirically using Kaiser
Criterion. The latter consists on retaining only the Eigen values greater than the
mean value.

Genetic Algorithm (GA). Genetic Algorithm (GA) is an adaptive search
technique [1]. The power of such a method is its ability to fine tune an initially
unknown search space into more convenient subspaces. The main issue for a GA
problem is the selection of a suited representation and evaluation function. This
is very well suited to solve a feature selection problem. In this case, each feature
is considered as a binary gene and each individual a binary string representing
the subset of the given feature set. For a feature vector X of length s, the feature
inclusion or elimination is processed as follow: if Xi = 0, then the feature is
eliminated otherwise, 1 indicates its inclusion. As our purpose is to estimate
the number of optimal features to keep, the proposed fitness function on the
correlation matrix C is expressed as follows:

C =

⎛

⎜⎝
1 . . . c1,n

... ch,l

...
cn,1 . . . 1

⎞

⎟⎠ (10)

Where Ch,l represents the correlation coefficient between feature h and fea-
ture l. This value varies between −1 and 1. If Ch,l tends to 1 or −1, then the
features are highly correlated otherwise, if it tends to 0 then there is no correla-
tion. Starting from the initial population which is constituted by the correlation
of the pairs of features, the proposed fitness function F could be defined:

F = minh,l|ch,l| (11)

For each iteration, the least correlation crossing chromosomes are kept for
the next generations.

2.3 Classification

The output of different classification techniques are four classes each of which
corresponds to one emotion (stressed, excited, nervous, and relaxed). For this
purpose three classification techniques are deployed: the Linear Discriminate
Analysis (LDA), the Multi Layer Perceptron (MLP ) and Support Vector
Machine (SV M).
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LinearDiscriminantAnalysis (LDA). The LDA combines linearly variables:

yrn = u0 + u1X1rn + u2X2rn + . . . + upXprn (12)

where: yrn is the discriminant function for the case n on the group r as well as
for Xirn which is the discriminate variable Xi for the case n on the group r, and
ui are the required coefficients. This implies that the number of discriminant
functions is determined by the number of considered groups.

Multi Layer Perceptron (MLP). MLP is divided into three layers: an input
layer with length, the selected features of the input vector, a hidden layer with
20 neurons and an output layer with 4 neurons. Sigmoid function is adopted as
transfer and test set validation technique for cross-test; the database is separated
into 3 sets: 70% for training, 15% for testing and 15% for validation (to avoid
over fitting).

Support Vector Machine (SVM). SVM maps input vectors into higher
dimensional space to ease classification. Then it finds a linear separation with
the maximal margin in the new space. It requires the solution of the following
problem:

minw,b,ε
1
2
wT w + C

l∑

i=1

εi subject to yi(wT Φ(xi) + b) ≥ 1 − εiεi ≥ 0 (13)

where: C is the penalty parameter of the error εi with Gaussian radial basis
function as kernel. This could be expressed as follows:

K(xi, xj) = e−γ|xi−xj |2 (14)

C and γ are fixed using a cross-validation technique.

2.4 Results

The results summarized in Figs. 2, 3, 4 and 5 present the different crossings
between extraction (welch and wavelets), selection (genetic algorithm and PCA)
over classification techniques (LDA, MLP and SVM). The comparison includes
also the performance between Rms and Pm. The results show that the highest
classification recorded is assigned to the combination MLPRms with wavelets
as extraction technique and genetic algorithm as selection process with a rate
of 93%. This being said, wavelets is suggested to be better than welch method
thanks to its duality in time and frequency domains. Genetic algorithm is better
than PCA. The latter suffers from subjectivity especially when choosing the
adequate number of eigen values to be hold.
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Fig. 2. PCA/Welch periodogram classification with different window lengths

The 7% of misclassified data could be explained as follows: it is assumed that
the rate given by the subject reflects his emotion during the whole visualization
process which is not taken for granted. In fact, emotion could trigger from state
to state at a certain period (which could be limited to a limited amount of time
as well as it could start at the beginning or at the end of the session).

Fig. 3. GA/Welch periodogram classification with different window lengths
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Fig. 4. PCA/Wavelets classification performance

Fig. 5. GA/Wavelets classification performance

3 Conclusion and Perspectives

In this project, an investigation about the influence of emotions on cerebral activ-
ity was assessed. For this purpose, different techniques were deployed combining
extraction, selection and classification phases. The overall performance showed
that the combination between wavelets, genetic algorithm and MLP provides
the highest classification rate. Those approaches were applied only on a simu-
lated environment but not in real world. This could make the biggest shortage as
challenges imposed by real wheelchair navigation differ to challenges faced in a
simulated one. For example, in a simulated environment, all objects coordinates
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are already known as they are communicated by the software but this is not the
case in real world. Another problem is that vibrations, wheelchair real velocity
and synchronization issue biases much more the results. What’s more, emotion
study wasn’t precise enough to account many other emotion cases; this is done
intentionally because the chosen emotions were representative for each quadrant
in order to not complicate the study. But in reality for each quadrant, many
emotions could be situated in the same region which can create some confusion
during classification.
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Abstract. Advancements in wireless sensor networks (WSNs) technologies
have enabled their introduction in various application fields. A large number of
these applications use sensitive data that require securing algorithms. In this
paper, we present a comprehensive survey on the most commonly used security
techniques in wireless sensor networks. In this survey, we also present the
different implementations on numerous platforms used to realize these security
algorithms with special attention to power consumption. Based upon our findings,
we propose the main characteristics and parts of a new solution to realize a low
power wireless sensor node with high level of security.
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1 Introduction

Nowadays, the environment around us is becoming increasingly ubiquitous. More and
more elements sensing the environment and communicating useful data are being intro‐
duced every day. The system of these interconnected elements is called wireless sensor
network (WSN), where each element is referred to as a node or a mote. Rapid advance‐
ments in electronics and wireless communication technologies have enabled the reali‐
zation of more complex WSN nodes. WSNs are significantly improved as compared to
traditional wired sensor networks and have been considered among the most important
technologies of this century [1]. WSN technology has unlimited potential applications
including military, medical, environmental, industrial, agricultural, etc. The majority of
the aforementioned applications process sensitive data that need suitable security mech‐
anisms to ensure confidentiality and integrity of data.

Several studies have been presented concerning the implementation of various
security techniques to protect WSNs. Among the implemented security techniques,
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cryptographic techniques and hash functions play a key role in the majority of security
protocols and frameworks, such as advanced encryption standard (AES) [2, 3], and
elliptic curve cryptography (ECC) [4, 5]. Realization of these techniques has generally
been achieved in software running on the microcontrollers of the nodes, such as TelosB
[6, 7] and Mica family [8–10]. However, these solutions suffer from limited battery life
and restricted memory capacity.

Considering the abovementioned limitations, there is a need to have a platform that
can efficiently achieve these applications. The major challenge in WSNs is, to maximize
the battery life of the nodes due to the difficulty of replacing scores of these nodes
batteries. Thus, the trend now is toward the design of specialized WSNs platforms that
can meet these power and applications-pace constraints.

Many research works in the open literature have recommended the implementation
of platforms incorporating accelerators [11, 12]. These platforms have been imple‐
mented using application specific integrated circuits (ASICs) [13–17], field program‐
mable gate arrays (FPGAs) [16, 18–21], system-on-a-chip (SoC) and system-on-a-
programmable chip (SoPC) [22, 23].

In this paper, we review the popular security techniques used to prevent attacks that
can be a threat to the WSNs. In addition, we survey their implementations on several
platforms covering the architectural spectrum of these platforms from the microcon‐
troller (μC) to the SoC/SoPC. The objective of this paper is also to propose the main
characteristics of a feasible solution to realize a low power wireless sensor node.

The rest of the paper is organized as follows: Sect. 2 presents a comprehensive review
of security techniques proposed in the literature. Section 3 discusses the implementations
in low power consumption of security techniques studied so far. A detailed analysis of
different implementations, algorithms and a suggestion of new solution are made in
Sect. 4. Finally, conclusion and future work are presented in the last section.

2 Security in WSNs

2.1 Description

There are specific attacks to WSNs that address more specifically the limited energy of
sensors. In fact, WSNs are applied in many critical applications such as health moni‐
toring (collecting vital signs of a patient), building protection, pollution detection,
battlefield management and military application (supervision of a war zone, recording
condition or the position of the troops). These applications need strong security mech‐
anisms. To guarantee the security of WSNs, several requirements such as availability,
authenticity, confidentiality and integrity, should be achieved. These requirements are
presented in the next paragraph.

2.2 Security Requirements of WSNs

The security techniques and algorithms used in WSNs should protect the exchanged
data between sensor nodes from attacks while respecting the security requirements.
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In general, security requirements change with the type of application [24]. The important
security requirements for WSNs are presented here.

Availability: The accessibility of data is very important in a secure network. Availability
ensures the survivability versus attacks of Denial-of-Service (DoS). DoS attacks can be
initiated in whatever layer of wireless sensors networks and may exhaust battery charge
of a sensor device with the excessive computation and communication operation.

– Authentication: The malicious or spoofed packets should be detected in WSNs with
checking the sender. It is essential for a receiver to have a mechanism to verify that
the received packets have indeed come from the actual sender node. Several authen‐
tication schemes designed for WSNs have been proposed by researchers. An authen‐
tication scheme should ensure that the communicating node is the one that it claims
to be. A Message Authentication Code (MAC) is used as a solution in the case of
communication between two nodes and the data authentication can be computed from
the shared secret key.

– Confidentiality: In WSNs, it is very important to keep the sensitive data collected
and transmitted secretly especially in case of critical applications. Data confiden‐
tiality guarantees that any unauthorized user or entity can never detect sensitive data
and ensures that channels between nodes are secure. Sensor identities and routing
information should be confidential to protect a network against traffic analysis.

– Integrity and freshness: To guarantee the integrity of data, it is very important in
WSNs to prevent extermination change or unauthorized introduction of data. Data
integrity is based on the quality of solidity, accuracy, completeness, and accordance
for the promoter of the data [12]. The network functionality can be perturbed by
changing messages by malicious node. In WSNs, integrity ensures that transferring
message is never corrupted. Replay attack can be eliminated with data freshness by
ensuring that the transmitted data is the recent one. In order to minimize the damage
of different type of attacks those threat the integrity, authentication, confidentiality,
etc., several cryptographic and other techniques are proposed and used in WSNs. A
detailed study of these different techniques is presented in the next section.

2.3 Security Mechanisms for WSNs

Many attacks menace WSNs. Hence several research teams have tried to find ideal
solutions to secure WSNs taking into account their specificities. The security solutions
applied in the conventional ad hoc networks cannot be used in WSNs owing to the limited
batteries. In addition, the sensors have a low computing capability that prevents using
complex algorithms. In fact, the practical cryptographic solutions used currently, as
symmetric and asymmetric algorithms, are too heavy to be calculated by the processors
of current sensors.

Nevertheless, cryptographic algorithms are very efficient and used in the most works.
In fact, several security protocol and frameworks designed for WSNs are based on
symmetric cryptographic techniques such as SAODV [25], LHAP [26], SPIN [27],
LEAP [23] and TinySec [28]. Asymmetric cryptographic techniques are also used in
protocols and frameworks such as ARAN [28], SEAD [29], SPINS [30], TinyPK [31],
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TinyECC [32], TinyPBC [33], Tiny Pairing [34], and SecFleck [35]. In addition, hybrid
cryptography techniques are employed in various protocols and frameworks such as
MASA [36] and SCUR [37]. Furthermore, hash functions are used in the majority of
security protocol as [38, 40] to guarantee the integrity and authenticity of data exchanged
in WSNs. Therefore, cryptographic techniques always have a central role in security
schemes proposed for WSNs.

To meet the basic security requirements in WSNs, the cryptographic schemes are
used while taking into account low cost and low power consumption. Cryptographic
schemes provide security in WSNs through symmetric key techniques, asymmetric key
techniques, hybrid cryptographic techniques and hash functions. The selection of light‐
weight cryptographic algorithm is essential in WSNs due to the limitations in the
computational and memory capabilities, battery power and different constraints of
sensor nodes. We present in the next subsections various cryptographic systems used
today to secure WSNs. We start with the symmetric cryptographic techniques, then we
discuss the asymmetric cryptographic techniques, hybrid cryptographic techniques, and
finally hash functions.

Symmetric cryptographic techniques
In symmetric cryptographic techniques, encryption and decryption are executed with
the shared key between two sensors. This key must be kept secret. This can be difficult
due to the environment where sensor nodes may be placed. Block ciphers and stream
ciphers are used as symmetric cipher types. When a block cipher is used, the clear text
will be divided into blocks before being encrypted. A stream cipher can be considered
as a block cipher with a block length of 1-bit. Most of the security schemes for WSNs
have focused on testing and evaluating cryptographic algorithms in WSNs and
suggesting energy efficient ciphers. Asymmetric algorithms take a lot of time in
computing operations compared to symmetric key algorithms. So that, the encryption
process used in symmetric algorithms is less complicated. We present in this section the
symmetric encryption algorithms that are well known and widely used as symmetric
ciphers in WSNs. We study then, DES [17], AES [16], RC5 [41] and Skipjack [42].

Asymmetric cryptography techniques
In asymmetric cryptography, a private key and a public key are used. Public key are
used to encrypt and verify the signature of data and private key are used to decrypt and
sign. The private key needs to be kept confidential while the public key can be published
freely. There are various public key algorithms include Rabin’s Scheme, Ntru-Encrypt,
RSA, ECC, and Identity-Based Cryptography (IBC). RSA, ECC and IBC are among the
popular asymmetric cryptography schemes used in most studies related to WSNs.

Hybrid cryptographic techniques
To take advantages of the two approaches; symmetric and asymmetric cryptographic
techniques, many researchers apply the combination of the two approaches. Among the
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popular schemes based on hybrid cryptographic techniques for WSNs, we find
ARIADNE [11], DSAA [47] and SCUR [37].

Hash function
Ahash function is a particular function that calculates a footprint from an inputted data
to identify the initial data. A good hash function provides a significant change in the
footprint in spite of a small change in the original text have been introduced. Usually in
WSNs, Message-Digest5 (MD5) and Secure Hash Function 1(SHA-1) are the most
popular hash functions [48] but there are also SHA2 and SHA3 [49]. Hash functions are
central to compute signatures and MACs which allow users to verify authenticity and
integrity of data.

Other functions
In addition to cryptographic techniques, there are also many others techniques to ensure
security in WSNs. Most of these techniques are used to eliminate the risk of physical
attacks. The other technique used is trust managements on sensor nodes in WSNs. These
techniques include the mechanism proposed by [30] against search-based physical
attacks. SWATT is a mechanism to control the memory of a sensor node against an
abrupt change [50]. Furthermore, there is another approach of applications of trust-based
frameworks to enforce level of security in WSNs [52]. Trust-based schemes help to
protect against attacks untreated by cryptographic security. The trust-based framework
can help to address many issues like evaluating the quality and capacity of sensor nodes
[52]. Moreover, to achieve security in WSNs, there are also the intrusion detection
systems (IDS) used in many applications to prevent some types of attack. There are two
important classes of IDS, the signature-based IDS, and the anomaly-based IDS [53].
Security of routing is also one of the interesting topics of security in WSNs [54]. There‐
fore, among the basic techniques used to guarantee the WSNs security, we focus in this
paper on cryptographic techniques that are applied in the majority of security protocols
and frameworks proposed in the literature. These techniques also confirm their efficiency
in preventing several types of attacks and achieve security requirements in WSNs.
Figure 1 illustrates the different security techniques studied in this paper.

In order to assess the effectiveness of these proposed algorithms, several works
implemented these algorithms in different platforms. These implementations will facil‐
itate selecting directions to optimize the cost of different algorithms in low power WSNs.
The choice of the type of implementation depends on the complexity of algorithm,
memory and energy consumption results. We introduce in the next section the most
commonly used implementation of security algorithms in WSNs.
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Fig. 1. Security techniques for WSNs

3 Implementation of Security Algorithms and Techniques

Several approaches propose numerous implementations for cryptographic functions
using different platforms such as microcontrollers (μCs) [8, 14, 48, 56], Digital signal
processors (DSPs) [59], ASICs [9, 22, 32, 62, 63] and SoCs [72]. A study of the imple‐
mentation of security techniques based on μC is detailed in the following section.

3.1 Implementations of Security Techniques in WSNs Based on μC

During the past few years, the trend is to use wireless sensor nodes based on μC. The
majority of security techniques are implemented in these platforms due to their, rela‐
tively low cost and acceptable energy consumption.

In [14], Ganesan et al. utilized different embedded processors in order to evaluate
the performance of the cryptographic functions with Atmel AVR Atmega 103 and
32-bit Intel XScale. A 440 MHz 64-bit SPARC CPU, operated in 32-bit mode is also
used to evaluate the performance of a workstation. The execution times of five crypto‐
graphic schemes RC4, RC5, IDEA, SHA-1, and MD5 on the various μC architectures
(Atmega 103, Atmega 128, M16C/10, SA-1110, PXA250, and UltraSparc2) are
presented. The objective was to find the most efficient cryptographic algorithm. They
conclude that RC4 is better than RC5 on encryption in low-end processors. Nonetheless,
the energy consumption is not discussed in this work.

In [55], the authors implemented ECC in MICA2 mote. Also, in this implementation,
the energy cost has not been taken into account. In the last few years, the energy
consumption was considered in different works. They studied the energy cost of using
security techniques in a WSNs environment. For example in [44, 45], Mica2 motes (with
a CC1000 radio and Ember sensors with an EM2420 radio) are used to measure the
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consumed energy of hash functions and symmetric-key algorithms. Different subsets of
symmetric-key algorithms have likewise been examined.

Jinwala et al. had studied in [46] the performance of AES and corrected block tiny
encryption algorithm (XXTEA) when performing it on Mica2. By comparing these
algorithms to Skipjack, they concluded that XXTEA is the best security combination
for WSNs. AVRORA simulator was used in the experiments. The energy consumption,
the throughput and the CPU cycles was provided.

In 2006, Passing et al., made the experiments of some cryptographic algorithms such
as MD5, SHA-1 and AES to examine the runtime behavior of these algorithms [48].
Typical sensors were employed. They demonstrated that MD5 outperforms SHA-1 in
different sizes hashing tables. The implementations were accomplished to compare the
time performance of cryptographic algorithms. The authors found that the amount of
data and the time required are linearly dependent.

In 2007, Choi and Song [56] implemented various cryptographic algorithms such as
AES, Blowfish, DES, IDEA, MD5, RC4, RC5, SEED, SHA-1 and SHA-256 based on
MICAZ platform running TinyOS, to study their feasibility in WSNs. For each crypto‐
graphic algorithm, memory, computation time and power were experimentally analyzed.
As a result, they conclude that RC4 and MD5 are the most suitable algorithms for MicaZ-
type motes.

In [57], the authors had recourse to an 8-bit μC platform (Atmel ATmega128
processor) to quantify the energy cost of authentication and key exchange based on RSA
and ECC. The Berkeley/Crossbow motes platform and specifically the Mica2dots are
used for the experience setup. They demonstrated that RSA and ECC are viable for
WSNs.

In [7], Piotrowski and Peter, implemented RSA and ECC operations in MICA2DOT,
MICA2, MicaZ and TelosB to estimate the power consumption of the signature gener‐
ation and verification operations, as well as the concerned transmissions. The result in
[7] shows that public key cryptography is feasible for WSNs.

Szczechowiak et al., discussed the results of ECC and Pairing-Based Cryptography
(PBC) on two sensor nodes MICA2 (8bit/7.3828-MHz ATmega128L) and Tmote Sky
(16-bit/8.192-MHz MSP-430) [58].

In [59], the authors studied RC5, AES and Skipjack cryptographic techniques. They
compared the memory consumption of these algorithms in both MicaZ and TelosB
platforms (Table 1). The memory consumption is an essential factor to choose the best
cryptographic techniques.

Table 1. Memory consumption (RC5, AES and Skipjack) [16].

Encryption algorithm MICAZ TELOSB
RAM (KB) ROM (KB) RAM (KB) ROM (KB)

RC5 [16] 0.2 2.5 0.2 6
AES [22] 2 10 1.8 9
Skipjack [41] 0.6 10 0.04 7.5

Table 1 summarizes that RC5 consume very little memory in both MicaZ and TelosB
platform. The memory efficiency of Skipjack is better than AES but worse than RC5.
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Should be noted that memory must be in efficient way. Indeed, the memory consumption
has an effect on energy. According to [42], Skipjack and RC5 are much faster than AES.
Nevertheless, Skipjack is not as flexible as AES or RC5 [42] because all of its parameters
are constants.

In [60], the authors have studied energy consumption and memory requirements in
MicaZ and TelosB motes of four cryptographic techniques AES, RC5, Skipjack, and
XXTEA. The influence of the different algorithm parameters, especially the key size,
on the energy consumption was analyzed. Further, they confirmed that a number of block
cipher modes of operations are suitable for WSNs applications.

To measure the energy consumption of the algorithms in MicaZ and TelosB sensor,
the authors used Tektronix MSO 4034 oscilloscope. They concluded that RC5 has less
energy than AES in encryption phase on MicaZ. However, in decryption phase AES
consumes energy 10 times more than RC5 on TelosB mote. The authors assert that the
most energy-efficient algorithms among the four block ciphers are Skipjack and
XXTEA. These two algorithms could be considered the most secure. Table 2 presents
energy consumption of AES, Skipjack and XXTEA and Hardware AES encryption for
MicaZ and TelosB sensor motes [60].

Table 2. Energy consumption and execution time of AES and Skipjack on Micaz and Telosb
sensors motes [60]

Platform Key size
(bits)

Encryption Decryption
Time (ms) Energy (μJ) Time (ms) Energy (μJ)

Software Skipjack
[41]

MicaZ 0.22 5.52 0.22 5.52
TelosB 0.35 2.63 0.35 2.63

XXTEA
[60]

MicaZ 1.94 49.55 1.86 47.50
TelosB 2.34 17.48 2.39 17.85

AES [22] TelosB 128 3.77 28.16 43.20 322.70
192 4.60 34.36 51.00 380.97
256 5.58 41.68 66.00 493.02

MicaZ 128 1.53 39.08 3.52 89.9
192 1.82 46.48 4.25 108.55
256 2.11 53.89 4.98 127.19

Hardware AES [22] MicaZ 0.023 1.83 – –
TelosB 0.225 14.30 – –

Table 2 summarizes the effect of the key size on the energy consumption for AES
algorithm. Indeed, the energy consumption increases when the key size increases. They
also noted that skipjack consume less energy than AES in both MICAZ and TELOSB
sensors nodes.

Pairing is the most computationally intensive function in IBC. Pairing is also used
to provide efficient solutions to several long-standing problems in cryptography, such
as three-way key exchanges and non-interactive zero-knowledge proof systems. There‐
fore, many related works focus on implementing the pairing function.

A Comprehensive Technical Review on Security Techniques 185



In [33], TinyPBC was proposed. ATmega128L had been used for the implementa‐
tion. They demonstrated that TinyPBC takes only 5.45 s to compute pairings in compar‐
ison to the NanoECC (10.96 s). Memory cost to evaluate the pairing on ATmega128L
using TinyPBC was also presented [33].

Aranha et al. in [76] used MICAz sensor node platform (8-bit/7.3828-MHz
ATmega128L) to implement Pairings. They demonstrated the efficiency of their
proposed implementation NanoPBC (2.54 s) and compared to the implementation
in [33].

In this section, the implementation of cryptographic functions based on μC were
presented and discussed. The main objectives of these studies were to choose the more
energy efficient security algorithm. Nevertheless, minimizing energy consumption in
WSNs is very challenging. In fact, several requirements should be considered such as
real-time and low-cost. All the system aspects should be carefully and simultaneously
analyzed. The use of low-energy accelerators could be suggested to tackle the challenges
of minimizing energy consumption. Such solutions had been achieved in several works
through different platforms, which include DSP, ASIC, FPGA, SoC and SoPC. Several
researches exploited these platforms for implementation of security techniques for
WSNs that are reviewed and presented in the next section. We start with works based
on DSP implementations.

3.2 DSP Based Implementations of Security Techniques in WSNs

Digital signal processors (DSPs) are the basis for manipulating several signal-processing
algorithms. With the lower prices of DSP chips and their density, they could be used as
a base for the implementation of security techniques in WSNs with Energy Efficiency.
In literature, DSP is not widely used for security techniques implementation. In [59],
the TMS320VC5416 Fixed-Point Digital Signal Processors (DSP) was employed to
perform ECC and it takes 63.4 ms. Simple signal processing could be achieved directly
via μC which include basic DSP operations in their instruction set without resorting to
special DSP. Despite of their evolution, DSPs may not meet the requirements of many
complex security algorithms that need more performance and low power consumption.
One altenative solution is to adopt the ASIC to implement security algorithms. This
study is detailed in the next section.

3.3 ASIC Based Implementations of Security Techniques in WSNs

Recently, ASIC implementation is proposed as a solution. An ASIC is tailored to a
specific application. Using ASIC helps to minimize power consumption and improves
execution time due to the optimization of the number of transistors and clock cycles.
However, the cost of the device and the time to market increase. Several security tech‐
nique implementations based on ASIC had been studied. Among these techniques, ECC,
hash functions and IBC are detailed here.
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ECC: Implementation Based on ASIC
Hilal et al. presented a study of some implementation of ECC in WSNs in [13].
Table 3 summarizes the occupied chip area, the consumed power and the time perform‐
ance.

From this table we conclude that the less power consumption (less than 30 μW) was
obtained using 0.13 μm CMOS Technology at 500 kHz frequency for one point multi‐
plication. For the same frequency, better time and energy performances are achieved
with smaller chip area (6718 gates). A low-power and compact ASIC core for ECC is
reported in the majority of references.

Table 3. Ecc implementation based on ASIC.

Ref. CMOS Tech. (μm) Chip area (Gates) Power consumption Timing
performance (ms)

[62] 0.13 18720 Under 400 μW
@500 kHz

410.45

[64] 0.35 23000 500 μW
@ 68.5 MHz

6.67

[18] 0.13 6718 less than 30 μW
@ 500 kHz

115

[65] 0.18 11957 305 μW @ 8 MHz 17
[66] 0.35 10 k to 18 k NA @ 13.56 MHz 38.8

Hash Function: Implementation Based on ASIC
ASIC has been used as a platform to implement hash function. We summarize in
Table 4 below different implementations of several hash functions in High-speed ASIC
and low-area ASIC [61].

This table shows the throughput with various clock frequencies. The energy
consumption is directly propositional to the clock frequency. In fact, minimizing the
energy consumption depends on minimizing throughput and clock frequency.
Skein-256, which implemented hash function using UMC 0.18 μm technology, could
be chosen since it reduces the energy consumption [32].

IBC: Implementation Based on ASIC
In [79], the implementation of IBC is presented. The design was implemented using
VHDL and incorporated in an ASIC [79]. Synthesis and physical synthesis is performed
using Synopsys Design Compiler and Physical Compiler tools respectively. The authors
presented results for the Tate pairing accelerator (Latency = 0.7 ms,
Area = 0.574 mm2, Energy = 29. 600 NJ).

ASIC platform could be adopted to achieve acceptable solution of implementing
cryptographic functions especially in large-scale production. Nevertheless, the rapid
evolution of security applications with new standards and services make this platform
not effective. For this reason, other alternatives such as FPGA platforms could help to
improve performances when implementing security techniques. This is explained in
details in the following sections.

A Comprehensive Technical Review on Security Techniques 187



3.4 FPGA Implementation of Security Techniques

The time to market and energy consumption are frequently at the top of concerns when
implementing security techniques. As the design of ASICs could take more than a year,
FPGAs are used to minimize the overall development time. In fact, as ASICs, FPGAs
are used to make very specific functions in hardware. The flexibility is one of the main
advantages of FPGAs. In addition, these kinds of circuits are characterized by their rapid
configuration and the ability of reconfiguration for specific feature. Thus, FPGAs are
specialized chips that execute complex operations and functions while maintaining the
high level of performance. Therefore, FPGAs have been used in several security tech‐
niques implementations in WSNs that will be detailed in next subsections.

Elliptic Curve Cryptography: Implementation Based on FPGA
FPGAs are employed to accelerate arithmetic operations during modular multiplications
and reductions in the Galois Field (GF) [67] that is the case of ECC [4, 5, 68]. In [68],
the authors present an implementation of ECC in WSNs. They describe the possibility
to adapt ECC parameters for increasing or reducing the security level according to the
application scenario or the energy [68].

The authors implemented the scalar point multiplication considered as the funda‐
mental operation of the ECC. This function could be used in encryption/decryption
(ECIES), in digital signature (ECDSA) and in key establishment (ECDH) protocols.

To implement ECC, a mixed solution has been used including a Xilinx XC3S200
Spartan-3 FPGA and an 8052 compliant μC with an additional XC2V2000 Virtex-2
FPGA attached to the custom platform [68].

Table 4. Implementation of hash functions using ASIC (high-speed ASIC)

Ref. CMOS Tech. Hash function Size (kGates) Throughput
(Mbit/s)

Clock
frequency
(MHz)

[32] UMC 0.18 μm BLAKE256 45.64 2836 170.64
Grøstl256 58.40 6290 270.27
Keccak256 56.32 21229 487.80
Skein256 58.61 1882 73.52
Grøstl256 14.62 145.9 55.87
Skein256 12.89 19.8 80
Grøstl256 135 16254 667
JH256 80 9134 760
Keccak256 50 43011 949
Skein256 50 3558 264

[32] STM 90 nm BLAKE256 53 3196 96.15
Skein256 369 3126 12.21

[15] UMC 0.13 μm BLAKE256 43.52 3318 200
Grøstl256 110 9606 188
JH256 62.42 4334 391
Keccak256 47.43 15457 377
Skein256 40.9 1941 159
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The authors demonstrated that a combination of a μC and FPGA is much faster and
energy efficient than software solution. In fact, they explain that the implementation
based on FPGA is three times better than the implementations based on low-power
μC [68].

Hash Function: Implementation Based on FPGA
Numerous implementations of hash functions have been proposed for sensor nodes
based on FPGAs. Several authors have proposed FPGA implementations of SHA256
and SHA3 hash functions. In [69], the authors proposed a secure protocol AP to secure
the communication in WSNs based on the HMAC algorithm. The goal of their work
was the implementation of SAH-256 hash function using FPGA. The number of oper‐
ation and application of hash function was minimized in the HMAC equation in order
to reduce its computational complexity.

The architecture of the hash function implementation in FPGA is based on three
main hardware components i.e., Control unit, Memory unit and SHA-256 processing
unit. The proposed SHA-256 core is described using VHDL code, with structural archi‐
tecture logic. It is synthesized, placed and routed on Xilinx Virtex-5 XC5VLX50T
FPGA using Xilinx ISE 11.4 tool. They used a block RAM memory to implement the
SHA-256 ROM memory instead of using the slices available in the FPGA. The synthesis
results show that the implementation utilizes only 6% of the total FPGA slices.

In [49], Beuchat et al. describe the compact FPGA implementation of the SHA-3
hash function. They described the compact coprocessor based on 8-bit data path. They
detailed the steps of implementation: Sub Bytes, Mix Columns, and BIG.MixColumns
and AddRoundKey steps. VHDL was used to describe the architectures and Virtex-5
FPGA was employed for prototyping the coprocessors. SHA-3 was compared with other
candidates implemented on Virtex-5 FPGAs. The main properties of implementations
of those SHA-3 candidates are summarized in [50]. They describe results of high-speed
and low-area implementations for FPGAs. For each work, the implementation details,
the technology used, the throughput and the clock frequency are presented. Table 5
summarizes several implementations of hash function based on FPGA.

From Table 5, we conclude the feasibility of implementing hash functions in FPGAs.
The energy consumption depends on throughput and clock frequency. We note that
Virtex-5 could be a platform that reduces energy consumption with the BLAKE-256
hash function candidate.

AES: Implementation Based on FPGA
In [71], Mohda et al. implemented a crypto-processor in hardware platform. The main
elements of this secure platform were an external memory and a transceiver. The
communication between WSNs components on board and the traffic in the wireless
medium were also integrated. Modelsim digital simulator and functional verification
tools were used to code the algorithms using VHDL. The described platform did not
implicate an operating system when providing hardware-based key generation, encryp‐
tion, and stocking. The crypto-processor designed was based on AES algorithm.
Synthesis results for the Spartan-6 FPGA were utilized to compute the energy and time
for the crypto-processor architecture. According to the authors, the proposed design is
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efficient in terms of computation time and energy consumption. The computation results
indicate that the design consumed only 53% of the device resources.

Pairing: Implementation Based on FPGA
Pairing-based cryptography (PBC) had been applied in FPGA platform. Due to the
complexity of the pairing computation, many researchers proposed pairing coprocessor.
In [77], the pairing coprocessor isimplemented on a Xilinx Virtex-6 XC6VLX240T-1
FPGA, which embeds 2518 DSP slices. Theauthors compared their work to several
implementations of pairings at around 128-bit security. An example of comparison
between the work in [77] and another one [80] is exhibited in Table 6.

Table 6. Performance comparison of the implementations of pairings at around 128-bit security

Design Security (bit) Platform Algorithm Area Freq. (MHz) Delay (ms)
[77] 126 Virtex-6 RNS

(parallel)
5237 slices
64 DSPs

210 0.338
128 0.358

[80] 126 Virtex-6 RNS
(parallel)

7032 slices
32 DSPs

250 0.573

[80] 126 Stratix III RNS
(parallel)

4233 ALMs
72 DSPs

165 1.07

Table 5. Implementation of hash functions in FPGA.

Ref. FPGA
technology

Hash function Size (slices) Throughput
(Mbit/s)

Clock (MHz)

[9] Stratix III BLAKE256 5435 1562 46.97
[70] Virtex-5 BLAKE256 1660 1911 115

Grøstl256 4057 5171 101
Skein256 854 1482 115
BLAKE512 3064 3080 99.7
Grøstl256 1597 7885 323.4
Grøstl512 3138 10314 292.1
JH256 1018 4578 380.8
JH512 1104 4742 394.5
Keccak256 1272 12817 282.7
Keccak512 1257 6845 285.2
Skein512 1621 3178 118.0

[22] Virtex-5 BLAKE256 1118 835 118.06
BLAKE512 1718 1137 90.91
Grøstl256 2391 3242 101.32
Grøstl512 4845 3619 123.4
JH 1291 1641 250.13
Keccak224 1117 5915 189
BLAKE256 1660 1911 115

[10] Virtex-5 Grøstl256 2616 7885 154
JH256 2661 2231 201
Keccak256 1433 8397 205
Skein256 854 1402 115
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3.5 SoC/SoPC Based Implementation of Security Techniques

Microelectronics has recently evolved considerably thanks to higher integration levels
on the same silicon chip. SoC benefited with other integrated circuits of this evolution.
In fact, a SoC consist of one or multiple processors with other hardware subsystems.
Various complex security techniques are implemented in the literature based on SoC
such as [72, 73].

DES: Implementation Based on SoC
In [72], DES Algorithm had been used to secure data transmission and reception.
Authors implemented this technique on Altera NIOS II embedded soft-core processor.
An RTL view of this processor was presented.

RC5: Implementation Based on SoC
In [74], the authors designed and implemented a security coprocessor based on RC5
algorithm with 128-bit key and initialization vector for encryption and decryption. The
RC5-FKM coprocessor was integrated on a SoC. A finger print-based key management
algorithm was implemented in the SoC to build secret keys for cryptographic copro‐
cessor. RC5-FKM cryptographic coprocessor was compared to Atmega128 processor
and other AES coprocessors through real experiences to prove the efficiency of their
proposal. Xilinx Spartan-3E FPGA was used as test platform. The comparison results
are presented in Table 7.

Table 7. Comparison of encryption efficiency.

Key expansion
time (μs)

Encryption time
(μs)

Decryption time
(μs)

Total time (μs)

Atmega128 [23] 17037 1450 1528.5 20015.5
AES coprocessor [23] 22.1 16.5 16.5 55.1
EasiSOC [23] 30.7 4.2 4.3 39.2

RSA: implementation Based on SoC
In [75], RSA was implemented with different methods. The comparison results indicated
that time complexity and power consumption of RSA-1024 could be ameliorated
(reduced up to 30 times) when using hardware technology. In fact, time demands and
power consumption could be reduced respectively up to 88× and up to 70× compared
to software implementation (case of 2048-bit). It should be noted that, authors did not
mention any details about the used platform or the applied architecture. Only imple‐
mentation results were presented.

As described above, Table 8 confirmed that hardware implementation is more effi‐
cient than software one. In [30], Yusnani et al. developed a sensor node platform using
ARM11. Security parameter was implemented in a single chip using ARM11 trust zone
feature. RSA was saved in the On-chip SoC memory thus prevented from hack and lab
attacks.
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Table 8. Time complexity and power consumption for RSA algorithm.

Key length Implementation Time (s) Power (mW)
1024 RSA software 22.03 726.99

RSA hardware 0.75 27.15
2048 RSA software 166.85 5506.05

RSA hardware 1.89 79.09

Pairing: Implementation Based on SoC
Sharif et al., in [78] proposed hardware-software co-design for Pairing-Based Crypto‐
systems. Xilinx Zynq-7000 SoC was used. It integrates a dual-core ARM Cortex-A9
processing system with a 28 nm Xilinx programmable logic (equivalent to Artix-7
FPGA). They made use of RELIC library for software implementation. The Orup-
Suzuki Montgomery multiplier based on DSP units of modern FPGAs had been applied
to the hardware part. They used DMA to exchange data between the ARM processing
system and the hardware accelerator. They measured execution time with a hardware
counter implemented in reconfigurable logic. The Zynq Evaluation and Development
Board, ZedBoard, has been used to perform experimental test. Combining multi-core
and coprocessor technology helps to reduce energy consumption for security in the
embedded area. The recourse to hardware implementations allows improving and accel‐
erating security algorithms and adapting the dynamical behavior of these applications.

The different implementations of security algorithms studied in this paper are
presented in Fig. 2 below:

Fig. 2. Implementations of security algorithms for WSNs
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4 Analysis

Different implementations of security techniques for WSNs using μC, DSP, FPGA,
ASIC and SoC/SoPC platforms have been studied in this paper. These implementations
represent different tradeoffs aimed at optimizing time to market, real-time operation and
energy consumption. Moreover, optimization on the algorithmic level has been
addressed as well. The choice for any particular platform and algorithmic techniques
must be well studied. In most cases, the choice does not depend on a single requirement,
but rather it is the combination of several factors. Choosing a mixed architecture plat‐
form is often an optimal solution to maximize the battery life of the WSNs node.

Typically, μC based platforms (Mica family, iMote, TelosB, TMote, Wasp mote)
are preferred choices for security applications. However, μC based platforms suffer from
limitations in memory and computational capacity. Therefore, they would not be well
suited for cryptographic applications especially asymmetric cryptographic algorithms.
To remedy the aforementioned problem, [59] proposed a mixed μC/DSP based platform.
Nonetheless, the complexity of modern cryptographic algorithms requires more compu‐
tational capacity and low power consideration. ASIC based platforms represent an
attractive solution when low power consumption, high performance and lower cost for
mass volume production are needed. On the other hand, although ASICs are very effi‐
cient, they suffer from rigidity and poor adaptation and upgrade capabilities. Reconfig‐
urable technologies present a solution bridging flexibility, cost, power consumption and
performance gaps. In this context, [49, 50, 68, 69] have chosen to utilize FPGA supported
platforms. However, taking the above concept one-step further it may be of greater value
to consider a SoPC solution to overcome the shortcomings of the solutions discussed
previously. In addition to the platforms, the choice of security technique is an essential
issue. In fact, in this study, several works have done many comparisons between security
techniques. Several elements affect the energy consumption such as the key size and the
change of platforms. Security algorithms are tested in different aspects in order to choose
the most suitable security algorithms for sensor node.

In conclusion, security in WSNs is a grouping of efficient security algorithms that
achieve security requirements and efficient platforms which ensure low power consump‐
tion. Therefore, software/hardware implementations are one of the best solutions and
exceed the software applications that are less secure and less efficient in terms of time
and energy.

In Table 9, we compare a number of proposed WSNs solutions showing platforms,
energy and algorithms to ensure security in WSNs according to our study made in
previous sections. The platform presents the different types of implementation done for
such algorithm in software or hardware/software. The energy column indicates that there
are proposals for energy consumption for each algorithm. The “+” means that there are
works which have computed the energy and evaluated the degree of security for each
algorithm.
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Table 9. Analysis.

Algorithms Platforms Energy
Software Hardware Software Hardware

AES Mica family, TelosB FPGA, ASIC + +
RC5 Mica family, TelosB SOC + +
Skipjack Mica family, TelosB − + +
RSA Mica family, TelosB SOC + +
ECC Mica family, TelosB ASIC, FPGA, DSP + +
Hash
Function

Mica family, TelosB ASIC, FPGA + +

DES Mica family, TelosB SOC − −
MD5 Mica family, TelosB − − −
XXTEA Mica family, TelosB − + +
IBC Mica family, TmoteSky ASIC, FPGA, SOC + +

5 Conclusion

WSNs have emerged in everyday life. A secure and efficient energy system to monitor
sensitive data has become an important issue. The majority of related works presented
in this paper aim to reduce energy consumption of sensor networks and ensure their
security. Therefore, they take into account the low consumption in order to have the
possibility to implement a complex algorithm and increase the lifetime of the sensors
nodes. The choice of security solution depends on the achievement of security require‐
ments. The intended solution should consume low energy while maintaining a high level
of security. In this paper, a survey of several studies based on μC, DSP, ASIC and FPGA
had been reviewed. Our study has shown that software/ hardware solutions could not
only improve time efficiency and security but also decrease power and energy consump‐
tion of sensor nodes in case of using strong cryptography.

In fact, there are many solution based on μC, but the commercial nodes run at low
frequency and they can be overloaded due to the considerable amount of data used in
applications, thus depleting the battery. Therefore, there are many proposed implemen‐
tations in ASIC. Despite the amelioration in energy consumption with ASIC imple‐
mentation, it is still a very costly solution. The implementation based on FPGA is also
used as a solution to reduce energy consumption and many results in related works
confirm the amelioration. However, this solution offers a high-speed encryption and
generates a key with a higher price and a higher energy consumption. Yet, for the
important of several applications such as commercial, medical and military applications,
software/hardware implementations is still the most used in literature. Consequently,
the vital components of a designed system on a single chip is proposed in this paper to
allow the execution of the entire complex security algorithms. This solution guarantees
security in WSNs with minimum energy consumption. As future work, we will develop
the different parts of the proposed solution.
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Abstract. In this paper, we derive a closed form expression for the bit
error probability for Majority Logic Decoding (MLGD) of convolutional
self orthogonal codes (CSOC) over free space optical Gamma-Gamma
ΓΓ channels. We derive firstly a pairwise error probability (PEP) expres-
sion which will be used in conjunction with the probability generating
function of CSOC codes to evaluate the bit error probability of MLGD
decoding. Simulations of our communication system are carried out and
confirm the analytical results obtained.
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Free Space Optics (FSO) · Atmospheric turbulence · MLGD decoding
Gamma-Gamma ΓΓ distribution

1 Introduction

Free-space optics (FSO) is a line-of-sight technology that uses invisible beams of
light to provide optical bandwidth connections. It’s able of sending and receiving
data, voice, and video communications simultaneously through the air. This opti-
cal communication technology does not require costly fiber optic cables or secur-
ing spectrum licenses as in radio frequency (RF) communication. FSO technol-
ogy requires only light [1]. Its unique properties make it appealing for a number
of applications, including metropolitan area network extensions, enterprise/local
area network connectivity, fiber backup, back-haul for wireless cellular networks,
redundant link and disaster recovery [1].

Despite these advantages, there are some issues to be taken into account when
deploying FSO-based optical wireless system such as: Fog, absorption, scintilla-
tion or atmospheric turbulence, which can alter light characteristics or completely
obstruct the passage of light through a combination of absorption, diffusion and
reflection, these can also provoke the power density (attenuation) of the FSO beam
and directly affect the availability of the system, as they can also cause fluctuations
c© Springer International Publishing AG, part of Springer Nature 2018
A. Abraham et al. (Eds.): IBICA 2017, AISC 735, pp. 200–210, 2018.
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in the amplitude of the signal, and therefore the system will experience a perfor-
mance degradation in terms of the bit error rate (BER) [1,2].

Error control coding techniques are used over FSO links to improve the bit
error rate performance [3]. The objectif of these techniques is to add some redun-
dancy to the original message to protect it against noise, in such a way that it
is possible for the receiver using a decoding algorithm to detect the error and
correct it. Many applications can use error-correcting codes, such as: Deep-space
telecommunications, satellite broadcasting (DVB), data storage, error-correcting
memory, satellite communication, wireless Networks LAN/WAN, Mobile tele-
phony standards (3G, LTE ...), etc., [4].

In this work, we study the performance of Majority Logic Decoding (MLGD)
for convolutional self orthogonal codes that were proposed by Massey [5] in 1963,
and that are characterized by their encoding mechanism that keeps the coded sym-
bols in memory. Furthermore, this coding technique has the advantage of simplic-
ity of implementation, construction of a large number of codes and an ability to
function at a very high speed. Similarly, MLGD decoding is a sub-optimum but
simple decoding scheme that allows a high-speed implementation [4].

The paper is organized as follows. Section 2, introduces the channel model
considered in this paper. In Sect. 3, we give a review on convolutional self orthog-
onal codes and their Majority Logic Decoding. In Sect. 4, the pairwise error prob-
ability (PEP) expression is derived to obtain then the closed form expression for
the bit error probability of MLGD decoding. therefore, the Analytical results
obtained are confirmed through Monte-Carlo simulation in Sect. 5. Finally, Con-
clusion is provided in Sect. 6.

2 System Model

Considering an FSO communication system using IM/DD (Intensity Modula-
tion/Direct Detection) as we can see in Fig. 1, the laser beam is propagated
along a direct path through Gamma-Gamma turbulence channel damaged by
additive white Gaussian noise (AWGN). The received electrical signal of the
FSO system is given by:

r = ηZs + n (1)

where:

• Zs is the received signal light intensity, which can be write as Zs = Zx with
x is the emitted light intensity.

• Z the channel atmospheric turbulence.
• n is the AWGN noise.
• η denotes the optical-to-electrical conversion coefficient.

Gamma-Gamma ΓΓ distribution is considered as the most accepted statis-
tical model for describing the effects of atmospheric turbulence, because of its
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Fig. 1. Simplified diagram of a communication system

excellent agreement between theoretical and measurement data in a wide range
of turbulence conditions [6].

The irradiance turbulence of Gamma-Gamma distribution is factored into
the product of two independent random processes representing the large-scale
and small-scale irradiance fluctuations, denoted by Zx and Zy respectively, both
follows Gamma distribution [7].

The received irradiance Z = ZxZy follows a Gamma-Gamma distribution [6]
with the probability density function (PDF) given by:

fZ(Z) =
2(αβ)

α+β
2

Γ (α)Γ (β)
Z

α+β
2 −1Kα−β(2

√
αβZ) (2)

where:

• Z is the signal intensity,
• Γ () is the Gamma function,
• Kν() is the modified Bessel function of second kind and of order ν,
• The PDF parameters α ≥ 0 and β ≥ 0 are the effective numbers of small

scale and large scale irradiance of the scattering environment respectively [6],
expressed as:

α = [exp(
0.49χ2

(1 + 1.11χ12/5)7/6
)− 1]−1 and β = [exp(

0.51χ2

(1 + 0.69χ12/5)5/6
)− 1]−1

with:

• χ2 = 1.23Cn
2k7/6L11/6 is the Rytov variance.

• k = 2π
λ is the wave number with λ the wavelength,

• L is the link distance,
• C2

n the index of refraction structure parameter.



A Closed Form Expression for the Bit Error Probability for MLGD 203

3 Convolutional Self Orthogonal Codes (CSOC)
and MLGD Decoding

3.1 Convolutional Self Orthogonal Codes (CSOC)

Considering a convolutional self orthogonal code (n, n−1,m) with rate R = n−1
n

and with generator polynomials:

g
(n)
(i) (D) = g

(n)
i,0 + g

(n)
i,1 D + .... + g

(n)
i,Ki

DKi , i = 1, 2, ..., n − 1 (3)

where n here represents the number of encoder outputs, (n − 1) the number of
entries, m the code memory that we can write as m = max(1�i�n−1)Ki and
the integers g

(n)
i,α1

, g
(n)
i,α2

, ..., g
(n)
i,αJi

indicate the non zero elements of the generator
polynomials.

CSOC codes are systematic self orthogonal codes, where each parity bit is
obtained by a combination of n−1 systematic bits, this combination is specified
by the generator polynomials above. These codes are characterized by a set of
J parity check sums orthogonal on the first symbol of the received systematic
information [5,8], these orthogonal parity check sums are obtained by syndrome
equations alone, and not sums of syndrome equations.

Furthermore, denoting by Δi the positive difference set associated with a set
of positive integers {α1, α2, ..., αJi

}. An (n, n−1,m) CSOC code is self orthogonal
if and only if the positive difference sets Δ1,Δ2, ...,Δn−1 don’t contain any
differences in common, and if all the differences in Δi are distinct.

As an example, a CSOC code (n, n − 1,m) with n = 2, m = 6, α1 = 0,
α2 = 1, α3 = 4 and α4 = 6 is illustrated in Fig. 2, where ui and pi represent
respectively the systematic symbol and the parity symbol of the output of this
encoder.

At the receiver side, we can express the J parity check sums orthogonal on
eu

i by the following equation:

Aj,i = ep
i+αj

⊕ eu
i ⊕

J∑

k=1

⊕ eu
i+αj−αk

, j = 1, 2, ..., J, i = 0, 1, 2..., N − 1 (4)

where eu
i and ep

i represent respectively the systematic error symbol and parity
error symbol and N is the block length of the transmitted information. We can

Fig. 2. CSOC code (2, 1, 6)
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see that all these J parity check sums are orthogonal on eu
i if in each check sum

the error symbol is included, and the other symbols only appear once.

3.2 Majority Logic Decoding (MLGD)

Suppose ui and pi are transmitted with BPSK modulation over Gamma Gamma
atmospheric turbulence channel.

At the reception, we considered a MLGD decoder without feedback, that
accepts as inputs the demodulated received symbols denoted by yu

i and yp
i which

represent the systematic symbol and the parity symbol respectively.

Algorithm 1. MLGD Decoding

for i = 0, 2, ..., N − 1 do
• Calculate Aj,i, j = 1, ..., J

if
∑J

j=1 Aji > J
2
then

êui = 1
else

êui = 0
end if

end for

As illustrated in Algorithm1, the MLGD decoder forms at first the J parity
equations Aji orthogonal to eu

i , and then its decision rule according to [5,8] is
based on a majority logic such that its decided eu

i = 1 if and only if more than
J/2 orthogonal parity equations are equal to 1, this means that eu

i = 1 if and
only if:

J∑

j=1

Aji >
J

2
. (5)

4 Bit Error Probability Expression for MLGD Decoding

4.1 Derivation of Pairwise Error Probability (PEP)

The first step in evaluating the bit error probability is to compute the pairwise
error probability associated with the transmitted BPSK symbol sequences. Thus,
considering an IM/DD link using BPSK modulation and assuming that the noise
is modeled as additive white gaussian noise (AWGN), the PEP p which represents
the probability of choosing the coded sequence: Ĉ = (ĉ1, ĉ2, ...) when indeed
C = (c1, c2, ...) was transmitted [9], is calculated by averaging the gaussian Q-
function over the PDF of Z, so, we have to evaluate the integral:

p =
∫ ∞

0

Q(
√

2Rγ)fZ(Z)dZ (6)

with: γ = γ̄Z2
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• Z: Is Gamma Gamma distributed in a Gamma Gamma turbulence channel
• γ: The instantaneous SNR
• γ̄: The average SNR
• R: The code rate

where Q(.) is the gaussian Q function which is related to the complementary
error function erfc(.) by:

erfc(x) = 2Q(
√

2x) (7)

so:

p =
∫ ∞

0

1
2
erfc(

√
Rγ̄Z2)

2(αβ)
α+β

2

Γ (α)Γ (β)
Z

α+β
2 −1Kα−β(2

√
αβZ)dZ (8)

By expressing the Kv(x) and erfc(.) as Meijer G-function respectively according
to [10] and ([11], Eq. 07.34.03.0619.01), we obtain Eqs. (9) and (10) below:

Kv(x) =
1
2

G2,0
0,2

[
x2

4

∣∣∣∣
−

v
2 , −v

2

]
(9)

erfc(
√

x) =
1√
π

G2,0
1,2

[
x

∣∣∣
∣

1
0, 1

2

]
(10)

by substituting Eqs. (9) and (10) in Eq. (8), the integral (8) above becomes:

p =
2(αβ)

α+β
2

Γ (α)Γ (β)

4
√

π

∫ ∞

0

Z
α+β

2 −1G2,0
1,2

[
Rγ̄Z2

∣∣
∣∣

1
0, 1

2

]
G2,0

0,2

[
αβZ

∣∣
∣∣

−
α−β
2 , β−α

2

]
dZ (11)

and using Eq. (12) ([11], Eq. 07.34.21.0012.01), this yields a final closed form of
the PEP as Eq. (13):

∫ ∞

0
τ

α−1
G

s,t
u,v

[
στ

∣∣∣∣ c1, c2, ..., cu

d1, d2, ..., dv

]
G

m,n
p,q

[
ωτ

r

∣∣∣∣ a1, a2, ..., ap

b1, b2, ..., bq

]
dτ = σ

−α

H
m+t,n+s
p+v,q+u

[
ω

σr

∣∣∣∣ (a1, 1), ..., (an, 1), (1 − α − d1, r), ..., (1 − α − dv, r), (an+1, 1), ..., (ap, 1)

(b1, 1), ..., (bm, 1), (1 − α − c1, r), ..., (1 − α − cu, r), (bm+1, 1), ..., (bq, 1)

]
, r � 0

(12)

p =
2(αβ)

α+β
2

Γ (α)Γ (β)

4
√

π
(αβ)

−(α+β)
2 H2,2

3,2

[
Rγ̄

(αβ)2

∣∣
∣∣

−, α, β, (1, 1)
(0, 1), ( 12 , 1),−,−

]
(13)

where H(.) is the Fox H-function [12], and G(.) the Meijer G-function [11]. Thus,
our exact PEP expression Eq. (13), is obtained without simplifications, neither
approximations.
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4.2 A Closed Form Expression for the Bit Error Probability

For the hard Majority Logic Decoding (MLGD), a probability generating func-
tion (PGF) for the random variable

∑J
k=1 Ak [13], knowing that Ak is the esti-

mate of the parity check sum Aki associated to the symbol ui, is:

g(x) =
J∏

k=1

(1 − Pk + Pkx) (14)

which can be written after development as:

g(x) =
J∑

j=1

gjx
j (15)

with:

• gj : The probability that the random variable
∑J

k=1 Ak is equal to j (the
exponent of xj).

• Pk: The probability that an odd number of errors occur in a kth parity check
sum Ak.

With this technique, the probability of the first decoding error can be written as:

Pfe = (1 − p)
J∑

j>T

gj + p
J∑

j≥T̄

gj (16)

with T is the error correction capability, T̄ = J −T and p represents the channel
transition probability.

Considering that the error symbols of each check sum are independent [13],
which due to the memoryless channels considered, then, the probability gener-
ating function may be rewritten as:

g(x) = [1 − P + Px]J (17)

where P the probability that an odd number of errors occur in a parity check
sum, and expressed as:

P =
(1 − (1 − 2p)σ)

2
, σ = J(n − 1) (18)

Further, since there is no feedback, each error symbol that is decoded depends
only on a given set of neighboring channel error symbols and there is no depen-
dency upon previous decoding decisions. Thus, the overall bit error probability
is equal to Pfe and is given by:

Pb = (1 − p)
J∑

i=T+1

(
J
i

)
P i(1 − P )J−i + p

J∑

i=J−T

(
J
i

)
P i(1 − P )J−i (19)

In this equation, the thresholds are T = J/2 for J even and T = (J + 1)/2 for
J odd, with p is our PEP expression calculated previously.
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5 Numerical Results

In the following, we consider a convolutionally coded FSO communication system
considering the three typical cases of atmospheric turbulence, weak, moderate,
and relatively strong turbulence.

As well, analytical results obtained in the previous section are compared
with computer simulation results, where we used 200 as the minimum number
of residual bit errors and 2000 as the minimum number of transmitted blocks
[7], as shown in Table 1.

The exact bit error probability for MLGD decoding of CSOC code (2,1,17)
under weak, moderate and strong turbulence of ΓΓ channel, is illustrated along
with the corresponding BER simulation in Fig. 3. The average BER of uncoded
FSO system with BPSK modulation and modeled by ΓΓ channel (Uncoded
BPSK) is published in [14], we notice here that we have a performance gain of
22 dB in weak turbulence between the coded and uncoded FSO system at BER of
10−5, while, for moderate turbulence conditions, we obtained a performance gain
of 29 dB at the same BER, and finally for strong turbulence coditions and con-
sidering the same CSOC code, a coding gain of 37 dB is approximately achieved
at BER of 10−5.

As we can see clearly in Fig. 4, the exact bit error probability for MLGD
decoding of CSOC codes with R = 2/3 under weak turbulence conditions, is
ploted with the corresponding BER simulation. This figure shows the effect of
the number of orthogonal parity check sums J on the performance of MLGD
decoding of CSOC codes, we observe that the performance improvement of BER
is great from CSOC code (3,2,13) with J = 4 to CSOC code (3,2,130) with

Table 1. Simulation parameters

Parameter Value

Codes CSOC(2,1,17), J = 6–CSOC(3,2,13), J = 4–
CSOC(3,2,40), J = 6–CSOC(3,2,130), J = 10

Code rates R = 1/2, R = 2/3

Modulation BPSK

N (Block length) 100

Channel Gamma-Gamma ΓΓ

- Strong turbulence: α = 2.064, β = 1.342

- Moderate turbulence: α = 2.296, β = 1.822

- Weak turbulence: α = 2.902, β = 2.51

Simulation method Monte Carlo

Minimum number of
transmitted blocks

2000

Minimum number of
residual bit errors

200
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Fig. 3. Exact bit error probability for MLGD decoding of CSOC code (2,1,17) under
ΓΓ atmospheric turbulence channels with BPSK modulation

SNR(dB)
0 10 20 30 40 50 60 70 80

BE
R

10-14

10-12

10-10

10-8

10-6

10-4

10-2

100
Uncoded BPSK, Sim
Uncoded BPSK, Analy
CSOC(3,2,13), J=4, Sim
CSOC(3,2,13), J=4, Analy
CSOC(3,2,40), J=6, Sim
CSOC(3,2,40), J=6, Analy
CSOC(3,2,130), J=10, Sim
CSOC(3,2,130), J=10, Analy

Fig. 4. Exact bit error probability for MLGD decoding of CSOC codes of R = 2/3
under weak ΓΓ atmospheric turbulence channel with BPSK modulation

J = 10, and this is due to the minimum distance dmin = J + 1 and the error
correction capability T = J/2 which increase both with J. Thus the bit error
probability of MLGD decoding decreases if the number J increases.

For the three cases of turbulence we considered, the bit error probability cal-
culated based on the derived PEP gives an excellent result to the true BER, and
because of the long simulation time involved during execution, we can present
simulation results only up to BER = 10−5. Consequently, these simulation results
demonstrate an excellent coincidence with the analytical ones.
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6 Conclusion

In this paper, the performances of Majority Logic Decoding for convolutional self
orthogonal codes, over free space optical Gamma Gamma ΓΓ atmospheric tur-
bulence channels, employing IM/DD with BPSK modulation are investigated.
Moreover, we derived an exact PEP expression for coded FSO links with BPSK
modulation and adopting a probability generating function technique associated
with our exact PEP expression, we have obtained a closed form expression for
the bit error probability for MLGD decoding. Extended simulations confirmed
our analytical results through Monte-Carlo simulation. Consequently, compar-
ing the results obtained with the uncoded BPSK system, it is shown that the
FSO system using MLGD decoding of convolutional self orthogonal codes in the
presence of atmospheric turbulence shows better performance than that of the
uncoded signal. Our Future work consists of evaluating the bit error probability
for threshold decoding of convolutional self orthogonal codes, and analyzing its
performance.
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Abstract. Web services are the key of communication between different appli‐
cations based on SOA architecture, nowadays, they still the principal key of
communication in Cloud Computing and constrained environment. There are two
famous Web service protocols; SOAP used in industry or education applications,
and REST used to support Media data in web applications. The objective of this
paper is to evolve and complete our proposed middleware SaaS solution, to allow
communication between SOAP and REST Web services independent of user and
environment (Cloud, constrained or on-premise application). The middleware is
completed by appending three new components, REST/SOAP component that
enable translation from SOAP-based and REST protocol, JSON/XML component
used in case of communication between XML and JSON files, and mapping rules
storage component.

Keywords: SOAP · REST · Cloud · MAAS · XML · JSON

1 Introduction

In our previous paper [1] we proposed an architecture of middleware SaaS (Software as
a Service) to ensure interoperability between different Cloud providers and client in
heterogeneous Cloud environment. The focus was on interaction between Cloud
provider using REST Web service and client using SOAP. We defined the structure of
the architecture and the five principal steps needed to interact automatically between
Cloud provider using REST web service and client using SOAP fashion. We defined
also how converter makes the mapping from WADL (Web Application Description
Language) file to WSDL (Web Application Description Language) file, by presenting
the method of conversion.

In this paper, we focus to make our preview architecture [1, 14] more global and
flexible to client using JSON scheme, and we add new converter to ensure conversion
of request and response messages from REST to SOAP and vice versa. Moreover, we
split the architecture in many components to make the solution generalized to solve
interoperability problems and be more flexible to maintenance; each component is
responsible for managing a specific task.

© Springer International Publishing AG, part of Springer Nature 2018
A. Abraham et al. (Eds.): IBICA 2017, AISC 735, pp. 211–220, 2018.
https://doi.org/10.1007/978-3-319-76354-5_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76354-5_19&domain=pdf


The rest of this paper is organized as follows: Sect. 2 provides background of the
technology used. Section 3 presents our motivation and related works. In Sect. 4 we
present our proposed solution. We conclude this paper by presenting our further works.

2 Background

2.1 REST and WADL

REST [2] is an architecture style particularly adapted to the World Wide Web but is not
the only one used. REST is not a protocol such as HTTP (Hypertext Transfer Protocol).
Roy Fielding defines these constraints, which can be used in other applications as HTTP
protocols. This architectural style is not limited to performing application to a simple
user. It is also used to realize SOA (Service Oriented Architecture) using Web services
to enable communication between different machines. REST brings some benefits, such
as using unique address for every process instance and client can have one generic
listener interface for notifications [3].

Web Application Description Language [4] is a textual document, which is some‐
times supplemented with some formal specifications such as XML scheme for XML-
based data formats or JSON format. It describes the access to the internal data of REST
applications. A number of Web-based enterprises such as (Google, Yahoo, Amazon …)
are developing HTTP-based applications that provide programmatic access to their
internal data. Typically, these applications are described using WADL files. In few
words, WADL provides a machine process description of HTTP-based Web applica‐
tions.

2.2 SOAP and WSDL

SOAP [3] is a messaging protocol based on XML (eXtended Markup Language) using
to exchange information in a decentralized environment. SOAP is also used to establish
communication between Web services. It defines a set of message structure rules used
in simple way transmissions, but it is particularly useful for performing RPC (Remote
Procedure Call) in request and response dialogues. SOAP enables messaging protocols
based on XML to exchange information between different applications. It brings some
benefits like using a unique address for every operation, increased privacy and so
complex operations can be hidden behind facade.

The Web Services Description Language is a language proposed by the World Wide
Consortium (W3C) to describe Web Services. WSDL [5] is an XML document that
describes different operations that a web service can perform. WSDL has some advan‐
tages such as the permission to separate the abstract description of the functionality
offered by a Service from the description of details, like the message format or the
communication protocol that could be SOAP, HTTP or MIME (Multipurpose Internet
Mail Extensions).
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2.3 Cloud Computing

NIST [6] defines Cloud Computing as “a model for allowing ubiquitous, convenient; on-
demand network access to a shared pool of configurable computing that can be rapidly
provisioned and released with minimal management effort or service provider interac‐
tion”. According to NIST, Cloud Computing has five essential characteristics: on-demand
self-service, broad network access, resource pooling, rapid elasticity, measured service.
Cloud Computing has a lot of advantages, but also still some pitfalls such as:

– Security and privacy: Public Cloud providers form an attractive target for hackers
because of the number of users [7]

– Portability: Many customers are attracted by the public Cloud because of its attractive
cost, but recover data may even be impossible. Consumers can find themselves in
vendor lock-in situation [7]

– Standardization: Absence of standardization, essentially to relate different Cloud
providers. Even if it is possible to provide service for diverse Cloud interfaces through
a middleware, there are no rules that can be supervised by Cloud providers [8].

3 Motivation and Related Work

In [1], we have studied the problem of interoperability between Cloud provider using
REST web service, and client using SOAP web service, using a simple case study. We
have proposed an architecture of middleware solution SaaS between different Cloud
Providers and Client in heterogeneous Cloud environment. The focus was on interaction
between Cloud Provider using REST Web service and Client using SOAP web service.

We have defined the structure of the architecture, different steps needed to interact
automatically between Cloud Providers and Cloud client in heterogeneous web service
environment. We have also defined how the converter makes translation from WADL
file to WSDL file. We presented also a method of conversion, which consists to parse
the WADL file, creates a simple WADL object and WSDL object using mapping rules.
Finally, we have made a simple case study to validate our proposition.

The proposition includes request and response conversion from SOAP to REST
standards and vice versa, also it withstands XML scheme, but in the case of JSON
schema, the messages are not treated.

REST2SOAP [9] is a framework, which integrates SOAP service and RESTful
service semi-automatically, using JAVA2WSDL to generate a WSDL file by wrapping
RESTful service automatically to make RESTful cross a BPEL-Based composite
service. The main weakness of this solution is that the integration is semi-automatic,
and the objective of this framework is just wrapping the RESTful service into a SOAP
service, not to make an equivalent SOAP file by mapping a RESTful file.

STORHM [10] is a protocol that enables an existing SOAP client to interact with a
REST service. The translation is done using a configuration wizard which takes as an
input, WSDL file, WSDL schema and optionally a WADL file. The user must interact
with a form interface to choose parameters. In addition, the conversion from SOAP to
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REST is semi-automatic. The translation is on one sense from SOAP service to RESTful
service; in the inverse case, this approach is not useful.

DreamFactory [11] is also a REST API middleware platform wraps a SOAP service
into a REST API to make it simple to use and create a REST endpoints, instantly turn
any SOAP into a live automatically. This conversion can make a request with JSON,
calls the legacy SOAP service and then the SOAP response is converted back to JSON
for the client application. The translation from SOAP to REST is automatic but it requires
developer interaction to make this conversion available and understands what the
mapping methods are talking about and how to use it in the application.

Migration of SOAP to Restful service [12], in this approach, SOAP-based services
are converted to RESTful services. The resources are identified from analyzing the
WSDL file and mapping the contained operations to resources and HTTP methods. The
main limitation of this approach is that the user can just manually validate and modify
the resource.

MicroWSMO [13] is used to support dynamic replacement of SOAP and REST
services inside a service composition, even in presence of syntactic mismatches between
service interfaces. It is based on a running prototype implemented in order to apply this
approach to lightweight processes execution. The main limitation of this solution is that
the translation is semi-automatic.

Migration of SOAP-based services to RESTful services [12] “An approach generates
automatically the configuration files needed to deploy the RESTful services, and wrap‐
pers for accessing SOAP based services in the REST architecture” [12]. This is to allow
the interaction between SOAP-based services and RESTful services; this approach
convert dynamically Messages between SOAP and REST web services. This approach
permit the translation from SOAP to REST protocol. It is based on provider side, so; the
provider has to have RESTful and WSDL based services to send then to the right client,
WSDL to SOAP client and RESTFul to client using REST web service.

4 Proposed MAAS Architecture

Our proposed MaaS as shown in Fig. 1, is an extension to our previous work [1], the
objective is to enable our architecture to support not only the translation of WSDL and
WADL files, but also the translation of the requests and responses, between REST and
SOAP messages. In addition, it involves the transmission between XML and JSON
scheme. Moreover, we tried to make it straightforward, by outsourcing mapping rules
from the converters, which is unfair and reasonable way to simplify update, and adding
new rules, for other standards. To ensure Security and intelligence of our middleware,
we combine Client interface and Provider interface from [1] in one Proxy interface
orchestrator as shown in Fig. 1.

The architecture is composed of five main components, IOP (Interface Orchestrator
Proxy), MRS (Mapping Rules Storage), 2WC (WSDL/WADL to WADL/WSDL
converter), 2RC (Request and Response Converter) and XJC (XML/JSON Converter).
We explain in detail these components in next subsections.
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4.1 Interface Orchestrator Proxy

To make our architecture more intelligent, we merge Client interface and Provider
interface into one secure Interface Orchestrator. The main objective of this component
is to Orchestrate and manage data transformation and movement. In the case of REST
and SOAP interaction, the Interface makes the difference between Invoke, Request, and
Response messages, and makes decision to each component should send the message.
As mentioned in Fig. 2, in a (or the) case of Invoke message, the Interface determine
communication protocol of Provider. Using the collected information about transmitter
and receiver, the interface makes sure of type of heterogeneity of environment. In a case
of heterogeneous protocols, the interface sends the XML file to 2WC to convert WSDL
to WADL file and vice versa, and imports concerning mapping rules from Mapping rules
storage. In a case of REST and SOAP Request, it sends the message to 2RC with its
appropriate mapping rules, if the scheme file is not the same, interface uses XML to
JSON converter.

Figure 2 shows an example of interaction between Client using SOAP web service
and REST server, in this case IOP treats the heterogeneity of services and sends the
WADL file to translator to have the description in WSDL format. In the case of request
and response message, the IOP detects schemas and protocol heterogeneity, so the proxy
imports mapping rules of this case and sends the message and mapping rules to 2RC to
make transmission as shown in Fig. 3 by step.

Fig. 1. Global architecture of our proposed MAAS
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Fig. 3. Request message translation road

Fig. 2. Process of communication between SOAP client and REST server
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4.2 WSDL/WADL Converter

As mentioned in [1] WSDL/WADL Converter, is an internal component of our proposed
solution, it ensures standardization and interoperability in heterogeneous environments.
Using this component, the receiver using the REST interface can easily communicate
with users using the SOAP interface; by converting the WADL file to a WSDL file and
vice versa, respecting defined mapping rules sent by the interface. Figure 4 shows an
example of a WADL file transformed to WSDL file using mapping rules imported from
mapping rule storage.

Fig. 4. Example of conversion from WADL file to WSDL

4.3 XML/JSON Converter

XML/JSON Converter is an internal component used by IOP to make translation
between JSON and XML files in the case of heterogeneous schema environment.
Figure 3 illustrates in 5 and 6 the translation flow.
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4.4 2RC Converter

This component is responsible of translation from SOAP to REST messages and
vice versa. As mentioned in Fig. 3, 2RC translates the Request sent by interface from
SOAP-base to corresponding REST service operation, and convert back REST response
to SOAP-based operation. The 2RC defines the resources and http methods from Request
message, and makes sure that the resources are valid by using original WADL or WSDL
xml and mapping rules sent by IOP before translation, and generates automatically
equivalent message. Concerning the identification of operation (GET, PUT, POST and
DELET), and how to identify similar operations, semantic, Input and Output parameters,
we are based on [14]. Also for being more effective, the 2RC hides the translation of
each request to reuse it in the case of other request.

4.5 Mapping Rules Storage

Mapping rules Storage is Data as service component, in this data the administrator can
add, remove or update mapping rules. This component is accessible only by IOP, it sends
the mapping rules demanded by IOP. It contains mapping rules concerning WSDL to
WADL conversion, and REST to SOAP request and response conversion. The objective
of separation between mapping rules and converter is to make our system easy to main‐
tain and more efficient, and ensure mapping rule security.

4.6 Benefits of the Architecture

Our proposed architecture shows the main features and benefits of the whole process.
Some of these benefits are:

• Standardization: IT environment knows interoperability challenge especially
between Cloud Providers because of the miss of standardization. Many of the inter‐
faces offered are unique to a particular vendor, thus raising the risk of vendor lock-
in. For that, our proposed MAAS solution enables communication between both of
REST and SOAP interfaces by using many components that can make a translation
from SOAP to REST interfaces and vice versa and make schemas conversion
between JSON and XML. The lack of standardization will not be eliminated defi‐
nitely from its environment, but our proposed MAAS could minimize this problem
but it can be evolved easily using separated components.

• Environment maintenance: Every component is independent from other, which
help to facilitate maintenance of mapping rules in mapping rule storage and
converters.

• Environment security: We integrate a Proxy security in interface Orchestrator to
make sure of authentication of users for every connection. The independence of
component helps to increase the level of security between components, every infor‐
mation turned in MAAS is controlled by Interface Orchestrator Proxy.

• Management of access user: Management of users is controlled, and Interface
orchestrator proxy governs every data access. Thus, the control of interaction
between Cloud providers and consumers is not lost.
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• Availability of data: In this case, data is available with both technology REST and
SOAP thanks to Converter components, which can translate REST message to SOAP
message adapted to Cloud consumer and provider, in addition to JSON and XML
files.

• Independent environment: Contrariwise, other systems like StoRHm and
REST2SOAP, our proposed solution brings an automatic conversion from REST to
SOAP, without changing or adapting client and Cloud provider side.

5 Conclusion

In this paper, we have proposed a new version of our previous architecture. The objective
is to complete the architecture, and make it global and flexible to every client using
REST or SOAP web service to communicate with any Cloud Provider or other System
using SOAP or REST web service. Also the proposed MAAS tolerate XML and JSON
schema files, we also made our MAAS proposition more intelligent and secure using
IOP, To ensure easy maintenance of mapping rules, we add a new mapping rule storage
component to our previous architecture. The independent translation, generated by
convertors, respecting and applying mapping rules defined in mapping rules storage.

Concerning our perspectives, we will make alive our system by implementing the
new component, strengthening the security of data, and extending this architecture to
support constrained environment.
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Abstract. There is a dearth of academic research literature on the practices and
commitments of information security governance in organizations. Despite the
existence of referential and standards of the security governance, the research
literature remains limited regarding the practices of organizations and, on the
other hand, the lack of a strategy and practical model to follow in adopting an
effective information security governance. This study aims to propose ISMGO a
practical maturity framework for the information security governance and
management in organizations. The findings will help organizations to assess
their capability maturity state and to address the procedural, technical and
human aspects of information security governance and management process.

Keywords: IT governance � Maturity � Capability framework
Security metrics � Organization � Use case

1 Introduction

The threat to technology-based information assets is greater today than in the past. The
evolution of technology has also reflected in the tools and methods used by those
attempting to gain unauthorised access to the data or disrupt business processes [1].
Attacks are inevitable, whatever the organization [2]. However, the degree of sophis-
tication and persistence of these attacks depends on the attractiveness of this organi-
zation as a target [3], mainly regarding its role and assets. Today, the threats posed by
some misguided individuals have been replaced by international organized criminal
groups highly specialized or by foreign states that have the skills, personnel, and tools
necessary to conduct secret and sophisticated cyber espionage attacks. These attacks
are not only targeted at government entities. In recent years, several large companies
have infiltrated, and their data have been “consulted” for several years without their
knowledge. In fact, improving cyber security has emerged as one of the top IT pri-
orities across all business lines [4].

To address these concerns, some practice repositories (ITIL, Cobit, CMMi, RiskIT)
and international standards (ISO 27000 suite, ISO 15408) now include paragraphs on
security governance. The first reports or articles in academic journals that evoke the
governance of information security date back to the early 2000s. The proposed
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referential and best practices designed to guide organizations in their IT security
governance strategy. However, does not define the practical framework to implement
or to measure the organization engagement in term of IS security governance.

The paper is structured as follows. Section 2 presents the previous work on
information security governance proposed in the literature. Section 3 describes the
proposed capability maturity framework for information security management and
governance ISMGO. Section 4 discuss the results of the implementation of the prac-
tical maturity framework for the information security governance and management
ISMGO through a practical use case. Finally, Sect. 5 presents the conclusion of this
work, and gives some limitations.

2 Related Works

In management sciences, several authors put forward the responsibilities and roles of
management and in particular of the general management. Schou and Shoemaker [6]
find that to provide a greater benefit to the organization, the information security
governance can eventually coordinate with strategic approaches to economic intelli-
gence, social responsibility or communication. In [7], Williams outlines the roles of
management and the board of directors in the area of information security. Dhillon
et al. [8] present the results of an empirical study to understand better the dimensions of
IS security governance. For Kryuko et al. [9], the added value and the performance are
two crucial elements of information security governance. Klaic et al. [10] discusses the
need to define a level of governance in the organization and clarifies the link between
that level and security programs. Michael et al. [11] propose in their article value to the
Executive by first defining governance as it applied to the information security and the
exploration of three specific governance issues. The first inspected how government
can be used to the critical aspect of planning for both formal operations and contin-
gency operations. The next issue describes the need for programs measurement and
how it can develop an information security assessment and a continuous improvement.
Finally, aspects of effective communication between and among the general security
and information managers presented. William et al. [12] illustrate the malleability and
heterogeneity of information security governance ISG across different organizations
involving intra- and inter-organizational trust mechanisms. They identify the need to
reframe ISG, adopting the new label information to protecting governance (IPG), to
present a more multifaceted vision of the information protection integrating a vast
range of technical and social aspects that constitute and are constituted by governance
arrangements. The objective of Yaokumah et al. [13] is to assess the levels of
implementation of information security governance (ISG) in the main sectors of the
Ghanaian industry. The purpose is to compare the implementation of the ISG of the
inter-industry sector and to identify areas that may require improvement. In their study,
Horne et al. [14] argue for a paradigm shift from internal information protection across
the organization with a strategic vision that considers the inter-organizational level. In
the recent work Carcary et al. [15], a maturity framework presented help organizations
assess their maturity and identify problems. It addresses the technical, procedural and
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human aspects of information security and provides guidelines for the implementation
of information security management and related business processes.

3 Theoretical Framework

3.1 Framework Overview

We propose a global maturity framework to achieve an effective information security
management and governance approach, as shown in Fig. 1. The path to security
maturity requires a diversified range of layered endpoint protection, management and
capabilities, all integrated and fully automated. The only practical and survivable
defensive strategy are to move to a more mature security model that incorporate
multiple layers of protective technology.

The ISMGO framework focuses on determining the capacity of an organization to
direct oversee and monitor the actions and processes necessary to protect documented
and digitised information and information systems and to ensure protection against
access, unauthorized use, disclosure, disruption, alteration or destruction, and to
guaranty confidentiality, integrity, availability, accessibility and usability of the data
[16]. The framework extends the triad confidentiality, integrity and availability of
commonly cited with accessibility and usability concepts. Concerning accessibility, a
failure to support and understand how security can change work practices can impede
how data and information are accessed, shared, and acted on in an increasingly

Fig. 1. The proposed maturity framework for information security management and governance
in organizations ITSMGO
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dynamic, competitive environment. Similarly, usability is a one of a main key factor to
engaging stakeholders in the business processes, independently of the availability of
technology to support work practices, if the technology is difficult to interact and
engage with, users might adopt other locally developed, less secure methods of access.
The proposed Information Capability Maturity Framework is a comprehensive suite of
proven management practices, assessment approaches and improvement strategies
covering 5 governance capabilities, 21 objectives and 80 controls.

As Table 1 shows, these high-level function categories are decomposed into 21
security practice objectives (SPOs).

Table 1.

Governance functions Security practice
objective

Description

Information security
governance strategy and
metrics

Information security
strategy and policies

Develop, communicate, and
support the organization’s
information security objectives
Establish and maintain security
policies and controls, taking into
account relevant security standards,
regulatory and legislative security
requirements, and the organization’s
security goals

Strategic alignment of
security

From risk analysis to the actual
deployment of global policy,
security must be aligned with the
business priorities of the company
while respecting regulatory and
legal constraints

Communication and
training

Disseminate security approaches,
policies, and other relevant
information to develop security
awareness and skills

People roles and
responsibilities

Document and define the
responsibilities and roles for the
security of employees, contractors
and users, by the organization’s
information security strategy

Security performance
assessment

Report on the efficiency of
information security policies and
activities, and the level of
compliance with them

Assessment of security
budget and investments

Provide Security related investment
and budget criteria

(continued)
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Table 1. (continued)

Governance functions Security practice
objective

Description

Technical asset security
management

Security architecture Build security measures into the
design of IT solutions—for
example, by defining coding
protocols, depth of defence, the
configuration of security features,
and so on

IT component security Implement measures to protect all
IT components, both physical and
virtual, such as client computing
devices, servers, networks, storage
devices, printers, and smartphones

Physical infrastructure
security

Establish and maintain measures to
safeguard the IT physical
infrastructure from harm. Threats
to be addressed include extremes of
temperature, malicious intent, and
utility supply disruptions

Information
service/system/data security
management

Incident management Manage security-related incidents
and near incidents. develop and
train incident response teams to
identify and limit exposure,
manage communications, and
coordinate with regulatory bodies
as appropriate

Resource effectiveness Measure “value for money” from
security investments; capture
feedback from stakeholders on the
effectiveness of security resource
management

Data identification and
classifications

Define information security
classes, and provide guidance on
protection and access control
appropriate to each level

Access management Manage user access rights to
information throughout its life
cycle, including granting, denying,
and revoking access privileges

System acquisition,
development, and
maintenance security
policy

Ensure the management of security
throughout the life cycle of
information systems
Reduce risks related to exploiting
technical vulnerabilities and
applications

(continued)
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3.2 Framework Maturity Profile

We propose a mature and systematic approach to information security management and
governance. Adopting a security maturity strategy requires a full range of protection,
management and defensive features that must be integrated and capable of fully

Table 1. (continued)

Governance functions Security practice
objective

Description

Vulnerability and risk
management

Security threat profiling Gather intelligence on IT security
threats and vulnerabilities to better
understand the IT security threat
landscape within which the
organization operates, including
the actors, scenarios, and
campaigns that might pose a threat

Security risk assessment Identify exposures to
security-related risks, and quantify
their likelihood and potential
impact

Security risk
prioritization

Prioritize information security risks
and risk-handling strategies based
on residual risks and the
organization’s risk appetite

Security monitoring Manage the ongoing efficacy of
information security risk-handling
strategies and control options

Information security
governance
control/compliance/continuity
management

Compliance control Identify applicable law, statutory
and contractual obligations that
might impact the organization
Establish security and compliance
baseline and understand per-system
risks

Security testing and
auditing

Adopt solution for information
security audit
Establish project audit practice.
Derive test cases from known
security requirements

Business continuity
planning

Continuity management
Business continuity planning
Provide stakeholders throughout the
organization with security advice to
assist in the analysis of incidents
and to ensure that data is secure
before, during, and after the
execution of the business continuity
plan
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automated operation. Concerning each security practice objectives SPO outlined in
Table 1, the framework defines a five-level of maturity that serves as the basis for
understanding an organization’s ISMGO capability and provides a foundation for
capability improvement planning.

Level 0 - None: No process or documentation in place.
Level 1 - Initial: Maturity is characterised by the ad hoc definition of an infor-

mation security strategy, policies, and standards. Physical environment and IT com-
ponent security are only locally addressed. There is no explicit consideration of budget
requirements for information security activities, and no systematic management of
security risks. Access rights and the security of data throughout its life cycle are
managed at best using informal procedures. Similarly, security incidents are managed
on an ad hoc basis.

Level 2 - Basic: Maturity reflects the linking of a basic information security
strategy to business and IT strategies and risk appetite in response to individual needs.
It also involves the development and review of information security policies and
standards, typically after major incidents. IT component and physical environment
security guidelines are emerging. There is some consideration of security budget
requirements within IT, and requirements for high-level security features are specified
for major software and hardware purchases. A basic risk and vulnerability management
process are established within IT according to the perceived risk. The access rights
control and management depend on the solutions provided by the provider. Processes
for managing the security of data throughout its life cycle are emerging. Major security
incidents are tracked and recorded within IT.

Level 3 - Defined: Maturity reflects a detailed information security strategy that’s
regularly aligned to business and IT strategies and risk appetite across IT and some
other business units.

Information security policies and standards are developed and revised based on a
defined process and regular feedback. IT and some other business units have agreed-on
IT component and physical environment security measures. IT budget processes
acknowledge and provide for the most important information security budget requests
in IT and some other business units. The security risk-management process is proactive
and jointly shared with corporate collaboration. Access rights are granted based on a
formal and audited authorization process. Detailed methods for managing data security
throughout its life cycle are implemented. Security incidents are handled based on the
urgency to restore services, as agreed on by IT and some other business units.

Level 4 - Managed: Maturity is characterized by regular, enterprise-wide improve-
ment in the alignment of the information security strategy, policies, and standards with
business and IT strategies and compliance requirements. IT component securitymeasures
on IT systems are implemented and tested enterprise-wide for threat detection and mit-
igation. Physical environment security is integrated with access controls and surveillance
systems across the enterprise. Detailed security budget requirements are incorporated into
enterprise-wide business planning and budgeting activities. A standardised security
risk-management process is aligned with a firm risk-management process. Access rights
are implemented and audited across the company. Data is adequately preserved
throughout its life cycle, and data availability is effectively requirements. Recurring
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incidents are systematically addressed enterprise-wide through problem-management
processes that are based on root cause analysis.

Level 5 - Optimized: Maturity reflects an information security strategy that is
regularly aligned to business and IT strategies and risk appetite across the business
ecosystem. Information security policies and standards are periodically reviewed and
revised based on input from the business ecosystem. The management of IT component
security is optimised across the security framework layers. Physical access and envi-
ronmental controls are regularly improved. Security budget requirements are adjusted
to provide adequate funding for current and future security purposes. The security
risk-management process is agile and adaptable, and tools can be used to address the
business ecosystem’s requirements. The access rights control and management are
dynamic and can effectively deal with the organizational restructuring of acquisitions
and divestitures. Processes for managing data security throughout its life cycle are
continuously improved. Automated incident prediction systems are in place, and
security incidents are effectively managed.

4 Use Case: Applying the Proposed Framework for IT
Security Management and Governance (ISMGO)

The framework proposed in Table 2 was applied to the IT department of a large leading
of the port sector in Morocco. The organization manages more than 30 ports and sites
with more than 1000 users. The information system department comprises a staff of 40
people of different profiles. The audit questionnaire consists of 100 questions divided
into different objectives and control of the information security governance inspired by
best practice guides ISO 27001 [17] and OWASP [18]. Each item is assigned a
weighting coefficient on the effectiveness of the rule of the reference system to which
the question relates regarding risk reduction. After the validation of the Questionnaire,
the chosen answers were introduced in the software maturity framework that was used
to allow the automation of the processing and to determine the maturity score. The
treatment consists of calculating a weighted average of the scores obtained according to
the chosen responses and the efficiency coefficient. The result is a numerical result (0 to
5 or expressed as a percentage) representing the level of security (maturity) of the
audited IS.

4.1 Conducting Assessments

Scoring an organization using the evaluation spreadsheets is simple. After answering
questions, assess the answer column to determine the score. Insurance programs may
not always consist of activities that fall carefully over a limit between maturity levels.

An organization will receive credit for the different levels of work it has performed
in practice. The score is fractional to two decimal places for each practice and one
decimal for a response. Questions were also changed from Yes/No to four options
related to maturity levels. Anyone who completed the assessment discussed whether to
report a yes or no answer when it is honestly something in between.

228 Y. Maleh et al.



The toolbox worksheet contains contextual answers for each question in the
assessment. The formulas in the toolbox will average the answers to calculate the score
for each practice, a loop average for each business function and an overall rating. The
toolkit also features dashboard graphics that help to represent the current score and can
help show program improvements when the answers to the questions change. An
example of an evaluation calculation can be found in Appendix A1 (Fig. 2).

Table 2. Target objectives of phase 1 (Months 0–6) to achieve the target maturity level

Governance functions Target goals (Months 0–6)

Information security governance
strategy and metrics

- Establish and maintain of assurance and
protection program roadmap
- Classify applications and information based on
business-risk
- Ensure data owners and appropriate security
levels are defined

Technical asset security management - Derive security requirements from business
functionality
- Ensure asset management system and process for
hardware and software

Information service and data security
management

- Identify, inventory and classify all assets needed
for data management
- Define and maintain appropriate security levels

Vulnerability and risk management - Ensure that Standards are implemented on all
machines, has current definitions and appropriate
settings
- Ensure users are periodically informed of unit
virus prevention policies

Information security governance
control/compliance/continuity
management

- Ensure documented control processes are used
to ensure data integrity and accurate reporting
- Ensure periodic system self-assessments/risk
assessments, and audits are performed
- Ensure identification and monitoring of external
and internal compliance factors

No 0 Few/S
ome .2 

At 
Least 
Half 

.5 Many/
Most 1 

Fig. 2. Assessment score
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4.2 Assessing Capability Maturity

The framework’s assessment tool provides a granular and focused view of an orga-
nization’s current maturity state for each SPO, desired or target maturity state for each
SPO, and importance attributed to each SPO. These maturity and significance scores
are primarily determined by an online survey undertaken by the organization’s key IT
and business stakeholders. The survey typically takes each assessment participant 20 to
30 min to complete, and the data collected can be augmented by qualitative interview
insights that focus on issues such as key information-security related business priori-
ties, successes achieved, and initiatives taken or planned. The assessment provides
valuable insight into the similarities and differences in how key stakeholders view both
the importance and maturity of individual SPOs, as well as the overall vision for
success. Figure 3 shows the results of an organization’s ISMGO capability maturity
assessment, outlining its current and target SPO maturity across all 22 SPOs. For each
SPO, the maturity results are automatically generated by the proposed assessment tool,
based on averaging the survey participants score across all questions about that SPO.
Based on this average score achieved, the organization highlighted in Fig. 3 reflects a
level 1.4 (initial) current maturity status for ISMGO overall, but it is less mature in
some SPOs, such as security budgeting, resource effectiveness, security threat profiling,
and security risk handling. Based on the average across all SPOs, its desired target
ISMGO maturity state is maturity level 2.4 (Basic).

0 0.5 1 1.5 2 2.5 3 3.5

Information Security Strategy and policies
Strategic alignment of security

Communication and Training
People Roles and responsibilities

Security performance assessment
Assessment of security budget and...

Security architecture
IT component Security

Physical infrastructure Security
Incident Management

Ressource Effectiveness
Data identification and Classifications

Access Management

Security Threat profiling
System Acquisition, Development, and…

Security Risk Assessment
Security Risk Prioritization

Security Monitoring
Compliance Control

Security Testing and Auditing
Business continuity planning

Target Matrurity Score Current Maturity Score

Fig. 3. The proposed information security management and governance assessment results
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4.3 Developing Improvement Action Plans

The output from the framework’s assessment supports understanding the actions
necessary to drive improvement and enable the organization to transition from its
current to target maturity state systematically. This is achieved by implementing a
series of industry-validated practices that allow organizations to improve incrementally,
and monitoring and tracking progress over time using a number of industry-validated
metrics. For each of these SPOs, the figure outlines the currently reported maturity and
the practices required to transition to the next maturity state. Note that additional
practices are available to support transitioning to the desired maturity state.

This phase also included the implementation of a number of concepts for the IT
team to improve their security tools. IT teams already had a number of tools in place for
quality assessments. An additional survey of code review and security testing tools was
conducted. During this phase of the project, the organization will implement the fol-
lowing security maturity practices & activities as shown in Table 2:

5 Conclusion and Limitations

This paper proposes a framework for measuring the maturity of information security
was proposed with the aim of providing a practical tool for measuring and improving
governance of information security in the organization. ISMGO has been implemented
in a medium organization to drive and improve ISMGO maturity. The results are
satisfactory and prove that the model will be able to provide great support to organi-
zations in different sizes and various sectors of activity in their governance and man-
agement of information security. Nevertheless, it is suggested that the scientific
community and organizations adopt this framework and test it in different case studies.

Appendix A

See Table A1.

Table A1. Maturity assessment interview (sample)

Information security governance strategy and metrics Current State

Information security strategy and policies Answer Rating

SP1 Is there an information security policy and program in place? Yes in ad hoc basis 0,93
Do the security rules specify a clear definition of tasks, specific roles
affecting information security officers?

Yes a small
percentage are/do

A plan ensures that the review is conducted in response to changes in the
baseline of the initial assessment, such as major security incidents, new
vulnerabilities, or changes to organizational or technical infrastructure?

Yes there is a
standard set

Is there a formal contract containing, or referring to all security
requirements to ensure compliance with the organization’s security
policies and standards?

Yes a small
percentage are/do

SP2 Management actively supports the organization’s security policy through
clear direction, demonstrated commitment, explicit function assignment,
and recognition of information security responsibilities?

Yes at least half of
them are/do

Are risk ratings used to adapt security and insurance required? No
Does the organization know what’s required based on risk ratings? Yes at least half of

them are/do

(continued)
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1
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Yes a small
percentage are/do

People Roles and responsibilities Answer Rating

PR1 Do the security rules specify a clear definition of tasks, specific roles
affecting information security officers?

Yes we do it every
few years

1.67

Are the roles and responsibilities for the safety of employees, contractors
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Abstract. Over the past few years, more and more researchers have been
involved in research on both agent technology and cloud computing. Efforts have
mainly been made to reduce the border between the two technologies. The combi‐
nation of agents and cloud computing is based on the challenges faced by both
communities and the need to develop more intelligent systems. The technology
of agents whose goal is to deal with complex systems has revealed opportunities
for improving the Cloud Computing Domain. This article present our contribution
that is devoted to the integration of SMA in Cloud Computing. The role and
functionality of each which constitute our system is detailed. We realized an
SMA-based Cloud Computing system for the classification and the automatic
negotiation of SLAs.

Keywords: Agent · SMA · SLA · Negotiation · QOS · Availability · Web services
Service broker

1 Introduction

Cloud computing has a promising technology that facilitates the execution of scientific
and commercial applications. It provides flexible and scalable services, at the request of
users, via a pay-as-you-go model. Typically, it can provide three types of services: SaaS
(Software as a Service), PaaS (Platform as a Service), IaaS (Infrastructure as a Service)
and three deployment models: public cloud, private cloud, hybrid cloud. At the same
time, multi-agent systems (SMAs) represent a new concept in distributed applications.
SMAs are based on multiple agents interacting with each other to solve problems using
a decentralized approach where several agents contribute to the solution by cooperating
with each other. The client/server model is the most used model for construction of
applications. Therefore, the disadvantage of this model has is increasing the traffic on
the network and needs a permanent connection. Moreover the large and strong demand
of services in cloud provokes and causes many collisions in the network. For this, we
propose a framework that uses system multi agents, in order to improve availability of
services with automatic negotiation based SMA. The use of SMAs has a number of
advantages:
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• Dynamic system: SMAs inherit the benefits of AI in terms of symbolic (knowledge)
processing. However, contrary to the traditional approaches of Artificial Intelligence
that simulate, to a certain extent, the capacities of human behavior, SMAs allow to
model a set of interacting agents [1].

• Large number of agents: a large number of agents are at the heart of the problem in
this type of modeling, contrary to the theory of games where rarely more than three
actors are represented.

• Flexibility of the IT tool: to modify the behavior of agents, to add or remove possible
actions, to extend the information available to all agents, unlike models traditionally
used in economics.

• Distributed problem solving: it is possible to decompose a problem into sub-parts to
solve each independently to arrive at a stable solution [2].

In this paper we provide an overview of the SMA approach adopted in the QoS
Negotiation platform to expose negotiation functionalities to Web services. SLA-based
negotiation is a crucial support to handle the widely-ranging requirements that charac‐
terize Web services. The paper is organized as follows: Sect. 2 overviews the Cloud
Computing concept, in Sect. 3 we present the System Multi Agents used in our archi‐
tecture, in Sect. 4 we discuss a collaboration of SMA and Cloud computing from an
analysis of existing Literature, in Sect. 5 is dedicated to present our solution with results
and discussion, eventually in Sect. 6 we draw our conclusions.

2 Cloud Computing

2.1 Definition

There are many definitions of the term Cloud Computing (CC) and there is little
consensus on a single and universal definition. This multitude of definitions reflects the
diversity and technological richness of Cloud Computing. In what follows, we cite some
of the most relevant. According to [7], based on a close-up view of the Grid computing
grids [3, 4], Cloud Computing [6] is mainly based on the paradigm of distributed
computing [5] on a large scale to ensure an on-demand service accessible through the
Internet. A second definition, proposed in [8, 9] and which is more abstract, defines
cloud computing by using the computing resources (hardware and software) that are
offered as a service through a network (typically the Internet). A third definition, devel‐
oped by a working group of the European Commission [10], considers Cloud Computing
as an elastic performance environment for resources involving multiple actors to offer
a service with a certain level of quality of service. This definition has been extended in
[11] taking into account the perspectives of the different players in the Cloud Computing
ecosystem (supplier, developer, user). However, the definition proposed by the National
Institute of Standards and Technology (NIST) in [12], defines Cloud Computing as a
model that allows access via a network in a simple and on-demand way to a set of shared
and configurable computing resources. These IT resources can be allocated and released
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quickly with minimal management effort or interaction with service providers. In addi‐
tion, NIST states that Cloud Computing is composed of five essential features, three
service models and four deployment models. These elements are listed below.

2.2 Service Models of Cloud Computing

Behind the term Cloud Computing mainstream hides an economic and technological
trend that concerns all levels involved in services between a provider and a customer.
It is also an application (the supplier runs the application for the client and returns the
results), as well as the hardware (the supplier offers its rental equipment as well as a
software infrastructure to exploit it). The current taxonomy declined in more precise
ways cloud computing into three main categories [13]: Software as a Service (SaaS):
Provides to the consumer the capability to use the supplier’s applications running on a
cloud infrastructure. So the applications are accessible from various client devices
through either a thin client interface, like a program interface, or a web browser. The
consumer does not control or manage the underlying layers of cloud infrastructure
including such us network, servers, operating systems, storage. Platform as a Service
(PaaS). Provides to the client the capability to deploy into the cloud infrastructure
consumer-created using libraries, programming languages, tools, and services supported
by the provider. The consumer does not control or manage the underlying layers of cloud
infrastructure including operating systems, network, servers, or storage, but has possibly
configuration settings for the application-hosting environment and control over the
deployed applications. Infrastructure as a Service (IaaS): Provides to the client the capa‐
bility to provision processing, networks, storage, and other computing resources where
the consumer is able to run and deploy arbitrary software, which can include operating
systems and applications. The customer has control over operating systems, storage, and
deployed applications; but he has possibly limited control of select networking compo‐
nents.

2.3 Deployment Models of Cloud Computing

Generally, there are three main types of deployment models for cloud computing: private
cloud, public cloud, hybrid cloud, and Community Cloud [14]. The Private Cloud: The
infrastructure of a private cloud is only used by a single client. It can be managed by
this customer or by a service provider and can be located at the premises of the client
company or at the service provider, if applicable. Using a private cloud ensures, for
example, that the allocated hardware resources will never be shared by two different
clients. The Public Cloud: The infrastructure of a public cloud is publicly accessible or
for a large industrial group. Its owner is a company that sells computers as a service.
The Hybrid Cloud: The infrastructure of a hybrid cloud is a composition of two or three
of the cloud types mentioned above. The different clouds that comprise it remain inde‐
pendent entities in their own right, but are linked by standards or proprietary technolo‐
gies that allow the portability of applications deployed on different clouds. A typical
hybrid cloud usage is the load balancing across multiple clouds during peak utilization
rates. The Community Cloud, is used by many organizations with common needs. It can
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host a very specialized business application that is common to several entities, who
decide to federate their efforts by building a cloud to host and manage it.

3 SMA: System Multi Agents

3.1 Agent

An agent is a computer program that is located in an environment and that has autono‐
mous behaviors (action) enabling it to achieve, in this environment, the objectives that
were set during its conception [15]. A software agent is an autonomous entity capable
of communicating, having a partial knowledge of its surroundings and private behavior,
as well as its own capacity for execution. An agent acts on behalf of a third party (another
agent, a user) that he represents without being necessarily connected to it, he reacts and
interacts with other agents. The agent is capable of [16]: To act in an environment and
to communicate directly with other agents, Is driven by a set of trends, and possibly to
reproduce, also to own own resources and to perceive its environment, and to possess
skills and to offer services, Behaviors tending to meet its objectives, moreover to
perceive its environment in a limited way, having only one partial representation of this
environment. Agent Features, An agent must be [17]:

• Autonomous: the agent is able to act without the influence or intervention of a human
or agent and controls his own actions as well as his internal state;

• Proactive: the agent must exhibit opportunistic behavior;
• Social: the agent must be able to interact with other agents, especially when the

situation requires it;
• Cooperation: able to coordinate with other agents to achieve the common objective;
• Mobility: the agent can be mobile, able to move to another environment;
• Rationality: the agent is able to act according to his internal objectives and his

knowledge;
• Learning: the agent is able to evolve and learn; as a function of this learning, he is

able to change his behavior.

3.2 System Multi Agent: SMA

The agent is the main component of multi-agent systems. According to Ferber [17] a
multi-agent system is a system composed of the following elements:

• An environment E, that is to say a space generally having a metric.
• A set of objects O. These objects are located, that is to say that for any object it is

possible, at a given moment, to associate a position in E. These objects are passive;
That is, they can be perceived, created, destroyed and modified by agents.

• A set A of agents, which are particular objects, which represent the active entities of
the system.

• A set of relations R that unite objects (and therefore agents) between them.
• A set of operations Op allowing the agents of A to perceive, produce, consume,

transform and manipulate O objects.
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4 Multi-agent System for Cloud Services Management

Several studies have established a mathematical model for modeling resource provi‐
sioning requirements in cloud computing, and these studies are based on the theory of
queues mostly. The researchers proposed numerous multi-agent approaches in a Cloud
context to overcome the limitations of the latter such as resource allocation and security
threats. For example, in article [18], the authors proposed a combination of Agent tech‐
nology with the Cloud to arrive at a method for calculating the resource management
model. It reinforces the theory that the use of agents makes it possible to effectively
achieve the management of resources in the Cloud. In Mansura’s article [19], the inte‐
gration of SMA in a Cloud context can allow high performance for complex systems
and intelligent applications, proving that a reliable and scalable infrastructure can be
Application on a large scale. SMAs have also been used in the cloud to provide an access
management service. Indeed, in paper [20] emphasize that traditional systems are not
sufficiently effective to support the functionality of access control in the cloud mainly
due to the high scalability of the environment of cloud. They used a multi-agent system
to define the accessibility and functionality of their model in order to improve the access
control system. Other uses of multi-agent systems to provide Cloud-based security
services have been proposed as for article [21] where the authors used SMA architecture
to ensure privacy and availability for a collaborative storage service Hosted in the cloud,
and also in a disaster management service presented in the paper. [22] The authors used
a workflow model to help and maintain rescue and reorganization of disaster activities.
Other work has addressed the concept of formal description of SMA.

Their studies aim to evaluate the integrated functionalities and to present the formal
specifications of multi-agent systems. Typically the article [23] proposes a new collab‐
orative formalism in SMA between agents combined with the Ferber model, character‐
ized by the possibility of self-evaluation in the application of collaborative work. Their
results show that the proposed formalism more effectively manages agent communica‐
tion for better production.

5 SMAANQOS Framework (System Multi Agent for Automatic
Negotiation of Quality of Services)

5.1 Motivation

The rise of embedded information systems in hosted mode has shown a marked decline
since the beginning of the year 2010. This trend is explained by the arrival of an
outsourced offering, notably in the market for business solutions on demand, driven by
both the diversity and richness of the Cloud Computing operators ‘offerings and the
customers’ financial, technological and operational flexibility. In an economic approach,
the Cloud is emerging as a promising commercial offer that can satisfy both applicants
and digital service providers. Thus, SMEs are required to contract some of the services
offered by Cloud Computing operators in order to obtain operational guarantees, in
addition to the usual services between customers and suppliers. In a customer/operator
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relational approach, the delicate concretization of a cloud service depends strongly on
the service model targeted, ranging from the provision of software to that of infrastruc‐
tures via the platform (Saas, PaaS, IaaS) and Model of deployment privileged (Public,
Private, Hybrid, Community). So this conclusions cited above we decide to build a new
framework of negotiation of QOS based on SMA in order to improve availability of
services.

5.2 SMAANQOS Framework

SMAANQOS framework is based on JADE (Java Agent DEvelopment Framework) that
is a multi-agent platform developed in Java by CSELT (Gruppo Telecom Research
Group, Italy), which aims to build multi-agent systems and implement applications that
comply with the FIPA standard (Platform Foundation for Intelligent Physical Agents,
1997). JADE consists of two basic components: a FIPA-compatible agent platform and
a software package for the development of Java agents. Jade is a middleware that facil‐
itates the development of multi-agent systems (SMA) (Fig. 1).

Fig. 1. SMAANQOS diagram of interactions

JADE contains: A runtime environment: the environment where agents can live. This
runtime environment must be enabled in order to launch the agents, also a class library
that developers use to write their agents and a suite of graphical tools: which facilitate
the management and supervision of the agent platform. Each instance of the JADE is
called a container, and can contain multiple agents. A set of containers is a platform.
Each platform must contain a special container called the main container and all other
containers register with the container as soon as they are launched. In our platform, Multi
agents are compatible with FIPA, it includes three agents that are automatically created
and activated when the platform is activated (Fig. 2):
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– Agent Management System (AMS): is the agent who exercises supervisory control
over the access and use of the platform; it is responsible for authenticating resident
agents and checking records.

– Agent Communication Channel (ACC): is the agent that provides the route for the
basic interactions between agents in the platform.

– Directory Facilitator (DF): is the agent that provides a yellow pages service to the
multi-agent platform.

– Remote Management Agent (RMA): The RMA allows controlling the lifecycle of
the platform and all its components.

Fig. 2. FIPA reference model of an agent [23].

Our framework is implemented using the JAVA language, under the environment
Eclipse development. For the multi-agent system we used the JADE platform.

The choice of JAVA language was motivated by the following reasons:

• The agents developed under the JADE platform are entirely written in Java.
• Java ensures total independence of applications from the environment execution: any

Java-enabled machine is capable of to run a program without any adaptation (neither
recompilation nor parameterization of environmental variables).

• JAVA has a huge library of ready-to-use objects, which fully implement the imple‐
mentation procedure.

Our framework runs as below:

– Step 1: The agents broker and agents providers subscribes by AMS.
– Step 2: Then the providers agents register their services.
– Step 3: Every second the broker contacts the DF in order to have information about

the publication of the providers agents
– Step 4: When a client send a request for specific service, the broker contact the DF

to have a list of providers of the service requested
– Step 5: After getting list of providers, the broker send CFP (call for proposal) to each

one.
– Step 6: The providers responds to a CFP by sending their proposal.
– Step 7: The broker make a choice of the best proposal by calculate the best ratio

availability, price.
– Step 8: At the end the broker inform client about the provider which has a best ratio.
– Step 9: if the client send another request for the same service while DF had not another

entry for the same service the broker responds client with the same message if not
the broker send another time CFP for each provider and calculate the best proposal.
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N.B: If the broker will be not reachable or killed, the client switches automatically to
another broker from the list.

Inside JADE container the message exchanged in JADE architecture components
can be traced by a special JADE agent called SNIFFER Agent. (See Fig. 3) presents
SNIFFER GUI.

Fig. 3. Exchange of messages between the agents of the system.

An agent who wishes to publish a service must provide a description that includes:
Its AID identifier, list of languages and ontologies that other agents must use to commu‐
nicate with them, List of published services (Fig. 4).

Fig. 4. Container of provider agent.

The Class diagram of Broker agent is modeled as below (Fig. 5):
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Fig. 5. Class diagram broker agent.

For each published service, indicate: Type of service, the name of the service, and
the languages and ontologies to be used to operate this service. The Class diagram of
Provider agent is modeled as below (Fig. 6):

Fig. 6. Class diagram provider agent.

6 Conclusion and Future Work

The Cloud Computing has appeared as a new computing concept which has a purpose
to provide reliable, customized, dynamic computing environments towards better IT
infrastructure availability and quality of service without much financial burden. There‐
fore, the large and strong demand of services in cloud provokes and causes many colli‐
sions in the network. In order to relieve network and improve availability of services by
automatic negotiation we were able developed a new framework based system multi
agent technology called SMAANQOS used in a cloud computing as it simulates above.
This article can be considered as a proof of concept of the SLA negotiation using SMA
in a micro cloud computing. As the SMA developed is flexible and scalable, it can be
extended to appropriate cases for the cloud computing environment and impose new
algorithms for the automatic negotiation of Quality of Service. As a Future work, we
will compare the performance of our proposal Framework to other existing solutions for
negotiating access to cloud services.
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Abstract. In spite of important technological developments in the med-
ical field and particularly in neuroscience one, epilepsy remained a serious
pathology that could affect the human brain. In this work, we modeled
a healthy and an epileptic cerebral activity in rest state. We used, the
virtual brain TVB toolbox to simulate the two states based on FHN and
epileptor model. We compared phase plane spaces, electrophysiological
time series (electroencephalogram EEG, magnetoencephalogram MEG
and intracerabral EEG), specter of eigenvalues transition matrix and
topographic maps for healthy and epileptic rest state. There is a unique
metastable state for healthy cerebral dynamics convergence which dis-
appears in epileptic cerebral dynamics. Epileptic rest state time series
depicts several transitory activities that vanish in the normal state. Nor-
mal rest state topographic maps illustrate a limited dipolar activity;
which is more extended in epileptic model. These prominent differences
would have an important impact on real cerebral activities analysis.

Keywords: Epilepsy · Healthy · Modeling · TVB · Phase plane
EEG · MEG · IEEG · Topography

1 Introduction

Fisher and his colleagues define the epileptic seizure as “a transient occurrence of
signs and/or symptoms due to excessive or abnormally synchronous cerebral neu-
ronal activity” [1]. One of the most important techniques to understand cerebral
human brain function, and to improve clinical diagnosis for several neurologic
diseases specially, in our case epilepsy; are the non-invasive acquisition (non
traumatic and good time precision). The variation of the electrophysiological
signal through electroencephalography (EEG), magnetoencephalography MEG
and intra cerebral EEG signal (IEEG) is required to restrict the epileptogenic
zone (EZ) for seizure free.
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To understand the brain epileptic dysfunction, presented by abnormal
and paroxysmal excessive neural discharges, we should define the network
connectivity implied by these activities [2,3]. In fact, several techniques have
been proposed and discussed to determine in an accurate way the epileptogenic
zone. The first classification made of epileptic phenomena in the 19th century was
proposed by the British neurologist Jackson [4], then the International League
Against Epilepsy [5] suggested further information to heal this illness. Moreover,
several research are based on signal simulation, modeling and electrophysiologi-
cal signal [6]. Actually, researches are combing electrophysiological signal with l
Functional MRI (EEG-fMRI) to study the generalized peak waves (GSW) activ-
ity in idiopathic and secondary generalized epilepsy (SGE) [7].

In this work, we will proceed on four linear and non linear analysis techniques:
phase plane, electrophysiological time courses, topographic maps and dynamic
attractors to compare the healthy from the epileptic rest state. All simulated
models are generated on python using the Virtual Brian TVB toolbox. The
TVB is a free toolbox for modeling large-scale dynamics [8]. We applied two
neuronal models to simulate cerebral activities in order to detect common and
differences between healthy and epileptic rest state dynamics. This work is com-
posed of three sections: the materials (normal and epileptic models, phase plan),
the second is reserved for the experimental results and the third part depicts
conclusion and further perspectives.

2 Methods

In order to understand the human brain functions, several researches proposed
preprocessing schemes to decipher different brain states: rest, cognitive (during
reflex), illness (epileptic). Other researches are based on exploiting, simulating
several models to have a better vision of the brain activities. Since, real activities
are delicate with mysterious phenomena which made analysis and interpretation
harder, these models may lead to a better diagnosis and description. We pro-
posed, here, two neuronal models of healthy and epileptic rest state: FitzHugh-
Nagumo and Epileptor to simulate the behavior of an isolated neuron then a
coupled networks neurons. These simulated data would be used to distinguish
healthy from epileptic brain activities. This comparison would be studied using
a linear and a non linear approach.

2.1 The FHN Model (FitzHugh-Nagumo)

FHN model is a plan neural model based on two variables states: a membrane
potential (voltage responsible of the system excitability), and a recovery variable
(for feedback purposes) [9]. The FHN model is described in the following two
Eqs. (1) and (2):

dv

dt
= f(v) − w + I = v(v − α)(1 − v) − w + I (1)
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dw

dt
= bv − γw (2)

With f(v) is a third-degree polynomial, a, b, γ are constant parameters. v, w
are two variable states, and I is an external current that acts as a stimulus.

2.2 The Epileptor Model

Epileptor model is a phenomenological neural mass model that would reproduce
epileptic seizures dynamics in the same way of the intracranial EEG acquisition
[10]. It is a behavioral model composed of six differential equations as indicated
below:

ẋ1 = y1 − f1(x1, x2) − Z + Iext1
ẋ1 = c − dx2

1y1
(3)

ż =
{

r(4(x1 − x0) − z − 0.1z7) if x < 0
r(4(x1 − x0) − z) if x ≥ 0 (4)

ẋ2 = −y2 + x2 − x3
2 + Iext2 + 0.002g − 0.3(z − 3.5)

ẏ2 = 1/τ(−y2 + f2(x2))
ġ = −0.01(g − 0.1x1)

(5)

Or

f1(x1, x2) =
{

ax3
1 − bx2

1 if x1 < 0
−(slope − x2 + 0.6(z − 4)2)x1 if x1 ≥ 0 (6)

And

f2(x2) =
{

0 if x2 < 0
a2(x2 + 0.25) if x2 ≥ 0 (7)

a, b, c and d are the epileptic model coefficients, Iext1 and Iext2 are the
external current input of the first and second populations.

Hence, we studied the phase plans of FHN and epileptor models to simulate
an isolated neuron versus a coupled neurons network behavior. We tested these
models performances to describe correctly the rest and epileptic state cerebral
function. The main goal here is to generate from our models the electrophysi-
ological signal EEG, MEG and IEEG in both states. Then, we proceeded our
comparison using the topography maps results of healthy and epileptic state.

• Non-linear approach

We applied a Non-linear set oriented approach (NLA) [11] to describe the cere-
bral dynamic trajectory among higher observation scales. NLA projects the brain
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activities dynamics (i.e. simulated EEG signals) on a multi-dimensional stochas-
tic system, (same number of sensors). It uses a subdivision method to discretize
the measurement space [12]. In each iteration the entropy rate of the transition
matrix was calculated

h(M (k)) = −
∑
i

π
(k)
i

∑
j

p
(k)
ij logp

(k)
ij .

This approach detects the number of cerebral dynamics attractors in higher level
of observation in order to find metastable states (limit cycles or equilibrium
state).

• Linear approach

We applied a linear approach on simulated epileptic and healthy electrophysi-
ological signals (EEG, MEG and IEEG) to depict the topography map of the
transitory activity as in [2,3,13,14]. In fact, the presence of transitory activities
have being proved as a hallmark in epileptogenic zone (epileptic state) and also
redundant in normal brain behavior.

3 Results and Discussion

3.1 Isolated Neuron Simulation

We simulated the FHN model and the epileptic model (Epileptor) for a single
isolated neuron to generate the time series signal describing the Rest State Net-
work. The phase plane results for the two models are presented in Figs. 1 and 2.

Fig. 1. FHN model Phase plane, a =−2, tau = 1, c=−0, b=−10, I = 0, γ = 1.
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The Fig. 2 depicts a single isolated neuron epileptic model trajectory.

Fig. 2. (Top) epileptic model Phase plane: two nullclines relative to parameters x1 and
y1 respectively in green and red, isolated neuron bifurcation in blue. (below) different
time series obtained for the 6 model variables.

3.2 A Coupled Network Simulation

To simulate a coupled network, we used 10000 neurons distributed on 76 cortical
regions, 38 for the left hemisphere and 38 for the right one. For healthy rest state,
we used the stochastic Euler method to simulate the FHN model using a noise
Gaussian random process with a standard deviation D = 0.005, we defined the
coupling linear function slope a = 0.0042 and the sampling frequency Fe = 256 Hz .
We proceed in the same way to generate the epileptic state using a neural epileptor
model.

• Non-linear approach applied to healthy simulated data

We divided our simulated database (38*100 k points) into two-time series with
the same size in order to elevate the computation time.

We applied the subdivision method, as in [11,12], to discretize the phase
plans measurement of our data sets.This discretization will be stopped after the
8th step and hence two transitions matrix are calculated (size |M | = 250 and
|M | = 252 regions with an entropy rate of h∗ = 0.7∗103 and h∗ = 0.71∗103 bits
per second.). In Fig. 3 we illustrated the first 15 eigenvalues of the M matrix.

Figure 3 shows a big jump after the first eigenvalue for the two-time series,
which proved, in high scale, that the two systems have a unique metastable state
whose dynamics, will converge into. These results are also validated in [15] for
the study of simulated and real signals in rest state. Thus, we can conclude that
the appearance of a single metastable state of this simulated brain dynamics
clearly proves existing of a fixed point or a limit cycle in lower observed scale.
These results are agreement with the cerebral networks dynamic aspect in rest
state.
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Fig. 3. The largest 15 eigenvalues of the two transition matrix of healthy simulated
data.

• Non-linear approach applied to epileptic data

We applied the same approach for the epileptic state, discretization procedure
is stopped after the 9th iteration, we obtained two matrix of size |M | = 500
and |M | = 502 regions with an entropy rate of h∗ = 1.3 ∗ 103 bit per second
for the first-time series and h∗ = 1.17 ∗ 103 bit per second for the second one.
The entropy rate for epileptic data is higher than the healthy one which proves
much more disorder in the epileptic brain dynamics. Figure 4 illustrates the first
15 eigenvalues of the two epileptic data matrix.

Fig. 4. The largest 15 eigenvalues of the simulated epileptic transition matrix.
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In opposite of the healthy data, there is no clear jump among two consecutive
eigenvalues, which could be the results of metastable state absence. In the mean-
time, it is noteworthy that these two dynamics have a chaotic aspect far from
the rest state justified by the existence of several epileptogenic zones responsible
of excessive discharges and build up seizure.

• Linear approach

We used EEG, MEG and IEEG simulated signal by the FHN and epileptor
model to detect physiological activities: transitory, transitory with oscillatory
and oscillations activities. The EEG time series is illustrated in Fig. 5.

Fig. 5. EEG signal of a coupled epileptic network simulation, depicting three types of
activities: transitory, transitory plus oscillatory and oscillations.

Figure 5 demonstrates slow waves, transitory activities, gamma oscillations
followed by fast transitory activities, which may have epileptic origins [2,13,14].
We also, can observe the existence of bilateral temporal delta waves symmetrical
monomorphic with transitory discharges and also intercritical spikes that may
represent the ictal state (seizure) [14]. The time series obtained for the IEEG
simulation of the epileptic model is illustrated in Fig. 6.

In Fig. 6, we notice the presence of rapid temporal discharge with epileptic
spikes (transitory activities). These discharges may involve the temporal epilep-
togenic zones with further flattening zone by a low frequency rhythm.

The MEG signals of the epileptic simulation are illustrated in Fig. 7.
We noted the absence of temporal signals due to the effect of muscular noise:

the presence of myoclonus with post-myoclonic periods of silence.
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Fig. 6. IEEG time series of an epileptic coupled network.

Fig. 7. MEG time series of a coupled epileptic network.

• Topography of healthy and epileptic signals

The topographies maps of healthy and epileptic EEG signals are shown in
Fig. 8.

The left topography map depicts a dipolar presentation which could represent
a normal cerebral transitory activity at rest (alpha rhythm). However the topog-
raphy map on the right implies a lot of cortical regions which may be explained
by the excessive discharges of the epileptic state that propagates in the entire
brain and involved further regions. Nevertheless there is a dipolar activity which
proves that it is a sickly cerebral activity.
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Fig. 8. Topography map of healthy (left) and epileptic (right) EEG signal on transitory
activity.

4 Conclusion and Perspective

Our goal, in this work is to simulate and analyze cerebral activity in healthy and
epileptic rest state. We modeled the healthy rest and epileptic state, based on
the synchronizations hypothesis of the TVB toolbox to generate our analysis on
electrical, magnetic and intracerebral brain activities signal. Then, we proceed on
the comparison between the phase plane, of the electophysiological time series
signals (a nonlinear approach) and the topography maps (a linear approach).
For each kind of comparison procedure, we notice differences between cortical
activity in healthy and epileptic rest state.

We suggest in further work, to use the MRI magnetic resonance imaging
for a 3D visualization of the epileptogenic zone EZ and to define the epileptic
networks connectivity in order to determine the affected zone by the excessive
discharges using the source localization of either the transitory or the gamma
oscillatory activities. Another prominent perspective is the integration of these
models on embedded systems to reduce the time consumption since we declared
previously that simulating a convenient number of coupled neurons to much the
real brain activity is heavy in computation.
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Abstract. Nowadays Banking is very digitized but electronic payment
products are vulnerable to different types of attacks. Banks implement
many security measures to manage fraud related to the use of debit,
credit or prepaid cards. Also, they assess the impact of implemented
security measures using a manual method which has some limits includ-
ing many work sessions, significant level of expertise and estimation error.
In this paper, we propose to quantify the impact of security measures
on electronic payment risks by defining a mathematical model which is
based on FMECA. For testing, the values obtained with the model were
compared to reference values given by assessors during different working
sessions and the correlation rate is satisfactory. The findings of the study
help to assess maturity of implemented security measures and improve
security of electronic payment transactions.

Keywords: Payment · Card · Security · Vulnerability
Attack · Risk

1 Introduction

Different types of services are provided using banking cards such as mobile bank-
ing which is a service that allows customers to conduct financial transactions
remotely using a mobile device and internet banking which is an electronic pay-
ment system that enables customers to conduct financial transactions through
website. Also, cardholder can use POS (Point Of Sale) which is a point where
retail transaction is finalized or ATM (Automated Teller Machine) which is an
electronic telecoms device that enables customers to perform financial transac-
tions. Sakharova and Khan in [1] concluded that he use of banking cards may
increase the exposure to fraudulent activities. Sullivan in [2] showed that the
exiting threats vary with the profile and creativity of the fraudsters who are
more and more innovative. As we can see, electronic payments have different
types of risks that could lead to financial losses. Arango and Taylor in [3] related
that there is potential for the temporary loss of funds or permanent losses. Banks
periodically assess the effect of implemented security measures using an actual
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method which is manual, takes time and has some estimation error. So we pro-
pose to improve assessment of electronic payment risk security by modeling the
residual risks in order to save time on deployment of new security measures.

2 Literature Review

Electronic payment risk management process varies widely across institutions.
Fajfar in [4] concluded that identified threats concern an individual who break
into an electronic system, steal customers personal data, attack or corrupt data.
Different types of fraud are related to electronic payment products. Bhatla et al.
in [5] showed that frauds can be classified into three categories related to card,
merchant and internet frauds. Payment security has to be negotiated between
all partners along the clearing and settlement chains. Users and processors must
understand, accept and apply security procedures as related in [6]. Authenti-
cation of the cardholder is a fundamental requirement in managing fraud on
internet as indicated in [7]. Also, data should be protect while in its custody.
Pereira and De Alba in [8] related that the financial, payment and network ser-
vice providers should implement the appropriate safeguards. Each organization
involved put in place strong positive controls. Anderson in [9] showed that vari-
ous risks have been associated to mobile payments like anti money laundering,
credit, liquidity, fraud and Compliance. Burns and Stanley in [10] concluded that
the strategic risk with mobile payments is of an attack that makes fraud so easy
that a platform or channel becomes unviable.

In [11], it’s related that a provider should work closely with merchants and
financial institutions to help address fraud risks. The vendor should also be
knowledgeable about standards such as the PCI DSS (Payment Card Industry
Data Security Standard) and PA DSS (Payment Application Data Security Stan-
dard). The provider should provide the tools necessary to support merchant com-
pliance. Also, each stakeholder should address fraud with their EMV(Europay
Mastercard Visa) chip migration strategy as showed in [12]. Concerned online
transactions security, Conroy in [13] concluded merchants have to stem rising
fraud losses, while issuers have to rein in fraud and also maintain consumer
confidence. As we can see banks implement several security measures to safe
electronic payment transactions and it is necessary to manage all those risks.

Kellogg in [14] related different steps of risk management such as: determining
level of inherent risk, monitoring the effectiveness of the risk management prac-
tices that are mitigating material risks, determining whether the residual risk is
improving, stable or eroding over time. Weese in [15] showed several methods
exist for risk assessment. As related in [16], risk management methods include
risk assessment, timing of exercise, consistency and implementation. Lipol and
Haq in [17] explained FMECA (Failure Modes and Effect Criticality Analysis
Method) is a risk analysis method which operate on the whole system; it is most
detailed and practical to examine high or small level systems. Bank often evalu-
ate their residual risks by assessing the effect that the current controls have on
inherent risks during several working sessions. However, in 2015, we propose a
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mathematical model which allow a quantification of banking residual risks [18].
After that, we also defined two mathematical models which provide an auto-
matic calculation of internet banking controls maturity [19]. Generally, residual
risk are determine by assessing the effect that implemented control has on the
overall risk leads [20].

3 Problem

Banking IT security becomes more complex as new information systems are
implemented on top of older ones. ATM and internet banking frauds contributed
most to frauds in banking sector. Internal control focus a review of all payment
activity including mandating dual approval at vulnerable touch points. Most
private-sector providers have tools to manage many of these risks. To determine
the impact of implemented security measures on identified risks, it is necessary
to assess the effect that the security measures has on the overall risk leads.
Practicality, residual risks is estimated by assessors during several work sessions
using a manual method which has some limits including many work sessions
with compromises in case of disagreement, significant level of expertise and time
consuming. Furthermore, the impact of security measures are appreciated dif-
ferently by interlocutors and they are some estimation error rate of residual
risks. This may imply unsecured electronic payment transactions and decrease
customer confidence and bank profit.

4 Our Contribution

To define our model which quantify the impact security measures on electronic
payment risks, we propose the following approach (Fig. 1).

As illustrated above, the proposed approach take into account inherent risks
criticality and security measures maturity. For assessment of inherent risks, we
will defined scales related to likelihood of occurrence and severity of impact in
order to assign inherent value to each risk. For assessment of security measures
maturity, we will defined scale related to security measures maturity in order to
assign maturity value to each security measure. We will also take into account
four types of security measures by defining indexes related to deterrent, preven-
tive, detective and curative security measures. All this parameters will be used
to define our model equation.

Fig. 1. Our model approach
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4.1 Model Principles

To define our model, we consider the following 7 principles:

– Principle 1: Security measures aim to mitigate electronic payment risks
– Principle 2: Security measures have one maturity and four types
– Principle 3: Deterrent security measures are intended to discourage attacker
– Principle 4: Preventive security measures are intended to minimize an incident

occurring
– Principle 5: Detective security measures are intended to identify when an

incident has occurred
– Principle 6: Corrective security measures are intended to fix information sys-

tem components after an incident has occurred
– Principle 7: Mature security measures reduce inherent risks criticality.

4.2 Model Scales

Three scales are defined to propose our model. The scale of security measures
maturity has five values at most as indicated below (Table 1).

Table 1. Value of control maturity

Rating Description Meaning

1 Not existent Bank has not even identified the issues to be addressed

2 Initial Issues exist but the approach to management is disorganized

3 Systematic The procedures are not sophisticated but they are formalized

4 Managed Management monitors and measures compliance with procedures

5 Optimized Processes have been refined to a level of good practice

Each assessed security measure will be assigned one value of maturity using
this scale. The scales of likelihood and severity have six values as showed below
(Tables 2 and 3).

Table 2. Value of risk likelihood

Rating Description Meaning

1 Almost never It is difficult for threats to exploit vulnerability

2 Unlikely Threats require significant skills to exploit vulnerability

3 Possible Threats require moderate skills to exploit vulnerability

4 Highly likely Threats require minimal skills to exploit vulnerability

5 Almost certain It is easy for threats to exploit vulnerability

6 Very certain It is very easy for threats to exploit vulnerability

Each assessed electronic payment risk will be assigned one value of likelihood
and one value of severity using the defined scales. The inherent risks criticality
is the product of likelihood and severity as related at [21].
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Table 3. Value of risk severity

Rating Description Meaning

1 Minimal Any impact on strategic objectives

2 Minor Impact can be managed within current resources

3 Moderate Impact can be managed with modest extra resources

4 Significant Impact cannot be managed without extra resources

5 Severe Impact cannot be managed without significant extra resources

6 Very severe Could severely compromise strategic objectives

4.3 The Defined Indexes

We define one index related to maturity of security measures. As indicated below,
the maturity index has tree values 0, 1 and 2 (Table 4).

Table 4. Value of maturity index

Rating Index Description

1 0 Not existent

2 0 Initial

3 1 Systematic

4 2 Managed

5 2 Optimized

We also define four index related to four types of security measures which
have 2 values 0 or 1. Each security measure will be assigned one value of maturity
index and one value of type index (Tables 5, 6, 7 and 8).

Table 5. Values of deterrent index

Type of control Index

Deterrent 1

Not deterrent 0

Table 6. Values of prevention index

Type of control Index

Preventive 1

Not preventive 0
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Table 7. Values of detection index

Type of control Index

Detective 1

Not detective 0

Table 8. Values of corrective index

Type of control Index

Corrective 1

Not corrective 0

4.4 New Proposed Model

To define our model, we consider that residual electronic payment risks is the
risks after taking into account all types of security measures. We also use the
defined 8 principles, 3 scales and 5 indexes. Our model which quantify assessment
of security measures effect on electronic banking risks is declined as follows:

Cres = [P ∗ G] − [(

r∑

e=0

(a ∗ i)/r) + (

s∑

e=0

(b ∗ j)/s) + (

t∑

e=0

(c ∗ k)/t) + (

u∑

e=0

(d ∗ l)/u)] (1)

– Equation (2) provides inherent risk by doing the product likelihood and sever-
ity of risk.

Equation(2) = P ∗ G (2)

– Inherent likelihood: P
– Inherent severity: G
– Equation (3) quantifies the maturity of four type security measures. It takes

into account deterrent, preventive, detective and corrective security measures
considering the principles 2, 3, 4, 5, 6 and 7.

Equation(3) = (
r∑

e=0

(a ∗ i)/r) + (
s∑

e=0

(b ∗ j)/s) + (
t∑

e=0

(c ∗ k)/t)

+ (
u∑

e=0

(d ∗ l)/u) (3)

– maturity(a), index(i) and number(r) of deterrent security measures
– maturity(b), index(j) and number(s) of preventive security measures
– maturity(c), index(k) and number(t) of detective security measures
– maturity(d), index(k) and number(u) of corrective security measures

Globally, the model is obtained by deducting Eqs. (3) to (2) because secu-
rity measures are defined to reduce inherent risks criticality considering the
principle 1.
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5 Tests and Results

5.1 Application of the Model on All Electronic Payment Risks

For testing, we collaborated with banks which offer traditional banking services
and electronic payment products like withdrawal, payment or transfer using
credit, debit or prepaid cards. This sample is representative because other banks
have approximately the same risks considering their similar activity, infrastruc-
ture and their dependance to laws and regulations. For reasons of confidentiality,
we will not disclose identity of those banks.

5.2 Identification of Electronic Payment Risks

To identify electronic payment risks, it is necessary to take account threats and
vulnerabilities because the concerned risk is defined as the exercise of a threat
against a vulnerability. After identification sessions, we have collected 117 risks
and 205 security measures related to electronic payment.

5.3 Assessment of Inherent Electronic Payment Risks

Assessment of inherent electronic payment risks is the process of determining
likelihood of the threat being exercised against the vulnerability and the resulting
impact from a successful compromise. Each risk is assigned a value of likelihood
and severity using the previous defined scales without take into consideration
security measures.

5.4 Assessment of Residual Electronic Payment Risks

Residual risks assessment estimates likelihood of threats which are not avoided
by security measures. It was done during working sessions with the concerned
assessors by combining inherent risks with security measures assessed using
maturity scale and types of index. After that, we obtain an assessment of residual
risks. Those values are called reference and they will compared to model values.

5.5 Application of the Model on All Electronic Payment Risks

For testing, we apply the model on each electronic payment risks and compare
the obtained values to values given by assessors which are called references values.
We remarked that model values are equal, upper or lower than reference values
but most model values are equal to reference values. Before approving the model,
we apply it on types of transaction, vulnerability and attack.
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5.6 Application of the Model on Types of Transaction

We test the model on 4 types of transaction (POS, ATM, internet and mobile)
regardless of the number of risks it contains. For this, we classify all electronic
payment risks by types of transaction before applying the model. After that, we
calculate for each types of transaction, the average of maturity by type of security
measures, identify the number of security measures and apply the proposed
model in order to obtain model values. The residual values and correlation rate
between model and reference are shown in the following Table 9:

Table 9. Comparison between Reference vs Model by types of transaction

Types of transaction Reference values Model values Residual values Correlation rate

ATM 7 6,63 −0.37 95%

POS 12 12,4 0.4 97%

Internet 9 9.33 0.33 96%

Mobile 8,47 8,13 −0.34 96%

As indicated in the table above, we can see that residual values between
model and reference by types of transaction are positive or negative. That means
model values are upper or lower than reference values. Also we remark that,
correlation rate by type of transactions vary between 94% and 97% with an
average which is equal to 96%. That means, model values are approximately
equal to reference values. So we can conclude that the results are satisfactory by
types of transaction.

5.7 Application of the Model on Types of Vulnerability

We also test the model on 7 types of vulnerability (site, data base, application,
network, hardware, software and users) regardless of the number of risks it con-
tains. For this, we classify all electronic payment risks by types of vulnerability
before applying the model. After that, we calculate for each type of vulnerabili-
ties, the average of maturity by types of security measure, identify the number
of security measures and apply the proposed model in order to obtain model
values. The residual values and correlation rate between model and reference
are shown in the following Table 10:

Table 10. Comparison between Model and Reference by types of vulnerability

Types of vulnerability Reference values Model values Residual values Correlation rate

Site 10.17 10 −0.17 98%

Data Base 6 6.4 0.4 94%

Application 7 7.26 0.26 96%

Network 9.58 9.16 −0.42 96%

Hardware 10 10.5 0.5 95%

Software 9 9.33 0.33 96%

Users 7.1 6.75 −0.35 95%
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As indicated in the table above, we can see that residual values between
model and reference by types of vulnerability are positive or negative. That
means model values are upper or lower than reference values. Also we remark
that, correlation rate by types of vulnerability vary 94% and 98% with an average
which is equal to 96%. That means for each types of vulnerability, model values
are approximately equal to reference values. Correlation rate average is the same
to the previous test because the tests are done on all electronic payment risks
and its value 96% shows that model values are globally equal to reference values.
So we can conclude that the results are satisfactory by types of vulnerability.

5.8 Application of the Model on Different Types of Attack

We finally test the model on 9 types of attack (social engineering, spoofing,
sniffing, spyware, mobile malware, web attacks, physical attacks, cryptanalysis
and others) regardless of the number of risks it contains. For this, we classify
all risks by types of attack before applying the model. After that, we calculate
for each types of attack, the average of control maturity, identify the number
of controls and apply the proposed model in order to obtain model values. The
residual values and correlation rate between model and reference are shown in
the following Table 11:

Table 11. Comparison between Model and Reference by types of attack

Types of attack Reference values Model values Residual values Correlation rate

Social engineering 7 6.7 −0.3 96%

Spoofing 6.35 6.11 −0.24 96%

Sniffing 10 9.83 −0.17 98%

Spyware 8 7.8 −0.2 98%

Mobile malware 6 6.28 0.28 96%

Web attacks 6 6.23 0.23 96%

Physical attacks 8.1 7.75 −0.35 96%

Cryptanalysis 9 9.26 0.26 97%

Others 7.58 7.16 −0.42 94%

As indicated in the table above, we can see that residual values between model
and reference by types of attack are positive or negative. That means model
values are upper or lower than reference values. Correlation rate by types of
attack vary 94% and 98% with an average which is equal to 96%. That means for
each type of attacks, model values are approximately equal to reference values.
Correlation rate average is the same because the tests are done on all electronic
payment risks and its value 96% shows that model values are globally equal to
reference values. So we can conclude that the results are satisfactory by types of
attack.
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5.9 Measurement of Time Saving

We finally measure the time saving provided by our model on deployment of
new security measures. As showed below in the table below, our model helps to
save 500 h for assessment of 100 electronic payment risks by 10 assessors. This
may be beneficial for banks because it helps to avoid wasting considerable time
during residual risks assessment and fraudsters are more and more innovative.
Time saving could be used to deploy new security measures because residual
threats must be eliminated by additional security measures in order to reduce
electronic payment risks to an acceptable level (Table 12).

Table 12. Time saving provided by our model

Electronic payment risk Time saving per assessor Time saving for 10 assessors

1 risk 30 min 50 h

20 risks 10 h 100 h

40 risks 20 h 200 h

60 risks 30 h 300 h

80 risks 40 h 400 h

p100 risks 50 h 500 h

6 Conclusion

Banks identify the various factors determining the electronic payment risks pro-
portion at higher degree and suggest protective measures to minimize risks
involved but the residual risk assessment method has many limits. The study
was taken with an objective to automatize calculation of security measures effect
on electronic payment risks. After model application and comparison with the
values given by assessors during work sessions, the obtained correlation rate is
96%. Our model provides time saving on deployment of new security measures
considering potential frauds which could lead to important financial losses. Also,
it helps to improve electronic payment security and to increase banks profit. In
our future works, we will try to reduce model parameters and apply it to others
banking risks.
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Abstract. In Cloud Computing environment, the availability, authentication and
integrity became a more challenging problem. Indeed, the classical solutions of
security based on intrusion detection system and firewalls are easily bypassed by
experienced attackers. In addition, the use of different technologies in term of
security didn’t mitigate the attack considerably. To achieve network system’s
security with the complexity and the diversity of attack types is too difficult and
costly. However, to make them more resistant to attacks, anomaly-based Intrusion
Prevention System (IPS) are used. Such systems take into consideration the prob‐
ability of legitimacy of a packet if it didn’t match any signature of malicious
packets. In this paper, a competitive normal form game is developed based on the
probability of packets’ legitimacy and the trust that an IPS has over the owner of
the packet. Furthermore, a decision is made about dropping, accepting or testing
packet in the network, and different Nash Equilibriums are calculated based on
the system’s parameters. Our approach demonstrated its feasibility in term of
prediction of the cases in which the system could be compromised and the actions
that should be performed in case of an intrusion.

Keywords: Cloud computing · Security · Anomaly-based IPS · Game theory
Nash equilibrium

1 Introduction

Cloud computing has recently emerged as a well evolved computer technology area.
According to the National Institute of Standards and Technology (NIST) [1] introduces
cloud computing as “a model for enabling convenient, on demand network access to a
shared pool of configurable computing resources (e.g., network, servers, storage, appli‐
cations and services) that can be rapidly provisioned and released with minimal manage‐
ment effort or service provider interaction.

In the last few years, Cloud Computing becomes more challenging in term of
security. Furthermore, different attacks bypassed easily the static measures of security
based on rules of a security policy or a signature database of malicious packets [2]. For
this reason different solutions as IPS that are proactive are developed. These types of
measures that not only alert in case of an attack but also suspect malicious behavior of
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packet and stop them are called an anomaly-based IPS [3]. Unlike Intrusion Detection
System (IDS) that detects known attacks effectively and cannot detect new ones without
the corresponding signature in the database [4]. For This reason, different methods based
on the legitimacy of a packet are developed. In this paper a game theoretic approach is
developed for an anomaly-based IPS in order to enhance network security. In this
context, a competitive normal form game with two players is proposed. This model uses
different parameters including the estimated loss of a malicious packet, the cost of the
attack, and the cost of testing or monitoring packet behavior and also the probability of
legitimacy in order to make a decision maximizing the utility of the defender.

In this paper, we propose a game-theoretical model to enhance the Cloud security
using anomaly based Intrusion Prevention systems to optimize the system behavior
against attack and derive the equilibrium conditions for the both players.

For this purpose, our main contributions are listed as follows:

• We applied the anomaly-based IPS to evaluate the legitimacy of a packet and to
determine the appropriate actions to play.

• We developed a non-cooperative game between two competing players (IPS and
attacker).
And we calculated the different Nash Equilibriums so as to define the optimal strat‐
egies to improve the defensive process.

• The outcome of the game is the probability distribution over the actions of the
defender and attacker with respect to the probability of legitimacy.

• We discussed the effectiveness of the proposed solution through some numerical
findings considering multiple system’s parameters for decision-making while maxi‐
mizing the defender’s utility.

This paper is organized as follows: In Sect. 2, previous works and research done based
on IPS are introduced. In Sect. 3, the security game model is introduced and is resolved
by finding the corresponding Nash Equilibriums according to the parameter system’s
variation. In Sect. 4, numerical results are used to prove the effectiveness of our model.
In Sect. 5, we finish by concluding and proposing an extension of our work.

2 Related Work

In the context of this work, various researches have been performed in order to enhance
security in a complex network environment based on stochastic modeling [5, 6].
However, stochastic modeling using Markov chain gives only idea about how the system
will converge and didn’t take into consideration the outside interaction of the system.

For this reason, the use of game theoretic approach gives more flexibility to interact
by choosing the appropriate action that maximizes the utility. Consequently, different
methods improved security by using normal form game [7, 8]. For example, in [7] a
normal form game is used in order to detect the potential attack that an attacker will
follow to compromise the system. Moreover, to predict the attack path, the model
described in [7] eliminates the inefficient measures of security such as migrating to an
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insecure server to mitigate attack. In addition, stochastic game is also used in order to
model attacker-defender interaction.

The authors in [14] have proposed an effective game theory-based false alarm mini‐
mization scheme for signature-based IDS. They have suggested a scheme that involves
a game theory-based correlation engine to correlate IDS alarms with network vulnera‐
bilities to reduce the false positive alarm rate of the IDS. They have modeled the attack-
defense interaction as a non-cooperative game. They have considered different strategies
for both attacker and IDS (defender) to analyze the Nash Equilibrium of the game and
construct a selection of the sensitive vulnerability of the network to be eventually corre‐
lated with the potential IDS alarms to define the final true positive alarms.

In [15], the authors have suggested to display honeypots into an Advanced Metering
Infrastructure where this latter presents an integration of many technologies that offer
suitable interactions between the consumers in the smart grid and third party systems.
They have presented a honeypot game to tackle DDoS attack and investigate some
strategies to find an optimal Bayesian Nash equilibrium between legitimate users and
attackers. Through some experiments, they validated the effectiveness of defense using
strategic honeypot Game model against DDoS attacks in the smart grid.

In [16], the authors have considered a set of mobile agents perform as the sensors of
invalid actions in the cloud environment. They get started a non-cooperative game with
the attacker and then compute the Nash equilibrium value and utility in order to distin‐
guish an attack from legitimate requests and make a decision about the intensity of attack
and its source. They simulated the proposed defense method and demonstrated its effi‐
ciency in attack detection with 86% precision and proved that the usage of mobile agents
offers a reduced system overhead and higher detection process.

In [9], a zero-sum stochastic game is developed to predict the adversary’s actions,
to determine vulnerable network assets and to suggest some measures of security. In
general, security games are a quantitative method to model this interaction [10]. In
another point of view, deep learning is a new approach that used anomaly-based IPS to
detect anomalies and classify them [13].

Even if anomaly-based IPS uses a game theoretic approach, the uncertainty about
the packet to be dropped or accepted still exists. In our proposed game, a non-cooperative
game model tries to give the probability that the suspected packed will be tested and
also the interval of legitimacy in which the packet is in order to compromise the system.
Thus, the test environment takes into consideration some facts about the owner of the
packet in order to make a decision. In general, this probability to accept the packet in
case of a test depends on the previous history of the user. Indeed, for users who manip‐
ulate a lot of malicious files they will have more probability that their processed packet
will be dropped unlike normal users. The objective behind the two probabilities
described above is to identify more precisely the type of the user interacting with the
network. In addition, an attacker model, which is more general than normal user model,
is used to illustrate the behavior of the types of users.
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3 Game Model Description

3.1 Game Formulation

The security game model proposed in this paper is a normal form game. This latter is a
non-cooperative game since no prior agreement has been done between the players. The
actions are taken simultaneously. Then according to this a payoff is distributed to players.
For this reason, a matrix representation is used to show the utilities of players based on
the profile played. In our model, two players are considered: an attacker and an IPS. The
game is defined as follows:

• The set of players I = {Attacker, IPS}

• The set of actions for each player
– SAttacker = {Malicious, Legitimate, Unknown}

– SIPS = {Drop, Accept, Test}

• The utility function for each player is detailed below in Table 1:

Table 1. Matrix representation of the game

IPS Attacker
Malicious Legitimate Unknown

Drop 0
−c

−p

−p

−𝛼p

−𝛼p − (1 − 𝛼)c

Accept −l

l − c

p

p

𝛼p − (1 − 𝛼)l

𝛼p − (1 − 𝛼)(l − c)

Test −𝛽l − CT

𝛽l − c

−CT

𝛽p

−𝛽(1 − 𝛼)l − CT

𝛽
[
𝛼p + (1 − 𝛼)l

]
− (1 − 𝛼)c

For example if the attacker chooses a malicious packet to send and the IPS accepts
this latter, the profile played is (Accept, Malicious). The corresponding utilities for each
player are illustrated above in the intersection of the third line and second column of the
matrix. In this case, the attacker has a positive utility equal to l − c in the other hand the
IPS will suffer a loss equal to −l.

The significance of the mathematical expressions used in utility of each player will
be detailed below.

In case when (Drop, Legitimate) is played, the malicious user will have a negative
payoff equal to −p since his request is dropped. Concerning the IPS utility, it’s the same
as the attacker since it’s a legitimate request that should be routed to a service. In addi‐
tion, the fact that this latter is negative and not positive is that the IPS is enabling to
differentiate between a malicious user and a normal one. Consequently, the action space
of the second player named: Attacker can take also into consideration the behavior of a
player without attention to compromise.

In reality, p represents the benefit from having a response to the request. The variable
c(resp.l) in the other expressions represents the cost of the attack (resp. the loss caused
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by the attack). The cost of testing a packet in an isolated environment in order to identify
its type is denoted CT. The parameter 𝛽 is the probability to accept a packet when it is
tested. For example, if 𝛽 = 0(resp.𝛽 = 1) the packet will be automatically dropped (resp.
accepted). The parameter 𝛼 is the probability of the unknown packet to be Legitimate.
For example, if 𝛼 = 0(resp.𝛼 = 1) it means that the packet is malicious (resp. Legiti‐
mate).

In general, the cost of the attack is lower than the estimated loss caused by this latter.
Moreover, the cost of the attack in this model is supposed to be greater than the benefit
gained from a legitimate request. In this case, we have: p< c< l.

Concerning the cost of testing, it’s lower than the loss l. We have: CT < p< l.
To summarize the hypothesis introduced above:

• 0 ≤ 𝛼 ≤ 1 and 0 ≤ 𝛽 ≤ 1
• 0< p< c ≪ l

• 0<CT < p< l

• For future use, the utility of the IPS (resp. attacker) is denoted UIPS

(
resp.UAttacker

)
.

3.2 Game Resolution

To solve a normal form game is to find the set of Nash Equilibrium. The formal defini‐
tions of a Nash Equilibrium and a strictly dominated strategy are as follows:

The notation s =
(
si, s−i

)
 is used instead of using s =

(
s1,… , sn

)
 and denotes the

action profile played by n players and s−i is the profile played without the player i.

• Definition (Strictly dominated Strategy and Nash Equilibrium)
– A strategy si ∈ Si of the player i is strictly dominated by s′

i
 if:

∀s−i ∈ S−i : ui(si, s−i)< ui(s
′

i
, s−i) (1)

– The profile strategy s∗ = ⟨s∗1,… , s∗
n
⟩ is a Nash Equilibrium if:

∀i ∈ I, si ∈ Si : ui

(
s∗

i
, s∗

−i

)
≥ ui

(
si, s∗

−i

)
(2)

The first inequality (1) signifies that a strictly dominated should never be played by
a rational player (which is the majority of the cases). Concerning the second inequality
(2), it indicates that given a profile s∗

−i
 the player is enabling to increase his payoff by

deviating from s∗
i
. It means that s∗ is the profile that maximizes the utility of all the

players.
In the rest of this section, a pure Nash Equilibrium (resp. Mixed Nash Equilibrium)

is denoted by NEpure

(
resp.NEmixed

)
. According to the variables of the game, the resolution

of this latter is as follows:
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• If c

l− p
> 1: Malicious and Unknown are two strategies that are strictly dominated by

Legitimate. As a result, the unique equilibrium with utilities of each player is:

NEpure = (Accept, Legitimate) (3)

{
UIPS = p

UAttacker = p
(4)

• If c

l− p
≤ 1: We have two cases.

– If 0< l − CT

l + p
<

l

l + 2p
<

CT

p
<

l + CT

l + p
< 1:

– We have a mixed Nash Equilibrium. In this case, the Attacker must randomize
in order to make the IPS indifferent to choosing either strategy. Formally,
this approach is translated by the following equation:

EUIPS(Drop) = EUIPS(Accept) ⇔

⎧
⎪
⎨
⎪
⎩

x =
2p

l + 2p

y = 1 − x =
l

l + 2p

(5)

The same reasoning goes with the IPS.

EUAttacker(Malicious) = EUAttacker(Legitimate) ⇔

⎧
⎪
⎨
⎪
⎩

x′ =
l − c − p

l − 2p

y′ = 1 − x′ =
c − p

l − 2p

(6)

As a result, we have:

NEmixed =
(
x′.Drop + y′.Accept, x.Malicious + y.Legitimate

)
(7)

{
UIPS = −x

′ .(1 − x).p + (1 − x′).
[
−l.x + (1 − x).p

]

UAttacker = x.
[
−c.x′ + (1 − x′).(l − c)

]
+ (1 − x).

[
−p.x′ + p.(1 − x′)

] (8)

–

If 0< CT

p
<

l

l + 2p
<

l − CT

l + p
<

l + CT

l + p
< 1:
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For ∀𝛼 ∈ [0, 1] and 𝛽 ∈ [0, 1]⧵
{

c

l − p

}
, we have a mixed Nash Equilibrium.

The same approach as described above can be used to obtain the explicit expres‐
sion of this latter as the players’ utilities.
• If 𝛽 =

c

l − p
and

(
𝛼 ∈

[
l

l + 2p
, (

1 − 𝛽)l − CT

((1 − 𝛽) l + p

]
or 𝛼 ∈

[
𝛽.l + CT

𝛽.l + p
, (

1 − 𝛽)l − CT

((1 − 𝛽) l + p

])
, we have a

pure Nash Equilibrium:

NEpure = (Test, Unkown) (9)
{

UIPS = −𝛽.(1 − 𝛼)l − CT

UAttacker = 𝛽
[
𝛼p + (1 − 𝛼)l

]
− (1 − 𝛼)c

(10)

4 Numerical Results

In order to illustrate the behavior of an attacker in front of an IPS based on a test envi‐
ronment and the measure of security that this latter should take, these values are used:
The values in (11) are taken in the same size as that in [11, 12].

L = 50, c = 5, p = 4 and Ct = 1. (11)

According to the figure above (see Fig. 1), for 𝛼 ∈ [0, 0.68] or [0.89, 1] the attacker
randomizes over the support {Malicious, Legitimate} with less probability to invest in
malicious packet. This is due to the awareness of the intrusion prevention system of the
malicious packets. In the other hand, for values of 𝛼 ∈ [0.68, 0.89], an unknown packet
is used with less probability to be harmful. The reason is that the packet will be processed
by the test environment. In addition, this gives an idea about the legitimacy of a malicious
packet in order to be tested than to be accepted. In another point of view, the interval
[0.68, 0.89] represents also vulnerability for a successful intrusion.

In the figure above (see Fig. 2), the utility of the attacker is negative for values of
𝛼 ∈ [0, 0.68] or [0.89, 1]. This proves that the attacker will not invest in packet having
legitimacy in these two intervals. Consequently, it will try to compromise the system by
using a packet representing legitimacy in [0.68, 0.89]. Indeed, for these values, its utility
is positive.

272 E. M. Kandoussi et al.



Fig. 1. Probability distribution over attacker’s actions with respect to the probability of
legitimacy 𝛼

According to the figure above (see Fig. 3), for 𝛼 ∈ [0, 0.68], the packet will be dropped
since it represents less legitimacy. Therefore, for 𝛼 ∈ [0.68, 0.89], the packet will be tested.
In addition, the value of 𝛽, translates in a sense the idea that the IPS has about the attacker.
Indeed, since this latter is small all packets that represent a threat will be dropped. In section
above, there is a Nash equilibrium that translates the behavior of a normal user. Conse‐
quently, the majority of his packets are accepted.

Fig. 2. Utility of the attacker with respect to the probability of legitimacy 𝛼
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Fig. 3. Probability distribution over defender’s actions with respect to the probability of
legitimacy 𝛼

Fig. 4. Utility of the defender with respect to the probability of legitimacy 𝛼

As illustrated above (see Fig. 4), the utility of the defender is negative for packet
representing less legitimacy below than 0.68. For value of 𝛼 ∈ [0.68, 0.89], the utility of
the defender increase greatly. The reason is that the IPS uses his test environment in
order to accept or drop the received packet in this interval. In general, the IPS without
a test environment will have a negative utility equal to −3.5. This proves the contribution
of testing in term of security. For value greater than 0.89, we have a negative utility this
is due to the attacker that randomizes over: {Malicious, Legitimate}. In case of the others
IPS without a testing environment as in [9], we will not have a growth of defender’s
utility for 𝛼 ∈ [0.68, 0.89].
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5 Conclusion and Future Work

In this paper, an intrusion prevention system based on a test environment is studied using
a game theoretic approach. Such a system uses a prior knowledge in order to make a
decision in terms of dropping, accepting or testing packet. The introduced model,
predicts the behavior of malicious packets that compromise the system even if they
behave legitimately. Unlike other static solutions which are based on a database signa‐
ture so as to drop or accept packets and in the majority of the cases are configured to
accept by default unknown ones, the proposed solution demonstrates its effectiveness
to detect the cases where the attacker uses malicious packets. As future work, we seek
to mitigate attack impact in cloud computing environment by using a dynamic game,
which behaves according to the history of the user in such a way as to maximize the
probability of detection and facilitates the decision-making.
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Abstract. As an important Cloud feature, security assessment has
attracted massive attention in the recent years. However, the broad
adoption of Cloud computing and its fast growth are raising critical
scalability issues for security assessment frameworks. In this work, we
addressed the scalability issue from different perspectives. First, we sug-
gested a decentralized multi-tenant security assessment tool, where both
the Cloud Service Providers (CSP) and tenants are able to perform secu-
rity assessment and mitigation. Secondly, the framework uses analytical
stochastic modeling altogether with dynamic programming (here, we use
value iteration algorithm) to find the optimal policy concerning the rout-
ing of security requests between different execution agents. Thirdly, we
designed an iterative heuristic algorithm that helps the CSP to improve
the system parameters to get better performance. The simulation results
have demonstrated the benefit of using our framework in terms of iden-
tifying the optimal routing policy of security requests and improving
system configuration.

Keywords: Security · Performance evaluation
Dynamic programming

1 Introduction

Cloud commuting models are evolving side by side with the clients’ needs in
terms of security, scalability, performance, and so on. Recently, multi-tenancy
has emerged as an essential feature that is broadly implemented in recent Cloud
platforms [12] to handle the growing size and the complexity of the tenants’
networked systems. Traditional security assessment tools are designed to oper-
ate in a centralized fashion. In other words, a monolithic software platform is
c© Springer International Publishing AG, part of Springer Nature 2018
A. Abraham et al. (Eds.): IBICA 2017, AISC 735, pp. 277–287, 2018.
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in place to perform all the security related operations, such as scanning Vir-
tual Machines (VMs), getting the reachability information, constructing attack
models, evaluating the system security, and selecting the appropriate counter-
measures. In Cloud computing, which is designed to handle multiple tenants and
a large amount of resources, monolithic design of security tools seems challenging
and not practical.

The aim of this work is to study the performance and optimize the resource
consumption of a SECurity as a Service (SECaaS) platform that will be used,
simultaneously, by the Cloud Service Provider (CSP) and tenants. The system
consists of a pool of security agents having different characteristics and differ-
ent categories of tenants that generate a workload of security requests. It is
practically common, in Cloud computing, that tenants are heterogeneous and
their requests may have different priorities. We enhanced our model to take into
consideration two categories of tenants (premium and standard), which have dif-
ferent priorities on the queues of two categories of security agents (premium and
standard). These agents have different characteristics, such as the performance
and the execution costs for each type of requests.

To optimize the security agents’ resource exploitation, we added to the system
model a set of controllers to route the security requests. The optimal routing
policy of requests is obtained dynamically using value iteration algorithm [15].
Furthermore, we have built an algorithm that uses the statistics concerning the
optimal policies and budget functions to determine which configuration will give
optimal resource exploitation and better performance.

The main contributions of this work are summarized as follows:

– Our framework addresses the security assessment’s scalability in multi-tenant
Cloud platforms by deploying distributed security agents.

– We used an analytical model to evaluate the performance of the entire security
system.

– We considered the resource limitation that security tools may encounter in
practice. Thus, we suggested a decision support tool to help the CSPs deter-
mine the system configuration that produces the optimal resource usage.

The rest of this paper is organized as follows. After presenting the related work
in Sect. 2, we show the system model in Sect. 3, we formulate the problem in
Sect. 4, we present the equivalent discrete-time time problem in Sect. 5, then we
introduce our algorithm concerning the system configuration enhancement in
Sect. 6, followed by the numerical results in Sect. 7, and finally, we conclude our
paper in Sect. 8.

2 Related Work

CSPs are aware of the importance of their infrastructures’ scalability, response
time, and reliability. In multi-tenant Cloud environments, many CSPs provide
security tools as a Cloud service.
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Security as a Service Models for the Cloud. Cloud computing model is
designed to enable resource sharing between different tenants at a large scale.
Accordingly, Varadharajan et al. [16] proposed a SECaaS model that CSPs pro-
vide to the Infrastructure as a Service (IaaS) tenants. Their work aims to extend
the CSPs’ control over the tenants’ infrastructures in the limit of their privacy
guidelines. Moreover, the tenants’ preference may vary from the use of their own
security tools to the entire reliance on the CSP’s security platforms.

Pawar et al. [13] suggested a SECaaS for multi-Cloud and federated Cloud
environments to protect data, applications, and hosts. Garfinkel et al. [4] pro-
posed an Intrusion Detection System (IDS) with Virtual Machine Monitor
(VMM) to detect attacks carried out on VMs. Unlike host-based IDS, the sug-
gested technique aims to inspect the VMs from the outside. This introspection
requires the ability to analyze the software running inside VMs which may not
meet the Tenant’s privacy requirement or allow an insider attacker to intro-
spect the tenants’ VMs. To make any introspection between the Tenants’ VMs
impossible, Some works [12,19] have addressed multi-tenancy in the Cloud using
nested virtualization, so tenants will be completely separated and the security
status of a tenant’s VM will not impact others.

Butt et al. [2] introduced a self-service Cloud computing to address the ten-
ant’s control flexibility over their VMs while ensuring their privacy and security.
Instead of using one entrusted domain (e.g., Xen dom0), the new privilege model
allows to have an administrative domain per each tenant. The privileged domain
separation has been also proposed by Yu et al. [18]. Mjihil et al. [11] addressed
the scalability issue in multi-tenant Cloud using decomposition techniques.

In all the previously suggested SECaaS frameworks, and to the best of our
knowledge, there is few work addressing the scalability issue and no analyti-
cal model is used to evaluate the performance and reliability of the suggested
security solutions. Instead, The authors used simulations and repeated real case
experiments.

Stochastic Models for the Cloud Performance Analysis. Some recent
research works have addressed the Cloud performance using different analytical
models. Ghosh et al. [5] have addressed the scalability of the Cloud IaaS using a
stochastic analytical model for performance quantification. they considered dif-
ferent pools of resources with different characteristics and a multilevel stochastic
IaaS model instead of single-level monolithic model. Accordingly, a later work [3]
addressed the same problem as [5] while the authors considered that all the pools
are in active state, arriving job will be affected only to the pools with non full
queues, and the heterogeneity of resources and workloads. Another distinguished
work [1] has addressed the Cloud data center performance and Quality of Service
(QoS) using Stochastic Reward Nets (SRNs).

3 System Model

Security assessment process generates an important amount of requests of differ-
ent types, each type has specific nature and different execution time. A security
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request can be a scan of a specific host or list of hosts, an investigation about
security policies or network configuration, countermeasure application, attack
model generation, security evaluation, or security metrics computation. In this
work, we consider all these requests as a unified security traffic, which have an
average arrival and service rates.

Using this framework, the CSP makes available a shared pool of security
agents to serve efficiently the security requests generated by different tenants.
As shown in Fig. 1, we consider two types of workloads (premium requests and
standard requests) and two categories of agents (main agent and standard agent).
These agents have queues of limited sizes and different service rates.

Premium Requests (PRs) arrive from a Poisson process at rate λp, and Stan-
dard Requests (SRs) arrive from a Poisson process at rate λs. The requests are
served at Main Agent (MA) and Standard Agent (SA) by exponential servers at
rate μm and μd respectively.

A controller is placed at the system’s input to control the arriving requests
depending on capacities and states of MA and SA. The premium requests are
whether accepted and allocated in MA’s queue or they are rejected. The standard
requests are whether routed to MA or SA, or rejected.

In main agent, the premium requests have priority over the standard requests.
When a premium request arrives to the main agent and finds a standard request
in service, it takes its place and puts it in the waiting line.

We maintain the system stable by ensuring that both MA’s queue and SA’s
queue are stable: λp + λs < μm and λs < μd.

Fig. 1. Shared pool of security agents with priority

4 Problem Formulation

The state of the system at time t, t ≥ 0, is defined by a stochastic process
(xt, t ≥ 0), where xt = (xp

t , x
s
t , x

d
t ). xp

t (respectively, xs
t ) is the total number of

premium requests (respectively, standard requests) in main agent at time t and
xd

t is the total number of standard requests in standard agent at time t.
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The state space is S = {0, 1, ..., Bm}2 × {0, 1, ..., Bs}, where Bm is the capac-
ity of the MA, and Bs is the capacity of the SA.

With each state x in S we associate a set of admissible actions D = {0, 1} ×
{0, 1, 2}. Thus, an admissible action at(x) = (ap

t (x), as
t (x)) in state x at time t,

with values in D is defined by at = (ap
t , a

s
t ) where

ap
t =

{
0, if the arriving PR is rejected;
1, if the arriving PR is accepted.

and

as
t =

⎧⎨
⎩

0, if the arriving SR is rejected;
1, if the arriving SR is routed to MA;
2, if the arriving SR is routed to SA.

Defining the action space to be the set A = DS , we can now represent an
Admissible Policy (AP) as an A-valued stochastic process π = (at, t ≥ 0). Let
P denote the set of all AP’s. A law of motion corresponding to a policy π is
specified by a transition probability P (y|x, at), x, y ∈ S, t ≥ 0, denoting the
conditional probability that the system moves to state y at time t+ when the
action at(x) is applied to it at time t, while in state x.

At each instant t, an instant cost C(xt, at) is incurred and it is given by:

C(xt, at) = cpx
p
t + λpξp1{ap

t=0} + cm
s (xp

t + xs
t ) + cd

sx
d
t + λsξs1{as

t=0}, (1)

where cp is the acceptance cost of the premium requests, cm
s (respectively, cd

s) is
the cost to pay for each routing of standard request to the main agent (respec-
tively, to the standard agent). ξp (respectively, ξs) is the rejection cost of pre-
mium requests (respectively, standard requests).

ξp > cp and ξs > cm
s > cd

s , and all these coefficients are positive real numbers.
Our objective is to find an optimal policy π minimizing the following dis-

counted cost:

lim sup
T→∞

Eπ

[∫ T

0

e−δtC(xt, at) dt

]
, (2)

where δ > 0 is the discount rate.

Remark 1. We assumed that ξp > cp (respectively, ξs > cm
s ) in order to exclude

the situation where the policy that rejects all premium requests (respectively,
standard requests) is optimal. And we assumed that cm

s > cd
s in order to exclude

the situation where the policy that sends all the accepted standard requests to
main agent is optimal.

An admissible policy π that assigns to each state x a fixed action a = πi and
always uses this action whenever the system is in state x is called a Stationary
Policy (SP) [15]. Let Ps ⊂ P denote the set of all SP’s.

We assert from Lippman [10] and Walrand [17] that an optimal policy exists.
Moreover, it is stationary.
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The inter-arrival and inter-departure times of the security requests are expo-
nentially distributed. Furthermore, the action set D is finite. The assumptions
of [10] (Theorem 1, p. 1229) and [17] (Proposition 8.5.3, p. 275) are thereby sat-
isfied, leading to our assertion above.

Hereafter, in view of our previous assertion, we restrict attention to stationary
policies and define the δ-discounted cost starting with initial state x associated
with the problem (2) by:

Jδ(x) = min
π∈Ps

Eπ

[∫ ∞

0

e−δtC(xt, at) dt

]
. (3)

The minimum cost in (3) can be expressed in an alternative form, which
facilitates further analysis. Let 0 = t0 < t1 < · · · < tn · · · be the (random)
instants in time denoting transition epochs of the system state (xt, t ≥ 0).

It is convenient to introduce at this point the δ-discounted expected cost
over the time-horizon [0, tn), with initial state x, and following a policy π in Ps,
namely,

V δ
n (x, π) = Eπ

[∫ tn

0

e−δtC(xt, at) dt

]
. (4)

Let
Jδ

n(x) = min
π∈Ps

V δ
n (x, π), n = 0, 1, ... (5)

Jδ
∞(x) = lim

n→∞ Jδ
n(x). (6)

In the same way as [8], we can prove that the minimum cost in (3) has the
alternative expression:

Jδ(x) = Jδ
∞(x), (7)

for every initial state x.
Let π∗ be an optimal stationary policy, Tp the total premium requests

accepted under the policy π∗, and Ts (respectively, Td) the total standard
requests routed to MA (respectively, routed to SA) following π∗. The utiliza-
tions of MA and SA denoted by ρm and ρd respectively are defined as follows

ρm =
Tpλp + Tsλs

(Tp + Ts)μm
, and ρd =

Tdλs

Tdμd
=

λs

μd
. (8)

5 The Equivalent Discrete-Time Problem

In this section, we convert the original continuous-time problem (2) into its
discrete-time equivalent by the standard procedure of uniformization [6,7,14].

By suitably introducing dummy departures as in [9,14], the inter-epoch inter-
vals are seen to be i.i.d. random variables with distribution:

P [tk+1 − tk > t] = e−t(λp+λs+μm+μd), k = 0, 1, ... (9)
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We consider the discrete time system obtained as in [7,14] by sampling the
original continuous-time system at its transition epochs. To this end, we intro-
duce the notation xk � xtk and ak � a(xtk) and define:

β =
λp + λs + μm + μd

λp + λs + μm + μd + δ
. (10)

We can now conveniently convert the continuous time optimization problem
into an equivalent discrete time problem. The β-discounted cost incurred by the
n-step discrete time system for the policy π is defined [7,14] as:

Ṽ β
n (x, π) = Eπ

x

[
n−1∑
k=0

βkC(xt, at)

]
. (11)

It then follows, as in [7,14], that

V δ
n (x, π) =

1 − β

δ
Ṽ β

n (x, π). (12)

Let
Ṽ β(x, π) = lim

n→∞ Ṽ β
n (x, π). (13)

We can now state the minimization problem (2) in terms of a discrete-time
problem of equivalent cost as follows. The minimum β-discounted cost for the
n-step and infinite horizon discrete-time systems, respectively, by:

J̃β
n (x) = min

π∈P
Ṽ β

n (x, π), (14)

and
J̃β(x) = min

π∈P
Ṽ β(x, π). (15)

Letting
J̃β

∞(x) = lim
n→∞ J̃β

n (x). (16)

As in previous section, we have

J̃β
∞(x) = J̃β(x), (17)

for every initial state x.
Finally, the equivalence in the sense of optimal discounted cost, between (2)

and the discrete-time formulation above, follows readily from (12) and (16) by
noting that:

Jδ(x) =
1 − β

δ
J̃β(x). (18)

Thus, we may restrict our attention hereafter to the discrete-time β-discounted
cost problem defined by (15). We can now proceed to develop the dynamic pro-
gramming equation for the problem (15). Walrand [17] (Proposition 8.5.3, p. 275),
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proves that J̃β(x) is the unique bounded solution of the following dynamic pro-
gramming equation:

J̃β(x) = min
π∈P

⎧⎨
⎩C(x, a) + β

∑
y∈S

P (y|x, a)J̃β(y)

⎫⎬
⎭ , (19)

where C(x, a) is the instantaneous cost and P (y|x, a) is the conditional proba-
bility (for the discrete-time problem) that the system moves to state y at time
n + 1 when the action a(x) is applied to it at time n while in state x.

6 System Configuration Enhancement

As we have proven, in Sect. 4, the existence of an optimal stationary (time-
independent) policy for our problem. This policy is a sequence of actions that
solve the dynamic programming Eq. (19). Algorithms, such as Value Iteration
Algorithm (VIA), Policy Iteration Algorithm (PIA), and Linear Programming
(LP) can all be applied to solve this equation (a.k.a. Bellman’s optimality equa-
tion). We use the VIA in our work because of its theoretical simplicity and ease of
implementation. The VIA yields the optimal stationary policy and correspond-
ing expected total costs for our optimization problem and, hence inserts those
results in a table called Lookup Table (LT).

Billing based on the resource consumption is one of the fundamental aspect of
Cloud computing. Here, the clients are characterized by their budgets. Following
are the budget functions for the premium and the standard categories of tenants,
receptively: Bp = ξp−cp and Bs = (ξs−cm

s )+(ξs−cd
s). We consider the constrains

mentioned in Remark 1 and that Bp > Bs.

Algorithm 1. System Parameters Re-configuration
1: Initialize Parameters(Parameters)
2: while Fixed Parameters is not full do
3: for all Parameters /∈ Fixed Parameters do
4: Current Parameter Range = Budget(Parameters)
5: for all Values of Current Parameter Range do
6: Statistics = V alue Iteration(Parameters)

7: NewPerformance =
[

B′
p

B′
p+B′

s
∗ PRM

]
+

[
B′

s
B′

p+B′
s

∗ (SRM + SRS)
]

8: if NewPerformance > OldPerformance then
9: Update Current Parameter and OldPerformance

10: end if
11: end for
12: if The Current Parameter is not updated then
13: add Current Parameter to Fixed Parameters
14: end if
15: end for
16: end while
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In this section, we suggest an iterative performance improvement procedure,
as described in Algorithm 1, to find the best system configuration. In this pro-
cedure, the decision routing statistics of the optimal polices and the budget
functions are used together to improve, in each iteration, one of the system’s
parameters (one of the decision costs) in function of the other parameters, which
are considered fix.

We measure the efficiency of the system configuration using the statistics
produced by the related optimal policy, so a better configuration improves the
percentage of the premium requests accepted in MA (PRM ) as well as the stan-
dard requests accepted in the MA (SRM ) and SA (SRS). In this metric, B′

p and
B′

s are the budget functions found in the preceding iteration.

7 Numerical Results

We consider in our simulation, fixed values of λp = 20, λs = 10, μm = 55, and
μd = 45. The Algorithm 1 improves the system parameters (cp, ξp, cm

s , cd
s , ξs).

Table 1 summarizes the results obtained from our suggested iterative algorithm.

Table 1. Configuration enhancement

Iteration Fixed parameters Optimized

parameter

Budgets Statistics Performance

Premium Standard SR M SR S PR M

1 cp = 2; ξp = 12;

cms = 2; cds = 0.5;

ξs = 4

– 10 5.50 30.88% 48.60% 32.09% 43.93

2 cp = 2; ξp = 12;

cms = 2; ξs = 4

cds = 0.3 10 5.70 30.48% 54.68% 32.09% 45.35

3 cp = 2; ξp = 12;

cd
s = 0.3; ξs = 4

cms = 0.6 10 7.10 48.06% 51.60% 53.61% 65.12

4 cp = 2; ξp = 12;

cm
s = 0.6; cds = 0.3

ξs = 4 10 7.10 48.06% 51.60% 53.61% 65.12

5 ξp = 12; cms = 0.6;

cds = 0.3; ξs = 4

cp = 0.5 11.5 7.10 42.38% 57.49% 98.53% 98.86

6 cms = 0.6; cds = 0.3;

ξs = 4; cp = 0.5

ξp = 10.5 10 7.10 42.38% 57.49% 98.53% 98.86

The algorithm was initialized with the configuration presented in the first
iteration, which gave low performance (43.93%). The second iteration updates
the parameters by optimizing cd

s while the others are fixed. The new configu-
ration with optimized cd

s (at value 0.3) gave a policy that increases SR S, and
enhance the performance (45.35%), with a very small increase in the budget
of standard tenants. In iteration 3, the parameter cm

s is optimized at value 0.6,
which gives a configuration that increases the amount of accepted requests, how-
ever the standard budget increased from 5.70 to 7.10, but the performance raised
to 65.12%. In the fourth iteration, we observed that ξs is already at its optimized
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value. Iteration 5 updated the configuration by optimizing cp at value 0.5, and
increased the performance by 33.74%, with PR M achieving 98.61%. In itera-
tion 6, the new value of ξp (10.5) provided a configuration that decreased the
premium’s budget while keeping the same performance.

We noticed, after just few iterations, that the system performance has
increased drastically while the budgets conserved their values or slightly changed.

8 Conclusion

This paper presents a security design framework that can assist the CSPs to build
scalable distributed security tools taking into account the resource optimization.
The system consists of multiple security agents dedicated to serve the security
requests generated by different types of tenants. These requests are routed to
the agents using the stationary optimal policy provided by the VIA. Moreover,
our framework helps the CSP to find better configuration to optimally use the
system resources and suggest appropriate utilization budgets. The simulation
results showed two facts. First, Finding the optimal routing policy is not enough
for the CSP, because the initialization parameters that can be chosen by an
expert may not be accurate, and hence produce poor performance. Secondly, our
technique helped improve the system performance and optimizing the tenants’
budgets. We envision that the proposed approach can be extended to address
further contemporary problems related to the scalability and load balancing.
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Abstract. Connected objects are more and more commonly used within different
type of organizations in order to collect, summarize and process data of diverse
terminals and devices; this concept is called Internet of Things (IoT). One of the
major concerns of IoT architectures is the security. In fact, the concept of gath‐
ering data from a large variety of objects brought a lot of capabilities and func‐
tionalities in terms of decision making, flexibility and improved services.
However, it brought also several security issues such as Authentication, Confi‐
dentiality and Integrity. In this work we are proposing a new approach of security
implementation in IoT architectures; this approach is based on our previous work
regarding Multi-view Web services and makes use of the previously proposed
mechanisms of dealing with end users needs and access rights. The proposed
architecture consists of the introduction of a new security layer that will receive
all kinds of messages and requests through the exposed Multi-view Web services,
analyze the access rights and messages subscription of the requestor and the object
and then relay the request to the appropriate object or service. This architecture
can be implemented in a Cloud infrastructure so as to centralize operations,
enhance reusability and reach a high level of availability.

Keywords: Internet of Things · Cloud · Multi-view Web services · Security layer
WADL · Architecture · Restful

1 Introduction

Information System architectures are moving fast. Indeed, each day a better solution is
proposed to deliver a high quality service to the customer anywhere, anytime and with
a responsive design according to the client environment. Therefore, the user experience
is improved permanently.

One of these most important concepts is IoT (Internet of Things) [6]. This concept
makes it possible for any electrical object to submit data about its identity, state and
environment or receive an instruction of state modification or any other such message.
This collected data is generally gathered and treated in dedicated Cloud platforms [11]
so as to make use of it in different manners and different contexts. However, for the time
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being, there is still a lack of standardization and security management of IoT objects
especially within critical organizations such as: Health, Governments, Industries, Mili‐
tary, Aviation …etc. And here comes a need to address this vulnerability using a control
mechanism that covers the whole IoT infrastructure (Objects, servers and applications).

In this work, we are proposing a new approach of handling the security issue of IoT
architectures through the Multi-view Web Services [1]. This approach consists of inte‐
grating a new security layer between the IoT objects and the Cloud infrastructure. The
security layer makes use of Multi-view Web Services as a key element of identifying
objects and defining the access rights and messages subscription between Objects and
the Cloud applications.

In fact, in the previous work [2], we proposed a Restful implementation of Multi-
view Web Services; this implementation brought many advantages such as: standardi‐
zation, automatic generation, compliance, flexibility, simplicity and portability. We will
go ahead in this work and make use of the Restful implementation of Multi-view Web
services to put in place the security layer within an IoT infrastructure.

In this work, we will take advantage of the work of [2] WADL implementation to
design a new security layer within an IoT – Cloud architecture. This layer provides a
security control through WADL Multi-view Web services generated based on the work
of [2] approach.

The remainder of this paper is organized as follow: In Sect. 2 we give a brief descrip‐
tion of the state of the art as well as a technology overview. Section 3 is dedicated to the
description of the problematic and our proposed approach to solve it. Then in Sect. 4
we highlight the advantages of our approach. Eventually, in Sect. 5 we conclude and we
give some perspectives.

2 State of the Art

2.1 Multi-view Web Services

The Multi-view concept has been introduced in several previous works, including [3],
and has been applied to many domains such as UML (Unified Modeling Language)
models and diagrams. This concept came up with a new way to deal with end users needs
and access rights since an early step of design and conception. Thus, it brought many
advantages mainly regarding security, homogeneity, and integrity as well as redundancy
elimination.

The concept of Multi-view relays on two paradigms principally:

• Views: A function or method that can be accomplished by at least one user at the
same time.

• Points of view: A set of views that can be accomplished by one or multiple users.

Web services have became a key component in nowadays Information System
architectures, and this is due to the important advantages that they bring, such as inter‐
operability, flexibility and reusability.

The work of [4] proposed an integration of the concept of Multi-view with Web
services through the notion of decomposition. It consists of the subdivision of the main
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Web services into Sub Web services (Views), and then gathering the Sub Web services
in groups of views (Points of view) so as to define for each user the group of views that
he is allowed to access.

Furthermore, in the work of [5], an implementation of Multi-view Web services has
been projected, it consists of an extension of the standard definition WSDL to a specific
new definition called WSDL-Us.

Moreover, in the work of [1] we proposed an improvement of the work [5] imple‐
mentation based on standard meta-rules of the transformation of any Views and Points
of view model to a standard WSDL definition automatically.

Then we went further in the work of [2] and gave a technology overview about Web
services and their basic architecture of use, we also highlighted the SOAP-based and
Restful-based implementations then we compared and contrasted both implementations
particularities.

Besides, in the work of [2] we came up with a new type of Multi-view Web services
WADL implementation that relays on Restful architecture style.

2.2 Internet of Things (IoT)

Internet of Things (IoT) [6] can be considered as the extension of the existing intercon‐
nection between devices, servers and workstations to a widespread interconnection
between objects. An object can be any electrical device capable of transmitting data to
indicate information or a state or receiving instructions to modify or adopt a particular
behavior.

IoT is used in large amount of professional domains and industries (Domestic,
Health, Transportation, Education, Smart Cities, Sensors, Robotics, Manufacturing,
Utilities, Logistics, retails, Public services …), and make it possible to handle data with
different ways (Machine learning, Big Data, Artificial Intelligence, Expert systems, …)
in order to take decisions and optimizing performance. Moreover, there are many
existing platforms and projects that put in place a practical approaches making use of
IoT mechanisms to create value for businesses and industries.

The concept of IoT brings a lot of advantages in terms of monitoring and managing
objects [8]. However, the implemented architectures still relay on manufacturers proto‐
cols and messages format. In fact, for the time being, there is a gap in standardization
and homogenization [7] of IoT communication means. Thus, the security issues (authen‐
tication, confidentiality, privacy and integrity) as well as performance and optimization,
remain among the most challenging subjects in IoT architectures [9, 10].

2.3 Security with IoT

Some previous works discussed several models and techniques to handle security over
IoT infrastructures. The work of [9] is one of them, in that work a single-sign-on schema
has been proposed. However, the proposed model depends on the IoT context and
requires a considerable effort to be put in place.

The work of [19] gave an analysis of security issues through several kinds of IoT
networks and architectures and this inside different layers of IoT communication
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solutions. Yet, this work did not propose a concrete new approach to address IoT security
issues.

Moreover, the work of [10] analyzed security issues that need consideration and
future work. This analyzes cover the IoT technologies, end users and Cloud providers
platforms.

In the work of [12], a meta-model supporting security services over the Cloud has
been proposed, as well as a discussion of SecaaS (Security as a Service) concept that
has emerged with the continuous growing of the Cloud open services and networks.
Nevertheless, this approach is Cloud service oriented and do not deal with all kinds of
IoT objects.

2.4 The Cloud Computing

The cloud computing is an on-demand service that provides computation, storage
and/or software resources through a dedicated infrastructure hosted on the Internet. This
service allows different types of organizations to outsource the local IT infrastructure
as to get access to the necessary Software/ Hardware without a large amount of invest‐
ment in Infrastructure, Servers, Applications and administration efforts [11].

In fact, the organizations are more and more using Cloud computing to pay as they
use Platforms and Application services. Thus, it became possible to pay as the required
need is growing and resize the dedicated capacity accordingly. It is also possible to
remotely Design, Build, Deploy and Manage the whole IT infrastructure hosted in the
cloud.

Cloud Computing brought many advantages such as simplicity, scalability, flexi‐
bility, costless, on-demand, remotely managed, outsourcing and Internet-based.

The Cloud network can be Private (works only for one organization and highly
secured), Public (Owned by a public service provider and allows high performance and
efficiency of resources) or Hybrid (a combination of a private and public Cloud).

The services provided in the Cloud infrastructure depend on the user’s needs. The
main service types are the following:

• IaaS (Infrastructure as a Service): This architecture provides computing and
storage power such as CPU, Memory and Networks capabilities. In this case a
complete access is given to the environment and Operating Systems; however, an
additional effort should be done to maintain and manage this environment.

• PaaS (Platform as a Service): This model provides a runtime environment to
develop, deploy and run homemade or acquired applications. The maintenance of the
applications is attributed to the customer.

• SaaS (Software as a Service): This model provides a set of ready to use applications,
the customer can reach the application wherever he is and take advantage of the
provider’s software updates and maintenance without dealing with the infrastructure
or the platform management. The customer will still need to manage the application
users and parameter settings.
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3 Problematic and the Proposed Solution

3.1 The Problematic

As organizations are becoming aware about the importance of the digital transformation
of the IT infrastructure with the aim of reducing costs, improve quality, deliver new time
to market services and enhance customer satisfaction, IoT has become one of the wide‐
spread concepts deployed broadly in different kind of organizations.

Hence, instead of hosting the whole IT infrastructure of IoT platform, organizations
resort to some services providers (such as Microsoft [18], Google [17], Amazon [13],
Heroku [14], …) to design, develop, deploy and maintain their IoT object’s monitoring
applications over the service provider’s Cloud Web platforms.

Whereof, a pressing must of security emerge with the need of controlling messages
transmitted between IoT objects and applications within the Cloud infrastructure.

In this work we propose to deal with this issue through the injection of a new security
layer (Fig. 1). This security layer is composed of Multi-view Web services engine which
is basically a set of separated bricks interacting with each other to control the access
rights in between IoT Objects and Cloud Applications. These bricks are presented in the
following subsections.

Fig. 1. Architecture schema of the Multi-view Web service security layer

3.2 Multi-view Proxy Interface

This bloc represents the interface between all IoT objects and the Cloud objects (which
can be an actual application or another object). Actually, this part contains one or more
Multi-view Web services (we recommend to define one Multi-view Web service per
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Object so as to simplify the implementation) that will receive all IoT object’s requests,
check the eligibility of each object according to the “Multi-view Objects matrix” and
relay the request to the Cloud application with the corresponding access rights or deny
the request in case insufficient rights.

The multi-view Web services are generated automatically and implemented with a
WADL definition by the means of the work of [2]. In fact, in this previous work [2] we
proposed automatic rules to generate Multi-view Web services WADL definition
according to a set of Views and Points of view.

In this case, IoT objects are considered as Users, then each IoT object has a Point of
view (a set of application’s functionalities that it has access to). Also, every application
is considered as a main Web service with one or more functionalities (Sub Web services)
that can be reached by one or a group of users (IoT objects). These Functionalities
constitute Views.

Therefore, all communications are achieved using Restful protocol, this protocol
have many advantages as highlighted in the work of [2], in the proposed architecture
(Fig. 2), we take advantage of the simplicity, lightweight, portability and standardization

GETWAY

Multi-view Web Service Security Layer

- Multi-view Proxy Interface
- Access rights (mapping Object-Service)
- Multi-view Objects Matrix

Rest Protocol
Rest Protocol

IoT Non-
Rest Objects

IoT Rest 
Objects

Cloud Platform
- Connect Objects
- Manage Objects
- Analyse Objects

Big Data

Monitoring and
VisualizationMachine Learning

Analytics

Services & Mobile 
applications

Dashboards

Other Objects

Fig. 2. Architecture schema of the multi-view IoT – Cloud security layer.
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of Restful architecture in addition to the fact that a lot of IoT objects can natively “talk”
Restful messages.

In case of none-restful objects, we are proposing to implement a Getway (Fig. 2)
that will catch the original message format (such as MQTT [6]) and then transform it to
Restful format before send it back to the “Multi-view Proxy Interface”.

In this interface we define all Application’s signatures (input and output parameters)
as well as the server binding information.

• IoT Objects repository: This bloc is administrated by a super user and it is dedicated
to define the total list of IoT objects as well as their specifications (identification,
states, description, context, usage…).

• Cloud Applications Directory: This bloc contains the overall set of Cloud Appli‐
cations that can be reached by objects or that can send instructions to objects. For
each application we may define information such as: Identity, usability, environment,
context of invocation, functionalities, server properties, methods, signatures.

• Message subscription: This section is used to dematerialize an affiliation of an
application or an object to a stream of information of another application or object.
This affiliation might be temporary or permanent and can be managed by the super
user. This kind of streaming is very useful in case of monitoring and supervising
objects using centralized dashboards.

• Multi-view Object’s matrix: Table 1 presented below is generated using the infor‐
mation of “Object Repository”, “Cloud Applications Directory” and “Message
subscription” and allows to define for each IoT object or Cloud application, which
Multi-view Web service to be used to communicate with another object or application
and with which parameters. Depending on the case, this communication can be
streaming information, an instruction, a warning, an alert, a notification or any kind
of such notices. These Multi-view Web services will be used by the “Multi-view
Proxy Interface” bloc to control the access rights and relay the request to the corre‐
spondent Cloud application server or IoT object accordingly.

Table 1. Multi-view Object’s matrix

IoT objects Cloud applications or objects
Application 1 Application 2 IoT object 6 …

Object 1 MVWS 11 MVWS 12 xxx …
Object 2 MVWS 21 MVWS 22 MVWS 26 …
…

Each Object has a Point of view (a set of Multi-view Web services allowing access
to application’s functionalities), and each application has one or more Views (function‐
alities that can be accessed by one or a group of users). A Point of view may be the same
for a group of objects.

Each functionality has a specific signature. If one functionality has different behav‐
iors depending on the IoT object, for every IoT object a Multi-view web service will be
created.
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3.3 The IoT – Cloud Architecture Schema

The architecture illustrated below (Fig. 2) demonstrates how the “Multi-view Web
Service Security Layer” interacts with the IoT objects and the Cloud Platform applica‐
tions. In fact, the “Multi-view Web services Security Layer” plays a central role in terms
of communication flow control and orchestration between IoT objects and the Cloud
applications.

This layer will handle all types of messages and instructions that could transit in the
middle of the overall architecture. The objects can be of any nature and of any activity
type such as: sensors, cars, cameras, airplanes, microcontrollers, lighting, radars, fridges,
TVs, wash machines…

The overall architecture is composed of the following elements:

• Non-Restful objects: IoT objects that are not capable of exchanging Restful
messages and can only communicate over a native protocol.

• Restful objects: Any device that can send and receive Restful protocol messages so
as to adopt a particular behavior, change the current state or send specific information
to drive a change to another IoT object.

• Getway: An intermediate bloc that represents a bridge for Non-Restful devices
allowing the transformation of the original messages to a Restful messages and vice-
versa.

• Cloud Platform: The centralized infrastructure which allows connecting, managing
and analyzing IoT Objects. Several free and paying solutions exist and propose
different kind of services with multiple SLA (Service Level Agreement), for instance:
Amazon Web Services [13], Heroku [14], ThingSpeak [15], Oracle IoT [16], Google
Analytics [17], Microsoft Azure [18], …

Applications that consume IoT object’s messages can be one of the following:

• Big Data: Analyze large amounts of data to find tendencies.
• Machine Learning: Artificial Intelligence bots that are capable of learning from data

so as to be able to simulate the human being intelligence and take decisions on him
behalf.

• Analytics: Reporting about the main indicators of the activity, generally it concerns
the KPIs (Key Performance Indicators) of the organization.

• Services: Any kind of services that needs an IoT object to provide accurate infor‐
mation (for example a public weather Web service may need thermo sensors to
provide the actual information about temperature).

• Service and Mobile applications: All kind of mobile phone or tablet applications.
One of the most common recent usages is Chat bots and Script bots.

• Dashboards: Business Intelligence indicators related to the business strategy, for
instance financial, schedule or quality forecasts.

• Monitoring and Visualization: All kind of supervision equipments, audio or video
streaming terminals (screens, voice alerts …).

• Other objects: IoT objects may need to send information or an instruction to another
IoT object.
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4 The Advantages of the Proposed Architecture

In this work we proposed a security layer based on Multi-view Web services model.
This layer is used to secure communication between IoT objects and applications within
a Cloud environment.

This approach brings several enhancements in terms of messages exchanging control
and regulation. We can cite the followings among others:

• As our approach improve the security within IoT – Cloud architecture, this may
encourage more organizations to resort to IoT deployment and then take advantage
of all gains and benefits that this concept allows.

• Since the communication is Restful-based, and Rest is widely used, the deployment
of the proposed architecture will be easy to implement inside the existing IoT and
Cloud platforms, also Restful messages are lightweight and then do not require a
large bandwidth.

• The proposed schema covers the overall communications between IoT objects and
Cloud application, and then they will be an optimization of the traffic. In fact, every
application will subscribe only to the required information instead of receiving all
messages broadcasts and then sort data according to the needs.

• The Cloud infrastructure will make it possible to develop and manage application
remotely without considering the platform or networking maintenance and then
improve cost effectiveness.

• The Cloud application’s community is very active and proposes each day noticeable
improvements in the existing applications or new business processes applications.
Then we can make use of this synergy in order to deploy easily and securely more
applications and functionalities.

• The Multi-view Web services bring flexibility, reusability, portability, compatibility,
interoperability, security, standardization and self-validated as long as they are
generated automatically.

5 Conclusion and Future Work

We proposed in this work a new way to secure IoT objects exchanges within a Cloud
platform using the Multi-view Web Services security layer. This architecture combines
IoT objects and Cloud platforms and make use of Restful implementation of Multi-view
Web services to control data transitions as well as the objects access rights. Thus, the
proposed approach allowed more security, flexibility, performance and centralized
control.

As a future work, we will go ahead and prototype IoT object’s interactions with the
Cloud applications through the Multi-view Web services security layer. We will also
take some study cases as a PoC (Proof of Concept) and PoV (Proof of Value) of the
proposed architecture.
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Abstract. Access control protects systems’ resources against unautho-
rized access via a set of policy rules. In distributed environments, access
control policies might be aggregated from multiple tenants and could be
managed by more than one administrator. Therefore, errors in the rules
definitions may compromise the system security by leading to unautho-
rized access or denying authorized access. This may result into anomalies,
i.e. conflicting rules and redundant rules. In this paper, we propose an
approach to detect and resolve anomalies in XACML (eXtensible Access
Control Markup Language) policies. We introduce the concept of a rule
access domain, which is used to accurately identify and resolve policy
anomalies.

Keywords: XACML policies · Clustering · Anomaly detection
Anomaly resolution · Access domain

1 Introduction

Distributed computing environments (e.g. Cloud Computing) offer various ben-
efits to users, such as scalability, elasticity and flexibility. However, due to the
current big data exponential growth, the regulation of resources managed by
such environments raises multiple security challenges. Hence, users need autho-
rization systems to help them share their resources, data and applications with
a large number of users without compromising security and privacy. Access con-
trol models have been suggested to deal with such requirements. Access control
models are concerned with determining the allowed activities of legitimate users,
mediating attempt by a user to access a resource in a given system.
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In large collaborative platforms, access control policies might be aggregated
from multiple tenants and could be managed by more than one administrator.
Therefore, errors in the rules definitions may compromise the system security by
leading to unauthorized access or denying authorized access. This may result
into anomalies, i.e. conflicting and redundant rules. Detecting and resolving
automatically such anomalies in large sets of complex policies is of fundamental
importance.

The authors of [1] proposed a method to detect anomalies within XACML
(eXtensible Access Control Markup Language) policies. The proposed method is
based on segmenting the policy into clusters before detecting anomalies within
each cluster. Given an XACML policy, they proceed as follows: (1) extract the
rules of the XACML policy, (2) compute a similarity score for each pair of rules,
(3) regroup similar rules into the same cluster. Finally, (4) detect anomalies
within each cluster [1]. This approach is justified by the fact that the probabil-
ities of anomalies between similar rules are much lower than the probabilities
of anomalies between non-similar rules. The results obtained in [1] demonstrate
the correctness of this approach.

In the present paper, we first reformulate in Sect. 4 the definition of anomalies
by using the concept of rule access domain, and then in Sect. 5 we improve [1]
by proposing a method that not only detects anomalies, but also resolves them.

The rest of the paper is organized as follows: Sect. 2 presents related work.
In Sect. 3 we overview XACML policies. In Sect. 4, anomalies are formulated by
using the concept of rule access domain, and then Sect. 5 presents an iterative
procedure to detect and resolve anomalies in a cluster. Finally, the conclusion
and expected future work are drawn in Sect. 6.

2 Related Work

Various conflict detection strategies have been proposed [5,7,8]. They are based
on different techniques: Answer Set Programming, UML, and coq, to repre-
sent the policy and then detect different types of anomalies such as conflicting
rules, redundancy, inconsistency, etc. However, these proposed strategies do not
resolve the detected anomalies. The resolution of such anomalies was already
handled by XACML itself. In fact, XACML offers a set of rule combining algo-
rithms (RCA) [9] to overcome the issue of conflicting rules. The RCA are: Deny-
Overrides, Permit-Overrides, First Applicable and Only-One-Applicable. The
first two algorithms are trivial. For instance, permit-overrides returns permit if
one of the conflicting policies evaluates to permit. Otherwise, the result is deny.
First applicable returns the result of the first policy that matches the request.
Only-one applicable obligates the system to have one and only one policy that
matches the request, otherwise the system returns Not-applicable. However, the
RCAs need to be defined manually by the policy administration. Moreover, only
one RCA can be applied to all kinds of identified anomalies. Therefore, this tech-
nique remains static and cannot be applied to distributed and dynamic systems.
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In the other hand, some XACML policy evaluation engines, such as Sun PDP
[6] and XEngine [4], have been developed to handle the request/policy evalua-
tion. These implementations can detect conflicts by checking if a request matches
multiple rules with different effects, then conflicts are resolved by one predefined
XACMLs Policy Combining Algorithms (PCA) which allows the policy adminis-
trator to apply one strategy for all the identified conflicts. In contrast, XAnalyzer
[3] provides policy analysis at policy design time and gives the designer the abil-
ity to choose the adequate PCA for each specific policy. However, these systems
are based on the intervention of the designer or the administrator to set up the
adequate combining algorithm.

The authors of [1] present a method to detect anomalies within XACML
policies, that takes into account a large set of rules and attributes. It proposes
an anomaly detection method performed in each cluster of rules, instead of the
whole policy set, which implies less processing time. In the present paper, we
generalize [1] by proposing a method that not only detects anomalies, but also
resolves them.

3 Preliminaries

3.1 XACML: Overview

XACML defines a policy language using attributes of requester, resources, and
environment. It provides an authorization architecture which supports Attribute-
Based Access Control [10]. An XACML policy is composed of a Target, that
identifies the capabilities that should be exposed by the requester (the tar-
geted resources for example), and a set Rules. The Targets values are compared
against the XACML request values. If the request attributes match the Targets
attributes, the policy will be further evaluated using the Rules component, else
the XACML engine decides that the request is not applicable to the policy.

3.2 Expression and Semantics of Rules

In an XACML policy, each rule has three categories of attributes: subject,
resource and environment. A rule is specified by a condition and an action deci-
sion, the latter being noted Xact, where X is a decision Permit or Deny, and
act is a set of actions. Permitread and Denywrite are two examples of action
decisions.

The condition (or profile) of a rule is specified by one or several assignments
att ∈ Vatt, where att identifies an attribute and Vatt is a set of possible val-
ues of att. There is at most one assignment for each attribute. The absence of
assignment for an attribute att means the implicit existence of the assignment
att ∈ ALLatt, where ALLatt denotes the set of all possible values of att. The
assignments corresponding to the same category are separated by a comma “,”,
while a semicolon “;” means the passing to the next category. An access request is
defined by attribute values (at most one value for each attribute) and one action.
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We say that a value v of an attribute att satisfies an assignment att ∈ Vatt of
a rule ri, if v is an element of Vatt. We say that an access request R matches a
rule ri (we can also say ri matches R) if every attribute value of R satisfies the
corresponding assignment of ri.

Consider a rule ri whose action decision is Xact. The semantics of ri is as
follows: for any access request R that matches ri and whose action a belongs
to act, the decision X is made for the action a. The formal expression of a rule
profile is therefore as follows:

Xact(att1 ∈ Vatt1 , att2 ∈ Vatt2 , ..., attn ∈ Vattn)

Example 1: Permitread (position ∈ {Doctor}, specialist ∈ {Generalist}, team ∈
{Oncology}, experience ∈ {+10}, grade ∈ {Registrar}, department ∈ {oncology};
type ∈ {PR/CAT}, formatType ∈ {AST}, degreeOfConfidentiality ∈ {Secret};
organisation ∈ {EMS}, time ∈ [8:00, 12:00]). The attributes of the Subject
category are: position, specialist, team, experience, grade, department. The
attributes of the Resource category are: type, formatType, degreeOfConfiden-
tiality. The attributes of the Environment category are: organisation, time.

4 Formal Definitions of the Considered Anomalies

Anomalies are patterns in data that do not conform to a well-defined notion of
normal behavior [2]. In XACML policy, an anomaly in a policy P is defined as
the existence of access request matching several rules of P . We have considered
two types of anomalies:

– A redundancy occurs when there exist useless (or redundant) rules, i.e.
rules whose removal does not modify the behavior of the policy. We consider
redundancy as an anomaly, because it may affect the performance of a policy,
since verifying if an access request respects a policy depends on the size of
the policy.

– A conflict occurs when there exist two or more rules that generates contra-
dictory decisions on an access request, e.g. Permitread and Denyread.

4.1 Access Domain and Compatible Rules

We have seen that a rule is expressed in the form Xact(att1 ∈ Vatt1 , att2 ∈
Vatt2 , ..., attn ∈ Vattn). For the purpose to prepare a clear approach of anomaly
resolution in Sect. 5, we reformulate equivalently a rule in the following form:
Xact((att1, att2, ..., attn) ∈ Vatt1 ×Vatt2 ×...×Vattn). That is, instead of specifying
separately a set of values for each attribute atti, we specify a unique a set of
values for the n-tuple (att1, att2, ..., attn) of all attributes. Such a set is called
access domain of r and noted ADr. So a rule r can be simply expressed in the
form r = Xact((att1, att2, ..., attn) ∈ ADr). For simplicity, we sometimes note it
r = Xact(ADr).
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4.2 Redundancy

Consider two rules ri = Xa(ADri
) and rj = Xb(ADrj

). ri is redundant to rj

iff:

– ADri
⊆ ADrj

, intuitively rj matches all requests matched by ri, and
– a ⊆ b.

Intuitively, every decision taken by ri on any request is also taken by rj .
Therefore, ri is useless and hence can be removed from the policy.

Example 2: Consider the following rules r1 and r2:

– r1: Permit{read,write}((position; fileType; time) ∈ {Doctor, Nurse} × {Source,
Documentation} × [8:00, 18:00]).

– r2: Permit{read}((position; fileType; time) ∈ {Nurse} × {Documentation} ×
[8:00, 18:00]).

r2 is redundant to r1, because ({Nurse} × {Documentation} × [8:00, 18:00])
⊂ ({Doctor, Nurse} × {Source, Documentation} × [8:00, 18:00]) and {read} ⊂
{read, write}.

4.3 Conflict

Consider two rules ri =Xa(ADri
) and rj =Yb(ADrj

). ri and rj present a conflict
(or are conflicting) iff:

– ADri
∩ ADrj

�= ∅
– X �= Y , and
– a ∩ b �= ∅ (i.e. a ∩ b contains actions that are at the same time permitted by
ri and forbidden by rj).

Example 3: Consider the following rules r1 and r2:

– r1: Deny{read}((position; fileType; time) ∈ {Doctor, Nurse} × {Source, Doc-
umentation} × [8:00, 18:00]).

– r2: Permit{read,write}((position; fileType; time) ∈ {Nurse} × {Documentation} ×
[8:00, 18:00]).

r1 and r2 are conflicting, because their access domains are not disjoint, while
the action read is permitted by r2 and forbidden by r1.

5 Anomaly Detection and Resolution

In this section, we describe how to detect and resolve the two types of anomalies
mentioned in the previous section.
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5.1 Detection and Resolution of Redundancy Between Two Rules

The response time of a policy to an access request depends on the number of
rules to be parsed in the policy. So redundancy (i.e. existence of useless rules)
may affect the performance of a policy, and hence is treated as an anomaly.
Thus, removing redundancies is considered as one of the effective solutions for
optimizing XACML policies and improving the performance in policy decision
time.

Given two rules ri =Xa(ADri
) and rj =Yb(ADrj

), ri is detected to be redun-
dant to rj if the two conditions of Sect. 4.2 are satisfied. The resolution of that
anomaly consists in removing the redundant rule.

Example 4: Consider the previous Example 2 where we have shown that r2 is
redundant to r1:

– r1: Permit{read,write}((position; fileType; time) ∈ {Doctor, Nurse} × {Source,
Documentation} × [8:00, 18:00]).

– r2: Permit{read}((position; fileType; time) ∈ {Nurse} × {Documentation} ×
[8:00, 18:00]).

Hence, resolution of this redundancy consists in removing r2.

5.2 Detection and Resolution of Conflict Between Two Rules

Let us first define the following notations, given two rules, r1 and r2, whose
actions decision are Xa and Yb respectively:

– Common domain: CD = ADr1 ∩ ADr2

– Common actions: CA = a ∩ b

Given two rules ri =Xa(ADri
) and rj =Yb(ADrj

), a conflict is detected if the
three conditions of Sect. 4.3 are satisfied. The resolution of the detected conflict
is realized as follows:

Permissive strategy: r1 is not modified and r2 is replaced by the following
two rules:

– r′
2 = Denyb(ADrj

\ CD)
– r′′

2 = Denyb\CA(CD)

Intuitively, the unique modification that has been done is not denying the com-
mon actions of r1 and r2 for requests matching both r1 and r2. It is easy to
check that r1, r′

2 and r′′
2 are conflict-free with each other.

Restrictive strategy: r2 is not modified and r1 is replaced by the following
two rules:

– r′
1 = Permita(ADri

\ CD)
– r′′

1 = Permita\CA(CD)
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Intuitively, the unique modification that has been done is not permitting the
common actions of r1 and r2 for requests matching both r1 and r2. As in the
permissive strategy, it is easy to check that r′

1, r
′′
1 and r2 are conflict-free with

each other.

Example 5: Consider the following rules r1 and r2:

– r1: Permit{read,write}((position; fileType; time)∈ {Doctor, Nurse}×
Documentation} × 8:00, 18:00]).

– r2: Deny{read,create}((position; fileType; time)∈ {Nurse} × {Documentation} ×
[8:00, 18:00]).

The access domains of r1 and r2 are:

– ADr1 = {Doctor, Nurse} × {Documentation} × [8:00, 18:00].
– ADr2 = {Nurse} × {Documentation} × [8:00, 18:00].

Common access domain: CD = ADr1 ∩ ADr2 =ADr2

The resolution is as follows:

Permissive strategy: r1 is not modified and r2 is replaced by:

– r′
2 =Deny{read,create}((position; fileType; time)∈ ∅), so this rule is not con-

sidered since its access domain is empty;
– r′′

2 =Deny{create}((position; fileType; time)∈ {Nurse} × {Documentation} ×
[8:00, 18:00]).

Restrictive strategy: r2 is not modified and r1 is replaced by:

– r′
1 =Permit{read,write} ((position; fileType; time)∈ {Doctor} × {Documentation} ×
[8:00, 18:00]).

– r′′
1 =Permit{write}((position; fileType; time) ∈ {Nurse} ×{Documentation} ×

[8:00, 18:00]).

5.3 Anomaly Detection and Resolution in a Cluster of Rules

Anomaly detection and resolution in a cluster is an iterative process that consists
in verifying the existence of anomalies and, if any, in modifying the rules of the
cluster until all the obtained rules are anomaly-free. The approach consists in
first constructing a graph (Algorithm 1) where each node represents a rule, and
each node is connected to all other nodes. A link between two nodes r1 and r2
means that we have to verify if there is an anomaly between r1 and r2, and
resolve it, if any. Then, the anomaly detection and resolution (Algorithm 2) will
verify and modify iteratively the graph until we obtain a graph of nodes without
any link, which means that we have obtained an anomaly-free set of rules. At
each iteration of Algorithm 2, the anomaly resolution is applied to a pair of
linked nodes r1 and r2 as explained below.
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Algorithm 1. Graph Construction
Input: Cluster of rules (Ck)
Output: Graph G(N) N: Set of nodes
1: procedure GraphConstruct(Ck)
2: for r ∈ Ck do
3: n.rule=r; N.add(n) � create a node for each rule.
4: end for
5: for a pair (ni, nj) ∈ N do
6: ni.linkTo(nj) � link all the created nodes.
7: end for
8: return G(N)

9: end procedure

If we detect that r1 is redundant to r2, then resolution consists in removing
the node of r1 from the graph (lines 4–8 of Algorithm 2).

If a conflict between r1 and r2 is detected, we have seen in Sect. 5.2 that
there are two strategies:

In the permissive strategy (lines 15–17 of Algorithm 2), r1 is not modified
and r2 is replaced by r′

2 and r′′
2 . The graph is then updated as follows:

1 - In the node of r2, replace the AD and act of r2 by the AD and act of r′
2.

2 - Create a new node that contains the AD and act of r′′
2 , and link this node

to all the nodes of the graph, except those of r1 and r2.
3 - Remove the link between the nodes of r1 and r2, because there is no anomaly

between them (after the modification of r2 in Point 1).

In the restrictive strategy (lines 18–20 of Algorithm 2), r2 is not modified
and r1 is replaced by r′

1 and r′′
1 . The graph is then updated as follows:

1 - In the node of r1, replace the AD and act of r1 by the AD and act of r′
1.

2 - Create a new node that contains the AD and act of r′′
1 , and link this node

to all the nodes of the graph, except those of r1 and r2.
3 - Remove the link between the nodes of r1 and r2, because there is no anomaly

between them (after the modification of r1 in Point 1).

If no anomaly is detected between a pair of linked nodes r1 and r2, the res-
olution algorithm simply removes the link between r1 and r2 (lines 29–30 of
Algorithm 2). Also, remove any node whose rule has an empty access domain or
empty set of actions (lines 22–26 of Algorithm 2).

Example 6: Consider a cluster consisting of the following four rules:

– r1 = Permit{read,write} ((position; fileType; time) ∈ {Doctor, Nurse}×
{Documentation} × [8:00, 18:00]).

– r2 = Permit{read} ((position; fileType; time) ∈ {Nurse} × {Documenta-
tion} × [8:00, 18:00]).

– r3 = Deny{read,delete} ((position; fileType; time) ∈ {Nurse} × {Source, Docu-
mentation} × [8:00, 18:00]).
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Algorithm 2. Anomaly Detection and Resolution
Input: Cluster of rules (G(N))
1: procedure AnomalyResolution(G(N))
2: while G contains a pair (n1, n2) of linked nodes do
3: if n1.rule.decision = n2.rule.decision then
4: if n1.rule.setOfActions ⊆ n2.rule.setOfActions then � REDUNDANCY
5: N.remove(n1)
6: elseif n2.rule.setOfActions ⊆ n1.rule.setOfActions
7: N.remove(n2)
8: end if
9: elseif n1.rule.decision �= n2.rule.decision and � CONFLICT
10: n1.rule.setOfActions ∩ n2.rule.setOfActions �= ∅
11: np = the node in {n1, n2}; np.rule.decision = Permit
12: nd = the node in {n1, n2}; nd.rule.decision = Deny
13: CD = np.rule.accessDomain ∩ nd.rule.accessDomain
14: CA = np.rule.setOfActions ∩ ndrule.setOfActions
15: if Permissive strategy then
16: nd.rule.accesDomain = nd.rule.accesDomain\CD � r′

2
17: add new node nn; nn.rule = (Deny, nd.rule.setOfActions\CA, CD ) � r′′

2
18: elseif Restrictive strategy
19: np.rule.accesDomain = np.rule.accesDomain\CD � r′

1
20: add new node nn; nn.rule = (Permit, np.rule.setOfActions\CA, CD ) � r′′

1
21: end if
22: for every node n ∈ {np, nd, nn} do
23: if n.rule.accesssDomain=∅ or n.rule.setOfActions∅ then
24: N.remove(n)
25: end if
26: end for
27: if nn has not been removed then
28: link it to all the other nodes of the graph
29: elseif np and nd have not been removed
30: remove the link between them
31: end if
32: end if
33: end while
34: return G(N) � Returns the modified graph G(N)
35: end procedure

– r4 = Deny{write,create} ((position; fileType; time) ∈ {Nurse} × {Source, Doc-
umentation} × [8:00, 18:00]).

Since we consider a cluster of four rules, we get the 4-node and 6-edge Graph 1
of Fig. 1.
First iteration: Let us consider the pair (r1, r2) of Graph 1. Since ADr2 ⊆ ADr1

and {read} ⊆ {read, write} thus, r2 is redundant to r1. The resolution procedure

Fig. 1. Constructed graphs from Algorithm 2
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will remove r2 and its edges from Graph 1. We obtain Graph 2 of Fig. 1.

Second iteration: Let us consider the pair (r1, r3) of Graph 2.
Since ADr1 ∩ADr3 = {Nurse} × {Documentation} × [8:00, 18:00] �= ∅, a con-

flict is detected between r1 and r3. If we use the permissive strategy, we keep r1
and r3 is replaced by:

– r′
3 = Deny{read,delete}((position; fileType; time) ∈ {Nurse} × {Source}× [8:00,

18:00]);
– r′′

3 = Deny{delete}((position; fileType; time) ∈ {Nurse} × {Documenta-
tion} × [8:00, 18:00]).

We then obtain Graph 3 of Fig. 1.

Third iteration: Let us consider the pair (r1, r4) of Graph 3.
Since ADr1 ∩ ADr4 = {Nurse} × {Documentation} × [8:00, 18:00]) �= ∅, a

conflict is detected between r1 and r4. If we use the permissive strategy, we keep
r1 and r4 is replaced by:

– r′
4 = Deny{write,create}((position; fileType; time) ∈ {Nurse} × {Source} ×

8:00, 18:00]).
– r′′

4 = Deny{create}((position; fileType; time) ∈ {Nurse} × {Documenta-
tion} × [8:00, 18:00]).

We obtain Graph 4 of Fig. 1.

Iterations 4 to 7: The connected pairs of Graph 4 are (r′
3, r

′′
4 ), (r′′

3 , r′
4), (r′

3, r
′
4)

and (r′′
3 , r′′

4 ). For each of these pairs, the intersection of access domains or the
intersection of sets of actions is empty. Therefore, their four links are removed
through the four iterations 4 to 7. We obtain Graph 5 of Fig. 1, that has no link.
Therefore, the algorithm terminates.

6 Conclusion

Access control policies might be aggregated from multiple parties and could be
managed by several administrators. Therefore, the definition of the policy rules
might contain several anomalies, which leads to high implementation complexity,
as well as affects the performance of the policy execution. In this direction, we
propose an approach to detect and resolve anomalies in XACML policies. We
introduce the concept of policy rule access domain, which is used to identify
and resolve effectively policy anomalies. As future work, we aim to integrate
the proposed anomalies resolution method within our existing implementation
of anomaly detection.
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Abstract. One of the critical steps in designing a secure biometric system is
protecting the templates of the users. If a biometric template is compromised, it
leads to serious security and privacy threats because unlike passwords, it is not
possible for a legitimate user to revoke his biometric identifiers and switch to
another set of uncompromised identifiers. This work propose a new cancelable
biometric template using visual cryptography (VC) for preserving privacy to
biometric data such as finger-vein. The finger vein template is divided into two
noisy images, known as shares, using VC, where one share is stored in the system
database and the other is kept with the user on a smart card. The private image
can be revealed only when both shares are simultaneously available at the same
time. The individual share images do not reveal the identity of the private image.
We experimentally evaluate performance of the proposed scheme. The evaluation
is performed based on the two metrics: (i) False Acceptance Rate (FAR), and (ii)
False Rejection Rate (FRR).

Keywords: Biometric · Authentication · Template protection · Privacy
Visual cryptography · Finger vein

1 Introduction

Using biometric authentication compared to traditional authentication, like password or
token, has the advantage of security: they in fact (i) cannot be lost or forgotten. (ii) are
very difficult to copy or share. (iii) are extremely hard to forge or distribute. (iv) cannot
be guessed easily. Unfortunately recently, protecting biometric templates has become
an issue. In a client/server-type biometric authentication system, biometric templates
are stored in a database on the authentication server. In this case, it is difficult to prevent
internal fraud by server’s administrator, such as taking out biometric templates from the
server. Besides, it is impossible to revoke biometric unlike password or token, and
therefore if biometric is leaked out once and threat of forgery has occurred, the user
cannot securely use his biometric anymore. Thus, biometric template protection schemes
are required to protect the biometric data/feature and at the same time, maintain capa‐
bility to identify and verify identity [1]. Cancelable Biometrics [2] is a biometric
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verification scheme which was introduced to address this problem. This scheme enables
the system to store and match templates while keeping them secret. This preserves user’s
privacy and enhances security since it is impossible to recover the original biometric
from the transformed version. A compromised template can be revoked using another
transformation.

In order to realize Cancelable Biometrics it is important to preserve the accuracy.
Secondly, it is required to prevent the attacker from recovering the original biometric
feature from the transformed feature. Ideally, the transformed feature itself does not leak
any information about the original one. Nevertheless, none of the existing methods meets
both requirements at the same time.

In this paper, we propose a novel method of Cancelable Biometrics which meets
both requirements at the same time. We use visual cryptography to preserve the privacy
of biometric template by decomposing the original image into two images in such a way
that the original image can be revealed only when both images are simultaneously
available, further, the individual component images do not reveal any information about
the original image.

The rest of this paper is organized as follows. Biometric template protection tech‐
niques are introduced in Sect. 2. Section 3 presents brief review of visual cryptography.
Then, in Sect. 4, we describe our proposed method to protect the biometric template.
After that, in Sect. 5, we present the security analysis. Tests and performance evaluation
are presented in Sect. 6. Finally, in Sect. 7 we draw up our conclusions.

2 Biometric Template Protection

There are different levels at which a biometric template can be secured, e.g., hardware
level and software level. The hardware-based approach involves designing a closed
recognition system, where the biometric template never leaves a physically secure
module such as a smart card or a hand-held device [3].

In the software based techniques, the biometric data is usually combined with some
external key, such as a password or a system generated random number and the resultant
data is stored in the system database instead of the original biometric template. It is
expected that the protected template reveals little information about the original
template. Based on the way in which the matching is performed, the software based
template protection techniques can be divided into three main categories: Encryption,
Biometric cryptosystems, and Template transformation.

2.1 Encryption

In encryption based techniques, the biometric template is encrypted using an encryption
key, possibly derived from a password, during enrolment. During authentication, the
stored data is decrypted using the corresponding decryption key and is matched with the
captured query. One of the main limitations of encryption based techniques is insecure
key management since the decryption key is exposed to the system during each attempt
to authenticate and thus can be easily stolen by the adversary. The advantage, however,
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is that any sophisticated matching procedure can be employed thereby preserving the
matching accuracy.

2.2 Biometric Cryptosystems

Biometric cryptosystems [4, 5] are similar to password based key generation systems as
they are used to secure cryptographic key or to directly generate cryptographic key from
biometric features. Since the biometric measurements obtained during enrollment and
authentications are different, these features cannot be used directly for the generation of
cryptographic key generation. To facilitate key generation helper data or secure sketch of
the biometric features are stored during enrollment. Therefore, biometric cryptosystems are
also known as helper data systems. The main advantage of biometric cryptosystem is that
exact recovery of original biometric data allows its use as an encryption key in another
cryptosystem. Biometric cryptosystems are classified as key release, key binding and key
generation systems depending on how the secure sketch is obtained. Secure sketch is
public information about biometric features stored in databases during enrollment. Fuzzy
vault [6, 7], fuzzy commitment [8] and secure sketches [9, 10] are the most popular tech‐
niques used for constructing biometric cryptosystems.

2.3 Template Transformation

Template transformation techniques [11–17] transform the biometric template based on
parameters derived from external information such as user passwords or keys. During
authentication, the same transformation function is applied to the query and matched with
the stored template in the transformed domain. Usually, geometric transformations
involving projection onto a new space determined by the password are applied to the
biometric features. The main advantage of template transformation techniques is that if the
user transforms his biometric on a separate personal device and sends only the trans‐
formed template to the biometric system, the original biometric is never revealed in the
system.

Note that the three techniques discussed above are independent in nature and can be
used in any combination. For example, the templates protected using either the template
transformation or biometric cryptosystem can be further encrypted and a transformed
template can be secured using biometric cryptosystem which in turn can also be encrypted.

3 Visual Cryptography Approaches for Securing Biometric
Template

Naor and Shamir [18] introduced the visual cryptography scheme (VCS) as a simple and
secure way to allow the secret sharing of images without any cryptographic computations.
VCS is a cryptographic technique that allows for the encryption of visual information such
that decryption can be performed using the human visual system. The basic scheme is
referred to as the k-out-of-n VCS, which is denoted as (k, n) VCS [18]. Given an original
binary image T, it is encrypted in images, such that:
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T = Sh1 ⊕ Sh2 ⊕…⊕ Shk

where ⊕ is a Boolean operation, Shi, hi ∈ 1, 2,… , k is an image which appears as white
noise, k ≤ n and n is the number of noisy images. It is difficult to decipher the secret image
using individual’s [18]. The encryption is undertaken in such a way that k or more out n of
the generated images are necessary for reconstructing the original image T . However, no
combination of k − 1 shares can reveal the secret. Figure 1 shows an example of 2-outof-2
VC on a binary image.

Fig. 1. An example of 2-out of-2 VCS

The scheme proposed by Naor and Shamir defines methods to create shares for binary
images only. However, new approaches have been proposed that extend to gray-scale and
color images too. Biometric template protection using VC schemes have been introduced
for various modalities like fingerprint [19], face [20, 21], palmprint [22], and iris [23–25].

Any VC scheme is characterized by two parameters:

• Pixel expansion: Each pixel of the original image is transformed into n shares, one
for each transparency/share image. This involves encoding of a pixel into more than
one sub-pixel. The number of sub-pixels required to encode a pixel determines the
pixel expansion.

• Contrast: Contrast refers to the quality of the reconstructed image after the decryption.

4 Proposed Method

In this section, we propose a new method of Cancelable Biometrics using VC to protect
the finger vein template from attack in system database. There are two main phases:
Enrollment phase and Authentication phase.

4.1 Enrollment Phase

During the enrollment process, user extracts his biometric template and performs image
scrambling. Image scrambling is used to make images visually unrecognizable such that
unauthorized users have difficulty decoding the scrambled image to access the original
image. The scrambled image is then sent to a trusted third-party entity. Once the trusted
entity receives it, the scrambled image is decomposed into two noisy images and the
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original data is discarded. The first share is stored in the database and the other is stored
on the user smart card. This ends the enrollment phase. Figure 2 shows the block diagram
that illustrates the enrollment phase of the proposed approach.

Fig. 2. Enrollment phase of the proposed scheme

4.2 Authentication Phase

For this phase, the user will provide his biometric information on the specific device,
here we will extract his finger vein template. The user will provide also his smart card
on which the share is stored. At the same time, the system will find his corresponding
second share from the database. These both shares will be superimposed in order to
reconstruct the scrambled image. An inverse permutation sequence is obtained by using
the same key, and applies this sequence to the scrambled image in-order to reconstruct
the original image.

If both the provided template and the constructed one match then the user is given
access to the service. But, if they don’t match then access is denied. The block diagram
of proposed system is shown in Fig. 3.

Fig. 3. Authentication phase of the proposed scheme
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5 Analysis

5.1 Preserving Accuracy

Basic VC leads to the degradation in the quality of the decoded images, where the white
background of the original image becomes gray in the decrypted image. Therefore, an
error in computing the score would occur due to applying the VC and the matching
accuracy may degrade compared to the version without transformation [11]. It is impor‐
tant to reduce the accuracy degradation and to preserve the accuracy. The overlaying or
superimposing operation in visual cryptography is computationally modeled as the
binary OR operation which causes the contrast level of the target image to be lowered.
In our scheme we use the XOR operator instead of OR operator. In this way the loss in
contrast in target images is addressed. Furthermore, the target image can be down-
sampled by reconstructing just one pixel from every block. Thus, the reconstructed
image will be visually appealing while requiring less storage space. Hence, the matching
score is not affected with the quality of the image when applying our proposed method,
thus the accuracy is preserved.

5.2 Protection Criteria

In our scheme, the biometric template is encrypted into two shares which are distributed
amongst the user and database server. The four biometric template protection criteria as
specified by Jain et al. [26] can also be fulfilled by our scheme. These are: diversity,
revocability, security and performance.

Revocability. In our scheme VC use a randomly selected image while generating shares.
These shares can be suspended or replaced time to time to generate revocable template.

Diversity. The same for different applications template can be decomposed into different
constituting shares, by using different secret binary image.

Security. It is computationally hard to obtain the secret image by any individual share.
Also, by storing the shares on two different spaces, the chances of obtaining the secret
image is minimized. Data stored on the distributed server prevents unauthorized modi‐
fication and inaccurate updates.

Performance. The performance of recognition systems does not degrade when the
original biometric template is reconstructed from its constituting shares using our
approach as the contrast (quality) is optimally preserved while reconstructing.

6 Performance Evaluation

In our experiment, we applied the proposed method to finger-vein pattern matching and
examine the verification performance. The performance of a biometric system is essen‐
tial to determine whether the system has a potential to be applied in real life situations.
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These performances are measured by two key performance metrics: (i) False Acceptance
Rate (FAR), the probability that an unauthorized person is accepted as an authorized
person, and (ii) False Rejection Rate (FRR), the probability that an authorized person is
rejected as an unauthorized person.

The system has been trained using a number of 72 finger images. Figure 4 shows an
example of infrared finger image. The modified Hausdorff distance was calculated
between each image and the other ones. It means that a number of 2628 attempts
occurred, from which 144 was genuine attempts and the rest of 2484 was impostor
attempts.

Fig. 4. Example of infrared finger image

Figure 5 presents the distribution of scores we obtained using this biometric dataset
(legitimate scores are represented in blue continuous line, impostor ones in red dotted
line). We decided to fix the threshold at 15. According with selected threshold, we
obtained a FAR value of 3% and a FRR value of 5%.

Fig. 5. Distribution of scores

The resulting ROC curve is given in Fig. 6. The EER (Equal Error Rate) performance
point is obtained at the intersection of the ROC curve (blue dotted) and the line
FAR = FRR (red continuous). This value has not yet made any practical use since it is
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not generally desired that the FAR and the FRR be the same but it is an indicator of the
accuracy of the biometric device. In other words, the lower the EER, the more efficient
the system. For our system we have an EER with a value of 0.04 (4%).

Fig. 6. ROC curve and EER

7 Conclusion

In this paper, we proposed a novel method of Cancelable Biometrics using visual cryp‐
tography to ensure the user privacy. The template is decomposed into two noise-like
images using (2, 2) VCS. The XOR operator is used to superimpose the two noisy images
and fully recover the original template. Thus, the matching accuracy is not affected with
the quality of the image when applying our proposed method. Moreover, the two shares
do not leak any information of the original image, in other words, our proposed method
has perfect secrecy. Additionally, we applied our proposed method to finger-vein
template and experimentally obtained very high authentication performance.
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Abstract. Network Intrusion Detection and Prevention Systems
(NIDPS) are widely used to detect and thwart malicious activities and
attacks. However, the existing NIDPS are monolithic/centralized, and
hence they are very limited in terms of scalability and responsiveness. In
this work, we address how to mitigate SYN Flooding attacks that can
occur in the management network (OpenFlow) as well as in the produc-
tion network taking into account the network scalability. Our suggested
framework is a distributed and dynamic NIDPS that uses the Program-
ming Protocol independent Packet Processors (P4) to process the net-
work packets at the switch level and perform two main functions. First,
it detects the SYN flooding attacks based on the SYN packets’ rate and
threshold. Secondly, our system uses a reviewed way to activate the SYN
cookies in order to block/drop illegitimate packets. Our framework takes
advantage of the switch programmability (i.e., using P4 language), dis-
tributed packet processing, and centralized Software Defined Networking
(SDN) control, to provide an efficient and extensible NIDPS.

Keywords: SDN · Network security · DDOS · IDS · IPS
P4 language

1 Introduction

Network Security is attracting increasingly more attention due to the increas-
ing number of attacks and their sophistication. Attacks, such as resource abuse
(i.e., the usage of network resources for illegal purposes) and malicious insiders
(i.e., malware injection attacks), are among the most severe threats. Attack-
ers may spam, perform malicious code execution, and exploit vulnerabilities to
form botnets which will be used to launch advanced attacks, such as Distributed
Denial-of-Service (DDoS).

Network Intrusion Detection and Prevention Systems (NIDPS) [12] are con-
sidered as a good security solution to detect and react to malicious attacks.
They have been widely deployed to enhance network security. However, the tra-
ditional NIDPS expose the network to important issues (i.e., consuming signifi-
cant resources and increasing the response time), and also they are still limited
c© Springer International Publishing AG, part of Springer Nature 2018
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to control and secure a scalable network. In this sense, we propose a new scalable
and flexible NIDPS based on Software Defined Networking (SDN) [11], which is
a new architecture that enables the automatic management of network services
from a high abstraction level. This feature is achieved by decoupling the control
plane from the data plane. SDN use OpenFlow [9] as a standard protocol, which
is defined to implement packet-forwarding rules in switches. Few works have
been proposed [19,20] in this area. However, these studies focused on developing
specific high-level SDN applications to provide improved security solutions. As
results, the path between the data and control planes quickly becomes a bot-
tleneck, which hinders the network performance and limits its scalability and
responsiveness.

For enabling practical SDN-based security applications, the data plane needs
to support more advanced functionalities. In this sense, a new high-level lan-
guage has been proposed: Programming Protocol independent Packet Processors
(P4) [5]. P4 language rises the abstraction level of the network programming by
indicating to the switch how to operate, rather than being limited by the switch
provider’s design. This opportunity meets our objective to activate intrusion
detection and prevention roles in a programmable switch. So, this latter can
analyze quickly the local traffic, detect and react to malicious activities, and
notify the controller.

The main contribution of this work is the design of a scalable and dynamic
NIDPS that enables the data plane to perform advanced detection and reaction
functions at an early stage of the network communication. With this framework,
we activate a dynamic mitigation mechanism against SYN Flooding attacks
while enabling the switch to: (1) count the SYN packets’ rate and detect the
SYN flooding attacks based on the SYN packets’ rate and threshold, (2) react
automatically using the SYN cookies to block/drop illegitimate packets. More-
over, the switch will have the ability to notify the SDN controller, which will be
able to manage and distribute the appropriate decisions in large networks.

In this paper, we present the design of a scalable and dynamic network intru-
sion detection and prevention system. The rest of the paper is organized as
follows. Section 2 presents a general background about Intrusion Detection and
Prevention Systems and P4 Language. In Sect. 3, we discuss related work. We
present the dynamic defense mechanism for the SYN Flooding attacks, in Sect. 4.
Finally, we give our conclusion in Sect. 5.

2 Background

2.1 Network Intrusion Detection and Prevention Systems (NIDPS)

NIDPS are proactive and reactive systems able to actively prevent and block net-
work intrusions that are detected. NIDPS have been widely deployed to enhance
network security, but they are still limited to manage and secure the scalable
networks. According to some existing articles [19,20], the traditional NIDPS
expose the network to the following major limitations:
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– Latency: They require inspection and blocking actions on each network
packet, which consume resources and also increase detection latency and
response time.

– Resource consumption: NIDPS services usually consume significant
resources (e.g., SPAN port mirroring technology).

– Inflexible network reconfiguration: NIDPS are static and not able to
automatically reconfigure the networking system and offer pointed traffic
inspection and control.

2.2 P4 Language

Programming Protocol independent Packet Processors (P4) is a programming
language for describing how packets are processed by the data plane [1]. It’s
also considered as a protocol between the controller and the network devices.
P4 program is based upon an abstract forwarding model consisting of a parser
and a set of match+action table resources, divided between ingress and egress
(Fig. 1). The parser defines the headers present in each incoming packet. Each
match+action table identifies the type of lookup (i.e., rules) to perform, the
input fields to use and the actions that may be applied [1].

Fig. 1. Abstract forwarding model [1]

– Counters: P4 maintains information across packets using stateful memories:
Counters, Meters and Registers [1]. In this work, we use Counters to perform
different measurements, such as the number of packets or bytes generated
by each host that can enable the detection of eventual worm propagation or
Denial-of-service (DOS) attacks. Counters are categorized in two types: direct
and indirect.
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Counter ip_pkts_by_dest{
type: packets;
direct: ip_host_table;}

In the example above we use direct access for ip-host-table, which allocates
one counter for each table entry. The current counter gives to the controller the
ability to read the number of packets sent to each host.

– Tables: As P4 specification, tables are the fundamental units of the match
action pipeline. Tables define rules to perform the input fields to use, and
the actions that may be applied. Actions in P4 are declared as functions (i.e.,
compound actions) which are built from primitive actions (i.e., basic actions).

– Control Program: The control program organizes the layout of tables
within ingress and egress pipeline, and the packet flow through the pipeline.
It may-be expressed with an imperative program (i.e., main program in P4
language) which may apply tables, call other control flow functions, or test
conditions.

3 Related Work

3.1 Practical SDN for Security Solutions

Programming Protocol independent Packet Processors (SDN) is designed to
improve the network management while separating the control decision from
the data plane. It can also be useful for enhancing the agility of network secu-
rity applications. For instance, the authors of [21] implemented practical secu-
rity functions (e.g., Firewall, NIDS, etc.) in the Floodlight platform in order to
encourage researchers and practitioners to use and develop SDN-based network
security services. Particularly for IDPS, the authors of [20] presented a new IPS
architecture called SDNIPS, based on SDN and Open Virtual Switch (OVS),
which provides a dynamic defensive mechanism for clouds. However, these stud-
ies focus on developing specific high-level SDN applications to provide improved
security solutions. As results, the path between the data and control planes
quickly becomes a bottleneck, which hinders the network performance and lim-
its its scalability (because there are usually a small number of controllers than
switches in a network). In this sense, the SDN community declared the require-
ment of programmable switch, which can support more advanced functionalities.
There were few works that fundamentally address flow management at SDN
switch level. Avant Guard [14] activated the data plane with new security exten-
sions which reduce the threats of the saturation attack, detect, and response
to unusual traffic volume within the data plane. OpenFlow Extension Frame-
work (OFX) [16] enabled practical SDN security applications within unmodified
OpenFlow infrastructure. OFX allows applications to dynamically load software
modules directly into an existing OpenFlow switches where application process
(e.g., monitoring, detection) can execute closer to the data plane.
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3.2 Stateful SDN Data Plane Applications

As discussed above, the SDN community has already recognized the need to
implement some specific functions directly in the switch itself. For example,
the authors of [6] made a survey of the recently proposed approaches for the
stateful SDN data plane [4,10]. In addition, they analyzed the vulnerabilities of
these stateful proposals and list some potential attacks that can exploit these
vulnerabilities. OpenState [4] and FAST (Flow-level State Transitions) [10] were
among the first platforms designed to handle the flow states inside the switch
using finite state machines as an extension of OpenFlow protocol. This extension
allows the switch to locally handle stateful rules, and hence provide more control
and security extents.

3.3 Packet Processing Language

P4 is a new high-level language which supports configurable switches. It aims to
provide a description of customized packet processing which gives the possibility
to activate different network functions (e.g., Monitoring, Security, and so on) on
dynamic switches. In [18] Vörös et al. studied how P4 can be used as a security
middle-ware programming language. They demonstrated how to implement a
stateful firewall on switches using P4 language. The authors of [2] offer a mitiga-
tion system against network spoofing attacks while implementing a collection of
antispoofing techniques in OpenFlow 1.5 and P4 match and action rules. They
also developed algorithms to automatically redistribute the required rules over
the network switches.

4 System Design

DDOS (Distributed Denial of Service) is one of the oldest and the most popular
attacks that is growing in size and frequency in traditional networks. Accord-
ingly, it is considered among the major threats that exploit the SDN vulnerabil-
ities [3,13]. We distinguish three types of DDOS attacks: the volumetric network
based attacks (e.g., UDP flood, ICMP flood), the protocol attacks (e.g., SYN
flood, Ping of death), and the application level attacks (e.g., HTTP flood, DNS
flood). Our approach addresses SYN flooding attacks which remain very popu-
lar attacks [22]. The data plane provides interesting capabilities, such as stateful
memories (e.g., counters and registers in P4 program) that can be used to detect
abnormal behavior of network. In addition, it has a powerful high-throughput
packet processing and filtering capabilities that can be useful for mitigating
denial of service attacks. This opportunity meets our aim to enable a scalable
and dynamic NIDPS at the switch level using P4 language. As a use case, we
activate a dynamic mitigation mechanism against the SYN Flooding attacks for
both the data center (i.e., production network) and the SDN architecture (i.e.,
communication between switches and controllers).
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4.1 Selected Methods

In our defensive mechanism we select SYN cookie technique and the method
used in [2] to modify the SYN packet to become SYN-ACK packet.

– SYN cookie [8] is used in our system as state-less technique to prevent
the memory consumption caused by the half open SYN attacks (SYN food
attacks) (see Fig. 4). The mitigating system (i.e., server or switch in our case)
enabling SYN cookie method responds to the client SYN request by a SYN-
ACK packet with pre-generated cookie (i.e., cookie or the Initial Sequence
Number (ISN) is created while hashing details about the initial SYN packet
and its TCP options). When the ACK of client is received (with pre-generated
cookie +1) the system can validate it by checking the TCP sequence number
against the cookie value that was encoded in the SYN-ACK packet.
We select TCP-reset [17] as SYN cookie technique. When the client is
authenticated (i.e., using SYN cookie) and classified as legitimate client. In
this case the mitigating system send back a TCP-reset packet (i.e., with source
IP of the original server) to the sender in order to enable him to re-establish
the connection directly with the server.
Inspiring by the Linux kernel method, which automatically enables the SYN
cookies only when the SYN queue is full, we activate the SYN cookie only
when the rate of SYN requests reached the defined threshold, rather than
enabling them constantly.

To realize this, the method performs the following primitive steps on the
SYN packets that are received and not yet authenticated (Table 1):

The selected methods will be implemented using the high-level P4 language
(see Sect. 2.2), which allowed us to indicate to the switch how to operate and
process the received packets while creating specific parsers, tables, actions, and
control flow.

4.2 Design Architecture Description

In this part, we describe the operation of our detection and prevention sys-
tem implemented on p4 switch. We are going through the different steps of our
framework (Figs. 3 and 4):

Fig. 2. Modifying SYN packet to become a SYN-ACK packet [2]
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Table 1. Steps to modify SYN packet to become a SYN-ACK packet.

1 Swap the source and destination IP addresses

2 Exchange the source and destination Ethernet addresses

3 Swap the source and destination TCP ports

4 Set the ACK bit in the TCP flags (to convert the SYN packet into a
SYN-ACK packet)

5 Increment the client-Seq number field by one

6 Copy the incremented Seq number field to the ACK number field

7 Write a pre-generated random cookie to the Seq number field

8 Recalculate the IP/TCP checksum values (in P4)

9 Send back the SYN-ACK packet on the incoming port (on which the SYN
packet was received)

1. We define the header fields (i.e., IPv4, TCP) to use and then we start parsing
packets and extracting the header field values.

2. We use registers and counters to count the SYN packets’ rate (i.e., list of
connections for which a SYN has been received and an ACK has not yet
been received) while defining specific metrics, such as IP source, destination,
protocol TCP source, destination, Flags-SYN.

3. We create our control program in P4, which checks if the SYN requests rate
attains the defined threshold.

4. If the SYN packets rate reaches the defined threshold, the SYN cookie tech-
nique will be activated. For this end, our program starts intercepting the
received SYN packets and sends back a SYN/ACK (i.e., SYN/ACK packet is
generated from SYN request (see Sect. 4.1) with a pre-generated cookie (see
Sect. 4.2)) (Fig. 4).

5. If the switch receive an ACK with validated cookie (i.e., the defined random
cookie+1) from the client, the connection is authenticated and a RST packet
(the ACK packet is transformed into a RST packet using the same primitive
steps used to transform a SYN into a SYN/ACK) is sent back to the client
in order to enable it to re-establish the connection directly with the server
(Fig. 4).

6. If the third ACK contains an incorrect cookie (i.e., not validated ACK), it
will be dropped.
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Fig. 3. Architecture of dynamic defense mechanism (SYN flooding attacks)

Fig. 4. Dynamic defense mechanism against SYN flooding attacks

a. Pre-Generated Cookie: According to [15], the implementation of the SYN
cookies must fulfill the following basic requirements:

– Cookies should contain some details of the initial SYN packet and its TCP
options.

– Cookies should be unpredictable by attackers. It is recommended to use a
cryptographic hashing function in order to make the decoding of the cookie
more complicated. For this end, we select the recommended Linux SYN cook-
ies method for generating and validating cookies [7].

Cookie generation:

H1 = hash(K1, IPs, IPd, Ports, Portd); (1)

H2 = hash(K2, count, IPs, IPd, Ports, Portd); (2)

ISNd(cookie) = H1 + ISNs + (count ∗ 224) + (H2 + MSS) mod 224; (3)
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Table 2. Parameters of the Linux implementation

Parameter Description

K1, K2 Secret keys

IPs, IPd Source and destination IP addresses

Ports, Portd Source and destination ports

ISNs, ISNd Source and destination initial sequence numbers

ACK Acknowledgement number

SEQ Sequence number

MSS 2 bit index of the client’s Maximum Segment Size

Count 32 bit minute counter

Hash() 32 bit cryptographic hash

Cookie validation:
ISNd = ACK − 1; (4)

ISNs = SEQ − 1; (5)

count(cookie) = (ISNd − H1 − ISNs)/224; (6)

MSS(cookie) = (ISNd − H1 − ISNs) mod 224 − H2 mod 224; (7)

As we can see above, we calculate the two hash values H1 and H2 (based
on TCP options, secret keys k1, k2 and count) then we use them with ISNs
and MSS to generate the cookie (ISNd), as it is shown in (3). For the cookie
validation, there are 2 integrity controls (count(cookie) and MSS(cookie)). The
first one checks the age of the cookie. The second evaluates whether the value
of the MSS is within the 2 bit range (0–3). If the cookie meets both integrity
controls, it is considered valid, and the connection can be accepted Table 2.

P4 language gives us the possibility to generate the hash values (H1 and H2)
using the bellow function and to perform the equations (cookies generation and
validation) as arithmetic operations.

field_list_calculation hash_value_name {
input { fields;}
algorithm : hash_algo;

5 Conclusion

With the increasing networks size, it is very challenging to implement a dis-
tributed and dynamic NIPDS that can handle all the traffic, in real-time, with-
out becoming the bottleneck of the network. Our solution consists of offloading
some control functions to the switch, so they can support a fast and early stage
detection and prevention techniques. The switch will keep the state information
of the network traffic, detect anomalies, and deploy countermeasures. As a use
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case, we addressed syn-flooding attacks, for this end, we used a P4 program that
is counting the SYN packets’ rate to detect abnormal communication patterns,
and then the program activates syn-cookies as a prevention technique in order
to block/drop illegitimate packets.
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Abstract. Because a great number of features affects the performance of clas‐
sification systems, a growing emphasis is placed on the feature selection. This
work seeks to obtain an optimal feature subset through a hybrid algorithm of
Simulated Annealing-Genetic Algorithms (SA-GA). Our proposed approach
mutually avoids being stuck in a local simulated annealing minimum with the
very high convergence rate of the genetic algorithm crossover operator and thus
guarantee a high computational efficiency of support vector machine. To evaluate
the proposed approach, a real dataset of brain tumor Magnetic Resonance Images
was used. The proposed approach was compared to the methods of simulated
annealing and a genetic algorithm used separately. The obtained results showed
that SA-GA outperforms simulated annealing and genetic algorithms when they
are applied in isolation, in terms of accuracy and computing time.

Keywords: Simulated annealing · Genetic algorithms · Feature selection
Computing time

1 Introduction

An increasing mortality rate among different age categories in the world is caused by a
brain tumor. This illness is manifested through the growth of abnormal cells inside or
around the brain [1]. There exist various types of brain tumors. Some of them are
noncancerous and others are. The National Brain Tumor Foundation (NBTF) reported
that during the last three decades, the total of humans who have developed brain tumors
and died from them has almost tripled [2]. Early detection of the brain tumor is of great
importance and the major challenge for further studies. Thus, computer and image
processing devices are used in analyzing the tumor and the tumor area.

To create a Computer-Aided Detection (CAD) system, various image processing
techniques such as image segmentation, feature extraction and selection, and classifi‐
cation are essentially integrated. In fact, feature selection represents an active research
domain in pattern recognition [3], machine learning and data mining [4]. Irrelevant and
redundant features invite further search as they make patterns less detectable and rules
necessary for forecasting or classification less evident, in addition to the high overfitting
risk. The selection of feature subsets requires determining the appropriate feature to
maximize the accuracy of prediction or classification. A major aim of the available
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research works was to determine an optimal feature subset. Selecting features is usually
based on the parameters of computational time and the quality of the generated feature
subset solutions. In fact, fast and accurate classification, using the minimum number of
features is often opted for. This can obviously be obtained through feature selection. In
this paper, we suggest a novel hybrid algorithm for an optimal selection of feature
subsets. The proposed algorithm generates better feature subsets as compared to other
algorithms at a lesser execution time. Moreover, the quality of selected subsets is further
improved as the algorithm is run.

The remainder of this paper is structured as follows. Section 2 reviews relevant litera‐
ture on the issue of feature selection. Section 3 then handles the proposed approach. Exper‐
imental results are presented and compared with other existing approaches in Sect. 4.
Conclusions and recommendations for future research are finally drawn in Sect. 5.

2 Review of Existing Techniques

Recently, several hybrid approaches have been proposed. For instance, a feature selec‐
tion algorithm based on correlation and a genetic algorithm [5], t-statistics and a genetic
algorithm [6], mutual information and a genetic algorithm [7], principal component
analysis and an ACO algorithm [8], artificial bee colony algorithm [15], chi-square
approach and a multi-objective optimization algorithm [9] rely on filter and wrapper
methods. Interestingly, these approaches first apply filter methods to select a feature
pool, then the wrapper method to obtain the optimal feature subset from the selected
feature pool. Thus, feature selection becomes faster as in the filter method, the effective
number of considered features is rapidly reduced. Despite the low probability of good
predictor elimination by filter methods, hybrids of filter and wrapper methods can be
little accurate because an isolated relevant feature can be as discriminating as an irrel‐
evant one in the presence of feature interactions.

Wrapper schemes use the K-Nearest Neighbor (K-nn) as a learning algorithm. In
this approach, feature selection is “wrapped” in a learning algorithm. K-nn can be used
for numerous training sets and provide accurate information about distance, weighted
average and pixels. Meanwhile, an accurate K-nn algorithm depends on the presence of
noisy or irrelevant features, or feature scales inconsistent with their importance. More‐
over, the choice of k affects the K-nn algorithm. Empirical evidence suggests that its
memory is intensive while its classification is slow [10].

3 Proposed Algorithm

The SA-GA hybrid algorithm is proposed here to efficiently select optimal feature
subsets. It depends on a simulated annealing [16], a genetic algorithm [17], a support
vector machine and a greedy search algorithm. Our hybrid approach is characterized by
the avoidance of being trapped in a local minimum of SA, a high GA crossover operator
convergence. Meanwhile, it guarantees a strong local search greedy algorithm and a
support vector machine (SVM) with a high computational efficiency.
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Interestingly, the SA-GA approach selects feature sets without recourse to the filter
steps. It combines the mutation-based search SA algorithm with good global searcha‐
bility and the GA capacity to implement both crossover and mutation operations. Thus,
GA overcomes the convergence issue, but the crossover and low fixed mutation rate
combination often trap the search in a local minimum. Moreover, both SA and GA have
a weak local search capability. Meanwhile, the local search ability of greedy algorithms
is good, but their global search ability is weak.

SA-GA performs three search stages.

Stage 1: SA-GA employs an SA to avoid the risk of bad random choice of an initial
population as shown in Fig. 1. This figure illustrates the difficulties of bad and random
initialization of generating initial population by GA. The first case demonstrates the risk
of deviating from the desired optimum because of bad random choice of initial popu‐
lation. By contrast, in the second case, the initialization is better thanks to SA. Hence,
SA generates an initial population for the GA better than the population generated
randomly by GA. This process results in a better exploration and exploitation of search
space. As SA is a global search algorithm, it guarantees the convergence to a global
optimum.

Case 1 Case 2

desired optimum initial population
set of people

Fig. 1. One kernel Exploration of research space by genetic algorithm.

Due to very high temperature, SA tolerates new solutions; which brings about a near
random search through the search space. However, at a low temperature close to zero,
it only accepts improvements.

Stage 2: Our proposed algorithm (SA-GA) performs optimizations by means of a GA.
We set the GA population at 100. The best solutions are detected by SA and make up
the initial population. Crossover in GA is aimed at forming new and hopefully better
solutions by exchanging information between pairs of good solutions. Rapid conver‐
gence to a good solution is facilitated by the crossover operator. In fact, thanks to the
mutation operator, new genes are introduced into the population and genetic diversity
is retained.
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Stage 3: The greedy algorithm locally searches the k-best solutions provided by SA
and GA and chooses the best neighbors which are defined in terms of the fitness function.
As computational efficiency is essential, we employ a fast and robust supervised learning
algorithm (SVM) to analyze data, recognize patterns and assess candidate solutions.

In order for SVM to perform effectively, the feature selection method should be
reliable in terms of discarding noisy, irrelevant and redundant data and preserve the
discriminating power of data. Without feature selection, SVM input space is large and
disturbed; which lowers the SVM performance. SVM accuracy rate depends on the
quality of the feature’s dataset, and other factors including the kernel function and the
two parameters C and 𝜆 as well.

SVM provides the optimal solution depending on several kernel functions. Our study
employs the RBF kernel function to discover the optimal solution.

In RBF, C and 𝛾 should be appropriately set. The C parameter refers to the penalty
cost. The value of C influences the classification outcome.

The 𝛾 parameter affects the outcome more than C, as the partitioning outcome in the
feature space depends on its value. If the parameter values are not set properly, then the
classification outcomes are inappropriate [11].

Hence, good global search capability, rapid convergence to a near optimal solution,
along with good local search ability and high computational efficiency are achieved
through our proposed algorithm (SA-GA).

The estimation of all the features is based on the fitness function in Eq. (2). A fitness
value is used to measure the ‘fitness’ of a feature to a population. The initial genetic
process population encompasses the best solutions detected by SA. Low fitness features
are discarded by GA and high fitness ones are preserved. In our algorithm (SA-GA),
SVM evaluates candidate feature subset solutions. Prior to this step, each feature is
scaled between 0 and 1 for normalization purposes. A 5-fold cross validation was neces‐
sary to estimate the SVM classifier testing accuracy. Solution fitting evolves in parallel
with the accuracy. In case of equal accuracy rate of two solutions, the solution that relies
on fewer features wins.

Accuracy =
(TP + TN)

(TP + TN + FP + FN)
× 100%. (1)

fitness = WA × Accuracy + Wnb ×
1
N

. (2)

Where WA is the weight of accuracy and Wnb is the weight of N feature contributing
in classification, where N ≠ 0.

4 Performance Evaluation

4.1 Data

Sone benchmark images were freely downloaded from the Harvard Medical School
brain atlas [12]. We tested our classification algorithm for several normal brains and
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pathological brain MR images. All benchmark axial images were three weighted
(enhanced T1, proton density (PD) and T2). These images were acquired at several
positions of the transaxial planes as 256 × 256 sizes. The subject’s left was conven‐
tionally on the right. The images in the dataset were shown in a side view, i.e. in the
sagittal image. Our case study considered a total of 83 transaxial images (29 normal and
54 pathological brains, suffering from a low-grade glioma, Meningioma, bronchogenic
carcinoma, Glioblastoma multiform, Sarcoma or Grade IV tumors) in several brain
locations.

4.2 Experimental Results

We proposed to classify human brain MR images according to a methodology that
consists of three steps: feature extraction, feature selection and classification.

For each image, we extract 26 features by means of WT-SGLDM. To check the
performance of the proposed method, nine additional features were extracted. A total of
44 features was thus obtained. The SA-GA parameters served to reduce the number of
extracted features as described in Table 1.

Table 1. Contingency table.

Parameters Value/Method
Initial temperature T0 = 75
Temperature change Ti + 1 = 0.09 × Ti
Number of iterations for each
temperature

50

Selectivity function Fitness
SA Stop condition Tstop = 0,01
Generation number 100
Size of initial population Size of the solution obtained

by SA
Selection Method Tournoi
Probability of crossover Pc = 0,9
Mutation probability Pm = 0,1
Crossing method Crossing to a point

The best SA-GA selected features during the execution are illustrated in Table 2.
The classification performance of 95.65% was obtained with 4 of the whole available
features, thus classifying normal and pathological brains by means of the least features
and reducing the classifier cost.

Using only four features: mean of contrast, mean of homogeneity, Mean of energy
and range of correlation, classification was obtained at an accuracy rate of 95.65.
Actually, the SA-GA algorithm selected features according to the appearance of images
of the tumors database. The area of the tumor in abnormal brain images was brighter,
with a regular color distribution. The selection of the contrast and the correlation features
as descriptive characteristics of the tumor was thus significant.
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Table 2. Results of feature selection performed by SA/GA.

Feature
selection

Feature set Classifier
accuracy

SA/GA 7 features: Mean of contrast (M.CON), Mean for Information
measure of correlation I (M.IMC I), Mean dissimilarity (M.DISS),
Range of correlation (R.CORR), Range of variance difference
(R.DVAR), Range Information measure of correlation I (R.IMC
I), Range Information measure of correlation II (R.IMC II)

95.65%

5 features: Mean of contrast (M.CON), Mean dissimilarity
(M.DISS), Mean of homogeneity (M.HOMO), Range of
correlation (R.CORR), Range Information measure of correlation
II (R.IMC II)

95.65%

4 features: Mean of contrast (M.CON), Mean of energy mat
(M.ENER MAT), Mean of homogeneity (M.HOMO), Range of
correlation (R.CORR)

95.65%

Profile regularity and repetition in a signal can be detected thanks to the correlation.
Furthermore, color distribution at a tumor area was regular as the values are fairly close.
Homogeneity is then chosen as a descriptive characteristic of the tumor according to
these aspects. In particular, the homogeneity has an opposite behavior of the contrast.
In fact, the homogeneity characteristic is related to the texture homogeneous regions.
As for energy characteristic, it is responsible for extracting image regular contour.

This comparison gives importance to three features more than others because they
are selected several times by simulated annealing, genetic algorithm and the SA-GA
process (Table 3). These three features are Mean of contrast (M.CON), Mean of homo‐
geneity (M.HOMO) Range of correlation (R.CORR). They lead us to extract the
abnormal areas of a brain MRI image and specifically distinguish tumors from noise in
the image, which facilitates and optimizes the classification and segmentation system.
Thus, contrast, homogeneity and correlation feature present the most distinctive features
of a tumor, since they combine light distribution (correlation and contrast) with
extracting textures homogeneous zones (homogeneity). Therefore, the SA-GA approach
achieves better results than SA and GA in isolation in terms of reducing effective and
reliable data.

Figure 2 shows that the simulated annealing reached the maximum accuracy
(99.99%) by 10, 80 and 100 generations. Meanwhile, this maximum precision is
achieved by the genetic algorithm for more generations: 10, 30, 40, 70 and 100. On the
other hand, our proposed SA-GA approach achieves a high degree of accuracy almost
similar to that achieved by SA. We conclude that this is due to the precision of the initial
search zone of the proposed SA-GA approach.

The results of convergence to an optimal solution for the three implemented methods
indicate that the genetic algorithm achieves 99.99% accuracy by producing different
numbers of generations. However, more stability is obtained by simulated annealing, as
the maximum accuracy obtained for its solutions varies between only two values regard‐
less of the number of generations. By adding simulated annealing before the execution
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of the genetic algorithm, we note an important influence on the result of the proposed
SA-GA approach revealed by the stabilization of the results obtained.

According to Fig. 2, we note that the highest accuracy achieved by simulated
annealing, genetic algorithm and our proposed approach SA-GA does not depend on the
number of generations produced since we can have an accuracy of 99.99% by the three
methods even with only 10 generations. We can see then that the calculation accuracy
depends only on the fitness function. For this, the choice of the selectivity function is
very important for optimal solutions.

Table 3. Comparison of results obtained by the genetic algorithm, simulated annealing and SA-
GA algorithm.
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Fig. 3. Computing time depending on the number of generations through the implementation of
SA, GA and SA-GA.

According to Fig. 3, the three algorithms: simulated annealing, genetic algorithm
and our hybrid SA-GA algorithm need more computing time which increases the number
of generations. The difference in terms of computing time between simulated annealing
and genetic algorithm is greatly remarkable. The latter spends too much computing time.
Thus, the necessary time to produce a solution by genetic algorithm for 10 generations
is three times greater than the time required by simulated annealing for 100 generations.
We also note that SA-GA pace computing time is almost near the pace of the genetic
algorithm according to the number of generations. Thus, the influence of the genetic
algorithm remains significant since the difference between the two curves which show

Fig. 2. Accuracy evolution according to the number of generations through the implementation
of SA, GA and SA-GA.
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these two algorithms is considered low (genetic algorithm needs further 162 min than
our proposed approach SA-GA for performing 100 generations).

Simulated annealing however slightly decreased the computing time curve achieved
by SA-GA compared to the genetic algorithm curve thanks to the precision and the
reduction of the search area in the initialization phase. Therefore, optimization of the
genetic algorithm for the selection of the most relevant features by simulated annealing
is clear in Fig. 3.

In the selection phase of the most relevant features of the brain images, simulated
annealing, genetic algorithm and SA-GA showed that the execution speed is highly
dependent on the number of generations produced to have an optimal solution.

5 Conclusion

This present study suggests a hybrid algorithm SA-GA that benefits from the combina‐
tion of merits of a number of existing algorithms devoted to the selection of optimal
feature subsets from a large number of features. The proposed hybrid algorithm included
a simulated annealing, a genetic algorithm, a support vector machine and a greedy search
algorithm. It avoids being trapped in a local minimum of SA, a high GA crossover
operator convergence. On the other hand, it guarantees a strong local search greedy
algorithm and a support vector machine (SVM) with a high computational efficiency.
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Abstract. The current article statistically analyzes several high-speed stream
ciphers. The study focuses on frequency cryptanalysis and the goodness-of-fit
test. The purpose of this work is to show if there is a signature left by these
stream ciphers in each of the encrypted streams. In addition, the work compares
these ciphers to indicate which is the safest against statistical cryptanalysis.
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1 Introduction

The common symmetric ciphers used today are in fact block ciphers which uses
iterations of a deterministic algorithm that operates on plaintext bits of fixed length -
known as block - at a time. Each iteration is called round and uses a different subkey
created from the primary key of encryption. There have been numerous operating
modes developed for block cipher in order to allow authenticity and confidentiality
while some modes also provides the padding for the plaintext block. Padding the
plaintext block is simply adding bits to the plaintext block in cases where plaintext bits
are shorter than the block size. It should be noted that block ciphers have also been
used in Pseudo-Random Number Generators “PRNG” and universal hash functions.
Today’s most Famous Block Ciphers can be found gathered in [1].

On the other hand, a stream cipher, takes plaintext characters (1 bit or byte) at a
time and XOR them with the pseudo-random bits to get the output. The infinite
pseudo-random bits actually refer to the key that is known as the keystream. The
keystream is normally created using the initial encryption key - called the seed - by the
PRNGs. To remain secure, PRNGs should be unpredictable in stream cipher. In
addition, stream ciphers should not use the same keystream twice, otherwise the cipher
may be broken. The aim of designing stream cipher was to approach the idealistic
cipher, known as the One-Time Pad.

The One-Time Pad, which is supposed to use a purely random key that is longer
than plaintext, can potentially reach “the perfect secret”, that is, the total safe against
brute force attacks. Nevertheless, such a cipher would be too impractical to use,
because if someone likes to encrypt and send a one-minute full HD video file to
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another, he would need a key of at least 144 megabytes in size (this size is calculated),
that is to say, a key with 1,125 Gigabits of length.

As appears the impractical use of a key that is longer than the plaintext, stream
ciphers are far from the perfect secret. However, the key change per use makes them
difficult to break. In fact, if the keystream sequence is at least as long as the plaintext
being encrypted, i.e. the keystream is used once when encrypting the plaintext, before
the seed is changed, then the block cipher in counter mode cannot be any more secure
than the stream cipher. The vulnerabilities of the two is then the same, according to
Albert Manfredi- Principal Engineer at Boeing Defense Systems.

Statistical cryptanalysis is an important tool in a cryptanalysis study. Even if a
stream or bloc cipher is protected against today’s cryptanalysis attacks [2], the enor-
mous amount of encrypted data can be seriously dangerous for any cipher if statistical
bias has occurred.

In today’s communication, stream ciphers are widely used. Each human
communication-language contains a signature. The signature is actually the occurrence
number of letter and the occurrence number of word used in the language. This sig-
nature can be easily computed due to quantization [3], i.e. the binary vector repre-
senting of the analog signal for human voice is not infinite. Hence, the huge importance
of a statistical analysis for stream ciphers.

Consequently, this paper investigates the behavior of several stream ciphers on
statistical cryptanalysis attacks such as frequency analysis and the goodness-of-fit.
Moreover, this work do contain statistically comparison between stream ciphers based
on some experiment and result discussions, so as to deduct the presence or the absence
of weakness and safety level obtainable thru each cipher.

2 Overview of Existing Stream Ciphers

Stream ciphers create successive characters of keystreams based on their internal state.
They are two types of stream ciphers:

Synchronous stream cipher [4]: the status is updated regardless of plaintext and
ciphertext. The keystream bits are subsequently combined with plaintext for encryption
or with ciphertext for decryption, which implies that the encryption and decryption
machines respectively, Bob and Alice must use the same information, hence
synchronization.

If synchronization is lost during the process, some approaches are applied to
resynchronize the two machines. Among these approaches, we have: the systematic use
of various offsets until achieving the synchronization, or tagging the ciphertext with
markers at set points.

In this schema, if synchronization is lost, i.e. there is a corrupted bit in the data
stream transmitted between Bob and Alice, then a single bit will be corrupted in the
recovered plaintext and the error does not affect the rest of the data stream. Conse-
quently, this mode is very useful in case of high error rate in a communication.
However, this scheme can be very susceptible to active attacks if a malicious attacker
has access to the stream.

340 Y. Harmouch and R. El Kouch



Self-synchronizing stream ciphers [5]: the status is updated based on the previous
ciphertext, i.e. the previous X (X is a number) ciphtertext bits help to generate the
keystream. This allows Bob and Alice to retrieve data more easily if there are bits
added, deleted, or altered in the stream data. In this scheme, the error of one bit will be
limited in the overall effect.

As example of self-synchronizing stream cipher, we have RC4 [6] or a block cipher
that operates in CFB mode [7] (cipher feedback).

Other ciphers that use this technique are A5/1 [8], A5/2 [9], Helix [10], ISAAC
[11], MUGI [12], Phelix [13]…

Stream cipher differs from the block cipher design. This causes a difference in use.
For instance, Block ciphers require more memory to save the master key, subkeys,
plaintext block and often more data from previous blocks depending on the encryption
mode [7], which can also associate confidentiality to the key integrity check. Whereas
stream ciphers only work on a few bits at a time, they have relatively low memory
requirements, i.e. more suitable to embedded devices, firmware…

Block ciphers are more susceptible to transmission noise, that is, if a bit is corrupted
in the ciphertext, the rest of the block is probably unrecoverable. While stream ciphers
encrypt bytes independently without connection to each other.

Stream ciphers are usually faster than block ciphers, but they are often less secure
and subject to weaknesses based on usage, because of the very strict requirements for
the keystream.

Stream ciphers do not provide integrity nor authentication, whereas some block
ciphers can provide integrity in addition to confidentiality (depending on encryption
mode).

Because of all the above, stream ciphers are typically best for cases where the
amount of data is either unknown, or continuous, such as network streams, radio
mobile communication… While Block ciphers are more suitable when the amount of
data is known or high secret, such as a file sharing, top-secret communication…

In this work, several high-speed stream ciphers are examined to observe the
presence or absence of potential vulnerabilities to statistical analysis. The studied
stream ciphers are ChaCha8/12/20 [14], HC128/256 [15, 16], Panama [17], Rabbit
[18], RC4, Sosemanuk [19], Salsa20/XSalsa20 [20], SEAL [21], WAKE [22]. Despite
that RC4, SEAL and WAKE have been broken and are no longer secure, they are still
used (e.g. RC4 is widely used in web encryption).

3 Statistical Cryptanalysis

Studying cryptanalysis cannot go past over statistical analysis [23, 24], because even if
there is no connection between plaintext and ciphertext, statistical analysis and more
specific frequency analysis can show to attacker important information. In this section,
we examine our tested stream ciphers to observe the presence or the absence of a
signature into theirs ciphertext that can lead to some useful data in plaintext. In this test,
we analyze the frequency of character (letter) in English as language. Then, we eval-
uate each stream cipher PRNG from a statistical point of view and finally, we study the
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distribution of the encrypted characters based on the Chi-square statistical test, in order
to have a global idea about the statistical resistance of each stream cipher.

3.1 Frequency Analysis

With a long enough plaintext, each character occurs with a characteristic frequency.
The most frequently used character in English is the ‘E’ with a frequency of 12.7%
followed by ‘T’ with a frequency of 9.1% [25] (see Table 1).

The frequency study will lead to apply a guess attack because it is normal to
suggest that the character with a higher frequency in the ciphertext has more proba-
bilities of being the character with a higher frequency in the plaintext. As a result, we
define the probability of success of guessing attacks for each stream cipher as the ratio
equal to the number of good guessed character divided by the total number of char-
acters. This ratio will help to compare the resistance of stream ciphers to these types of
attacks. It should also be mentioned that the probabilities of the guessing attack is also
related to the number of obtained ciphertext. The higher the number of obtained
ciphertext the higher the guessing attack success probability.

Typically, stream ciphers are mono-alphabetic ciphers, but the keystream changes
continuously allows them to act as polyalphabetic [26]. This complicate the frequency
cryptanalysis study because the search of the possible mono-decrypted character
become a search of the possible poly-decrypted character.

Furthermore, the probability of success of the guessing attack is also related to the
probability of searching for the character in the ciphertext from the plaintext. We call
this, the mission candidate i.e. we define the group of poly-decrypted character as the
possible candidate for each plaintext character. The candidate assignment is based on a
binomial distribution, in this way, every candidate of the encrypted character has a
probability of being the corresponding character [27]:

P character ¼ xð Þ ¼ n
x

� �
ðPcharacterÞx 1� Pcharacterð Þn�x ð1Þ

Where Pcharacter is the probability of the searching character from ciphertext
(Pcharacter is equal to the character frequency into plaintext), n is the total number of all
ciphertext character and x is the occurrence of the encrypted character that we calculate
its probability.

Table 1. The frequency of letters in English (L denote the Letter and F denote the Frequency in %)

L F L F L F L F

A 08,2 H 6,1 O 7,5 V 1,0
B 01,5 I 7,0 P 1,9 W 2,4
C 02,8 J 0,2 Q 0,1 X 0,2
D 04,3 K 0,8 R 6,0 Y 2,0
E 12,7 L 4,0 S 6,3 Z 0,1
F 02,2 M 2,4 T 9,1
G 02,0 N 6,7 U 2,8
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(c) Chacha-20 (d) Panama

(e) Salsa-20 (f) XSalsa-20

(g) SEAL (h) Sosemanuk

(a) Chacha-8 (b) Chacha-12

Fig. 2. The percentage of each character in the ciphertext

Fig. 1. The percentage of each character in the plaintext

A Statistical Analysis for High-Speed Stream Ciphers 343



The first observation taken from Fig. 2 is that some ciphertext has a near
pseudo-uniform distribution and the character frequency seem bounded between zero
and 0,47%. This pseudo-uniform distribution of information into ciphertext attests the
huge difficulty of extracting information from ciphertext to determine the plaintext even
with clear character frequency (see Fig. 1). Moreover, Fig. 2(i) and (j) showed that one
character appeared 16% in the ciphertext while the rest of characters has a frequency
seem bounded between zero and 0,746%. For HC128 and HC256, our guessing attacks
has showed 0,037934% and 0,048203% as probability of success for guessing one
character. However, it is still difficult to apply frequency analysis further because the
rest of encrypted data with HC128/256 has a near pseudo-uniform distribution. As for
RC4, Rabbit and WAKE in Fig. 2(k), (l) and (m) respectively, the frequency analysis
showed a big bad character distribution into ciphertext, which gives attractive infor-
mation to break the cipher. In this work, our attempt in guessing attacks showed
0,081989%, 0,10249% and 0,10044% as probability of success for guessing one
character for Rabbit, RC4 and WAKE respectively. Of note, our work here is not trying
to break those ciphers, but to show that with only few attempt, the guessing attacks

(m) WAKE

(i) HC-128 (j) HC-256

(k) RC4 (l) Rabbit

Fig. 2. (continued)
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succeed in guessing one character with a probability of success equal near to 0.1%.
Therefore, we deduce that RC4, Rabbit and Wake are potentially vulnerable to fre-
quency analysis.

In general, the strength of a stream cipher is based on the unpredictability of its
PRNG used. Statistically, a good PRNG is linked to the uniform distribution of the
character from the set domain to the codomain. For instance, if Bob sends a message to
Alice and this message contains only a duplicate of a character, then it will be bad if the
encrypted message contains a bias. It is not necessary that all the characters encrypted
have the same frequency of appearance, what is bad for a cipher is to find an encrypted
character with a frequency of appearance higher than the others.

For that reason, we test the PRNGs of our studied stream ciphers by applying a
frequency analysis for a duplication of a random character in the plaintext. The result is
illustrated in the following Fig. 3.

(a) Chacha-8 (b) Chacha-12

(c) Chacha-20 (d) Panama

(e) Salsa-20 (f) XSalsa-20

(g) SEAL (h) Sosemanuk

Fig. 3. The percentage of each character in the ciphertext
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Figure 3 shows the probability of occurrence of each ciphertext character for one
plaintext character. We notice that Chacha8/12/20, HC128/256, Panama, Rabbit, Wake
and XSalsa showed a good distribution of encrypted characters, which leads to good
diffusion and confusion by their PRNGs. On the other hand, RC4, Salsa, SEAL, and
Sosemanuk had a bad statistical distribution (e.g., an encrypted character with Salsa has
a probability of occurrence equal to 2.4%, which is approximately seven times bigger
than it should be). Therefore, we deduce that their PRNGs are not statistically strong.

3.2 Chi-Square Goodness-of-Fit Test

The Chi-squared statistic [28] is a measure of similar degree for two categorical
probability distributions. If the two distributions are matching, the chi-squared statistic
is zero, if the distributions are very different, some higher numbers will result. The
formula for the chi-squared statistic is:

v2ðP;CÞ ¼
X

i

Pi � Cið Þ2
Ci

ð2Þ

where Pi is the frequency of a character in the source file, and Ci is the frequency in the
corresponding encrypted file. The v2 test can be used by cybercriminal to guess the key
used into encryption, even if he must try in the worst case all possible key which is

(m) WAKE

(i) HC-128 (j) HC-256

(k) RC4 (l) Rabbit

Fig. 3. (continued)
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similar to brute force attack, he can in the best case catch the key in less operation by
comparing v2 for every key and pick-up the minimum.

To resist the test v2, the cipher must distribute the encrypted characters uniformly.
Uniformity caused by a number may be quantitatively justified by the Pearson
chi-square test [29]. The v2 distribution is used to compare the goodness-of-fit of the
observed frequencies of a sample measurement with the corresponding expected fre-
quencies of the hypothesized distribution.

The chi-square test value for the same ciphertext used in the frequency analysis is
listed in Table 2. It is found that for Chacha8/20, Panama and Salsa the real v2 is
smaller than the estimated v2 implying that the null hypothesis is not rejected and the
distribution of the ciphertext is uniform. Contrary to Chacha12, HC128/256, Rabbit,
RC4, SEAL, Sosemanuk, WAKE and Xsalsa, the founded v2 is bigger than the esti-
mated v2 implying that the null hypothesis is rejected and the distribution of the
ciphertext is not uniform.

4 Conclusion

This article contains a statistical cryptanalysis study for several high-speed stream
ciphers that are Chacha8/12/20, HC128/256, Panama, Rabbit, RC4, Salsa, SEAL,
Sosemanuk, WAKE and XSalsa.

The aim of this work is to show either the presence or the absence of any statistical
signature in the ciphertext by the ciphers studied. It has been found that RC4, Rabbit
and WAKE have a lot of attractive information in the ciphertext, which provides a
frequency statistic that can be used in order to reduce the brute-force attack against
them. Our guessing attack applied in this paper managed to link a character of plaintext
to some characters to the ciphertext with a probability of success equal to 0,1%. This

Table 2. Pearson’s Chi-Square test

Stream cipher Expected v2 Tested v2

Chacha8 717607 703094
Chacha12 717607 720545
Chacha20 717607 682797
HC128 886823 1273949
HC256 892714 1466110
Panama 717607 679200
Rabbit 288098 2743095
RC4 717607 3443095
Salsa 717607 673304
SEAL 717607 812491
Sosemanuk 717607 728598
WAKE 717607 1246379
XSalsa 717607 749167
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number means that, starting from n characters in the ciphertext, the attack succeeds in
cracking an encrypted character n � 0,001 � Pcharacter times. In addition, the study of
PRNGs showed that RC4, Salsa, SEAL and Sosemanuk had a poor statistical distri-
bution for keystream generation. As example, the constant input encryption for Salsa
has shown that an encrypted character has a probability of occurrence seven times
greater than it should be in uniform distribution. In addition, the chi-square test showed
that Chacha12, HC128/256, Rabbit, RC4, SEAL, Sosemanuk, WAKE and Xsalsa have
a non-uniform distribution in ciphertext.

According to these tests, we deduce from our statistical analysis that Chacha8/20
and Panama are the best stream ciphers among those studied in this paper in terms of
hidden statistical information in the ciphertext, followed by Chacha12, HC128/256,
Salsa and Xsalsa while it seems that RC4 is the worst of them.
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Abstract. Collaboration between distributed domains has become an
emerging demand that allows organization to share resources and ser-
vices. In order to ensure secure collaboration between them, authoriza-
tion specification is required. Thus, a global access control policy should
be defined. However, the combination of the collaborator’s access con-
trol policies may create authorization conflicts. In this paper, we propose
a new approach based on organization’s weight αi in order to resolve
potential detected policy conflicts, also we define how to calculate αi

accordingly and we propose a new algorithm to resolve the detected
conflicts.

Keywords: Access control policy · Distributed systems
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1 Introduction

Actually, more and more organizations collaborate in order to enhance their
services and activities. Thus, collaborators have to specify their authorization
policy that regulates how others can access to shared resources and services. In
this field, many access control models exist, such as Role-based access control
(RBAC) [1]. In RBAC, users are assigned role which has greatly facilitated the
access control administration in companies. However, RBAC is static and can-
not satisfy the dynamic aspect of distributed systems. Many other works have
been proposed in order to overcome this gap. Authors in [2] propose Trust and
Risk Aware Access Control, the proposed policy is based on different zone levels
and decision are made according to the trusted zones. A Policy Based Access
Control [3] includes context information and applies constraints as a rule to per-
form authorization. Policy definition is separated from system implementation,
allowing access rules to be changed without affecting the system. BiLayer Access
Control [4] separates the subject layer and policy layer, and access policies are
matched with pseudo roles. Security Privacy Access Control Model [5] proposed
for policy integration and reconciliation among collaborating healthcare organi-
zations to provide access based on ST constraints. Hierarchy Similarity Based
Access Control [6] proposes that improved interoperability in EHR access can be
achieved by matching the policies with the different hospitals, and calculates a

c© Springer International Publishing AG, part of Springer Nature 2018
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hierarchy similarity score index for the requested attributes and resources. Based
on the score, the system decides access to the participating healthcare entity.

In distributed environments, each organization has its own local Access con-
trol policy. In order to regulate access in collaborative systems, a global policy
have to be defined. A global policy represents the combination of the collab-
orator’s access policies. However, the enforcement of such a global policy may
lead to conflicting decisions. The challenge in such systems is how to preserve
collaboration goals without loosing security control. The paper proposes a new
approach based on organization’s weight to prioritize authorization policies tak-
ing into account some important criteria such as collaboration level between
organization, policies similarity level and trust level. This weighted combination
leads organizations to set a number o access policy rules base on their weight in
the collaboration. In this paper, we propose a new formula to calculate organiza-
tion’s weight. Besides, we present a new algorithm to resolve potential detected
conflicts occurring during the composition of the global Access Control policy.
This algorithm is based on a set of important parameters which are organization
weight, object owner and object sensitivity.

The paper is organized as follows: Sect. 2 presents the main access control
requirements in distributed systems followed by related works in Sect. 3. Section 4
details our proposed approach to create the global access control policy. Section 5
presents illustrative example. The last section concludes the paper with future
works.

2 The Main Access Control Requirements in Distributed
Systems

Many access control requirements have to be considered. Among the main needs
are privacy, confidentiality, interoperability, trust and policy cohabitation [8]:

1. Trust: Distributed environments have uncertainties and are unreliable. Trust
is composed of many attributes including reliability, dependability, honesty
and competence [9]. Including trust into access control will significantly
increases security.

2. Policies cohabitation: Policies cohabitation aim to conciliate different or even
conflicting access control policies, and resolve detected conflicts. In fact, each
organization must be able to protect its own data while respecting the global
security policy.

3. Privacy preserving: Privacy arises as a major concern in todays collabora-
tion. In fact, how to use suitable control to preserve privacy and perform
cooperation needs.

4. Interoperability: Access control in distributed environments needs to be able
to support different policies, resources and users. One of the primary goals
of standardization is to maximize interoperability. Ontologies can be used to
specify access control vocabularies adopted by others [10].
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5. e-contracts: To govern collaborations, security contracts are established. They
aim to detail the objectives and tasks to be achieved, to attribute responsi-
bilities to each party and to specify penalties in case of abuses.

In order to guarantee a secured environment for collaborating organizations,
the above-mentioned requirements should be considered.

3 Related Work

In collaborative environments, each organization has it’s own access control pol-
icy, thus the combination of multiple policies is a necessary process to create a
new global access control policy. However, the combination of different polices
may create authorization conflict. Negotiation and conflict resolution are the
most important mechanism to this end. Many works have been proposed in
policy conflict detection and policy composition algorithm [11–14]. Authors in
[11] present an automated policy combination for data sharing across multi-
ple organizations. They made it possible by adopting bottom-top approach in
the decomposition of the policy rules into different classes based on the sub-
ject constraints; each rule in a class that has the same subjects is combined
by the condition-based attribute combination based algebraic operations. Their
proposed approach makes the combined policy more restrictive, that is, the com-
bined policy permits a request when all the policies permit it, denies a request
when any one of policies denies it. Authors in [12] propose a novel access con-
trol policy composition method that can detect and resolve policy conflicts in
cloud service composition. However, there proposed conflict detection algorithm
did not include all cases of policy conflicts also their proposed conflict resolu-
tion algorithm is not based on a convenient solution. In [13], a purpose-based
access control model was presented in order to preserve privacy, also a new algo-
rithm was described to resolve conflicting policies based on purpose in order
to preserve policies privacy. However, authors did not present how to resolve
inter-organizational policies conflict. In the context of Online Social Networks,
authors in [14], present a multiparty access control model to capture the essence
of multiparty authorization requirements, also they propose Multiparty Policy
Evaluation Process that include two steps and propose systematic conflict reso-
lution mechanism to resolve conflicts during multiparty policy evaluation. Sev-
eral solutions were proposed to resolve potential conflict such Threshold-based
conflict resolution, Strategy-based conflict resolution with privacy and Decision
Voting.

4 Weighted Access Control Policies Cohabitation

In this section, we introduce Weighted Access Control policies cohabitation app-
roach. Our approach is based on different steps in order to conciliate conflicting
access control policies in whole one.
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4.1 Main Steps for the Proposed Approach

Our approach is basically based on the definition of the shared resources. Dif-
ferent steps to create new global access control policy are presented hereafter
(Fig. 1).

1. Collaboration: In this step we identify the participating organizations and the
set of resources and services assigned to each partner.

2. Public access control policy: Each partner defines how to access to his resource
and under which condition. In this steps organization can define the sensibility
levels of their shared data (defined hereafter).

3. Security policy standardization: In distributed systems, organization’s policies
are described by different policy languages, semantics or formats. Thus, it’s
mandatory step to unify policies in order to detect potential conflicts and
proceed to compose global policy free of conflicts.

4. Organization’s weight: based on trust level, collaboration level and policy
similarity level, we calculate each organization weight in order to conciliate
different policies (definition hereafter).

Fig. 1. Main steps for the proposed approach
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5. Access control policies cohabitation: this step aims to check different access
control policy rules issued by participating organizations, detect redundancy
and conflict in order to resolve them. At the end of this step new global access
control policy free of conflict is created.

6. E-contract: in order to govern the collaboration between different organiza-
tion, contact is established. It contains the objective of the collaboration, the
organizations responsibilities and the global access control policy.

At the end of this process, a new global access control policy is created. In
order to resolve potential detected conflict we use the organization’s weight.
This parameter is calculated based on a set of specific criteria. Detailed method
is explained hereafter.

4.2 Proposed Organization’s Weight Calculation Method

Our proposed approach to resolve conflict between different access control poli-
cies is based on the organization’s weight. Organization’s weight αi is determi-
nated based on trust level, collaboration level, policy similarity level.

Organization’s Weight. To calculate the organization’s weight, it is manda-
tory to determine the most important factors in distributed relations. In fact,
organization’s weight is calculated based on Trust level, collaboration level
and policy similarity level. Trust remains a paramount requirement in inter-
organizational collaboration. It measures the trustworthiness of a particular
organization in the collaboration. The collaboration level define the degree of
collaboration between organization. We add an important factor in order to
respect the security and autonomy of each organization, it’s policy similarity
level.

We use the weighted average to calculate αi value based on the three param-
eters that are the TL, CL and PSL. We suggest the following formula:

αi = xi ∗ TLi + yi ∗ CLi + zi ∗ PSLi (1)

Where:

– TLi ∈ [0, 1] is trust level, we use the scale of 0 to 1 where 0 reflects complete
distrust

– CLi ∈ [0, 1] is collaboration level, it represents the degree of collaboration
– PSLi ∈ [0, 1] is policy similarity level, it gives the similarity score for any two

given security policies
– xi is the weight of TLi, xj is the weight of CLi, zi is the weight of PSLi;

xi + zi + zi = 1

1. Determination of the Trust Level (TLi): In cross-organizational collaboration,
trust represents the relationship between parties in which one or more parties
have the confidence [9]. Trust models can be divided into two types: identity-
based and behavior-based. Identity-based trust model uses trust certificates to
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verify the reliabilities of components. Behavior-based models observe and take
the cumulative historical transaction behavior and also feedback of entities
to evaluate the reliability. Trust is evaluated by three major methods: Direct
trust, Recommendation Trust, and Integrated Trust. Direct trust is derived
from the historical transaction. Recommendation trust is where the organi-
zation consults a third party to quantify the trust level of an organization
[16]. Integration trust is a combination of both direct and recommendation
trust. This is usually done by a weighted approach [17]. In [16] authors pro-
pose an integrated trust metric combining direct trust and recommendation
trust using a weighted approach. In our approach we recommend to use the
integrated trust adapted to our context and defined as below:

TLi = ai ∗ DTi + (1 − ai) ∗ RTi (2)

where, DTi is the direct trust, RTi is the recommendation trust by other
organization and ai is the weight of DTi and RTi to calculate trust level.

2. Collaboration Level (CLi): this parameter aims to evaluate the contribution
of the organization Oi in the collaboration. This metric can be calculate based
on the number of services executed by the organization in the coalition and
the importance of these services compared with others. For example we can
calculate CL as:

CLi =

∑k
j=1 aj ∗ Sj

∑n
j=1 aj ∗ Sj

(3)

where, k = number of services executed by Oi, n = total number of services
in the collaboration, aj service weight in the collaboration.

3. Policy Similarity Level (PSL): this parameter is very important because
it gives the similarity score for any two given security policies, which
approximates the percentage of the rule pairs having the same decision.
Authors in [18] propose an algorithm that iterates through all rules in pol-
icy set of each organization and calculates similarities between each rule
attribute of both policies. It determines the closeness of two policies con-
cluding the probability that the two policies can securely integrate with each
other. The paper [19] proposes an access control framework that applies
a Hierarchy Similarity Analyzer (HSA) on the policies that need to be
merged. It calculates a Security Level (SL) and assigns it to each user and
resource attribute in the given rule set. Authorizations ensure secured shar-
ing of resources using simple security rule where a user at lower level can
access high-level resource only under the authorization of a higher level
user. The formal definition to calculate SPLi is given in Eq. (4), where
Num(sameDecision(AR1i;AR2j)) denotes the quantity of the rule pairs
having the same decision and Num(allDecision(AR1i;AR2j)) denotes the
amount of the total decision pairs.
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SPL(P1;P2) =
Num(sameDecision(AR1i;AR2j))
Num(allDecision(AR1i;AR2j))

;AR1i ∈ P1;AR2j ∈ P2

(4)

Object Sensitivity Level: each organization should specify the object sensi-
tivity level of his data that refers to her privacy concern. The OSL has range
between [0, 1] based on the object confidentiality level.

For example if the confidentiality is: High → OSL = 1, Medium → OSL =
0.5, Low → OSL = 0.

The Global Object Sensitivity Level GOSL is defined as follows:

GOSL (Ri, Oi) = αi × OSLi (5)

Algorithm 1. Redundancy and Conflict rule detection
Input:

n is the number of organizations in the collaboration
ARih is Access Control Policy Rule h in organization Oi where ARih =
{Sih, Objih, Aih, Eih}
ARkm is Access Control Policy Rule m in organization Ok where ARkm =
{Skm, Objkm, Akm, Ekm}
nbAR (Oi) is the number of Access Control Policy Rule in organization Oi

nbAR (Ok) is the number of Access Control Policy Rule in organization Ok

Output: RedundantRule is a set of redundant rules. ConflicRule is a list
of conflicting rules

1: for i ← 1 to n − 1
2: for k ← i + 1 to n
3: for h ← h to nbAR (Oi)
4: for k ← m to nbAR (Ok)
5: if (Sih = Skm)∧(Objih = Objkm)∧(Aih = Akm)∧(Eih = Ekm) then
6: RedundantRule ← (ARih, ARkm)
7: if (Sih ∩ Skm �= ∅) ∧ (Objih ∩ Objkm �= ∅) ∧ (Aih ∩ Akm �= ∅) ∧

(Eih �= Ekm) then
8: ConflictRule ← (ARih, ARkm)
9: else

10: m ← m + 1
11: end if
12: end if
13: end for
14: h ← h + 1
15: end for
16: k ← k + 1
17: end for
18: i ← i + 1
19: end for
20: return RedundantRule ← (ARih, ARkm)
21: ConflictRule ← (ARih, ARkm)
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4.3 Our Proposed Conflict Resolution Algorithm

Global Access Control Policy. We define access control rules as AR =
{S,Obj,A,E}. Where S is subject, Obj is object, A is action and E is effect.
The ARi = {Si, Obji, Ai, Ei} indicates that any subject in organization O − i is
authorized to exercise action A on the Object Obji.

Let as AR1 = {S1, Obj1, A1, E1} Access rule in Organization O1,
AR2 = {S2, Obj2, A2, E2} Access rule in Organization O2

Conflict Detection. As we defined previously, Access Control Policy Rule
in organization Oi is ARih = {Sih, objih, Aih, Eih}. Also in organization Ok,
we define ARkm = {Skm, Objkm, Akm, Ekm}, ARkm. The Algorithm 1 hereafter
describes the conflict rule detection between two different access control rules.

In our Algorithm1, we compare the Access Control Policy Rule two by two
for all participating organizations in the collaboration.

Conflict Resolution. Our proposed Algorithm2, if the organization with
higher weight is the owner of the resource, we prioritize its access policy rule.

Algorithm 2. Global Access Control Policy Composition
Input:

α is the organization weight, we have αi > αj

GOSL (Obj, Oi), GOSL (Obj, Oi) is Global Object Sensitivity Level of Oi, Oj

Output:
ARg is Global Access Control Policy Rule, ARg = {Sg, Objg, Ag, Eg}
list ← ConflictRule (ARi, ARj)

1: if list �= ∅ then
2: for each (ARi, ARj) ∈ list
3: if R ∈ Oi then
4: ARg ← ARi || if the organization with higher weight is the object owner

then we prioritize its rule and put it in the global policy
5: else
6: if Obj ∈ Oj then || if the Obj belong to the organization with lower

weight, we have two case
7:
8: if GOSL (Obji, Oi) � GOSL (Objj , Oj) then
9: ARg ← ARi || The organization with higher weight have to pre-

serve the privacy and confidentiality, we prioritize restrictive rule.
10: else GOSL (Objj , Oj) � GOSL (Obji, Oi)
11: ARg ← ARj || if the object is more sensitive and confidential in

Oj we prioritize it’s rule to preserve privacy.
12: end if
13: end if
14: end if
15: end for
16: end if
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However, if the resource belongs to the organization with lower weight, we com-
pare GOSL in order to decide which policy is privileged.

5 Illustrative Example

Healthcare organizations are currently facing pressure to improve productivity
and to reduce costs while at the same time the demand for more hospital ser-
vices is increasing. In order to provide optimal care for patients, Healthcare orga-
nizations decide to establish inter-organizational collaboration. However, these
systems are facing security threads and are requiring a security mechanism, par-
ticularly access control.

5.1 E-Health Example

Hospital A would like to create collaboration other hospitals and health centers.
We have the flowing AR defined by each organization. Potential conflicts can
be detected. For example, the doctor in O2 can read and write in the object F1

based on the AR11, but he cannot write in F1 based on A21. How we can resolve
this conflict? (Tables 1 and 2).

Table 1. Global specifications

Organization Oi Subject S Actions A Object Obj Effect E

O1 = HospitalA S1 = doctor A1 = read Obj1 = F1 Permit

O2 = HospitalB S2 = nurse A2 =write Obj2 = F2 Deny

Table 2. Access control policy rules

O1 O2

AR11 = O1, S1, (A1 ∪ A2) , F1 AR21 = O2, S1, Op1, F1

AR12 = O1, S2, Op1, F1 AR22 = O2, S1, (A1 ∪ A2) , (F1 ∪ F2)

5.2 Global Access Control Policy Composition

Based on the information given by O1 and O2, we assume that OSL (F1, O1) = 1,
OSL (F1, O2) = 0.5, α1 = 0.5, α2 = 0.3.

We calculate the GOSL based on Eqs. (1) and (2) we have:
GOSL (F1, O1) = 0.5, GOSL (F1, O2) = 0.15
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Based on Global Access Control Policy Composition algorithm, we have:

1. If F1 ∈ O1 (O1) thenARg ← AR11

2. If F1 ∈ O2 (O2) then we compare GOSL O1, O2

In our case GOSL (F1, O1) > GOSL (F1, O2). Then ARg ← AR11

The proposed algorithm helps as to combine multiple access control policy rules
in order to compose global access control policy free of conflicts. However, poten-
tial conflict may persist if the participating organization did not accept the pro-
posed solution to resolve it. In this case, we can go to the negotiation step where
other specific criteria should be considered.

6 Conclusion and Future Work

In this paper, we propose a new weighted approach to resolve detected con-
flict when composing global policy in distributed systems. The new approach
uses a set of parameters that are paramount in collaborative systems such as
organization weight and object privacy. Besides, we present a new formulas to
calculate organization weight. Finally we propose an algorithm to resolve poten-
tial detected conflicts occurring during the composition of the global Access
Control policy.

The next stage of our work is the implementation of our approach using the
eXtensible Access Control Markup Language (XACML) standard. Moreover, we
look to propose a new approach based on automated negotiation.
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Abstract. Workflow systems handle data and ressources that often
require integrity preserving and may also need a high-level of confi-
dentiality. Thus, they should be protected against unauthorized access.
Organizations, use workflow management systems to manage, control
and automate their business processes. Likewise, they adopt access con-
trol models to express their security needs and establish thier access
control policies. Therefore, organizations have to choose a flexible access
control model that corresponds to their security requirements, without
sacrificing the resiliency of their workflow system. The contribution of
this paper is to provide a study on access control models and comparing
them according to a set of criteria and requirements that we believe are
necessary to ensure security and resiliency in workflow systems.
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1 Introduction

Workflow has emerged as a new technology in the 1990s. It allows enterprises
to automate, analyze, and control their business processes, in order to improve
the quality of their services. Actually, it’s widely used in almost all domains,
including finance, healthcare, distributed systems, eScience, cloud computing,
manufacturing, and production. The Workflow Management Coalition (WfMC)
has proposed a model that takes a broad view of the workflow system. They
define workflow as the partial or complete automation of a business process,
it allows to define and coordinate tasks and activities, in order to achieve or
contribute to overall business goals in accordance with a defined set of rules [1].
Thus, the WfMC specifies that the Workflow Management Systems (WFMS) is
a software system that execute workflows and provides procedural automation
of business processes, by managing sequences of work activities and invoking
appropriate human and/or IT resources [1,2].

To achieve a successful execution of the workflow, organizations manage and
coordinate their activities using WFMS. However, executing workflows requires
c© Springer International Publishing AG, part of Springer Nature 2018
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performing series of tasks and activitys that needs a set of access control permis-
sions, to allow subjects (workflow users) get access to objects (resources) needed
to get the work done at the right time by the correct person.

From a security perspective, access control is one of the most important
security measures, which allow users to get physical or logical access to various
resources in workflow systems. The access control policy applied in those systems
is very important, and it must be both strict and flexible. Strict to ensure a high
level of security, especially for confidential and sensitive data, where threats
against integrity, authorization, and availability are very high. As well as flexible
to facilitate the allocation of access permissions for authorized users. Moreover,
to grant or refuse access permission several security requirements are inspected
following the security strategy of the organization [3].

All this puts security and resiliency as essential and integral part of the
workflow systems, so that the WFMS can manage and execute workflows in a
flexible and secure way. Therefore, the major problem is to find a robust access
control model (ACM) that ensure efficiency of management and administration
of access rights, as well as not affecting the resiliency of the system.

In this paper we present a comparative study of different access control mod-
els and the necessary security requirements that can be applied in workflow
systems. In Sect. 2 we describe access control issues in WFMS. In Sect. 3 we
define the concepts and access control requirements to enforce security in work-
flow systems. Section 4 outlines a state of the art of various access control models,
and Sect. 5 present a comparative table of models according to the main security
criteria, finally we conclude this paper in Sect. 6.

2 Access Control Issues in Workflow Systems

Security is an essential part of any workflow system principally if the WFMS
handle critical and sensitive information. In such case, the workflow security,
reliability, and resiliency issues become more important. In order to protect the
workflow systems it’s necessary to protect the affected entities which are tasks,
roles, subjects and objects. In [4], the WfMC published a white paper attempt-
ing to standardize security consideration and mechanisms that are important
within a workflow system. Also, the WfMC in [2], discusse how to integrate the
appropriate security services into the architecture and standards specified in the
reference model. The security consideration for workflow systems identified are
authentication, authorization, access control, audit, data privacy, data integrity,
non-repudiation, security management and administration [4].

Security requirements in a workflow system are not limited only to authenti-
cation, access control, integrity, privacy and non-repudiation [5]. Other require-
ments exist made the security policies difficult and complicated to establish,
especially if the workflow contains conflicting entities that can break down the
execution of the workflow. The authors in [5] specify a set of security measures
that are needed to build secure workflow systems, which are confidentiality,



Access Control Models and Security Requirements in Workflow Systems 363

integrity, availability, authentication, authorization, audit, anonymity and sepa-
ration of duties. In [6], authors surveyed distinct security requirements of multi-
user collaboration systems (Computer-supported cooperative work (CSCW) sys-
tems and workflow systems), and their security policies. Also, they discussed the
issues underlying the use of role-based security models and their limitations to
express security policies in workflow systems. Moreover, they specify that tra-
ditional security requirements of integrity, availability, and confidentiality are
naturally present, and the security requirements that represent unique aspects
of workflow systems are static and dynamic separation of duties, Chinese wall
security policy, confidentiality and privacy, context-sensitive access control poli-
cies, metalevel administrative security policies, fine-grain access control [6].

In relation with our purpose to identify the needed security requirements to
secure workflow systems, and based on the surveyed papers, we believe that the
essential requirements to ensure security and flexibility in workflow systems are
static and dynamic separation of duties (SoD), binding of duties (BoD), Least
privilege principle (LP), delegation of capabilities, granularity of specification
and more other criteria that we will describe in Sect. 3.

3 Security Requirements and Evaluation Criteria

The adopted ACM must supports several security requirements and mechanisms.
In [7] they specify three types of requirements. First type are requirements with
administrative properties including Auditing, Flexibility, Delegation of capabil-
ities and Team collaboration. Second are requirements with enforcement prop-
erties which are Static and Dynamic Separation of Duties (SoD), Binding of
Duties (BoD), Least Privilege principle (LP), Granularity of specification, Con-
text awareness, Privacy preservation and Resiliency. The third requirements are
related to performance properties including Cardinality and Response time.

3.1 Separation of Duties

Separation of duties (SoD) prevent a user to hold enough permissions to commit
a fraudulent act. SoD is supported by the least privilege principle, organizations
use SoD to ensure the integrity of their business processes and properly address
conflict of interest situation [6]. Two categories of SoD, are used in workflow
systems [8]: Static separation of duties (SSoD), the simplest version of SoD, also
called strong exclusion, it’s applied during the administration time [8]. In role
based access control (RBAC) policies, SSoD prevents users from assignment to
incompatible roles or from being members of any exclusive roles at the same
time [9]. Dynamic separation of duties (DSoD), also known as weak exclusion.
Therefore the user can be a member of any exclusive roles at the same time, but
he cannot activate both of them at the same time [9]. DSoD uses more policies
than SSoD to limit the availability of privileges for a user even during work
sessions [9]. DSoD provides operational flexibility, it’s applied at the run-time
(workflow execution) [8].
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3.2 Least Privilege Principal

Least Privilege principal (LP) aims to ensure that each user has only the needed
permissions to execute the task he is assigned to and no more [10,11]. In RBAC,
role hierarchy and role delegation can cause a violation of the security policy.
Therefore, LP restrictions must be enforced in such cases to prevent a user to
hold more privileges than what he needs to perform his tasks [3].

3.3 Binding of Duties

BoD for Binding of Duties is a state where tasks are linked by a BoD relationship
so they must be performed by the same subject. Two types of BoD constraints are
distinguished: the Role-Binding constraint, based on role and Subject-Binding
constraints, based on the subject (user, machine, etc.). The Subject-Binding
requires that the same individual who performed a task should also perform the
tasks linked to it. While Role-Binding constraint implies that related tasks must
be performed by members of the same role, and it is not necessary to be the
same individual [12].

3.4 Cardinality

Cardinality (Card) constraints define the maximum number of assignments for
a single role, and the maximum number of roles assignment that a single user
can have, also it can be static or dynamic [10]. Another definition by Jason
Crampton in [12], specify that cardinality requires that the task is executed a
number of times by a number of different users. Moreover, to enforce this type of
constraint, we have to know the maximum number of tasks that can be handled
at the same time, and which user and role have executed the task instance.

3.5 Delegation of Capabilities

The delegation process is where a user A (the delegator) delegates (grants or
transfers) his rights to user B (the delegate) and then user B becomes authorized
to perform a task on behalf of user A [13]. Delegation of Capabilities (DoC)
provides organizational flexibility and enhances workflow systems resiliency. It
ensures a flexible management of permissions in ACMs, allowing the delegate to
get all needed permissions to perform a conflicting task instance [8]. However,
the arbitrary application of this mechanism can lead to a breach of security
policies and/or a lack of quality in work [8]. More information about delegation
mechanism presented in [13].

3.6 Flexibility

Flexibility (Flex) aims to provide efficient and flexible configuration for ACM.
Therefore, the administration and management of access rights must be flexible
and transparent, to deal with unexpected situations in dynamic environments
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such as workflow systems, where authorizing or preventing users must be flexible
and not creating a conflictual situation, especially while the execution of the
workflow [8,10].

3.7 Granularity of Specification

Granularity of Specification (GoS) is the measure where a task or permission is
decomposed into small pieces, allowing a fine-grained control of access rights [10].
WFMS often manage workflows with multiple kind of tasks that need access to
various resources and permissions. Therefore, the ACM must be able to protect
information and resources of all types and at different levels of granularity.

3.8 Resiliency

Resiliency (Res) is the ability of a WFMS to use suitable strategies to bypass
Workflow Satisfiability Problem Situation (WSPS) which refers to the situation
where the WFMS is unable to assign a user to a task in a workflow instance for
availability or security reasons, without violating the security policy [8].

According to E. Sahafizadeh et al. [11], ACMs are not suitable in enterprise
settings, if they cannot accommodate unexpected changes. They must be flexible
and supports changes at run-time in order to ensure workflow resiliency, but it
is very risky to override WSPS, without applying the LP principle.

3.9 Team Collaboration

Team collaboration (TmC) is an important concept that permit to assist team
members while they work together, on a complex task, which need the collab-
oration of different users to complete its execution. Generally, ACMs support
team collaboration, but the most known model that support these criteria is the
Team Based Access Control model (TMAC), proposed to take into account this
concept in collaborative environments [10].

3.10 Context Awareness

Context Awareness (CnA) specify the dependance of the authorization decisions
on context and conditions, in order to enhance the level of protection. They
can be simple, such as using time, date or location [11], or made on the base
of the subject and object information and attributes. Likewise, they are used
in the operation of authentication to ensure the identity of the subject or to
take access decision. Moreover, context based AC may be related to the physical
environment, events and user actions (e.g. signing a contract) [6].
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3.11 Privacy Preservation

Privacy preservation (PrP) can be achieved by ensuring confidentiality and pri-
vacy policies, which are related to the information flow constraints. Privacy
policies protect the interest of individual users, and they are expressed in terms
of consent, obligation, data category and context [6]. Where confidentiality poli-
cies express the interest of organizations [6]. The authors in [14], specify that
conditions and obligations are necessary components in privacy laws. Condi-
tions let policy writers specify fine-grained privacy policies to meet privacy law
requirements, while obligations regulate subject’s actions.

4 State of the Art on Access Control Models

Workflow security has become increasingly important and challenging, to meet
these challenges several ACMs have been proposed in the literature.

4.1 Classical Access Control Models

Discretionary Access Control (DAC) is an access control (AC) model where
the owner defines the access permissions on his own resources, deciding who has
access to what, and the type of access to allow. Authorizations are expressed into
an AC matrix, which represents subjects, objects and the type of access permis-
sion, it consists of two dimensions, the first dimension identify subjects (users,
network equipment, etc.), and the second dimension list objects (resources)
[15,16]. The decomposition by columns creates AC lists (ACLs) where each
object has a list of subjects and their access rights, while the decomposition
by rows creates, the AC capability lists (ACCLs) that specify operations that
each subject can perform on his authorized objects [15,16]. The AC matrix pro-
vides a strong flexibility to DAC model [16].

Mandatory Access Control Model (MAC) takes its mandatory name from
the way of labeling information, where ordinary subjects cannot change their
labels unless a security officer (administrator) change their access authorizations
[11,15]. Its access strategy is very strict, which allows controlling the information
flow of the system [16]. The definition of authorisation take into consideration
the access policy and the sensitivity of information. The authorization decision
compare security classes of the subject and the requested object, with consid-
eration of the access policy and the sensitivity of information [11,15,16]. MAC
model improves the system’s security and prevent the damages from security
problems (false programs, users mistakes, etc.). However, the security control
scheme is strict and lacks flexibility, the security classes and rules description is
difficult and complex in deployment. Therefore, MAC model is adopted in highly
hierarchical organizations and environments where the security strategy have a
definite security policy rules, (e.g. banks and military domain) [16].
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Fig. 1. RBAC model.

4.2 Role Based Access Control Model

Since 2004 RBAC is adopted as an ANSI/INCITS standard [17], it’s widely con-
sidered the most appropriate AC model for organizations. RBAC introduce role
concept to manage access rights which are defined by an authority responsible
[3]. It grants permissions to roles, rather than users. Therefore, the access deci-
sion is taken by examinating permissions assigned to the role that the user is
assigned to. The benefit of using role concept appears when a person joins or
leaves the organization or a role within the organization, it is not necessary to
modify access rights every time [8] (Fig. 1).

According to [10,15,17], the RBAC model consists of four related concep-
tual models, RBAC0 contains the core concept and the minimum functionali-
ties. RBAC1 adds roles hierarchie to RBAC0 features. RBAC2 adds static and
dynamic constraints (not related/related to session). RBAC3 include all fea-
tures of RBAC0, RBAC1, and RBAC2. Roles hierarchie reflect the hierarchy of
responsibilities within an organization, in which roles of the first rank inherit
all privileges of the roles in lower levels [15]. Generally, a major role will not
necessarily need all the privileges of inferior roles, and this can cause a breach
of the least privilege principle.

RBAC offers great granularity of security, but it requires more work in the
implementation. It ensures system integrity and availability, allows much easier
management, and it supports static and dynamic separation of duty. However,
RBAC lacks decentralized management of policies [10]. Also, traditional RBAC
lacks the ability to specify a fine-grained control on individual users in certain
roles and on individual object instances. The definition of roles during the life-
time of a session lacks flexibility in changing environments [10,11,15,18].

4.3 Attribute Based Access Control Model

ABAC model is a logical model that controls access to objects by evaluating
policy rules against the attributes of entities (subject and object) relevant to a
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request [19]. Attributes represent any security characteristics that could distin-
guish subjects (e.g. age, size, etc.) [15,19].

ABAC is dynamic and more flexible than RBAC for fine-grained changes
or adjustments to subjects access profile. Its implementation is simple, and the
policy rules definition can take in consideration semantic context [10]. It provides
a security control point preventing unauthorized users [3,20]. Thus, it’s limited
by the richness of the available attributes for objects and subjects, and the
computational power of the system (performance issue) [15,19].

4.4 Task Based Access Control Model

TBAC model controls access by comparing permissions of a task and those of
the role assigned to it. Moreover, it grants permissions only to users in active
execution of the task [18]. Therefore, TBAC requires an authorization manage-
ment with constant monitoring of permission to decide what to activate and
deactivate [21]. Thus, it controls subjects activities inside the organization, and
gives certain granularity. It’s flexible and dynamic, but it still an extended form
of RBAC [21].

4.5 Team Based Access Control Model

Developed by R. S. Sandhu as an extension of RBAC, it addresses the problem of
deploying RBAC policy in a collaborative environment, and it allows controlling
access of activitys that will be better accomplished by the collaborators [18].
TMAC introduces the concept of team as an abstraction for group of users with
specific roles in order to accomplish tasks or a specific objective in collaboration.
Moreover, permissions are associated with roles and teams, thus permissions of a
team member are shared with other members of the same team, this combination
of permissions may breach the LP principle.

4.6 Task Role Based Access Control Model

TRBAC model is an improved model based on tasks and roles. It contains the
basic features of RBAC and TBAC. In TRBAC model tasks are not only consid-
ered as sub-roles but they have a distinct sense of role. Their characteristics are
the basis of the AC strategy, they link between roles and privileges [20]. TRBAC
assign privileges to tasks and users to roles, thus a user cannot get permissions
to access resources of a task unless he is assigned to the correct role and per-
forming the task [20]. In TRBAC the allocation of users privileges through roles
is described using task property, task state and constraints rules [22]. The task
concept allows describing clearly the LP principle [22]. However, it’s hard to
identify small differences between roles, as consequence users needed privileges
are very hard to equal privileges granted by roles [20]. Its flexibility is poor and
the system administrator privileges represent security risks [20].
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4.7 Task Attribute Based Access Control Model

The basic idea of TABAC is the description of tasks using attributes which are
related to tasks and tasks are related to privileges, thus tasks allow to dynam-
ically manage privileges [20]. TABAC architecture operates as follow. Work is
decomposed into atomic tasks according to its procedure, and when a user start
the execution process of a task, privileges are associated to the task accord-
ing to its status, then privileges are withdrawn immediately after the end of
the user mission [20]. TABAC supports fine-grained specification, separation
of account management, and the privilege verification process is strict, and it
enforces attributes and permissions constrain [20].

4.8 Role Attribute Based Access Control Model

RABAC model combine features offered by both models RBAC and ABAC. In
[23] Kuhn et al., identify three alternatives to integrate attributes into RBAC.
First alternative is Dynamic Roles, which use attributes context to dynamically
assign roles to users. Second alternative is Attribute Centric where roles are
just another attributes of users, this method largely discards the advantages
of role concept in RBAC. Third alternative is Role Centric in which available
permissions are limited in each session by the activated roles [23].

RABAC models proposed in the literature aims to preserve the best features
of ABAC (flexibility, and scalability) and RABAC (the administrative conve-
nience). In [24] Rajpoot et al., enhance attributes and RBAC model (AERBAC),
in a novel way of individual objects to deal with role-permission explosion prob-
lem, and the object expressions enable content-based AC, also they provide
fine-grained AC, policy modification and visualization, etc. In [25] Hui Qi et al.,
present an interesting work which analyze the existing RABAC models and they
propose an enhanced model more fine-grained, flexible and efficient.

4.9 Organizational Based Access Control

OrBAC model, introduces the concept of organization as the most important
entity in the model [26]. Authors in [26], specify that OrBAC entities are sub-
jects, roles, objects, views, actions and activities. Similarly to role entity in
managing and structuring subjects, they introduce the entity view to structure
objects and add new objects to the system. The entity Action contain computer
actions, while the entity activity is used to abstract actions, otherwise it joins
actions that partake the same principles [26]. Besides, they extend the model
with an entity contexts to specify the concrete circumstances where organiza-
tions grant roles permissions to perform activities on views. This new entity [26].

OrBAC aims to allow modeling a variety of security policies, and to reduce
the complexity of managing access rights. Otherwise, it tries to take into account
delegation, but the design of AC policie is much more complex, and building
organization hierarchy or setting up teams is a difficult work as it multiplies the
access decision rules. Moreover, its flexibility is not obvious [18].
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4.10 Privacy-Aware Role Based Access Control

P-RBAC extends RBAC model to integrates and express complex privacy-aware
AC policies, as well conditions under which a requester may perform his actions,
and obligations that subjects must perform before and after the granted action
[14]. P-RBAC model is designed on the base of several important privacy policy
guidelines derived from privacy laws and public privacy policies of well-known
organizations [14].

P-RBAC consists of conceptual models with different modeling capabilities
[14]. The base model is Core P-RBAC, it provides basic components with a
compromised design that should represent public privacy policies, privacy state-
ments and privacy notice on the AC policies derived from privacy related acts
[14]. Advanced models extends Core P-RBAC, such as Hierarchical P-RBAC
with the hierarchical organizations, introducing role, object and purpose hierar-
chy [14]. Thus, Conditional P-RBAC extending Core P-RBAC to express more
complex conditions introducting permission assignment sets and context [14].

4.11 Role-Based XACML Administration and Delegation Profile

XACML-ADRBAC [27], combine and enhance the XACML v3.0 administration
and delegation profile (XACML v3.0), and the XACML-ARBAC profile [28].
In order to enforce and improve its scalability and delegation mechanism they
incorporate a delegation model (PBDM), which extends RBAC to include user-
to-user/role-to-role delegations, and provide single/multiple step delegation into
the Administrative-RBAC Model (ARBAC) [28]. Thus, the role based approach
facilitates the delegation of permissions to a large number of users, and it allows
delegators to delegate or modify any subset of their assigned permissions [27].
Moreover, they extend the XACML-ARBAC profile to cover the XACML v3.0
profile and benefit from its features (policy administration and dynamic delega-
tion).

5 Comparative Study

In this section, we present a comparative study of the ACMs that we presented in
Sect. 3. The comparative study is based on the requirements presented in Sect. 3,
which they must be supported by the adopted ACM, in order to ensure security
and resiliency in workflow systems. Table 1 shows this comparison, the first col-
umn of the table shows criteria, and the first row shows ACMs. The intersection
cell indicates if the model supports the criterion, “YES” if its supported, “NO”
if not, and “Partial” means that the criterion is partially supported, but it can
be enforced under some conditions or configuration of the ACM, “N.S” means
that the criterion is not specified.

In order to understand what we mean by “Partial” which can be ambiguous.
This is an example for LP principle in the RBAC model, which is partially
supported, but it’s possible to enforce it. Roles hierarchy in RBAC ensure that
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Table 1. Comparative table

SoD BoD LP Card DoC GoS Flex Res TmC CnA PrP

DAC NO NO NO NO YES NO YES YES Partial NO NO

MAC Partial NO Partial YES NO NO NO NO NO NO NO

RBAC YES YES Partial YES N.S Partial YES Partial N.S Partial NO

TBAC YES YES Partial YES N.S Partial YES Partial N.S Partial NO

TRBAC YES YES YES YES N.S NO NO NO N.S NO NO

TMAC Partial Partial NO YES YES Partial Partial YES YES Partial NO

ABAC Partial Partial YES Partial N.S YES YES Partial N.S YES NO

TABAC YES YES YES YES NO YES YES NO NO YES NO

RABAC YES YES YES YES N.S YES YES Partial NO YES NO

OrBAC YES YES N.S YES YES N.S NO Partial NO YES Partial

Privacy-RBAC YES YES Partial YES N.S Partial YES Partial N.S YES YES

XACML-ADRBAC YES YES Partial YES YES Partial YES YES N.S Partial N.S

roles hold only the minimum needed privileges, but a role of the first rank in
roles hierarchy inherit all the privileges of the roles in lower levels, which will
not necessarily need, and that can cause a violation of the LP principle.

An other example is the Resiliency requirement which ensure that the work-
flow system can override WSPS. Supporting resiliency require that the model is
flexible in managing access rights and the most important thing is supporting
delegation criterion, in order to delegate privileges when a conflicting situation
appear especially in the run-time of the workflow. For RABAC model Resiliency
requirements is partially supported because RABAC supports SoD, BoD and
LP, which is good, but increase the possibility of creating conflicting situations,
moreover the delegation criterion is not specified for RABAC.

6 Conclusion and Future Work

Workflow systems enhance enterprises efficiency, and make them more compet-
itive, thus they improve business processes quality. The workflow management
system provides powerful tools to manage, control and execute workflows. How-
ever, there are several security issues in workflow systems, as the problems that
result from the strict application of the security policy, like resiliency problem.
That’s why enterprises should adopt an ACM that meets their strategy and
security requirements, in order to control access on their resources, and ensure
the security of their system. Therefore, the main issue is to find an access control
model from a wide range of access control models that offer different features.

The objective of this paper is to give a comparative study of access control
models and security requirements that must fulfill the security needs in workflow
systems. We can use this comparative study to select an adequate model that
responds to our needs and security strategy. As future work, we will propose
an approach that fulfills those requirements, especially delegation to enhance
workflow resiliency and override the workflow satisfiability problem.
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