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Preface

We are delighted to introduce the proceedings of the 12th edition of the European
Alliance for Innovation (EAI) International Conference on Cognitive Radio Oriented
Wireless Networks (CROWNCOM 2017). This conference has brought together
researchers, developers, and practitioners from around the world leveraging and
developing new solutions that shape how cognitive radio systems will help deliver the
required stringent requirements of future 5G networks. The theme of CROWNCOM
2017 was “Cognitive Radio Systems to Deliver 5G Requirements.”

The technical program of CROWNCOM 2017 consisted of 28 full papers, including
five invited keynote papers. The conference tracks were: Track 1 – Spectrum Man-
agement 1; Track 2 – Network Management; Track 3 – Trials, Testbeds, and Tools;
Track 4 – PHY and Sensing; and Track 5 – Spectrum Management 2. Aside from the
high-quality technical paper presentations, the technical program also featured five
keynote speeches, four tutorial presentations, one plenary session, two demo sessions,
and two technical workshops. The five keynote speakers were: Prof. Mischa Dohler
(King’s College, London), Jaime Afonso (ANACOM and CEPT), Jorge Pereira
(European Commission), Keith Nolan (Intel Labs, Europe), and Prof. Maziar Nekovee
(University of Sussex). The four tutorials were on “Disruptive Technologies for Flexible
Wireless” by Aydin Sezgin and Eduard Jorswieck, “Introduction to SEAMCAT”
by Rogério Dionisio, “Increasing Spectrum Efficiency” by Ingrid Moerman, and
“Machine Learning for Spectrum Sharing” by Suzan Bayhan and Gürkan Gür.

The two workshops organized were: H2020 FIRE+ Workshop on Radio Access
Experimentation and the 5G Spectrum Workshop. The H2020 FIRE+ Workshop
brought together five FIRE+ projects on radio access technologies. The presentations
addressed the role of experimentally driven research for validating innovative devel-
opments on cognitive networks and spectrum-sharing paradigms. The five projects are
“ORCA” presented by Ingrid Moerna (IMEC), “eWINE” by Eli De Poorter (IMEC),
“FUTEBOL” by Aho Pekka (VTT), “TRIANGLE” by Ricardo Figueiredo (Redzinc),
and “MONROE” by Andar Lutu (Simula). The 5G Spectrum Workshop addressed
evolving challenges in spectrum access, utilization, allocation, management, as well as
validation and experimental results produced so far. The presentations were by Prof.
Klaus Moessner (University of Surrey) on the “SPEED5G” project, Dr. Miquel Payaro
(CTTC) on “Flex5Gware,” Dr. Mythri Hunukumbure (Samsung) on the challenges and
opportunities for using mmWave spectrum for mobile communications, and Mr. Scott
Blue (Dynamic Spectrum Alliance) on the “Wi-Five G” project.

It was a great pleasure to work with excellent teams. We sincerely appreciate the
efforts of the chairs and members of the Steering, Organizing, and Technical Program
Committees for their hard work in organizing and supporting the conference, and in
completing the peer-review process of technical papers for a high-quality technical
program. We are also grateful to the conference coordinator, Monika Szabova (EAI),



for her support and to all the authors who submitted their papers to the CROWNCOM
2017 conference and workshops.

We strongly believe that CROWNCOM provides a good forum for all researchers,
developers, and practitioners to discuss all aspects of science and technology that are
relevant to cognitive networks. We also expect that future CROWNCOM conferences
will be as successful and stimulating as this year’s event, as indicated by the contri-
butions presented in this volume.

January 2018 Paulo Marques
Ayman Radwan
Shahid Mumtaz

Dominique Noguet
Jonathan Rodriguez
Michael Gundlach
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Network Resource Trading: Locating
the Contract Sweet Spot for the Case

of Dynamic and Decentralized
Non-broker Spectrum Sharing

Robert Schmidt(B), Arash Toyser, Siddharth Naik, Janis Nötzel,
and Eduard A. Jorswieck

Chair of Communications Theory, Technische Universität Dresden,
01062 Dresden, Germany

{robert.schmidt,arash.toyser,siddharth.naik,janis.notzel,
eduard.jorswieck}@tu-dresden.de, siddharth.naik@frequencytrading.com

Abstract. This paper aims to present a framework for analysing net-
work resource trading between operators. We present the results for the
case of orthogonal inter-operator spectrum sharing as a sub-case of the
network resource trading between operators.

A two-operator, two-cell scenario has been considered. Operators
share bandwidth orthogonally using standard LTE technology, detailed
in the paper. An operator can post resources to a local market (neigh-
bouring cells) for trading them with other operators. We were interested
in identifying the duration of the resource trading contracts for trad-
ing, which would provide throughput gains. Simulations show up to 30%
increase of user throughput and a more efficient use of spectrum if we
do not consider any monetary cost or value in the model. In a separate
idealised scenario, throughput gains of up to 80% are reported.

Keywords: Resource trading · Spectrum sharing · Inter-operator
Micro-trading · LTE

1 Introduction

During the last years, there has been a tremendous growth in mobile communi-
cations traffic. Alone in the period 2015–2020, mobile traffic is believed to mul-
tiply eightfold [3]. Spectrum scarcity is commonly seen as on of the main prob-
lems arising from this development. Recent reports [5] substantiate this perspec-
tive and explain countermeasures against the “mobile data crunch” that followed
the success of data driven mobile services. Among those measures are improve-
ment of spectral efficiency, network densification and increase of available band-
with. Such observations have led to technological developments and deployments
like e.g. Long-Term Evolution (LTE) or LTE-Advanced [5,17]. Increasing num-
bers of network cells and the allocation of higher frequency bands introduce new
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

P. Marques et al. (Eds.): CROWNCOM 2017, LNICST 228, pp. 3–14, 2018.
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4 R. Schmidt et al.

complications and opportunities since the coverage area of cells operated in these
higher bands is reduced [16]. However, these developments and processes involve
dealing with significant legal hurdles and require international harmonization. As
a consequence of these multiple developments, the concept of spectrum sharing is
on the verge of becoming a normality rather than the exception. This perspective
is backed up by recent developments such as e.g. the decision of the British regula-
tor Ofcom to allow spectrum sharing in the 3.8 and 4.2 GHz bands [13,14], and has
been taken on by GSMA and operators as well [6,12]. The focus of this introduction
is the European market, but the trends are identical on the entire globe.

Technically however a lot of the work still has to be done, and it seems due
time to address some of the problems coming especially with dynamic spectrum
trading in more detail. A number of previous works addressed open problems
via extensive simulations. It was shown that high gains can be achieved and
spectrum sharing is possible with state of the art technology [9]. Furthermore,
fairness [7] and quality of service (QoS) improvements [11] are possible. Many of
these simulations are performed with a varying degree of realism. For instance,
the assignment of spectrum is often modeled unrealistically or with knowledge
about user behavior that can never be matched in reality. We address this
short-coming.

In this paper, we consider two operators serving their users in the same
geographical area. Adjacent base stations use a market in the vicinity to trade
resources. The market has no authority over the base stations. Many local mar-
kets might exist, but we omit the question of which base stations trade through
which markets which poses its own technical challenges. Here we assume that
base station have been already connected to the correct local market. The base
stations measure the load that is caused by the users. The core idea is to sell
resources when the base station has or predicts low load and buy resources oth-
erwise for a certain duration and a certain price.

In a simulation campaign, we consider a single file download service and mea-
sure the time to empty the base station buffer as a load indicator. Using this
simple model, we study the effect of the duration of spectrum trades. The dura-
tion of the trade is of special interest, as financial considerations and planning
play a vital role in the dimensioning of a network. Spectrum sharing is a special
case in which all prices of trades are set to zero, e.g. by agreements between
operators. We don’t consider any prices at this point to remove the effect of
the operator’s budget or other economical constraints and concentrate on the
achievable gains when operators share for short durations. It is also assumed
that both parties in the trade are honest and employ the same strategy for the
trades. Apart from this technical restriction in the simulations, the approach
that we lay out here marks a change from the classical approaches of spectrum
sharing [18] towards a micro-trading approach [10]. In some classical approaches,
the primary user can interrupt the secondary user which is not possible here. In
the micro-trading approach, a central market is used to perform auctions; here,
we envisage local markets for fast trades. We believe that even in the same busy
hours, the traffic experienced at different base stations is not homogenous and
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thus short trades in the order of seconds or smaller will increase the data rates
of the users.

We are aware that we only skim the surface for a true spectrum sharing
architecture. In particular, the technical challenges of the suggested sub-system
and its requirements need to be analysed in more detail. This however is out of
the scope of this paper. We only show a first assessment of the gain using the
proposed model and stress that there is a case for it.

The paper is structured as follows. In Sect. 2, the system definition is out-
lined and our architecture for a preliminary spectrum sharing implementation
as well as an idealized system are introduced. Section 3 describes the heuristic
trading algorithm and its parameter choice. Section 4 outlines our system-level
simulation approach and Sect. 5 evaluates the performance of the realistic imple-
mentation and compares it to the results of the idealized system. Section 6 finally
concludes the paper.

2 System Description and Definitions

The system is depicted in Fig. 1. In the following we consider two operators
i ∈ {A,B} with each operating one evolved Node B (eNodeB) serving some
users UEij , j = 1, . . . ,Ki. The number of available resource blocks (RBs) in
the Downlink (DL) is N . Each operator owns a part of the spectrum of ni RBs,
ni < N , ni ∈ N+. A gap of ng RBs between both spectra is modeled as the guard
band, i.e. the operators’ operating bands are not necessarily adjacent. The whole
spectrum satisfies:

nA + nB + ng = N. (1)

nA ng nB

1 N

eNBA

UEA1
UEA2

UEA3

RA1

RA2

RA3

rA1

BA1

rA2

BA2

rA3

BA3

eNBB

UEB1

UEB1

RB1

RB2

rB1

BB1

rB2

BB2

Fig. 1. The system model for the considered spectrum trading scenario.
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At each time instant t, each operator serves a number of users Ki(t) = Ki

in its cell. For ease of notation and without loss of generality, the parameter t is
omitted. The sum of all users in the system is K = KA + KB .

Data arrives at the eNodeB with a rate rij from a remote server (not dis-
played) and fills a buffer with buffer level Bij and of finite size. The network
between the eNodeBs and the remote server is assumed to be dimensioned such
that it does not present a bottleneck in the simulations. The eNodeBs send this
data to the corresponding User Equipment (UEs) with a rate Rij � rij , as
shown in Fig. 1.

More generally, let Mi ⊂ R
Ki×M
++ be a set of measurements of one base

station with M the number of measurements performed per user. For instance,
the rates Rij constitute the set Ri ⊂ R

Ki
+ ⊂ Mi and Bij ∈ Mi.

We use a finite-buffer traffic model to model the user behaviour. In this model,
users only have bursts of data when they access the system. This corresponds
better to a real system than a typical full-buffer model, in which users constantly
receive and send data. The considered performance metric is the DL throughput
per user.

In the following, we only consider the DL. Two implementations for spectrum
trading are investigated:

1. a practical spectrum trading implementation
2. a hypothetical implementation merging the operators.

The hypothetical implementation serves as an upper bound for our practical
spectrum trading scenario.

In the considered practical implementation, two cells change the bandwidth
on which they operate (cf. Fig. 2). Assume operator A to be in the need of
additional spectrum. It might get this from operator B provided this one wants
to trade its resources. If they exchange n RBs, n ∈ N, operator A’s bandwidth
increases to n′

A = nA + n and B’s bandwidth decreases to n′
B = nB − n. This

change happens for a previously determined duration tD. During this time, (1)
becomes

nA + nB + ng = N = n′
A + n′

B + ng. (2)

nA ng nB

1 N

np np

n′
A ng n′

B

1 N

np np

Fig. 2. A practical spectrum trading system: two operators exchange spectrum by
increasing or decreasing their bandwidth.
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Additionally, in Fig. 2, the extreme case of operator A buying as much spectrum
from operator B as possible is shown. The latter gives all resources away except
for some protected bands n′

B = np which it maintains for QoS reasons.
The trading of resources happens on a market in the vicinity, shown in Fig. 3.

An eNodeB tries to buy and sell spectrum according to its needs. Selling of
spectrum is done via an “offer”.

Definition 1 (Offer). An offer O is a tuple (ts, tD, n, p0, p1, p2) including the
start time ts ∈ R+ of a potential spectrum trade, the duration tD ∈ R+, and the
number of exchanged resources n ∈ N+. p0 is the posting price on the market,
p1 the consumption price (i.e. when buying) and p2 the break-clause price. For
spectrum sharing, we have p0 = p1 = p2 = 0. The expiration time tex = ts + tD
is implicit.

When a base station measures low load, it sends an offer of resources to the
market. The functionality of selling and buying is ensured by a subsystem called
the “negotiator”, present in every base station that participates in the trading
of resources.

Definition 2 (Negotiator). Let D ∈ {−1, 1, 0} be a choice to buy, sell or to
not trade spectrum, respectively. Then, for some measurements Mi and offers
O1, . . . ,OL, the negotiator Ni of a base station of the operator i ∈ {A,B} is a
choice function Ni : (Mi,O1, . . . ,OL) → D that decides whether resources need
to be bought or sold on the market.

Practically, it collects data from the eNodeB (like current data buffer level,
DL throughput and so on), evaluates the current offers and decides about the
acquisition or sale of resources. Communication is performed directly with the
local market, as shown in Fig. 3.

eNodeB Operator 1 eNodeB Operator 2Market

NEGData

FRSCH

NEG Data

FR SCH

Fig. 3. The general structure of the spectrum trading architecture. NEG is the nego-
tiator, FR the frequency reuse algorithm, and SCH the scheduler.

The market distributes a received offer O to the other negotiator. By applying
the negotiator function, a buying decision can be made. In this case, it sends
a message back to the market which then acknowledges this trade (if certain
constraints like correct timing are met).
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Definition 3 (Contract/Trade). A contract or trade is an offer O by a nego-
tiator of operator i ∈ {A,B} that has been acknowledged by another operators’s
negotiator j ∈ {A,B}, j �= i.

At ts, both eNodeBs change their used spectrum as indicated in the contract.
It is assumed that both operators are fair. The sequence of events of a contract
is shown in Fig. 4.

Negotiator 1

Market

Negotiator 2

t0

Offer

ConfirmDistribute

Ack

Ack

Change bandwidth

ts = t0 + toff

Revert bandwidth

Tex = tD + ts

Time

Fig. 4. The timeline of a trade, i.e. one negotiator puts resources on the market which
the second accepts.

A negotiator can revoke a previously sent offer. In this case, the first reaction
after the initial offer (own revocation or foreign confirmation) is determinant.
The market acknowledges every event as well as the expiration of an offer.

Changes in the bandwidth on which to operate are applied via a modified
Frequency Reuse (FR) algorithm. This in turn limits the scheduler of the LTE
system to some of the available RBs.

Using a hypothetical spectrum sharing scenario (cf. Fig. 5), the maximum
gain of spectrum sharing is investigated. Two cells share the spectrum orthogo-
nally, each having the same amount of spectrum (nA = nB) and no guard bands
are modeled (ng = 0). This first scenario constitutes the no spectrum sharing
scenario.

nA nB

1 N

nS

1 N

Fig. 5. Spectrum sharing in an ideal system using an single meta-operator (SMO).



Locating the Contract Sweet Spot for Spectrum Sharing 9

The SMO constitutes the hypothetical spectrum sharing counterpart, using
bandwidth nS .

Definition 4 (Single Meta-operator). Let A, B be two operators with users
KA, KB and spectrum nA, nB. The SMO is the union of the operators, i.e. an
operator serving all users K = KA + KB on all resources nS = nA + nB.

Both operators A and B merge into one operator with one eNodeB.
(1) becomes

nA + nB = nS = N. (3)

3 Trading Algorithm

The negotiator implements the driving trading algorithm. As already stated in
Definition 2, a superset of the (practical) resource allocation can be the input of
the choice function. An example of the (practical) resource allocation is the DL
cell throughput. Additionally, the (theoretically) available resources can be taken
into account. An example is the spectrum that might be bought. Moreover, the
negotiator can use further knowledge at the base station, like priorities, buffer
levels, historical data on user distribution, traffic demand, and so on.

Upon a decision, the negotiator communicates with the market. This was
already shown in Fig. 3.

Our implementation is based on a simple heuristic. We use the buffered data
of all users Bi = Bi(k) at discrete time k as well as the current DL cell through-
put R̃i = R̃i(k)

Bi =
Ni∑

j=1

Bij , R̃i =
Ni∑

j=1

Rij , i ∈ {A,B}, j = 1, . . . , Ni (4)

as eNodeB measurements Mi ⊃ {Bij , Rij}. The throughput is smoothed using
an exponential moving average of the form Ri(k) = (1 − α)Ri(k − 1) + αR̃i(k).

Then, it is possible to calculate an estimate of the time it takes to send all
buffered data to all users, the Estimated Time to Empty Buffers (ETEB). It is,
in seconds:

ETEBi =
Bi

Ri
, i ∈ {A,B}. (5)

Two thresholds tsell and tbuy are used to parameterize the algorithm. If we
have a low load such that ETEBi < tsell < tbuy, the negotiator offers RBs on
the market. If the load is very high, tsell < tbuy < ETEBi, the negotiator should
try to buy spectrum on the market. If tsell ≤ ETEBi ≤ tbuy, the negotiator does
nothing and revokes possibly sent offers that are still on the market.

The thresholds have been chosen by evaluating the ETEB in a no sharing
case. The empirical probability of the load indicator depending on the user arrival
process, we fixed it as described in Sect. 4.

The resulting histogram is shown in Fig. 6. Zeroes are suppressed to improve
readability. The choice of the thresholds is arbitrary. We opted to “tolerate” the
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Fig. 6. The histogram of the ETEB of multiple simulation runs.

lower 10% of load during which the negotiator still tries to sell spectrum. For
tsell < 0.09 s, we measure 10.5%. Another 15% of load above the selling threshold
is “tolerated” without selling or buying spectrum (grayed region in Fig. 6). The
upper 75% (tbuy > 0.19 s) are defined as a load that could potentially be remedied
by buying spectrum if possible.

The negotiator evaluates these thresholds on a periodic basis and performs
the aforementioned actions depending on the outcome of the heuristic.

4 System-Level Simulation Description

For the evaluation of the described system, we used the simulator ns-3 [8] in
version 3.26. ns-3 is a modular system-level simulator. It provides modules to
simulate all layers from physical to application layer and also includes an LTE
module [15]. We extended the simulator to support our architecture as described
in Sect. 2 as well as the 3rd Generation Partnership Project (3GPP) FTP model
1, adapted from the publicly available ns-3 License-Assisted Access (LAA) Wi-Fi
coexistence module1.

The parameters of the considered scenario are listed in Table 1.
The scenario consists of two base stations located at the origin of the coor-

dinate system. Ten mobile terminals are attached to each base station, initially
uniformly distributed in the circular cell of radius R = 800m. They move within
the cell according to a Random Waypoint Model that selects the next point by
the same uniform distribution and to which they move with 3 km h−1 without
halting.
1 The source can be found at http://code.nsnam.org/laa/ns-3-lbt.

http://code.nsnam.org/laa/ns-3-lbt
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Table 1. General system parameters for the practical spectrum sharing case.

Parameter Value

1st DL sub channel frequency 1805 MHz (EARFCN 1200)

Aggregate channel bandwidth 10 MHz (50 RBs)

Subcarrier bandwidth 15 kHz

Resource block bandwidth 180 kHz

eNOdeB DL transmit power 43 dBm over 50 RBs

Pathloss, in dB 15.3 + 37.6 log d, d in m

Fading Trace-based typical urban, 3 km h−1 [2, ETU]

Frame duration 10 ms

TTI (sub-frame duration) 1 ms

Scheduler Proportional fair scheduler

FR algorithm Modified hard frequency reuse

Radio link control (RLC) mode Unacknowledged Mode (UM)

Traffic model FTP model 1 [1]

User arrival rate λ 1.5 s−1

Download file size S 550444 B

Cell radius ro 800 m

Simulation duration 1100 s

Simulation runs 50 per campaign

Each cell operates on a bandwidth of 5 MHz, divided into 25 RBs. The
used traffic model is derived from the 3GPP FTP 1 traffic model from 3GPP
TR 36.814 [1]. In [1], files of size 512 kB are sent. In our simulations, we don’t
use retransmissions except for HARQ. In particular, we use the RLC UM mode
and UDP as the transport protocol. Therefore, we chose to send files of size
S = 550 444 B and calculate the statistics by only considering files which reach a
threshold of received data Srx,min = 512 000 B.

Furthermore, only the flows which started after 100 s simulated time, belong-
ing to the “steady state”, are used for further processing. We argue that after
this time, every user has started to download at least one file and the simulation
is not in an artificial start-up phase that does not directly stem from the user-
arrival process. In fact, we have a Poisson process with intensity λ = 1

E[τ ] with τ

being the inter-arrival time (the same distribution for all inter-arrival times τi,
i = 1, 2, . . . , is assumed). Then, the time so that all users started a download
can be roughly estimated Tall = nE[τ ] = n

λ . For the user arrival rate λ = 1.5 s−1

and 10 users as used in the simulations, the last user can be expected to have
started a download after on average 6.66 s. 100 s settling time is thus completely
justified.
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The user arrival rate λ is calculated as [1, A.2.1.3.4]:

offered traffic = λ · S. (6)

Considering that the peak rate of an LTE system is around 300 Mbps for a
bandwidth of 20 MHz and 4 layers [4], a rate of 18.75 Mbps is the theoretical
peak rate in the considered scenario per cell. We choose a user arrival rate of
λ = 1.5 s−1 resulting in an offered traffic of approx. 6.6 Mbps. This amounts to
a reasonable average load while leaving some free capacity in the system.

The duration of a flow is defined as the time between sending the first packet
t1,tx and receiving the last packet m at time tm,rx. For a user receiving Srx B
of data, the DL user throughput, also called the User Perceived Throughput
(UPT) [1] is calculated as

UPT =
Srx

tm,rx − t1,tx
. (7)

The time toff, i.e. the duration between posting an offer and its expiration, is
fixed to 5 ms, and we neglect any market communication time. The negotiator
always proposes the maximum number of resources, i.e. 6 RBs are reserved as
protected bands for QoS reasons and the rest is traded. No prices are considered.

5 System-Level Assessment

We are interested in the dependency of the throughput gain as a function of the
contract length tD. Furthermore, we compare the performance of the spectrum
sharing implementation to the SMO. The results are shown in Fig. 7.

For the 95%-ile2, we see clear gains. For the SMO implementation, we mea-
sure a gain of 80%, which is in line with previous works.

Depending on the contract duration, various gains are reported. Gains are
higher for the shorter contract durations. This comes as no surprise as a base
station will be able to get its resources back quickly. However, short contracts
have the drawback of a more frequent reselling of resources, putting additional
load on the backbone network through increased signaling, an effect which is not
modeled here.

A contract duration decrease from 200 to 100 ms offers no significant advan-
tage. In these cases, we find notable gains of 35%. The gains shrinks to the
half for 660 ms. With increasing duration, the gains get smaller until eventu-
ally becoming negative for long durations. For the duration tD = 660 ms ≈ 1

λ ,
equivalent to the average inter-arrival time, we still have a considerable gain.

For contract durations longer than tD = 1320 ms ≈ 2
λ , losses for the 95%-ile

start to emerge. For these contract durations, base stations are not able to adapt
to changes in the system fast enough.

2 We use this 95%-ile similar to the 95%-ile of a full buffer traffic model, i.e. as a rate
that every user achieves that is served by the base station in this cell.
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Fig. 7. UPT of a user depending on the duration of a contract tD.

6 Conclusion

The contribution of this paper is two-fold. We first presented our generalized
understanding of resource trading in a mobile communications network under the
assumption of two co-primary network operators. Resource trading incorporates
the notion of prices. Non-cooperative game theoretic frameworks could thus be
used to model also the financial aspects of the different parties. We specialized
this notion to a spectrum sharing scenario that makes no assumptions about
the user behavior and trades resources on a local market and without common
knowledge.

Second, we investigated the gains of this spectrum sharing system in pres-
ence of different contract durations. Simulations showed a hypothetical gain in
throughput of 80%. Using a simple heuristic, gains of 30% are easily achieved.
A trade duration of approximately the average inter-arrival time of the user
arrival process shows high gains which incurs lower load in the backhaul net-
work than a more frequent renegotiation.

Further work will concentrate on the following points. First, we want to inves-
tigate the QoS improvements of our spectrum sharing implementation. Second,
an advanced trading algorithm making use of prediction and game theory is
envisaged to improve the performance and incorporate prices.
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Abstract. Dynamic spectrum access is challenging, since an individual sec-
ondary user usually just has limited sensing abilities. One key insight is that
primary user emergence forecasting among secondary users can help to make
the most of the inherent association structure in both time and space, it also
enables users to obtain more informed spectrum opportunities. Therefore, pri-
mary user presence forecasting is vital to cognitive radio networks (CRNs).
With this insight, an auto regressive enhanced primary user emergence rea-
soning (AR-PUER) model for the occurrence of primary user prediction is
derived in this paper. The proposed method combines linear prediction and
primary user emergence reasoning. Historical samples are selected to train the
AR-PUER model in order to capture the current distinction pattern of primary
user. The training samples of the primary user emergence reasoning (PUER)
model are combined with the recent samples of auto regressive (AR) model
tracking recent parallel. Our scheme does not require the knowledge of the
signal or of the noise power. Furthermore, the proposed model in this paper is
blind in the detection that it does not require information about the channel. To
verify the performance of the proposed model, we apply it to the data during the
past two months, and then compare it with other method. The simulation results
demonstrate that the AR-PUER model is effective and generates the most
accurate forecasting of primary user occasion in several cases. Besides, it also
performs much better than the commonly used energy detector, which usually
suffers from the noise uncertainty problem.

Keywords: Dynamic spectrum access � Linear prediction
AR-PUER � CRNs

1 Introduction

With the express development of wireless communication system, it posed a tough
requirement for the limited radio spectrum resource. On the other hand, in connection
with the spectrum report conducted by the Federal Communications Commission
(FCC), the majority of the radio spectrum is not in use in reality [1]. Therefore, the
perception of CRNs has been proposed as a hopeful technology to deal with the
spectrum scarcity as well as the spectrum underutilization problem [2]. The merely
consideration is that the secondary users have to vacate the channel within a certain
amount of time whenever the primary user becomes active. Thus, the cognitive radio
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network faces the tricky challenge of detecting the presence of the primary user,
particularly in a low signal-to-noise ratio region, since the signal of the primary user
might be severely alleviated due to multipath and shadowing before reaching the
secondary user. To ensure that there will be no harmful intervention to the primary
user, the secondary users need to sporadically detect the presence of the primary user.
There are several factors that avoid the spectrum sensing from operating in a reliable
manner. One factor is that the strength of the primary users’ signals could be very weak
when they reach the secondary users. If the secondary user makes a defective decision
in detection and establishes transmitting when the primary users are active, its own
signal will meddle with the primary users’ signals.

The most popular spectrum sensing methods that have been proposed are energy
detection, cyclostationary feature detection and matched-filtering detection. Up to now,
not much work has been done on blind sensing models. Algorithms based on cyclo-
stationarity have been developed in [3]. However, the performance of these algorithms
at a low SNR has not been investigated; it also requires some prior information about
the primary users, whereas the proposed model does not. The proposed model performs
much better than the commonly used energy detector. Moreover, unlike the energy
detector [4] and prior cyclostationary methods, the novel AR-PUER model here is
blind and does not require information about the multipath channel distortions that the
primary users has undergone on its way to reaching the secondary user.

In this paper, we proposed an auto regressive enhanced primary user emergence
reasoning (AR-PUER) model, which does not require the knowledge of the signal or of
the noise power. Moreover, the proposed detection algorithm in this paper is blind in
the sense that it does not require information about the multipath channel deformations
the primary user has undergone on its way to reaching the secondary user.

The rest of this paper is organized as follows. In Sect. 2, the auto regressive
enhanced primary user emergence reasoning (AR-PUER) model is presented for the
proposed scheme, which includes the detection method, primary user behavior char-
acteristic and AR-PUER treatment process. In Sect. 3, the performance of proposed
approach is analyzed, and numerical results are presented. Finally, Sect. 4 briefly
concludes this paper.

2 System Model

2.1 Time Correlation Estimate

In order to study the spectrum usage of primary users, the concept of time division is
introduced. Time division belongs to time interval that based on a statistical analysis of
the primary users’ spectrum over a period of time. For some primary users, its time
division may be more than one.

With the purpose of make the calculation results closer to the actual use of primary
users, the following content will revise the error combined with statistical methods to
make the consequence more accurate. To evaluate the disparity between the primary
users’ spectrum access time and the average time, the concept of time similarity is
proposed, which can be defined as
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sða; bÞ ¼ 1� dða; bÞ ð1Þ

where dða; bÞ ¼ a�bj j
e , n ¼ a� bj j.

In (1), a is the initiation spectrum access time which independent with the statistical
time of primary users, b is the average time that primary user access to the spectrum,
while e indicate the time is twenty-four hours. In the meantime, we classify n as time
freeness that has two kinds of values:

(1) Primary users’ own actual time n0 is known as the code value of time freeness; in
the same way, sðn0Þ is the code value of time similarity.

(2) According to n ¼ a� bj j, we can calculate the observation value of time freeness
n, while the observation value of time similarity is sðnÞ or sða; bÞ.

The code value of time similarity can constitute two intervals ðsðn0Þ; 1Þ and
ð0; sðn0ÞÞ, when the observation value sða;bÞ is valid in ðsðn0Þ; 1Þ, accordingly we call
ðsðn0Þ; 1Þ as the valid interval; as a result, ð0; sðn0ÞÞ is the invalid interval.

Considering the situation that a primary user maybe repeated access to the spectrum,
therefore, the primary user exist multiple time similarity, that is to say, there is more than
one time similarity located in the valid interval. Consequently, the time similarity of

primary user A at t1; t2; � � � ; tk; � � � can indicated as s1
A
t1
; s2

����
���� At2 ; . . .; sk

A
tk
; . . .

����
respectively. Analogously, we see that s1ða; t1Þ A

t1
; s2ða; t2Þ

����
���� At2 ; . . .; skða; tkÞ A

tk
; . . .

���� .

In the valid interval, the maximum time similarity can characterized as smaxða; tiÞ A
ti

���� ,

while the minimum time similarity can indicated as sminða; tjÞ A
tj

���� . Hence, they can

illustrated as smax
A
ti

���� and smin
A
tj

���� for short.

The above time similarity in which interval is valid is mainly determined by the
time freeness n0, because the standard deviation is the best way to evaluate time
fluctuations, we can define its standard deviation as the time freeness n0, which implies

n0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i¼1

ðxi � �xÞ2
vuut ð2Þ

When n0 is little, the time similarity s will be relatively large, and the effective
interval will be narrowed accordingly, which reveal the primary users’ spectrum access
behavior has a strong regularity. On the contrary, when n0 is large, the time similarity s
will be little at once, and the effective interval will be broaden. This phenomenon
expose that the primary users’ spectrum access behavior has a weak regularity, which
reveal a greater volatility.
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2.2 Primary User Behavior Characteristic

At first, we define a fixed number of days (m) as criteria. In order to minimize the
interference of human factors, the maximum allowed range of time periods should not
exceed the code value of time freeness. The primary users’ spectrum access duration
begin with D, and end up with D + m, which located in the area from line R to R + n,
with the maximum trigger value during the time period R + n.

The access behavior employs natural number coding, that is, for the access
behavior which length is n, each of them take an integer value from 1 to m (the
maximum value). The access behavior is constructed as follows

R n D m

In the process of operation, we need to determine the evaluation of each primary
user. The evaluation can be calculated on the basis of assessment function

fk ¼
X
e2P

xðeÞ ð3Þ

where fk is the evaluation of primary user k, e is the unit grid, P is the enclosed area
with primary users’ access behavior, and xðeÞ is the value of unit.

In the progress for the primary users’ access behavior characteristic, the procedures
are as follows:

(1) Setup the initial number of days as Pð0Þ after initialization;
(2) Evaluate the primary users in accordance with the former assessment function (3),

and calculate the evaluation value of primary users in PðtÞ;
(3) Carry on interleaved computation, we can obtain Pðtþ 1Þ from PðtÞ after the

mean value calculation;
(4) Calculate the end conditions, if t� T , then t ! tþ 1, and next go to step (2); if

t[ T , then output the primary user with maximum time similarity smax
A
ti

���� as the

optimal solution, and stop the calculation.

2.3 AR-PUER Model

The sensing model in this paper is based on linear prediction and case based reasoning
[5, 6], which involves predicting a future value of a stationary discrete-time stochastic
process, given a set of past samples of the process.

Considering the time series of received signal vectors as fW1;Wt�1;Wt�2; � � � ;Wt�pg.
In the auto regressive AR(p) model, samples fW1;Wt�1;Wt�2; � � � ;Wt�pg are used to
predict the condition of primary user at. In this paper, forward linear prediction will be
used. The forward prediction at time t is denoted by at and is given by
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Wt � u1Wt�1 � u2Wt�2 � � � � � upWt�p ¼ at; t ¼ 0;�1;�2; � � � ð4Þ

The retardation factor B is an operator, which have the arithmetic operation
BkWt ¼ Wt�k; k� 1. The stipulation of primary user at is then defined as

ð1� u1B� u2B
2 � � � � � upB

pÞ �Wt ¼ at ð5Þ

When U Bð Þ ¼ 1� u1B� u2B
2 � � � � � upB

p, the mentioned formula above can
illustrated as

U Bð Þ �Wt ¼ at; t ¼ 0;�1;�2; � � � ð6Þ

The blind AR-PUER sensing model in this paper combines linear prediction with
the primary user emergence reasoning of the received data. Auto regressive model is a
widely used technique in numerical analysis and linear algebra [7]. Based on this
approach, some signal statistics will be defined, which reveal distinctive features only
in the presence of primary users. This discrimination will improve the probability of
detection.

In the functionWt ¼ U�1 Bð Þ � at, in which G Bð Þ ¼ U�1 Bð Þ ¼ P1
k¼0

GkBk , Bj j\1, we

see thatWt ¼
P1
k¼0

Gkat�k where Gk; k ¼ 0; 1; 2 � � � is the Green’s function of the AR pð Þ

model. Analogously, in at ¼ U Bð Þ �Wt where I Bð Þ ¼ U Bð Þ ¼ G�1 Bð Þ ¼ I0 �
P1
k¼1

IkBk,

Bj j\1 (I0 ¼ 1), we can obtain at ¼ Wt �
P1
k¼1

IkWt�k. It can be shown from the function

that Ik; k ¼ 0; 1; 2; � � � is the inverse function for ARðpÞ.
From the stationary sequence fWtg, which Wk; Wk�1; Wk�2; � � � was known,

we can have Ŵj ¼ Wjðj� kÞ, âkþ l ¼ 0ðl� 1Þ. In doing so, some signal statistics
forecast formulas based on the auto regressive model will be obtained below.

ŴkðlÞ ¼ u1Ŵkðl� 1Þþu2Ŵkðl� 2Þþ . . .þupŴkðl� pÞ ; l[ q ð7Þ

ŴkðlÞ ¼
X1
j¼1

IðlÞj :Wkþ 1�j ; l� 1 ð8Þ

where
Ið1Þj ¼ Ij j� 1

Ið1Þj ¼ Ijþ l�1 þ
Pl�1

m¼1
ImI

ðl�mÞ
J j� 1; l� 2

8><
>:

Since the primary user emergence reasoning model shares the same training
samples and procedures with the auto regressive model, it is possible to combine the
training samples selected from both models, and improve the forecasting accuracy with
near vectors in both temporal and feature space. Thus we propose an auto regressive
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enhanced primary user emergence reasoning (AR-PUER) model to enhance the pre-
cision of primary user presence without requiring the information about the channel.
The spectrum access behavior reasoning model of primary users is shown in Fig. 1.

For the AR-PUER model training with historical data, the procedures of the
combined AR and PUER model are as follows:

First of all, searching all the users in the stored access behavior, which have the
similar spectrum access time with the real primary user, and then utilize the auto
regressive model to enhance the prediction of primary users. Moreover, collect its
access behavior characteristics and analysis to determine the primary users which in
accordance with the daily access habits according to the time similarity. Once again,
chase down its nearest neighbor by means of the above mentioned primary user, and
then calculate the time span of them. Furthermore, update the searched user in the light
of its access behavior and correction rule. Eventually, make a review and revision, thus
evaluate the necessity whether hold it back.

As to the situation that primary users may have a delay during the spectrum access
procedure because of some special circumstance, which will result in sða; bÞ is invalid.
Accordingly, we introduce the conception of behavior similarity. Frequently, the pri-
mary user’s construction set is consist of feature set and relation set, which can indi-
cated as U : U ¼ fFeature; Relationg. Besides, the configuration set U can also
include some other user’s properties, for example, with the primary user’s different
access behavior, it may contain the weight coefficient W, that is to say,
U : U ¼ fFeature; Relation; Weightg.

Whether have the 
same user

Auto regressive 
enhanced prediction

Collect its behavior 
characteristics

Searching the maximum of
the time similarity

Confirm its 
emergence

Database

Y

N

Primary user
access action

Fig. 1. Auto regressive enhanced primary user emergence reasoning model
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Supposing that User1 and User2 match all the characteristics, then we have
U1 ¼ U2. If they only have some characteristic values in common, they are partial
similarity, and we can utilize Sim to express the similarity between them. It can also be
defined as the ratio between the matched characteristics with all the features, that is to
say Sim 2 ½0; 1�. The larger the relation value, the higher the similarity between them.
When Sim = 1, they are the same user; while different users when Sim = 0. The
assemblage of any two users can be defined as VA ¼ fa1; a2; � � � ; ang,
VB ¼ fb1; b2; � � � ; bng, and then the similarity between them can be expressed as

SimðA;BÞ ¼ 1
n

Xn
i¼1

sinðai; biÞ ð9Þ

If the user’s access behavior is not stable, we can set the corresponding weight.
Consequently, the expression of behavioral similarity, which include the weight
coefficient, can represented as

SimðA;BÞ
Pn
i¼1

sinðai; biÞwi

Pn
i¼1

wi

ð10Þ

where sinðai; biÞ ¼ 1; ai ¼ bi
0; ai 6¼ bi

�
, and ai stands for the accessed primary user, while bi

express the stored primary user access action. At the moment of ai ¼ bi, the forecast
result is true, moreover, sinðai; biÞ ¼ 1; conversely, sinðai; biÞ ¼ 0. Simultaneously, we
can define the weight coefficient wi flexibility on the basis of the actual usage
condition.

3 Simulations and Analysis

Simulation experiments based on matlab platform are made to check the detection per-
formance in this section. Since the proposed model is a combination of AR model and
PUERmodel, each of these models are also separately utilized. The training window size
is mainly set to catch more similar pattern in the historical data. Since the combined
AR-PUER model is used for primary user presence forecasting, the training window can
be more time-correlated by setting two months of primary user data for training.

The performance of spectrum sensing is characterized by the probability of
detection and the probability of false alarm. In the case, the secondary users may cause
a severe interference to the primary user. On the contrary, the probability of false alarm
means the probability that the secondary user judges primary user to be detected even
though the primary user does not occur. Besides, the consumption of radio resource
becomes worse because the secondary user changes the currently used channel into
another available channel. It has been recognized that there is a tradeoff between the
probability of detection and the probability of false alarm according to the sensing
threshold [8, 9].
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Taking into account the condition that spectrum access of primary users at the
weekend and weekday may be different; however, the overall usage of the primary
users is similar. Therefore, the experiments only consider the working days, and exploit
different numbers to represent various primary users. Subsequently, the simulation is
carried out on the trial platform to analyze whether the AR-PUER model is effective.
Through the experiment, we can get the statistics data of primary users’ presence time
and the model successful forecasting number of times. As shown in Fig. 2, where the
whole represents the total spectrum access number of primary users, while the success
means that the success predictive number for secondary user through the AR-PUER
model.

For the secondary user, the dynamic spectrum access successful implementation
depends largely on the model of AR-PUER detection algorithm and the intelligent
degree of the model mainly reflects in how many times it can successfully predict the
primary users’ emergence. That is to say, the more service time provided by the
AR-PUER model is just the number of services that the secondary user would like to
get, the higher successful forecasting rate it is. Additionally, the AR-PUER model’s
intelligence level is also improved and vice versa. The detection performance com-
parison with energy detector scheme in AWGN channel as shown in Fig. 3.

Primary users in the daily use of the spectrum often occurs in the following situ-
ations, such as one day occupy multiple spectrum bands, the same primary user during
different time periods of the spectrum is not the same, some spectrum resources even
have not been used. Even though there are circumstances exist as above-mentioned,
AR-PUER model is still more effective in providing the spectrum access prediction
services for secondary users. After analysis and calculation, the success rate of
AR-PUER model during the past three months are improved dramatically at the initial
time, after that it tends to smooth stably, this can be seen from the data in Fig. 4.
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Fig. 2. Service chart of AR-PUER model
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Through the data of first four weeks, it can be seen that the successful rate of the
AR-PUER model to forecast the presence of primary users began to rise as time goes
by, this reflect that the learning ability of the algorithm increases gradually with time.
The following four weeks data show that through a long time of learning, the
AR-PUER model can provide stable and high quality service for secondary users,
which also demonstrate that the AR-PUER model is effective in the implementation of
dynamic spectrum access in secondary users. This process can also be illustrated as a
3D color pie chart in Fig. 5.

The numerical experiment illustrated that the forecasting performance was
improved by combining the training samples of the AR and PUER model, and the
improvement was repeatable for different primary user data. Accordingly, the proposed
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AR-PUER model could improve the probability of detection in the extant radio
environment. Summarizing the results of the numerical experiments, the proposed
model achieves the best forecasting performance.

4 Conclusion

This paper has introduced a blind auto regressive enhanced primary user emergence
reasoning (AR-PUER) model for the cognitive radio. The method is based on linear
prediction and case based reasoning. By using a combination of auto regressive pre-
diction and primary user emergence reasoning, time similarity and time freeness are
computed in our method. This is useful since it is desirable for a sensing model to
operate without requiring the knowledge of the noise statistics. The time similarity is,
thus, an indicator of the presence of the primary users in the signal that is received by
the secondary user.

The analysis results show that the performance of the proposed model is better than
the conventional manners for the detection of primary users. Besides, the simulation
outcomes demonstrate that the AR-PUER model is effective and generates the most
accurate forecasting of primary users occurrence in several cases.
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REM-Based Indoor Wireless Network
Deployment - An Experimental Study
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Abstract. In this paper we discuss the results of the conducted exper-
iment, where dedicated databases have been used for management of
deployment of indoor small-cells. As the transmission has been realized
in the TV band, the ultimate goal of the study was initialize new data
transmission in a spectrum sharing mode while protecting the DVB-T
signal. Every time when the cognitive user wanted to initiate new trans-
mission, it asked the database for permission and for a set of parameters
defining transmit opportunities. The experiment has been carried out
with two sets of USRP N210 devices.

Keywords: Vertical spectrum sharing · Radio environment maps
Experiments and trials

1 Introduction

The intensive research on cognitive radio technology has been conducted for
almost two decades, starting from 1999 and 2000 when Mitola III published his
key concepts on environment-aware radios [1,2]. As the idea of dynamic and more
intelligent spectrum access seemed to be a good solution towards better spectrum
utilization in next wireless communication networks, numerous research centers
and laboratories have concentrated on specific aspects of the so-called cognitive
cycle. Even, new visions on the functionality delivered by the cognitive radios
have been proposed (see e.g. [3]), as it has been revealed that the pure cognitive
radio that relies on the spectrum sensing will not be reliable enough in practical
realizations. As a consequence, the application of advanced, database oriented
spectrum management systems have been proposed as an alternative to this
problem [4,5]. These databases are often called geolocation databases (GLDB)
or radio-environment maps (REMs).

Two approaches are of practical interest today, the licensed shared access
(LSA) concept [6], which is mainly considered in Europe, and which assumes the
presence of the incumbent license owner, who decided to share its spectrum with
other users. The second widely accepted solution is the one proposed in US and
called Citizens Broadband Radio Service (CBRS) with Spectrum Access System
(SAS) [7], where three tiers of users are considered, and the devices assigned to
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the lowest tier operate in pure cognitive manner [8,9]. Let us highlight the recent
updates on CBRS interfaces released in June and July 2017 by WInnForum
[10,11].

During the last years great achievement have been made in the context of
utilization of vacant TV channels (known as TV White Spaces,TWVS) for wire-
less communications. Numerous trials and pilots have been realized all over the
world, showing the applicability of this transmission scheme to various use-cases.
The good summary and lists of these trials can be find in [12,13]. In our paper
we present the results from the conducted experiment, where we have utilized
the REM database for management of the cognitive indoor small-cell wireless
network operating in TV band. The database has been prepared based on the
measurement campaigns carried out in Poznan, Poland, where the power of
the all detectable received DVB-T signals has been measured in certain loca-
tions inside and in close vicinity of the building. Based on these measurements,
kriging algorithm has been applied to calculate the approximated values of the
received power in any place inside the building. Once such a reception map
has been created, it is used for calculation of the maximum allowable transmit
power of the new wireless transmitter operating in a selected TV channel, as
shown in [14,15]. As comparing to these past works, the key novelty of this
paper is that such remote database, available via internet connection, has been
applied for real-time management of the deployment of new white-space wire-
less transceivers. Two active white-space connection have been established in an
arbitrarily selected laboratory in Poznan, Poland, following the decisions made
by the REM-manager.

The rest of the paper is organized as follows. First, we briefly revise the
database structure and its assumed role in spectrum management. Next, we dis-
cuss the setup for the considered experiment, and present the achieved results
in last chapter. Finally, we draw some conclusions on applicability of REM
databases.

2 REM Database Description

Numerous researches conducted in recent years have proved that application of
sole spectrum sensing as a tool for detection of the presence of the primary user
signal is not sufficient enough for practical implementation. The reliability of
single-node spectrum sensing, especially in low signal-to-noise ratio regime, is
either too low or too complicated or it takes too much time to acquire enough
samples for stable decision. In that context, Radio Environment Map (REM) is a
tool frequently envisaged to be one of the technical enablers for practical deploy-
ment of secondary systems operating in the legacy bands. However, in order to
guarantee the required quality of service of both systems (but mainly to protect
the legacy system from harmful influence originated in secondary systems), the
map has to be properly designed, utilizing detailed knowledge about the parame-
ters of the incumbent system that has to be protected. Depending on application,
various types of maps can be created and stored for better management of new
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white-space systems. These include, e.g., coverage maps, signal-to-interference-
and-noise (SINR) ratio, maps of allowed maximum transmit power, trajectory
maps etc. In all mentioned cases, however, it is not possible to measure any
value with infinitesimally small granularity, thus various spatial approximation
methods have to be applied. In our experiment we have implemented a kriging
algorithm that takes into account the presence of indoor and outdoor walls, as
defined in [15,16]. Once such a spatially approximated map is created it can be
used for calculation of the maximum allowable transmit power of the secondary
user on each possible point inside building. Thus, the process of creation of a
REM database and the whole procedure introduced and discussed in [14,15],
and applied in our experiment can be summarized in a nutshell as follows:

1. If the map of interest relies on any measured value (such as power of the
received signal), the dedicated measurement campaign should be conducted;

2. Once the measurements of a certain metric are finished, the spatial approxi-
mation algorithm, such as kriging, has to be applied to calculate the values
of the considered metric in any prospective location of interest;

3. Calculated map has to be stored with required granularity and precision which
define a tradeoff between the accuracy of the map and storage size;

4. Stored maps (in our case distribution of the observed signal power of any
detectable DVB-T signal) can be applied for various purposes; in the experi-
ment carried out for this paper we have used the SINR map for calculation of
the maximally allowed Equivalent Isotropical Radiated Power (EIRP) value
for any location in the considered building; this maximum EIRP value is
computed in such a way that the new wireless link does not infer too much
interference to the legacy, DVB-T system; in order to assess the interference
observed by the primary user, the propagation model defined in [15,16] has
been implemented.

3 Experiment Setup

As it has been already mentioned, the ultimate goal of the conducted experiment
was to increase the spectrum utilization by establishing new indoor white-space
wireless links in TV band such that the DVB-T signal is not distorted. The exper-
iment has been carried out in the ground floor in the premises of Faculty of Elec-
tronics and Telecommunications at Poznan University of Technology, Poland, in
last day of April 2017. The white-space transmitter was implemented in GNU
Radio environment that steered the connected USRP N210 board equipped with
the WBX board. Some of the functions have been delivered by National Instru-
ments in form of dedicated blocks in GNU Radio Companion, however the new
blocks (e.g., those for database querying) have been implemented in C. For data
transmission we have selected freely available Big Buck Bunny media sequence,
which was streamed via UDP port, coded and modulated with GMSK modu-
lation scheme. Such a selection gives us a possibility to analyze the influence
of potential interfering signals observed by the white space receiver, thus we do
not apply any coding or advanced modulation schemes. In other words, we can
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observe, how the potential interference coming from primary system and other
simultaneous secondary systems influences the white space receiver, and vice-
versa - how the out-of-band transmission of simple modulation scheme impacts
the primary system1. If allowed, the GMSK signal was delivered to the USRP
block and broadcasted over the air inside the building using omnidirectional
antenna.

Analogous approach has been applied to the white-space receiver, whose con-
nection diagram is shown in form of a screen-shot in Fig. 1. Beside the blocks sim-
ilar to those applied at the transmitter (such as GMSK demodulator, decoder),
one may observed the presence of the parallel chain of blocks used for main-
taining the connectivity with remote database. Moreover, it can be noticed that
the software spectrum analyzer has been also applied, which shows the power
spectral density (PSD) of the received GMSK signal. Finally the VLC player is
visible that visualizes the decoded stream collected at UDP port.

Please note that the whole communication was steered by the remote
database, implemented on dedicated laptop with Matlab installed on it. This
REM server was accessible via Ethernet connection and was responsible for
granting access to the white-spaces depending on the given location. In order
to guarantee connectivity between the remote REM server and the white-space
devices, each computer emulating such white space device, was equipped with
dedicated WLAN-dongle. Such a solution was necessary as the only way to pro-
vide communication between USRP and personal computer is via Ethernet cable,
so two simultaneous network connections were needed. The experimental sce-
nario has been illustrated in two consecutive figures, Figs. 2 and 3.

In a broader scope the experiment consisted of two key phases: first step was
to establish the first white-space connection with the use of REM databases and
observe the spectrum inside the room by means of the R&S FLS6 spectrum ana-
lyzer; in the second step, another white-space link was established in the same
room such that neither the DVB-T signal nor the existing white-space transmis-
sion was distorted. Each key phase consisted of a sequence of smaller steps:

1. first, the new white-space transmitter sends a query to the remote database
(via WLAN connection) with request for new transmission grant;

2. second, after receiving the request, the database calculates the allowed max-
imum transmit power and sends this message back to the transmitter; at the
same time the database stores the parameters of the new prospective link
(including center frequency etc.); this information will be then later delivered
to the white-space receiver;

3. third, the white-space receiver periodically checks the database for any new
entry indicating that new transmissions to it; the reception parameters may
be adjusted if needed according to the stored parameters.

1 Please notice, however, that the selection of the transmission scheme is not critical
in our experiment, and one can easily exchange the GMSK modulation scheme with
the one widely considered for white space transmission, such as multicarrier schemes
(OFDM) from IEEE 802.11af, or its filtered version (FBMC) from IEEE 1900.7
standard.
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Fig. 2. Photograph of the first white-space transceiver (left side computer with USRP
board put on it) and REM database (right computer connected with Internet via
Ethernet cable); the left-side computer communicates with database using WLAN-
dongles stick into it

Fig. 3. Photograph of the second white-space transceiver (the one with USRP board
laying on it); the computer communicates with database using WLAN-dongles

4 Achieved Results

The procedure described in the previous section has been applied in the real-
time experiment. In the first phase, the new white-space device asked for new
transmit grants, and once it has received them it started data transmission.
Next, second white-space device tries to get positive response for the spectrum
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access requests. In both cases, centralized remote REM database controlled the
whole process. As the messages stored in a log file of the remote database present
the consecutive steps of the experiment, we present the key messages of this log
file below:

– No new requests //database awaits new request from new transceivers
– No new requests
– ...
– New request with coordinates A = {20, 276, 468, 5, 0} //Coordinates inside

the building
– Allowed transmit power result = −8.9391 dBm
– No new requests
– Adding new user A = {20, 276, 468, 5, 3}
– No new requests
– No new requests
– ...
– No new requests
– New request with coordinates A = {21, 310, 407, 6, 0}
– Allowed transmit power result = −47.8770 dBm
– No new requests
– Adding new user A = {21, 310, 407, 6, 3}
– No new requests

One may observe that the database provides a periodic update on the status
of the whole REM-based spectrum management system. If the new request is
provided, it calculates the maximum transmit power in dBm for a provided loca-
tion, as discussed in Sect. 2 (please see the last bullet in the list). Unfortunately,
in the conducted experiment the duration of the server response was long and
would not be practically applicable in practice. The response of the database for
the spectrum inquiry was of the range of tens of seconds. Such a long server reply
is due to the fact that we applied very high accuracy of the applied algorithm
- the space granularity (raster) applied for calculation of potential interference
induced to the primary system by prospective TVWS transmitter was set to
1 dm, resulting in 106 calculation points.

In Fig. 4 the PSD of the observed signal after the first key-phase (once the
first white-space link has been established) is shown where the center frequency
of the white-space link was set to 507 MHz, relatively close to the observable
DVB-T signal spectrum with the center frequency of 522 MHz. We did not
observed any noticeable noise increase in the TV band.

In Fig. 5 we show again the PSD of the observed signals, but for a case
when two white-space links have been established. The second link operates
on the center frequency equal to 514 MHz. One may observe that the allowed
transmit power was lower as compared to the previous case, as the database
needs to protect now two systems, both DVB-T one and the existing white-space
transmission. Again we did not observed visually any changes in the DVB-T
spectrum. Also in both white-space links the reception of the transmitted video
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Fig. 4. Power spectral density observed inside the room after the first white-space link
has been established

Fig. 5. Power spectral density observed inside the room after the second white-space
link has been established
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streaming was possible. It means that the out-of-band interference was rather
low and negligible. In consequence, such a simultaneous spectrum usage as shown
in Fig. 5 is possible.

Finally, once the first white-space transmitter has been granted by the REM
based system, the latter has to create a new or update the existing table with
the spatial distribution map of the observed signal to noise ratio - see Fig. 6.

Fig. 6. Spatial distribution of the observed signal to noise ratio when one white-space
device is active

5 Conclusions

In this work, we have presented the achieved results of the conducted experiment,
where two whites-space links have been established and managed by means of
dedicated remote REM database. It may be concluded that it is technically
possible to practically deploy real-time indoor cognitive radio systems in parallel
to the existing legacy systems. The remote REM based system manages the
whole deployment process, in particular it calculates the maximum acceptable
EIRP values for any new user and adds this user to the dedicated database.
However, the process of calculating new allowed values of EIRP was in our case
very slow (in terms of tens of seconds), what makes the application of such a
system challenging. This problem is indeed a subject for further analysis and
investigation, as the access to database has to be very fast and reliable. In
general, however, the experiment has proved that it is justified to consider low
range white-space transmission that relies on REM based management system.
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Abstract. White-space spectrum has temporal and spatial variations,
and fragmentation, making the spectrum assignment for devices in this
space challenging. In this paper, we propose an autonomous agent model
for spectrum assignment of white space devices at a given location. Each
white space device (WSD) acts autonomously out of self-interest, choos-
ing a strategy from its bag of strategies. It obtains a payoff based on
its choice and choices made by all other WSDs. Based on the payoffs
received by different strategies, WSDs evolve their strategic profile over
time. This has the effect of demographic changes in the population which
is published as demographic profile by the Master. WSDs are expected
to choose a strategy with a probability distribution based on this, for
optimising network utilisation. In evaluation runs, network utilisation
levels in such an approach are found to be high, and approaching opti-
mal values computed in a centralised fashion.

Keywords: White spaces · Dynamic spectrum access
Multi-agent systems · Evolutionary game theory
White space database · Optimising spectrum utilisation

1 Introduction

White space refers to licensed radio spectrum that is not being utilised by the
licensee. Across the world, white space contributes to a lot of available spec-
trum that is wasted. Recent research has enabled the use of this spectrum for
broadband internet access using a paradigm called dynamic spectrum access. In
this model, the primary owner and the licensee, (typically terrestrial TV) would
retain primacy over the spectrum, while letting the secondary users or white
space devices (WSD) utilise this spectrum whenever a primary user is not using
it. WSDs have to ensure that none of their transmissions interfere with the pri-
mary users. The most efficient way to ensure this is to use geo-location databases
which has now become a standard way for operating in white spaces in most
of the countries. Geo-location white space spectrum database (WSDB) is an
authoritative source that publishes the spectral and temporal availability of the
free channels in a given location. It implements the rules of authority and uses
the stored information of the licensed primary users, secondary users, terrain
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

P. Marques et al. (Eds.): CROWNCOM 2017, LNICST 228, pp. 37–48, 2018.

https://doi.org/10.1007/978-3-319-76207-4_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76207-4_4&domain=pdf


38 C. Diwan et al.

information, tower specific parameters, interference, etc. It also considers re-use
of a channel and enforces social and environmental norms, such as allowing only
low power transmissions near a contour or a national border.

White space devices can be of different types with varying characteristics,
and with the proliferation of Internet of Things (IoT), the diversity in WSDs is
very high, making it a challenge to manage their use of the free spectrum as well
as their interaction with the WSDB. For this reason, WSDs are broadly cate-
gorised into two types: Master WSD and secondary WSDs. In any given WSD
deployment, the Master WSD communicates directly with the WSDB, while sec-
ondary WSDs always communicate with WSDB through the Master WSD [1,2].
(We refer to secondary WSD as “WSD” and Master WSD as “Master” through
out the paper.) A new deployment is started by the Master registering itself
with the WSDB, and subsequently, secondary WSDs registering with the Mas-
ter. Whenever a WSD wants to operate in the white space spectrum, it sends
a request to the Master which in-turn forwards the request to the WSDB, and
obtains the list of available frequency ranges along with the maximum transmis-
sion power, start and end time of spectrum availability for each of the spectrum
frequency ranges. It notifies the WSDB when it uses a channel. When a primary
user needs the spectrum, WSD must cease to operate in that frequency range.

In the above protocol, the main challenge is that of dynamic spectrum assign-
ment to cater to the disparate needs of the different WSDs. One way to approach
this problem is for the Master to perform all the allocations. However, the Mas-
ter is also usually a low power device, and cannot afford the costly computations
needed for optimally allocating spectrum in a dynamic environment. In addition,
in a centralised decision-making model, the rest of the system will need to cease
operations until the Master completes its decision-making and performs channel
allocations.

To address this problem, we propose an autonomous-agent model for spec-
trum assignment of white space devices at a given location. In this model, each
WSD acts autonomously out of self-interest, to allocate spectrum for itself. Based
on its choice and the choices made by all other WSDs, it obtains a payoff. The
payoff acts as a feedback function for the WSD to refine its strategy for mak-
ing its choice. Such a system is trained on a given workload profile, until such
time that the distribution of strategies (also called the “demographic profile”)
stabilises across the population.

In a deployed system, the role of the Master is limited to profiling the load
based on the traffic data and the desired demographic profile based on the train-
ing. The Master publishes both these data in order to enable WSDs to alter the
probability with which they choose a given strategy.

1.1 Related Work

Initial efforts towards spectrum allocation in white space networks were based on
variants of graph colouring algorithms, some examples include [3–5]. These algo-
rithms considered fixed topology or topology with infrequent updates. Spectrum
assignment problem considered in [6] also assumes fixed spectrum availability.
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Cao and Zheng in [7], Nie and Comaniciu in [8] and Suris et al. in [9] studied
the spectrum assignment problem in white space network as cooperative game
which is useful in scenarios where a single service provider deploys large number
of wireless devices and enforces collaboration agreements among them.

Centralised approaches to spectrum allocation have been investigated in [10–
13]. Although they have very high spectrum utilisation, they are not very suitable
for dynamic networks characterised by large amounts of flux in the number of
WSDs, their spectrum needs and traffic, thereby increasing the complexity of
the algorithm.

Chen and Huang in [14] designed an evolutionary algorithm to iteratively
select the least congested channel among a set of available channels. Anandkumar
et al. in [15], and Liu and Zhao in [16] used distributed multi-armed bandit
learning algorithms for spectrum allocation. However, these models consider both
primary and secondary users to be slotted. Li in [17] and Xu et al. in [22] use
game theoretic solutions for distributed channel selections, but they consider the
system model to be static.

Spectrum assignment of white space devices studied in [18–20] have also been
modelled as non-cooperative games, but they require complete network informa-
tion for making the spectrum assignments. Chen and Huang in [21] proposed a
distributed learning algorithm for channel selection based on channel data rate,
but the solution assumes a fixed channel selection profile of users.

Wicke et al. in [23] proposed an approach to competitive multi-agent task
allocation in a different setting inspired by bounty hunters. However, in this
model, the tasks that agents compete for, are not exclusive and an agent can
take another unfinished task by a previous agent and obtain a higher payoff.

In this paper, we propose a model that has a distributed decision making
by autonomous agents which co-ordinate with each other using a central shared
memory located at the Master. This ensures an efficient method of spectrum
management with high spectrum utilisation. Our model considers the network
structure to be dynamic as is the case in white spaces and doesn’t need complete
network information for the operation. With the exception of a centralised model
in [13], none of the above papers focus primarily on the white space spectrum
characteristics like duration of usage, maximum allowed transmission power and
white space devices properties like the frequency range, spectrum demand, trans-
mission capacity, etc. for spectrum assignment. By taking these properties into
account, our model provides more value to the white space devices and helps to
increase overall network utility and social welfare.

Unlike most of the spectrum assignment models which have a fixed algorithm
for spectrum assignment, our model provides different algorithms to choose a
channel in the form of strategies. This makes it a rich and flexible model and
any new algorithms can be easily integrated with the model by expanding the
strategy set of the white space devices.

Each white space network may change overtime and have different network
characteristics and constraints at different times. Our model is flexible and
adaptable to this due to it being autonomous and self evolving. When the model
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is deployed on different networks, each network will have a different demographic
profile of strategies and different dominant strategies according to the network
dynamics. Thus, our model can be trained for different environments and demand
patterns and allow it to seamlessly adapt its strategy distribution with changes
in load patterns. The demographic profile and demand pattern published by the
Master also helps the new WSD entering the system to automatically have the
wisdom of the network.

2 System Model

We consider the spectrum assignment model of white space network, at a given
location and associated with a single Master, as a multi-agent system where each
WSD acts as an autonomous agent. Formally, we define the system as follows:

S = (C,A, ψ). (1)

Here, C is a set of channels licensed to some primary users, that have allowed
WSDs to operate. Each channel ci ∈ C is said to be in one of the three different
states:

state(ci) =

⎧
⎪⎨

⎪⎩

0, if free
1, if occupied by primary user
2, if occupied by secondary user or WSD.

(2)

A = {m,W} is a set of autonomous agents where m is the Master WSD, and W
is a set of secondary WSDs. The term ψ refers to a set of “strategies” that the
system is endowed with. All WSDs have a copy of the set of strategies listed in
ψ. Each strategy ψi ∈ ψ denotes a heuristic with which, a WSD makes a choice
regarding its requirements.

Demand and Offer. Each WSD has its own set of requirements and con-
straints, regarding the spectrum. We call this as the “Demand” from the WSD
and represent it as a vector: D = (rfr, rTx, rnc, rd). Here rfr is the operating
frequency range, rTx is the maximum transmission power of WSD, rnc and rd

are the required bandwidth and duration respectively.
Whenever a WSD wants to communicate in a white space spectrum, it

requests the Master for a list of free spectrum fragments. Master obtains infor-
mation from the geo-location database and forwards it as a set of “Offers”
R = {O1, O2, . . . , Ok} to the WSD. Each offer Oj ∈ R is a vector of the form
Oj = (ofr, oTx, onc, od), such that each element of the offer vector covers the
corresponding element in the demand vector.

While every offer made by the Master is a possible allocation for the WSDs
requirements, not all offers bring the same value. Choosing some offers may
result in wasted time or bandwidth, while choosing some other offer may have
repercussions on choices available to other WSDs.

A WSD does not have the information or resources to compute the impact
of its decision on others. It chooses an offer based on local considerations and
this choice is defined by the current strategy chosen by the WSD.
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Strategy and Fitness. As mentioned earlier, each WSD is endowed with a set
ψ of strategies. Initially, a WSD chooses a strategy ψi ∈ ψ uniformly at random.
For each of the offers received by the WSD, it computes a gain along several
dimensions, namely: feasibility, transmission power, bandwidth, duration and
continuity of use. The gains are then tempered differently based on the current
strategy, to compute the overall fitness of an offer given the demand.

The feasibility of an offer is a binary variable used to filter away incorrect
offers if any. This is computed as follows:

ff =

{
1, if rfr is within ofr and onc ≥ rnc

0, otherwise.
(3)

The gains with respect to bandwidth, power and duration requirements are com-
puted as follows:

fn = 1 − |onc − rnc|
max(onc, rnc)

(4)

ft = 1 − |oTx − rTx|
max(oTx, rTx)

(5)

fd = 1 − |od − rd|
max(od, rd)

. (6)

If a given channel in the offer has been used in the previous transmission of
the WSD, it is also said to constitute a gain as it reduces the need to re-calibrate
the transmission on a different channel. This is formally represented by a value
fh for a given offer Oj which is set to 1 if the same channel offered by Oj was
used in the previous transmission as well, or 0 otherwise.

fh =

{
1, if same channel was used in the previous request
0, otherwise.

(7)

A strategy tempers the importance of each of the above gains in different ways,
and is represented by a four dimensional simplex ψi = (in, id, it, ih) such that
in + id + it + ih = 1.

The fitness of a given offer Oj according to the current strategy ψi is given
by:

F (ψi,D,Oj) = ff

(
infn + idfd + itft + ihfh

)
. (8)

Once the fitness value is calculated for every offer by comparing it against the
demand of the WSD, the offer that has the maximum fitness value is chosen.

max
∀Oj∈R

(
F (ψi,D,Oj)

)
. (9)
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A Representative Bag of Strategies. In our work, the system is endowed
with a set of strategies that are explained here. Different strategies compute the
fitness of the offer calculated using Eq. (8) in different ways by setting the four
dimensional simplex ψi = (in, id, it, ih) of importance scores according to the
strategy. The strategy set ψ can be extended by adding more strategies tailored
to suit the network requirements or WSD specific strategy.

Longest duration: WSD chooses an offer that has the longest duration od. For
this strategy, the importance score id is very high, whereas in, it and ih are
low.

Highest allowed transmission power: WSD chooses offer that has the high-
est permissible transmission power oTx. Hence, the importance score of it is
very high and rest of the importance scores are low.

Frequently used: WSD chooses an offer which is frequently used, the impor-
tance score of ih is a high value and rest of the importance scores are low.

Most recently used: WSD chooses an offer that is most recently used. This
strategy means WSD wants to continue using the channel it is already using,
hence the importance score of ih is very high (close to 1) and rest of the
importance scores are very low (close to 0).

First fit: WSD chooses the first feasible offer. The importance scores for
id, in, it are thus assigned 0 and ih is assigned 1.

Least-biased match: WSD chooses a channel(s) which is close to its operating
parameters and to its requirements. This strategy may seem to be best for
the total network utilisation, and is also called the “Best match” strategy.
The importance scores id, in, it are given equal value, id = in = it = 1/3 and
ih = 0.

Channel Allocation. WSDs allocate channels for themselves based on the
fitness of an offer computed according to the current strategy. They then stake
claim on this channel by issuing an atomic TEST&SET operation on the WSDB
(via the Master).

TEST&SET tests the state of a channel and allocates it, if the channel is free.
This is done in one atomic step to prevent race conditions. If the TEST&SET
succeeds, the WSD proceeds to use the channel that it staked claim to. If the
operation fails, then the WSD tries to allocate itself to the next best offer based
on the fitness value computed.

The actual payoff obtained by a WSD for a given strategy is defined as the
fitness value of the offer, which results in a successful allocation of the channel.
The payoff obtained at the ith attempt is denoted by φi. The payoff is set to 0
for every failed attempt.

Demographic Profile. “Demographic profile” is the means by which the
WSDs interact with each other. WSDs take advantage of the white space net-
work’s infrastructure requirement of communicating with the WSDB via the
Master, and piggy back the information about their payoffs to the Master. The
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Master uses this information to create the demographic profile, which is the
probability distribution of the success of the strategies. Master thus acts as a
broker or facilitator among the WSDs without any decision making capabili-
ties. In the absence of such a broker, there would be a need for lot of message
exchanges between WSDs which would increase communication complexity.

The initial choice of a strategy by a WSD is made using a uniformly random
function. However, over time, as payoffs accumulate in a differentiated fashion
across strategies, the system allows for WSDs to change their strategy using an
evolutionary rationale.

Following is the calculation used to find the success of a strategy. For each
WSD wk, success of its currently adopted strategy ψi is calculated by computing
the ratio of sum of positive payoff each WSD gets in comparison with the total
number of attempts tk the WSD makes to get the channel.

success(ψi, wk) =
∑tk

i=0 φi

tk
. (10)

Let wsds(ψi) denote the set of all WSDs which have chosen strategy ψi. The
demographic dividend for strategy ψi is given by:

dividend(ψi) =
∑

∀wk∈wsds(ψi)

success(ψi, wk). (11)

Finally, the demographic profile across the system is computed by assigning new
probabilities to the strategies using the strategy success calculated above.

P (ψi) =
dividend(ψi)

∑

∀ψi∈ψ

dividend(ψi)
. (12)

The demographic profile is published by the Master and is continuously updated.
WSD uses a strategy it selected for a certain time period tp called an epoch.

At the end of each epoch, the WSD uses the demographic profile published by
the Master and optionally changes its strategy. This is controlled by a tuning
parameter β ∈ [0, 1], where with a probability β, the WSD continues with its
current strategy and with a probability (1 − β), it chooses a new strategy, with
a random distribution based on the demographic profile.

WSD sets the tuning parameter β based on the history of its payoff. If a
WSD is continuously getting higher payoff from the current strategy, it may
incrementally increase the value of β. For example, a mobile WSD may set β
close to 1 for a strategy that chooses a channel with maximum transmission
power, which would allow the WSD to operate seamlessly on the same channel
(under the same Master) even if it moves far away from the Master.

WSD may also use a strategy temporarily, like in case of a primary user
unexpectedly wanting to transmit on a spectrum which a WSD is already trans-
mitting on. WSD being a secondary device, gives up the spectrum it is currently
using and quickly acquires a new channel using a strategy like the “First fit”
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strategy (picking up feasible offer encountered) which doesn’t need much pro-
cessing. Even though WSD uses a different strategy in such a case, it doesn’t
shift to this strategy.

System Equilibrium and Training. As WSDs change their strategies, the
global demographic profile changes too. We say that the system has reached
the state of equilibrium (or, in a state of evolutionary best-response) when the
maximum change in the probability for any strategy, falls below a threshold ε.

A given deployment of WSDs is “trained” under different “demand profiles”
using a simulation framework, until the demographic profile is learned for that
demand profile.

We consider three different demand profiles - Peak, Lean and Bursty which
vary in the number of WSDs making requests and spectrum demands of the
WSD. In Peak Demand Profile (PDP), there are many active WSDs and most
WSDs make greater demands on the spectrum. In Lean Demand Profile (LDP),
number of WSDs requesting the spectrum is less and most of the WSDs would
make low or moderate demands on the spectrum. In Bursty Demand Profile
(BDP), WSDs becoming active and demand requirement is random. For each
of the demand profiles, a separate demographic profile is published for the con-
sumption of WSD and also each WSD may follow a different strategy for each
of the demand profiles.

The Master node can determine the current demand profile based on the
traffic that is being routed through it. Based on the training, it also determines
the suitable demographic profile for such a demand profile. The Master publishes
both these data in the shared memory during deployment.

If the WSD moves from one Master to other, it has to connect with the new
Master, however, it will be able to quickly adapt to the new network and choose
a strategy and channel using the demographic profile of the new Master.

3 Evaluation

We conducted experimental simulation to quantify the performance of our model
using an open-source simulation package OMNET ++. For our experiments, we
used the data from the study conducted by one of our partners IIM-Ahmedabad,
India [24], on internet usage data in rural India. We also used the data from
Google spectrum database1.

We considered 20 free channels in our experiments. We modelled the three
different demand profiles as follows: In PDP, WSDs becoming active is modelled
as a Poisson distribution with a value of λ ≥ 15 active WSDs/hour, in LDP, it is
modelled as a Poisson distribution with a value of λ ≤ 8 active WSDs/hour and
in BDP, it is modelled as a Gaussian distribution. Primary users being active
was also modelled according to the data mentioned above.

1 http://www.google.com/get/spectrumdatabase/.

http://www.google.com/get/spectrumdatabase/
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Demand Cards. WSD’s spectrum requirements are simulated in the form of
Demand Cards which are representative of the combinations of the usage param-
eters of the WSD. Each demand profile is associated with a deck of Demand
Cards with different probabilities assigned to them. A WSD chooses a card from
the current deck uniformly at random, to simulate its demand.

Table 1. Demand Cards

Card No of channels Duration Transmission power

Card 1 1 1–3 h 23 dBM

Card 2 2 3–5 h 26 dBM

Card 3 2 3–5 h 36 dBM

Card 4 4 5–8 h 30 dBM

Card 5 3 >8 h 36 dBM

Table 1 shows few of the demand cards that we used for our simulations (Out
of 60+ demand cards created with this data). These demand cards were created
based on the study on internet usage data in rural India, which included data
on average number of hours spent per day by the user in accessing internet,
internet usage patterns on different days, type of applications or services used,
type of content used (video, audio streaming, web conferencing etc.) and their
usage percentage.

For different demand profiles, different cards are chosen by the WSDs. During
PDP, WSD chooses cards like 4 and 5, that make higher demands on spectrum
with higher probability, than other cards. During LDP, WSD chooses cards like 1
having less spectrum demands with higher probability, and 2 and 3 with moder-
ate probability. During BDP, WSD chooses any of the cards from the deck with
equal probability. Similarly, we created demand cards of different combinations
of the above parameters for the data obtained from Google spectrum database
and used them in our simulations.

Evaluation Results. We evaluated the efficiency of our model by comparing
the spectrum allocation of the white space network done by our autonomous
spectrum assignment model with the spectrum allocation done by a centralised
model. We considered centralised model of spectrum allocation as the bench-
mark, since it represents the ideal allocation for all the WSDs due to its global
knowledge and the ability to freeze network operations while performing the
allocation.

Figure 1a shows the mean spectrum utilisation for both the models for PDP.
We can see that the utilisation for autonomous model is comparable to that of
the utilisation for the centralised model. We found similar results for LDP and
BDP demand profiles. Figure 1b, c and d show graphs of probability of usage of
each strategy at different time intervals for PDP, LDP and BDP demand profiles
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(a) Mean spectrum utilisation (b) Demographic Profile - PDP

(c) Demographic Profile - LDP (d) Demographic Profile - BDP

Fig. 1. Mean spectrum utilisation and demographic profiles

respectively. At each time instance, the probability values of all the strategies
constitute the demographic profile at that instance. We can see that one of the
strategies emerges with high probability in all the three demand profiles. For
example, in PDP (Fig. 1b), “Most recently used” strategy has higher probability
than other strategies, followed by “Maximum duration”. We can also see that the
demographic profile stabilises after sometime and the probabilities of strategies
do not change beyond a threshold ε (0.01 in this case).

We ran simulations for different combinations of WSDs and different values of
network characteristics. In all the cases, we observed that the strategies stabilise
overtime and the system reaches a state of equilibrium. This also indicates that
none of the WSDs are starving. We can conclude this because, if the WSDs were
in a state of starvation, they would have changed their strategies in order to
get better payoff and hence the demographic profile would not have stabilised.
To further confirm the fairness of our model, we compared the mean of average
payoffs of all the WSDs in our model with the centralised model and found them
to be close.
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Our algorithms that form various strategies are efficient and the fitness func-
tion which finds an optimal channel from all the available feasible channel(s)
runs in linear time.

4 Conclusions

In this paper, an autonomous-agent model for spectrum assignment of white
space devices is presented. The self-evolving and autonomous white space devices
allocate spectrum to themselves in a way that maximises their utility, while also
maximising the overall spectrum utility of the network. The developed solution
of autonomous spectrum assignment can be deployed and self-trained for any
geographical area with different internet usage patterns and network topology for
optimum network utilisation. It is also flexible to adapt its strategy distribution
with changes in load patterns or network dynamics. The model not only provides
different algorithms to choose a channel in the form of strategies, but can also
be customised and enriched with new algorithms. In our future work, we plan to
expand the strategy set for the white space devices. We also propose the WSDs
to have heterogeneous strategy set according to their idiosyncrasies, as against
the current WSDs which have the same set of strategies. We also plan to include
topological parameters like path loss and terrain information into our model for
optimising network utilisation.

Acknowledgements. This work is partially supported by EU-India REACH Project
under Grant ICI+/2014/342-896. The project aims to develop advanced technical solu-
tions for providing high-speed broadband internet access in rural India in the unlicensed
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18. Felegyhazi, M., Čagalj, M., Hubaux, J.-P.: Efficient MAC in cognitive radio sys-
tems: a game-theoretic approach. IEEE Trans. Wireless Commun. 8(4), 1984–1995
(2009)

19. Niyato, D., Hossain, E.: Competitive spectrum sharing in cognitive radio networks:
a dynamic game approach. IEEE Trans. Wireless Commun. 7(7), 2651–2660 (2008)

20. Han, Z., Pandana, C., Liu, K.: Distributive opportunistic spectrum access for cog-
nitive radio using correlated equilibrium and no-regret learning. In: IEEE Wire-
less Communications and Networking Conference, WCNC 2007, pp. 11–15. IEEE
(2007)

21. Chen, X., Huang, J.: Spatial spectrum access game: nash equilibria and distributed
learning. In: Proceedings of the Thirteenth ACM International Symposium on
Mobile Ad Hoc Networking and Computing, pp. 205–214. ACM (2012)

22. Xu, Y., Wang, J., Wu, Q., Anpalagan, A., Yao, Y.-D.: Opportunistic spectrum
access in cognitive radio networks: global optimization using local interaction
games. IEEE J. Sel. Top. Sig. Process. 6(2), 180–194 (2012)

23. Wicke, D., Freelan, D., Luke, S.: Bounty hunters and multiagent task allocation. In:
Proceedings of the 2015 International Conference on Autonomous Agents and Mul-
tiagent Systems, pp. 387–394. International Foundation for Autonomous Agents
and Multiagent Systems (2015)

24. Jain, R.: REACH Internal Technical Report - Internet usage data in rural India.
IIM Ahmedabad, India (2017)



Machine Learning-Aided Radio Scenario
Recognition for Cognitive Radio Networks

in Millimeter-Wave Bands

Jingyun Wang1, Youping Zhao1(&), Xin Guo2, and Chen Sun2

1 School of Electronic and Information Engineering,
Beijing Jiaotong University, Beijing, China

yozhao@bjtu.edu.cn
2 Sony China Research Laboratory, Sony (China) Ltd., Beijing, China

{Xin.Guo,Chen.Sun}@sony.com

Abstract. Radio scenario recognition is critically important to acquire com-
prehensive situation awareness for cognitive radio networks in the millimeter-
wave bands, especially for dense small cell environment. In this paper, a generic
framework of machine learning-aided radio scenario recognition scheme is
proposed to acquire the environmental awareness. Particularly, an advanced
back propagation neural network-based AdaBoost classification algorithm is
developed to recognize various radio scenarios, in which different channel
conditions such as line-of-sight (LOS), non-line-of-sight (NLOS), and
obstructed line-of-sight (OLOS) are encountered by the desired signal or
co-channel interference. Moreover, the advanced AdaBoost algorithm takes the
offline training performance into account during the decision fusion. Simulation
results show that machine learning can be exploited to recognize the compli-
cated radio scenarios reliably and promptly.

Keywords: BP-AdaBoost � Channel condition recognition
Cognitive radio networks � Machine learning � Radio scenario recognition

1 Introduction

In light of the emerging fifth generation (5G) mobile communication systems, massive
MIMO, ultra-dense networks (UDN) and millimeter-wave communications are among
the most promising technologies. To deal with the challenging interference manage-
ment issues of ultra-dense small cell networks operating in the millimeter-wave bands,
cognitive radio (CR) technologies can to be employed [1]. CR has been investigated
intensively as an effective approach to dynamically adapting to the changes of envi-
ronment and quality of service (QoS) of users. In cognitive radio networks, observa-
tion, reconfiguration and learning abilities are commonly expected [1]. Comprehensive
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situation awareness, especially, the radio scenario recognition, is the prerequisite to
acquiring or enhancing the learning ability of CR. A radio scenario can be character-
ized by a broad range of features in context of network topology, locations and con-
figurations of base stations (BS) and user equipment (UE), radio propagation condition,
spectrum usage, and source of interference, just to name a few. Moreover, in order to
meet with the varying QoS requirements of UEs in the dense small cell environment,
comprehensive situation awareness is required as the power of both desired signal and
co-channel interference could be dynamically changing. For future ultra-dense small
cell networks operating in the millimeter-wave bands, the ability of radio scenario
recognition and interference management becomes even more important in order to
identify the actual source of co-channel interference and the channel condition for the
desired signal as well as the co-channel interference. Only with accurate and prompt
radio scenario awareness, the QoS of users can be better ensured by making appropriate
adaptations or reconfigurations of radio parameters. Mobility support and QoS support
for millimeter-wave wireless networks are the major motivations for this work. How to
realize comprehensive radio scenario recognition for ultra-dense networks in the
millimeter-wave bands is the main issue investigated in this paper.

As we know, machine learning is an effective approach to voice or image recog-
nition. Some research on machine learning-based scenario recognition focuses on
robotics or image processing by employing probabilistic models, convolutional neural
networks or multi-layered neural networks [2–4]. For the radio environmental aware-
ness, radio scenario recognition may include various aspects such as spectrum occu-
pation, signal classification, and radio channel condition recognition [5–9]. For
example, a spectrum prediction algorithm based on artificial neural networks is pro-
posed in [5]; spectral coherence and artificial neural networks are further employed to
classify the modulation types of signals [6]. With regard to the channel condition, some
researchers analyze the statistical characteristics of the received signal [7], while some
researchers apply machine learning algorithms to none-LOS (NLOS) identification for
ultra-wide band (UWB) systems [8, 9]. For example, a NLOS identification algorithm
based on least square support vector machine (LSSVM) is presented in [8]. However,
in order to improve the positioning accuracy, most of the existing work on radio
channel condition recognition mainly considers the classification of line-of-sight
(LOS) and none-LOS (NLOS) for the desired signal only. Communications in the
millimeter-wave bands need to consider more environmental factors such as obstruc-
tion due to foliage. Scenarios with the obstructed LOS (OLOS), which are caused by
moving or fixed objects (e.g., pedestrians, trees), are usually ignored for communica-
tions in low-frequency bands (e.g., sub-6 GHz band). Moreover, in order to improve
the classification ability, boosting algorithms have been adopted to develop a strong
classifier by combining multiple “weak” classifiers or base classifiers [10]. The weak
classifier can be based on back propagation neural network (BP-NN) or support vector
machine (SVM). AdaBoost algorithm is a kind of boosting algorithms. The AdaBoost
algorithm enables high accuracy of classification with simple structure, which is
suitable for the nonlinear classification problems of radio scenario recognition. In
addition, radio environmental map (REM) which stores multi-dimensional radio sce-
nario parameters has been proposed for CRs [11]. REM can serve as the “navigator” for
the CRs by offering very comprehensive radio scenario information.
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This article proposes a generic machine learning-aided radio scenario recognition
scheme for dense small cell networks operating in the millimeter-wave bands. An
advanced back propagation neural network based AdaBoost (BP-AdaBoost) algorithm
is developed, which takes the offline training performance into account during the
decision fusion. To the best of our knowledge, it is the first attempt to employ the
AdaBoost algorithm for radio scenario recognition. Furthermore, three kinds of channel
conditions (namely, LOS, NLOS, and OLOS) are taken into account for both the
desired signal and the co-channel interference. Simulation results demonstrate the
effectiveness and the advantages of the proposed algorithm.

The rest of this paper is organized as follows. In Sect. 2, the framework of machine
learning-aided radio scenario recognition scheme is proposed. Main modules of radio
scenario recognition are discussed in details. In Sect. 3, the advanced BP-AdaBoost
algorithm is analyzed. In Sect. 4, the simulation results are presented to show the key
performances. Summary is given in the last section together with discussions on future
work.

2 Framework of Radio Scenario Recognition

Figure 1 shows the framework of the proposed radio scenario recognition scheme,
which mainly consists of the following four key modules.

(i) Environmental data collection module: this module collects environmental
data from multiple sources such as BS, UE, geolocation database, various
environmental sensors, e.g., rain fall meter, Internet of things (IoT) sensors and
the REM [11, 14].

(ii) Feature extraction module: this module extracts the useful features such as the
path loss and its statistics, angle-of-arrival (AoA) of the desired signal and
interference. Furthermore, instantaneous amplitude, phase and frequency of the
signal can be employed for modulation classification or recognition.
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Moving speed 
of vehicle
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Variance of 
path loss

Amplitude of 
signal

Phase of signal
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Channel condition 
recognition
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Fig. 1. Framework of the proposed radio scenario recognition scheme.
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(iii) Information exchange module: this module exchanges the system information
among different entities such as BS, UE, and spectrum coordinator to make
informed decisions, e.g., to classify the source of co-channel interference (either
intra-cell interference or inter-cell interference).

(iv) Scenario recognition module: this module conducts the classification tasks
relevant to scenario recognition, such as channel condition recognition, signal
modulation recognition, spectral occupation recognition, and so on. The radio
scenario type (i.e., the scenario ID in Fig. 1) can be determined by retrieving a
look-up table, which maps the results of various recognition tasks such as
channel condition, signal modulation, and spectral occupation. Each recognized
scenario ID represents a unique radio scenario of interest.

This article takes the channel condition recognition as an example in the following
subsections. To obtain comprehensive channel condition recognition in the
millimeter-wave bands, not only LOS/NLOS but also OLOS are considered for both
the desired signal and the co-channel interference. Figure 2 shows four typical radio
scenarios with different channel conditions, just for illustration. Among these scenarios,
Fig. 2(a) and (b) illustrate two scenarios with intra-cell co-channel interference,
whereas Fig. 2(c) and (d) illustrate two scenarios with inter-cell co-channel interfer-
ence. Particularly, in Fig. 2(a), the desired signal for UE1 has LOS path. However, the
desired signal for UE1 is blocked by buildings and is in NLOS condition in Fig. 2(b).
In Fig. 2(c), UE1 experiences the inter-cell co-channel interference with LOS path,
whereas it experiences the inter-cell interference with OLOS path in Fig. 2(d).

Fig. 2. Various radio scenarios of channel condition in millimeter wave bands. Note: in this
figure, “S-LOS” represents the desired signal in LOS condition whereas “I-NLOS” represents the
co-channel interference in NLOS condition.
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2.1 Feature Extraction

To recognize the complicated radio scenario, the following parameters or features can
be used for information exchange and channel condition classification.

(1) Location of UEs and BSs;
(2) AOA of the desired signal or interference;
(3) Path loss of the desired signal or the statistics of the path loss (such as variance of

path loss);
(4) Root mean square delay spread;
(5) Probability distribution function of the received desired signal or interference.

As mentioned above, these features are mainly employed for information exchange
and channel condition recognition. Obviously, which features are extracted and
exploited can directly affect the ability and performance of radio scenario recognition.
When the current features cannot meet the performance requirements, it indicates more
features or deeper features from the raw data need to be extracted. For example,
higher-order statistics (e.g., variance of path loss) is one of the deeper features
employed in this paper. Similarly, the key idea of deep learning (e.g., convolutional
neural networks and deep belief networks) is to design a feature extractor which
transforms the raw data into a suitable internal representation [12]. The performance of
radio scenario recognition can be enhanced by exploiting the additional deeper features.

2.2 Information Exchange

Interference exchange module is a critically important module in the proposed radio
scenario recognition framework, especially for dense small cell networks. With
exchanged information from neighboring cells, the source of interference and the type
of co-channel interference can be determined effectively. The flow chart of information
exchange between network entities such as UE, serving BS and spectrum coordinator
(SC) is elaborated in Fig. 3. The key procedures are discussed as follows.

(1) UE transfers “information-1” to the serving BS (①). Note: “information-1” in
Fig. 3 refers to the UE location information, received power, AOA, etc.

(2) According to the extracted features, the serving BS checks whether co-channel
interference exist or not (by evaluating the interference-to-noise ratio of UE). If
co-channel interference exists, the BS further checks whether the co-channel
interference is from the serving cell itself (②–③).

(3) If it is determined that the co-channel interference is from the neighboring cell, the
serving SC will find out which BS is the source of co-channel inter-cell inter-
ference first, and then report to the serving BS (④–⑤). Note: “information-2” in
Fig. 3 includes the information about the source of interference.

(4) Based on the collected data and the exchanged information, the serving BS rec-
ognizes the type of interference (⑥).

With the help of the information exchange module, the various channel conditions
of the desired signal as well as the various types of co-channel interference are taken
into account in the scenario recognition module.
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3 Advanced BP-AdaBoost Algorithm

In this section, the proposed advanced BP-AdaBoost algorithm for the radio scenario
recognition module is discussed in two subsections. In the first subsection, the tradi-
tional BP-AdaBoost algorithm is discussed, which is a matured approach to simple
classification problems with two different classes. The most convenient way is to apply
the AdaBoost algorithm to multi-class problems directly. In the second subsection, the
proposed advanced BP-AdaBoost algorithm can be used to address more complicated
classification problems with multiple classes through decision fusion. Channel condi-
tion (e.g., LOS, NLOS, and OLOS) classification is an example application of the radio
scenario recognition.

3.1 BP-AdaBoost Algorithm

Back propagation neural network (BP-NN) is well-known for its pattern recognition or
classification capability. In this paper, BP-NN is employed as the “weak classifier” or
“sub-classifier” of the AdaBoost algorithm. The BP-AdaBoost algorithm employs a
number of BP neural networks in a cascade structure.

The BP-AdaBoost algorithm is carried out according to the following steps, as
shown in Fig. 4.

Is intra-cell interference?

UE SCserving

Output the type of 
interference

BSserving

UE information-1

Report information-2

Does interference exist?

Which BS is causing 
interference?

1

3

2

4

5

6

Yes

Yes

No

No

Fig. 3. Information exchange for co-channel interference recognition. Note: “information-1”
refers to the UE location information, received power, AOA, etc.; “information-2” refers to the
source of interference.
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(1) Input the training sets: ðxi; yiÞ; i ¼ 1; 2; . . .;K; x can be a matrix populated with
the selected features; yi = 1 or −1, where “1” and “−1” represent the two types of
scenarios to be recognized, respectively.

(2) Initialize the weights of all training sets, and set j = 1.

DjðiÞ ¼ 1
k
: ð1Þ

(3) Use the training subset (xi, yi) for training the j-th BP-NN and then get the output
gj(i) of the BP-NN sub-classifier in the training step.

(4) Calculate the error (e) of the j-th BP-NN as defined by (2).

e ¼
XK
i¼1

DjðiÞð
gjðiÞ � yjðiÞ
�� ��

2
Þ: ð2Þ

(5) Calculate the weight (aj) of the j-th BP-NN as expressed by (3).

aj ¼ 1
2
ln

1� e
e

� �
: ð3Þ

(6) Update the weights of training samples by (4) and (5).

Djþ 1 ið Þ ¼ Dj ið Þ expð�ajgjyjÞ: ð4Þ

Initialize the weights of all training 
samples; j=1

Input training sets

Use the training sets to train the j-th BP-NN

Calculate the error of the j-th BP-NN 

Calculate the weight of the j-th BP-NN

Update the weights of training samples; j=j+1 

Get the final strong classifier  

j >L
Yes

No

Fig. 4. Block diagram of the BP-AdaBoost algorithm
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Djþ 1ðiÞ ¼ Djþ 1ðiÞ
Bj

: ð5Þ

where Bj is a normalization factor to ensure that the sum of the weights is equal to
1. Bj is defined by (6).

Bj ¼
XK
i¼1

Djþ 1ðiÞ: ð6Þ

(7) Increase j by 1, i.e., j = j + 1. If j > L (where L is the total number of BP neural
networks employed by the BP-AdaBoost algorithm), get the final strong classifier
Y(x) as defined by (7). Otherwise, repeat Step-3.

YðxÞ ¼ sign
XL
j¼1

ajgj

" #
: ð7Þ

Note that, as indicated by (7) in the last step of the BP-AdaBoost algorithm, the
output of the strong classifier only has two types of output, i.e., either 1 or −1. The
BP-AdaBoost algorithm used in the article can be replaced by any other classifiers
which can distinguish two classes (e.g., Bayes classifier, LSSVM, etc.).

3.2 Advanced BP-AdaBoost Algorithm

Figure 5 shows the block diagram of the proposed advanced BP-AdaBoost classifi-
cation algorithm, which employs a number of BP-AdaBoost sub-classifiers in parallel.
To make more reliable radio scenario recognition, both the offline training performance
for each scenario and the online classification results from each sub-classifier are taken
into account during the decision fusion.

Supposing there are M (M � 3) different types of radio scenarios to be recognized,
N sub-classifiers need to be employed and N is defined by (8).

N ¼ C2
M : ð8Þ

where C2
M is the total combinatorial number for taking any two types of scenarios out of

M different scenarios.
Accordingly, N input data sets are collected and each input data set consists of the

training or testing data corresponding to two different types of scenarios, as shown in
the top box of Fig. 5. Note that each input data set may include a number of features.
The detailed procedure of the advanced BP-AdaBoost algorithm is discussed as
follows.

(1) The first step is to initialize the input data sets. The data sets include training sets
and testing sets tagged by M different types of scenarios. For instance, “data set-i”
consists of training data and testing data sets corresponding to “scenario-i”.
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(2) The second step is to train and test the BP-AdaBoost neural networks. The input
set-j corresponds to the input of j-th BP-AdaBoost sub-classifiers, which can
identify two different types of scenarios.

(3) The third step is to calculate the vote of N BP-AdaBoost classifiers for each
scenario and the weight for each scenario. For instance, the vote (vi) represents the
total number of votes for the i-th scenario by N sub-classifiers; The weight (wi)
represents the average correct recognition rate for the i-th scenario in the training
stage. In the testing stage, j-th sub-classifier outputs the recognized “scenario ID”,
say, i. In some sense, the weight (wi) shows the offline training performance for
the i-th scenario, as defined by (9).

wi ¼

PN
j¼1

Rði; jÞ

M � 1
: ð9Þ

where, R(i, j) is the correct recognition rate corresponding to the i-th scenario for
the j-th BP-AdaBoost sub-classifier.

(4) The fourth step is to make decision fusion for each scenario through a weighted
voting. The product of weight (wi) and vote (vi) for each scenario is calculated and
then find out the scenario ID (i) which corresponds to the maximal product, as
expressed by (10).

Find i that maximizes the 
product of wi*vi

Obtain the weight for each scenario (wi) and 
the vote for each scenario (vi)

BP 1

1 2 M

Input data sets

1 2
Input-1:

1 3Input-2:
M-1 M

Input-N:

BP-AdaBoost N

BP 2

BP L

AdaBoost

BP 1

BP 2

BP L

AdaBoost

BP-AdaBoost 1

Output the scenario ID (i)

Fig. 5. Block diagram of the advanced BP-AdaBoost classification algorithm
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max
i

wivi i ¼ 1; 2; . . .;M: ð10Þ

(5) The final step is to output the recognized scenario ID (i).

The channel condition recognition module is an example application of the
advanced BP-AdaBoost algorithm. In this example, to recognize the LOS, NLOS, or
OLOS scenario, the total number of channel conditions to be recognized is 3.

4 Simulation Results

Simulations are conducted to evaluate the performance of the proposed advanced
BP-AdaBoost algorithm. The simulation results demonstrate the effectiveness of the
advanced BP-AdaBoost algorithm. Taking the channel condition recognition as an
example, the simulated scenarios include LOS, NLOS and OLOS. The system settings
and key parameters assumed in the simulations are listed in Table 1.

Moreover, the simulation is carried out by using the following millimeter-wave
path loss model [13], as defined by (11).

PL½dB�ðdÞ ¼ 20� log10
4pd0
k

� �
þ 10a log10

d
d0

� �
þXr: ð11Þ

where d0 is the given reference free space distance (d0 = 1 m); k is the wavelength of
the carrier frequency (28 GHz); d is the distance between the transmitter and the
receiver in meters (d � d0); Xr is a random variable following the zero mean Gaussian
distribution of N(0, r2); a is the path loss exponent and r is the shadow factor.

Table 1. System parameters used in the simulation

Parameters Value

Operating frequency 28 GHz
Number of hidden layer 1
Number of hidden layer nodes 6
Number of iterations in BP neural network 5
Learning rate of BP neural network 0.1
Learning goal of BP neural network (i.e., recognition error rate) 0.0004
Number of BP neural networks in AdaBoost (L) 10
Number of scenarios to be recognized (M) 3
Number of training sets or samples (K) 10000
Number of testing sets or samples 1000
Path loss exponent of OLOS/NLOS/LOS (a) 2.5/3.4/2.1
Shadow factor of OLOS/NLOS/LOS (r in dB) 5.5/9.7/3.6
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Figure 6 shows the performance comparison of the advanced BP-AdaBoost algo-
rithm when using single feature vs. two features. Note that in Fig. 6, “Single feature”
represents the “path loss” only whereas “Two features” refers to “path loss” and
“variance of path loss”. Figure 6 shows the correct recognition rate trained by two
features is higher than that when trained by single feature, especially for the OLOS
recognition. In addition, for all three types of channel conditions, the correct recog-
nition rates are over 99% when using two features. The simulation results indicate that
an internal representation of raw features (e.g., the variance of path loss) can improve
the performance of classifier significantly and reveal the potential benefits of exploiting
the deeper features.

Furthermore, we compare the performance of the advanced BP-AdBoost algorithm
with the traditional LSSVM algorithm in terms of correct recognition rate and operation
time, as shown in Table 2 and Fig. 7. The correct recognition rate for LOS and NLOS
are obtained with the same training and testing sets. The algorithm with two features
has good ability to identify different types of channel conditions, which is shown in
Table 2.
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Fig. 6. Performance of the advanced BP-AdaBoost in terms of correct recognition rate

Table 2. Comparison of correct recognition rate

Methods Correct recognition rate

LOS NLOS
Two
features

Single
feature

Two
features

Single
feature

Advanced BP-AdaBoost
algorithm

99.9% 88.3% 100% 60.9%

LSSVM [8] 99.8% 74.4% 100% 60.3%
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Figure 7 shows the comparison of operation time (i.e., the computer running time)
with different number of training samples (K = 6000 and 7000, respectively). Note that
the simulation is conducted with a laptop computer (CPU: intel core i7 quard core,
2 GHz clock rate, and 4 GB RAM). With the increase of training samples, the oper-
ation time of the proposed Advanced BP-AdaBoost algorithm increases slightly
whereas the LSSVM classifier requires much longer operation time. This simulation
result shows that the proposed algorithm can ensure the effectiveness of scenario
recognition and has faster training speed than the LSSVM algorithm. This simulation
result also indicates the computational complexity of the proposed algorithm is much
lower than the LSSVM.

In sum, the simulation results demonstrate that the radio scenario recognition based
on our proposed advanced BP-AdaBoost algorithm has significant performance
advantages in terms of correct recognition rate and computational complexity. The
advantages of the proposed scheme will become even more pronounced when dealing
with more complicated scenarios such as scenarios with multiple interferers. Specifi-
cally, with the help of comprehensive environmental data obtained from multiple
sources, it is highly possible to recognize the channel condition of each interferer
separately by taking advantage of the narrow beamwidth of millimeter-wave antennas.

5 Summary

To obtain comprehensive and prompt radio scenario cognition for cognitive dense
small cell networks operating in the millimeter-wave bands, a generic framework of
machine learning-aided radio scenario recognition scheme is proposed in this paper.
Particularly, taking the channel condition recognition as an example application, an
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Fig. 7. Operation time comparison between the advanced BP-AdaBoost and LSSVM.
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advanced BP-AdaBoost algorithm is developed to identify the LOS, NLOS or OLOS
channel conditions for both the desired signal and the various types of co-channel
interference. Decision fusion is employed in the advanced BP-Adaboost algorithm,
which takes the offline training performance into account. The correct recognition rate
and operation time of the advanced BP-AdaBoost algorithm are evaluated and com-
pared against the traditional LSSVM algorithm through simulations, which demon-
strates the significant advantages of the proposed algorithm. Simulation results also
indicate additional features or deeper features can help to improve the performance of
the radio scenario recognition.

The scenario classifier simulated in this paper takes a simplistic view of the types of
“scenarios”, seeking predominantly to classify the signal path of interest and a single
interference path as LOS, NLOS, or OLOS. For future work, we may consider more
complicated scenarios with multiple interferers. The complexity of the proposed
advanced BP-AdaBoost algorithm can be further analyzed and optimized. In addition,
the operation time of the advanced BP-AdaBoost classifier might be further reduced by
adopting parallel programming with multi-core CPU or graphics processing unit
(GPU). Moreover, the internal functions of the AdaBoost algorithm can be further
studied to export multiple classes directly. Last but not least, thorough performance
evaluation with real-world measurement data is another important task of future work.
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Abstract. This paper proposes a dynamic millimeter-wave (mmWave)
base station (BS) sleep control scheme for green mmWave networks. The
typical coverage radius of mmWave BS is short due to high propagation
and shadowing loss, thus large number of BSs are required to be deployed
densely. A network consisting of many BSs consumes large energy. Sleep
and activation control is a promising technique to reduce energy con-
sumption. However, to select a set of BSs to sleep from large number
of BSs to maximize total throughput under on condition that the total
energy consumption of the network is limited is a NP-hard problem and
it requires huge computation time. This paper formulates sleep control
based on submodular optimization which can be solved quickly by using
a greedy algorithm and the performance in the worst case is guaranteed
to be (1 − e−1)-approximation. We design a utility function defined as
total expected rate for mmWave access networks in consideration of the
characteristics of mmWave communication, and prove that it is submod-
ular and monotone. The sleep and activation control of mmWave BSs
is formulated as a combinatorial optimization problem to maximize a
monotone submodular function under the constraint that the number
of BSs to be activated is limited due to energy constraints. Simulation
results confirmed that the proposed scheme obtains a BS set achieving
higher throughput than random selection and the scheme is polynomial
time algorithm.

Keywords: mmWave · Sleep control · Submodular optimization

1 Introduction

The rapidly increasing mobile traffic in mobile access networks, such as cellular
networks and wireless local area networks (WLANs), is leading to bandwidth
shortages. The millimeter wave (mmWave) band is generally considered a key
enabler of both high-speed and high-capacity wireless access for next generation
(5G) cellular networks and WLANs [1,2]. Networks operating at this band have

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

P. Marques et al. (Eds.): CROWNCOM 2017, LNICST 228, pp. 63–74, 2018.

https://doi.org/10.1007/978-3-319-76207-4_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76207-4_6&domain=pdf
http://orcid.org/0000-0003-1026-319X
http://orcid.org/0000-0002-3634-1320
http://orcid.org/0000-0003-4106-3983


64 A. Egami et al.

the ability to provide high-speed and high-capacity wireless Internet access [3,4]
because its wide bandwidth enables multi-gigabit per second data transmission
rates. However, the coverage of a mmWave base station (BS) is much smaller
than that of a conventional BS that uses microwave because of its higher signal
propagation loss. Furthermore, the received signal strengths of mmWave com-
munication can be severely degraded when pedestrians block the line-of-sight
(LOS) paths [5]. This phenomenon is known as the human blockage problem.
In order to provide LOS paths to several users, the dense deployment of a large
number of mmWave BSs have to be densely deployed.

However, dense deployment of mmWave BSs consumes a large amount of
energy. Energy consumption is also an open issue in microwave communication
systems that employ small-cell architectures. To reduce energy consumption, a
dynamic BS sleep control scheme is proposed [6,7]. This scheme allows both the
redundant BSs to sleep and the other BSs to be activated. The BS activation
problem that selects the optimal set of BSs to activate is typically formulated as
a combinatorial optimization problem or a non-linear optimization problem, and
such problems are typically nondeterministic polynomial time (NP)-hard. Thus,
it takes very long time to solve the problem especially when the number of BSs
is large. Therefore, an algorithm is needed that can obtain either an optimal or
a suboptimal solution in a practical computation time is needed.

Abbasi and Ghaderi [8] proposed a dynamic BS sleep control system for cel-
lular networks via submodular optimization. Submodular optimization is con-
sidered in the literature related to combinatorial optimization problems, which
are typically NP-hard problem. For submodular optimization, some algorithms
that provide good approximations have been proposed [9,10]. In [8], BS sleep
control was formulated as a submodular optimization problem and was solved
using a heuristic algorithm based on a greedy algorithm that provides (1− e−1)-
approximation. However, both the radio propagation characteristic and system
design of the microwave communications are quite different from those of our
target, namely mmWave communications. For example, serious human blockage
does not occur in conventional microwave communications. Dynamic handover
schemes have been proposed to solve the human blockage problem [11]. The spe-
cific BSs that are active affect the dynamic handover gain, which therefore needs
to be considered when selecting which BSs should sleep.

This paper proposes a dynamic BS sleep control scheme via submodular
optimization for mmWave communication systems with dynamic BS handovers.
We design a utility function by considering both the propagation characteristics
of mmWaves and the handover gain, and we prove that the utility function is
both submodular and monotone. The BS sleep control system is formulated as a
combinatorial optimization problem for maximizing a monotone and submodular
function under a knapsack constraint, in which the number of active BSs is
limited by energy constraints. Our numerical results confirm both that we can
quickly obtain satisfactory approximation solutions for the optimization problem
using a greedy algorithm and that the proposed sleep control scheme increases
the total throughputs of mmWave networks.
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2 System Model

Both the BSs and the user terminals (UTs) are deployed in a two-dimensional
area. When m BSs and n UTs are deployed, the sets of the BSs and the UTs are
represented as M = {1, 2, 3, . . . ,m} and U = {1, 2, 3, . . . , n}, respectively. In
order to reduce energy consumptions, some BSs are activated while the others
sleep. We represent a set of active BSs as a subset of the power set S ∈ 2M . We
assume that the total energy consumed by the network is limited. The energy
constraint given by ∑

j∈S

cj ≤ cth, (1)

where cj represents the energy consumed by BS j and cth represents the lim-
itation on network energy consumption. The limitation of energy consumption
limits the maximum number of activated BSs S.

We assume that m BSs are deployed in a hexagonal arrangement where
the coverage of adjacent BSs overlap each other so as eliminate coverage holes.
Figure 1 shows an example of the deployment of the BSs and the available PHY
rate for LOS communication to UTs located in the area. The BSs use directional
antennas that have beamforming in all directions. Thus, a BS covers a circular
area, which is called a cell. Each user’s PHY rate of each UT located in the cell
is determined by their received signal strength indicator (RSSI) according to the
IEEE 802.11ad standard [12]. Table 1 shows the correspondences between PHY
rates and RSSIs. We represent the received signal strength and PHY rate of a
communication between UT i and BS j as pij and r(pij) respectively. UTs in
the cell edge eventually use minimum PHY rate for LOS communications.

BS k

BS j

BS i

385Mbit/s

770Mbit/s

4620Mbit/s
3850Mbit/s

Fig. 1. The deployment of BSs and available rate.

We classify a set of UTs covered by BS j into two subsets of UTs; Rj , R
′
j ⊆ U .

Figure 2 shows an example of Rj , R
′
j . UTs in Rj and that in R′

j are covered by
only BS j and by multiple BSs including BS j, respectively. For the sake of
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Table 1. PHY rates corresponding to RSSIs

PHY rate (Mbit/s) RSSI (dBm)

385 −68

770 −66

...
...

3850 −54

4620 −53

BS j

BS k

Rk

k

Rj

j

Fig. 2. Subsets of UTs and their locations.

simplicity, this paper assumes that an operator of the system knows Rj and R′
j

accurately since UTs can know which BSs cover them from control frames such
as beacon transmitted by each BS and the information can be feedbacked to the
operator.

Next we mention an assumption for human blockage. As mentioned in Sect. 1,
when a pedestrian blocks an LOS path between a BS and a UT, the received
signal strength decreases sharpely. The signal attenuation A is modeled as Gaus-
sian distribution with μ = 13.4 and σ = 2.0 [13]. Thus, PHY rate for NLOS
communication becomes r(pij − A). Moreover, we assume that LOS path block-
ages occur stochastically, where a link between BS j and UT i is blocked with a
certain probability Pij [14].

We explain assumptions for UTs in R′
j . As we mentioned above, since only

UTs in the cell edge could be covered by multiple BSs and UTs in the cell edge
use minimum PHY rate, UTs in R′

j use minimum PHY rate represented as rmin.
Since human blockage degrades RSSI 13.4 dB averagely, UTs in R′

j could not
communicate with BS j in most case when their links are blocked. Thus, for the
sake of simplicity, PHY rate for UTs in R′

j becomes zero when their links are
blocked. Furthermore, we assume that a proactive BS handover scheme [15] is
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activated for UTs covered by multiple BSs. When a LOS path between a UT
in R′

j and BS j is blocked, the UT communicating with a BS is transferred
to another BS. Thus, the UTs in R′

j can communicate at rmin unless all the
links with activated BSs are blocked. When the BSs in set S are activated, the
probabilities that all LOS paths for UT i are blocked and that at least one of
them is not blocked are, respectively, represented as

PNLOS
i (S) =

∏

j∈S

P
1R′

j
(i)

ij , (2)

PLOS
i (S) = 1 −

∏

j∈S

P
1R′

j
(i)

ij , (3)

where 1X(y) is an indication function that is 1 if X includes y and 0 otherwise.
We assume file download as an application for mmWave access networks.

Since mmWave communication could achieve higher throughput than Internet
and data server often limit the maximum transmission rate to reduce server load,
we assume that the maximum throughput of the download is limited to several
tens Mbit/s at the server side.

3 Submodular Optimization for mmWave BS Sleep
Control

3.1 Problem Formulation

We consider a BS sleep control problem under the energy constraint (1). We
propose a utility function given by

G(S) =
∑

i∈U

E[ri], (4)

where E[ri] is the expected PHY rate of UT i, which is a function of S. E[ri] is
given as follows:

E[ri] =
∑

j∈S

{(1 − Pij)r(pij) + Pijr(pij − A)}1Rj
(i) + rmin

⎛

⎝1 −
∏

j∈S

P
1R′

j
(i)

ij

⎞

⎠ .

(5)
The first and second terms represent average PHY rates for UT i when the UT
is covered by a BS and when the UT is covered by multiple BSs. As mentioned
in Sect. 2, UTs covered by multiple BSs use minimum PHY rate rmin, the rate
becomes zero when their links are blocked, and the BS handover could be oper-
ated when blockage. Unless all the links are blocked, UTs can communicate with
rmin, the probability of which is (3).

Maximizing the proposed function increases the average throughput of
mmWave communication. Since the capacity of mmWave communication is much
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larger than those of both conventional WLANs and cellular networks, connecting
several users to a BS is preferable so that the capacity of mmWave communica-
tion is fully utilized. This is why we employ a summation for the function.

A constraint is the limitation of energy consumption shown in (1). Thus, from
(1) and (4), the mmWave BS sleep control problem is formulated as follows:

maximize
S

G(S),

subject to
∑

j∈S

cj ≤ cth,
(6)

We prove that the objective function increases monotonically and is a submod-
ular function. Before this proof, we introduce both a lemma and a definition, as
follows:

Lemma 1. Let X and Y be sets with X ∩ Y = ∅. Then,
∏

j∈X∪Y

P
1R′

j
(i)

ij =
∏

j∈X

P
1R′

j
(i)

ij

∏

j∈Y

P
1R′

j
(i)

ij . (7)

Proof. Let X = {x1, x2, · · · , xn} and Y = {y1, y2, · · · , ym|yi �= xj for any
i and j}, thus X ∪ Y = {x1, x2, · · · , xn, y1, y2, · · · , ym}. Therefore,

∏

j∈X∪Y

P
1R′

j
(i)

ij = P
1R′

x1
(i)

i,x1
· · · P 1R′

xn
(i)

i,xn
P

1R′
y1

(i)

i,y1
P

1R′
ym

(i)

i,ym

=
∏

j∈X

P
1R′

j
(i)

ij

∏

j∈Y

P
1R′

j
(i)

ij .

(8)

	

Definition 1. If f(S′) ≤ f(S) stands for every S, S′ ∈ 2M with S′ ⊆ S, f(·) is
a monotone function.

Theorem 1. G(S) is a monotone function.

Proof. Let S, S′ ∈ 2M and S′ ⊆ S

G(S) − G(S′)

=
∑

i∈U

{
∑

j∈S

[(1 − Pij)r(pij) + Pijr(pij − A)]1Rj (i) + rmin

(
1 −

∏

j∈S

P
1R′

j
(i)

ij

)}

−
∑

i∈U

⎧
⎨

⎩
∑

j∈S′
[(1 − Pij)r(pij) + Pijr(pij − A)]1Rj (i) + rmin

⎛

⎝1 −
∏

j∈S′
P

1R′
j
(i)

ij

⎞

⎠

⎫
⎬

⎭

=
∑

i∈U

⎧
⎨

⎩
∑

j∈S\S′
[(1 − Pij)r(pij) + Pijr(pij − A)]1Rj (i)

+ rmin

∏

j∈S′
P

1R′
j
(i)

ij − rmin

∏

j∈S

P
1R′

j
(i)

ij

⎫
⎬

⎭ . (9)
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Then, Lemma 1 gives

(9) =
∑

i∈U

⎧
⎨

⎩
∑

j∈S\S′
[(1 − Pij)r(pij) + Pijr(pij − A)]1Rj

(i)

+ rmin

⎡

⎣
∏

j∈S′
P

1R′
j
(i)

ij (1 −
∏

j∈S\S′
P

1R′
j
(i)

ij )

⎤

⎦

⎫
⎬

⎭ . (10)

From Pij ≤ 1, 0 ≤ r(·) and 0 < rmin, (10) ≥ 0. Thus, G(S′) ≤ G(S). 	

Now, we prove that the objective function G(S) is a submodular function.

Definition 2. If, for every S, S′ ∈ 2M with S′ ⊆ S, and x ∈ 2M\S, f(S ∪ x) −
f(S) ≤ f(S′ ∪ x) − f(S′) holds, f(S) is a submodular function.

Theorem 2. G(S) is a submodular function.

Proof. Lemma 1 gives

G(S′ ∪ x) − G(S′) − {G(S ∪ x) − G(S)}

=
∑

i∈U

⎧
⎨

⎩
∑

j∈x

[(1 − Pij)r(pij) + Pijr(pij − A)]1Rj
(i)

+ rmin

⎡

⎣
∏

j∈S′
P

1R′
j
(i)

ij

⎛

⎝1 −
∏

j∈x

P
1R′

j
(i)

ij

⎞

⎠

⎤

⎦

⎫
⎬

⎭

−
∑

i∈U

⎧
⎨

⎩
∑

j∈x

[(1 − Pij)r(pij) + Pijr(pij − A)]1Rj
(i)

+ rmin

⎡

⎣
∏

j∈S

P
1R′

j
(i)

ij

⎛

⎝1 −
∏

j∈x

P
1R′

j
(i)

ij

⎞

⎠

⎤

⎦

⎫
⎬

⎭

=
∑

i∈U

⎡

⎣rmin

∏

j∈S′
P

1R′
j
(i)

ij

⎛

⎝1 −
∏

j∈S\S′
P

1R′
j
(i)

ij

⎞

⎠

⎛

⎝1 −
∏

j∈x

P
1R′

j
(i)

ij

⎞

⎠

⎤

⎦ .

(11)

From Pij ≤ 1 and 0 < rmin, (11) ≥ 0. Thus, G(S∪x) − G(S) ≤ G(S′∪x) − G(S′).
	


3.2 Algorithms to Solve the Problem

The above-mentioned problem is NP-hard. We employ a greedy algorithm to
obtain a solution, which is proved to provide a good approximate solution for
submodular optimization. A simple greedy algorithm starts with the empty set
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S0 and, during iteration k, the element maximizing the discrete derivative is
added as long as a following constraint is satisfied.

Sk = Sk−1 ∪ {arg max
x

f(Sk−1 ∪ x) − f(Sk−1)}, (12)

where f(·) is a monotone and submodular function. Nemhauser et al. [16] proved
that a simple greedy algorithm provides a (1 − e−1)-approximation for a special
case of the problem in which the same cj = c for all j ∈ M . In our problem,
when all BSs consume the same amount of energy, we can employ the greedy
algorithm to solve the problem and the solution is guaranteed to provide a
(1 − e−1)-approximation.

Sviridenko [9] proposed a modified greedy algorithm for problems involving
nonnegative integer weights. In iteration k, the modified algorithm selects an
element based on the following update rule:

Sk = Sk−1 ∪ {arg max
x

f(Sk−1 ∪ x) − f(Sk−1)
cx

}. (13)

Sviridenko proved that the algorithm provides a (1 − e−1)-approximation. We
could employ this algorithm to solve our problem in a case where each BS con-
sume different amount of energy.

4 Numerical Evaluation

4.1 Simulation Scenario

Figure 3(a) and (b) show examples of the BSs and UTs deployment. We assumed
both that n UTs were located in a 300 m2 area and that they followed two types
of distribution.

� �� ��� ��� ��� ��� ���
�

��
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���

���

���

(a) Random distribution

� �� ��� ��� ��� ��� ���
�

��

���

���

���

���

���

(b) Cluster distribution

Fig. 3. Distribution of both BSs (red squares) and UTs (blue circles). (Color figure
online)
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Random distribution. UTs were located randomly.

Cluster distribution. We assumed that the users in an exhibition hall used a
mmWave WLAN. The UTs were distributed based on Matern cluster process, as
users might typically be found in such a venue when gathering around displays.
In the Matern cluster process, the UTs were deployed for clustering and the
locations of the cluster centers were determined according to a Poisson process
with an intensity of λ0. Cluster points were located within a disc of radius R
around the centers of the clusters, and the UTs were distributed according to a
Poisson process with an intensity of λ1.

The transmit power and antenna gain for all BSs were set to 20 dBm and
16 dBi, respectively, and the attenuation constant was set to 2. Pi,j was set to
0.2 for every value of i and j. The energy cost of activated BS cj was set to
the same value cBS for every BS j. The maximum number of activated BSs was
limited to mact = cth/cBS, and the constraint (1) was represented as |S| ≤ mact.

As mentioned in Sect. 3.1, increasing the sum of the expected PHY rate
leads to an increase in the average throughput for mmWave communication.
We evaluated the throughput of each activated BS based on the number of
packets transmitted successfully while considering both the traffic model and
human blockage model. We assumed file download as an application for mmWave
access networks, and we assumed that each user accounted for 30 Mbit/s user
datagram protocol downlink traffic. We assumed that each user downloaded the
file (100 MB) and waited 10 s before starting to download the next one.

We assumed both that the occurrence of human blockage followed the Poisson
process and that its interval followed the exponential distribution. tb and tnb
represent the duration of human blockage and its interval, respectively, and
A represents attenuation. We simplified Ref. [13] for a binary model and then
determined the values of both tb and A. tb [s] and A [dB] are according to Weibull
distribution (λ = 0.59, k = 6.32) and Gaussian distribution (μ = 13.4, σ =
2.0), respectively. We set the value of tnb such that the ratio of the duration of
human blockage duration to the total time was Pij(= 0.2). tnb [s] is according
to Exponential distribution (λ = 0.46).

We evaluated the computational time to solve the sleep control problem, the
utility function, defined as the total expected PHY rate, and the total throughput
of the activated BSs assuming both file download and human blockage. We
compared the proposed scheme with a random selection scheme and a naive
scheme. The random selection scheme selected mact BSs randomly. The naive
scheme calculated the utilities of all sets of mact BSs and selected the BS set
that maximized the utility function.

4.2 Numerical Result

Figure 4 shows computation time of each algorithm as a function of mact. A
MacBook Air (13-inch, Mid 2013) was used. The naive scheme with mact =
3 required approximately 134 min to obtain its results, which is too long for
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Fig. 4. Computation time vs. mact for n = 1000 and m = 93.

dynamic sleep control. The time required by the proposed scheme was much
shorter than that required by the naive scheme. The computational time for
the proposed scheme increased linearly as mact increased. This is because the
proposed scheme employing the greedy algorithm calculated the utility function
O(mmact) times. The random selection scheme selected a set without calculating
the utility function. Hence, its complexity was O(1). The naive scheme calculated
the utility function O(

(
m

mact

)
) times.
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(b) Total throughput

Fig. 5. Total expected rate and total throughput vs. mact for n = 1000 and m = 93,
and randomly distributed UTs.

Random distribution. Figure 5(a) and (b) show the total expected rate and
the total throughput as functions of mact, respectively, for when the UTs were
distributed randomly. Because the naive scheme took too long to obtain results,
we omit them when mact ≥ 4. As mact increased, both the total expected rate and
total throughput increased because the numbers of UTs covered by the activated
BSs increased. The proposed scheme achieved an approximately 40.0% higher
total expected rate as well as an approximately 15.8% higher total throughput
than the random selection scheme did for mact = 40.
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Fig. 6. Total expected rate and total throughput vs. mact for λ0 = 100/3002, R =
10m, λ1 = 900/100πR2 and m = 93, and UTs distributed according to the Matern
cluster process.

Cluster distribution. Figure 6(a) and (b) show the total expected rate and the
total throughput as functions of mact, respectively, for when the UTs were dis-
tributed according to the Matern cluster process. The proposed scheme achieved
an approximately 109.3% higher total expected rate as well as an approxi-
mately 54.0% higher total throughput than the random selection scheme did for
mact = 40. The gain of the proposed scheme was higher than for the case in which
UTs were located randomly. Since the UTs were clustered, the number of UTs
in each BS varied. Thus, the proposed scheme has the ability to select BSs that
increases the throughput, while the random selection scheme might select a BS
that has few UTs. As shown in the evaluations, the proposed scheme can obtain
a set of BSs to achieve a high throughput with a practical computation time.

5 Conclusion

This paper proposed a dynamic BS sleep control scheme for green mmWave net-
works. The proposed scheme employed a utility function consisting of both the
PHY rate and the probability of LOS path blockage between a BS and a UT.
We proved that the proposed utility function both increases monotonically and
is submodular. The BS sleep control system is formulated as a submodular opti-
mization problem of maximizing a monotone, submodular function under the
knapsack constraint, in which the number of activated BSs was limited due to
energy constraints, where a greedy algorithm provided a (1−e−1)-approximation
for the worst case. The numerical results confirmed both that the proposed
scheme could quickly obtain a good approximation for the solution and that
maximizing the proposed the objective function increased the average through-
put of mmWave communications.

Acknowledgement. This work was supported in part by JSPS KAKENHI Grant
Number 17H03266.
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Abstract. Privacy preservation is of paramount importance in the
emerging smart city scenario, where numerous and diverse online ser-
vices will be accessed by users through their mobile or wearable devices.
In this scenario, service providers or eavesdroppers can track users’
activities, location, and interactions with other users, which may dis-
courage citizens from accessing smart city services. Pseudonym-based
systems have been proposed as an efficient solution to provide identity
confidentiality, and more concretely pseudonym-based signature schemes
have been suggested as an effective means to authenticate entities and
messages privately. In this paper we describe our implementation of
a pseudonym-based signature scheme, based on bilinear-pairings. Con-
cretely, our implementation consists of an Android application that
enables users to authenticate messages under self-generated pseudonyms,
while still enabling anonymity revocation by a trusted third party in case
of misbehavior. The paper presents a description of the implementation,
performance results, and it also describes the use cases for which it was
designed.

Keywords: Privacy-preserving · Mobile applications
Bilinear pairings

1 Introduction

Privacy-preserving solutions are required to address the users’ privacy concerns
and foster a rapid penetration of smart city applications in the real world. Pro-
viding anonymous and secure communication between mobile applications and
the Smart City infrastructure is cornerstone in this scenario, and current technol-
ogy faces the problem that traditional Public Key Management systems do not
provide privacy. Moreover, the current digital anonymous credential systems in
the state-of-the-art are too complex to be applied in wearable or mobile devices
due to its computation delay and communication overhead.

Previous research efforts have pointed out several privacy issues that demand
novel solutions [1]. For example, Public Key Infrastructure is not suitable for
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privacy preservation, and new Key Management Systems should be implemented
[2]. In this framework, pseudonym-based systems have been suggested as promis-
ing research direction, since pseudonyms can be used to hide the users’ real
identity [3], and still can enable revocation mechanisms in case of misbehavior.
Pseudonyms are issued by a certification authority and they can be used to sign
messages, thus providing authentication and integrity [4,5]. Also, pseudonyms
can be renewed on demand to avoid linkability of different data transactions,
which could eventually allow eavesdroppers to infer the users identities. This
pseudonym renewal requires a permanent contact with the Certification Author-
ity, except systems that provide pseudonym self-generation, such as the work in
[6], which has been followed by other works such as [7–9]. This paper describes
the implementation of the system described in [7], which was originally designed
for a Vehicular Network, and it has been now adapted into a mobile application.

The rest of the paper is structured as follows: Sect. 2 describes the system
model, the system functionality, and some use case scenarios envisaged for this
system; Sect. 3 provides a brief description of the cryptosystem; Sect. 4 provides
the implementation details; Sect. 5 shows a performance evaluation; and finally,
Sect. 6 concludes this paper.

2 System Model

The system is composed of a set of smartphones (clients) running a mobile
app that enables privacy-preserving authentication between each other. Namely,
clients can send signed messages in an anonymous manner, i.e., the receiver can
trust the sender of the message but it is not feasible to figure out the identity
of the original sender (except if traffic analysis techniques are applied at the
network level, which is out of the scope of this work and it should be addressed
by appropriate countermeasures). These clients can sign the transmitted mes-
sages with their self-generated pseudonyms, which cannot be linked to the users
real identities. Moreover, different pseudonyms from the same user can also not
be linked to each other. Hence, all pseudonyms shared in the network will be
statistically indistinguishable.

A message is any type of information that is being shared between the clients.
The system also enables the transmissions of null messages, where the proposed
message authentication application is used with the sole purpose of authenticat-
ing the client and not to convey any message in particular. Section 2.2 provides
a real scenario exemplifying the type of messages that could be exchanged.

Apart from clients, the system is also composed of a certification authority
(CA) and verifiers. The CA is in charge of generating public parameters required
for the cryptosystem implemented in the proposed system, and the generation
of credentials for legitimate users. The CA is also in charge of revoking users
credentials in case of misbehavior. The verifier is any entity receiving and vali-
dating a signed message, for this validation the verifier is not required to have
a valid credential, only the public parameters generated and distributed by the
CA are sufficient to validate messages.
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2.1 System Functionalities

The system provides mechanisms to: (i) enable the CA to provide certificates to
trusted clients, so only legitimate clients can successfully send signed messages;
and (ii) enables clients to use the certificates to generate pseudonyms on demand
and sign messages with such pseudonyms; (iii) enables verifiers to validate signed
messages from legitimate clients and discard messages from dishonest clients that
are not provided with valid certificates. The proposed system assures the privacy
of each sender (client), since the verifiers cannot link the pseudonyms to the users
real identities or to other pseudonyms of the same client. Figure 1 illustrates the
interaction between the system’s entities, that will be described below.

Fig. 1. The interactions between the entities in the system. Any client can act as a
verifier.

The system also enables conditional privacy, i.e., it allows the trusted author-
ity (the CA) to identify the origin of a message in exceptional situations. This
can occur when a client is malfunctioning or misbehaving, which could lead to
the transmission of signed messages with misleading information. In such a case,
the CA can track the pseudonym used by the sender of these messages to the
users real identity. Moreover, the CA can include the future pseudonyms of the
blacklisted misuser in a Revocation List (RL), enabling other users to ignore
future messages from the same sender.
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Before being capable of sending messages, a client needs to be certified. This
happens in a registration process that starts in a Certified Authority (CA). The
CA holds all the information of the clients that belong to the system, including,
of course, their real identity. For each registered client, the CA can issue cre-
dentials. Those credentials can be used by clients to authenticate themselves or
authenticate transmitted messages towards a verifier.

When receiving a message, the verifier validates its authenticity. The verifi-
cation can be done by other clients or verifying entities deprived of credentials.
A message is valid if it comes from a valid client, which only happens with clients
that use a credential issued from the CA. Nonetheless, the verifier still cannot
know the origin of message, he can just perform the verification algorithm needed
to validate it. The verification algorithm can be performed by any entity holding
the public parameters generated by the CA.

The system is time-based and requires loose synchronization between entities.
Namely, clients can renew all the pseudonyms updating a public parameter that
can be self-generated. In the verification process, a time restriction public key
must also be renewed and distributed by the CA to all potential verifiers. Hence,
the system is divided in time slots, in which the CA and the users update a
restriction key and the pseudonyms respectively. The revocation list must also
be renewed and distributed by the CA with all blacklist pseudonyms.

2.2 Use-Case Scenarios

The proposed system can be used in any use case scenario requiring privacy-
preserving authentication. The proposed system however has been designed and
will be tested in a real environment in a crowdsourcing application, where users
collect information about the surrounding environment and transmit this infor-
mation to a back end server. Namely, users of the developed app running the
client side of the system will send messages with information like air pollu-
tion, noise level and their landmarks. The information will be gathered by
sensor integrated in the mobile devices or externalized and connected to the
users smartphones through Bluetooth. These messages, after being signed with
a pseudonym, will be sent to a data aggregator, i.e., a smart-city server, where
they would be validated while preserving the senders privacy. Thus, this server
would act as a verifier of the transmitted information. The stored information
will perform data analysis to generate statistical information about air and noise
quality of different locations. The data aggregator (verifier) will also be in charge
of detecting misbehavior (e.g., users transmitting misleading or adulterated data)
and eventually contact the CA to report the affected pseudonyms, hence trigger-
ing the anonymity revocation mechanism in the CA. After that, all pseudonyms
from blacklist clients would be revoked and the client would be ignored in the
future results. It is worth commenting that a number of research works have
already proposed effective means to detect data outliers that could be used in
the proposed use case scenario.
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The proposed system is also suitable for a scenario where several clients need
to authenticate themselves to get access to a given service, while preserving
their privacy. In that case, they would send empty messages, where the only
important part would be the signature itself, that could be validated by the
service provider. The service provider, playing the role of verifier, would grant
access to authorized clients without the knowledge of their real identities. Cases
of misbehavior, like the usage of the same pseudonym several times in a short
space of time, could trigger anonymity revocation.

3 Pseudonym-Based Signature Scheme

Although we would like to refer interested readers to the works [6] and [7] for
more details on the pseudonym based signature scheme and the conditional
privacy-preserving system respectively, in this section we describe briefly the
mathematical operations included in our implementation. The system is divided
in the following logical blocks: (i) parameter generation; (ii) credential genera-
tion; (iii) pseudonym generation; (iv) message signing; and (v) signature verifi-
cation.

For the public parameter generation, the CA performs the following steps,
and publishes the tuple (G1, G2, P,H1,H2,H3, P,W ) and the time variant tuple
(Qi,Wi). The time variant values must be computed again in each time slot.
The value s is the CA secret key.

1. The CA selects two cyclic groups of prime order p,G1 and G2, in which the
discrete logarithm problem is hard and with an efficient bilinear map e such
that e : G1 × G1 → G2.

2. The CA also picks two cryptographic hash functions H1,H2 : {0, 1}∗ → G1

and H3 : {0, 1}∗ → Zp (where Zp is the multiplicative group).
3. The CA selects P as generator of G1.
4. The CA computes a time variant public key Qi = H1(T (time)).
5. The CA selects a secret s ∈R Zp.
6. The CA obtains W = sP and a restriction key Wi = sQi.

To generate a credential for a client, the CA performs:

1. The CA selects randomly μ ∈ Zp.
2. The CA computes the secret value as Su = P 1

(s+µ) .
3. The CA sends the user the credential (μ, Su).

It is worth commenting that in the implemented system, every user receives
10 credentials where the μ values are obtained with a hash chain μi = Hi

3(μ) for
i = {0, . . . , 10}.

Then, each user/client can self-generate pseudonyms using these credentials:

1. The client computes Qi = H1(T (time)).
2. The client computes a pseudonym for each of the 10 credentials by computing

Pseuj = μjQi for i = {1, . . . , 10}.
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Clients provided with a valid credential can sign a message m using their
self-generated pseudonyms:

1. The client selects α, r, r′ ∈R Zp.
2. The client computes T = αSu,RG1 = rQi and R = e(Qi, P )r

′
.

3. The client computes c = H2(M ||T ||RG1 ||R||Pseuj ||T (time)), where the oper-
ator || represents concatenation.

4. The client computes s1 = αc + r′ and s2 = μjc + r.

The signature of m with the pseudonym Pseuj is the tuple σ = (T, c, s1, s2).
Which can be verified by any entity having the public parameters by performing
the following steps:

1. The verifier obtains Qi = H1(T (time)).
2. The verifier computes R′

G1
= s2Qi − cPseuj and R′ = e(Qi, P )s1/e(Pseuj +

Wi, T )c.
3. The verifier computes c′ = H2(M ||T ||R′

G1
||R′||Pseuj ||T (time)).

4. The verifier considers the signature valid if c′ = c holds.

These steps have been implemented into the described system in the different
entities defined in the system model. Due to space constraints we do not detail
here preliminary mathematical definitions or proofs of security. More details can
be found in the works [6,7].

4 Implementation Details

Our implementation of the system is based in Java. This enables to compilation
and deployment in different contexts. In the proposed scenario, it is deployed in
a mobile app, running in Android, where the client side of the system is placed.

In what concerts to the algorithmic part of the system, we used Java Pairing-
Based Cryptography Library (JPBC) [10], a Java library that allowed us to
implement all the cryptographic calculations related to bilinear maps. This
library can run out of the box on Android 2.1+, which was verified in our
implementation. The system is mainly split into the entities described in the
system model: The CA, the Verifier and the Client (The clients can also act as
verifiers when receiving signed messages). The following subsections describe the
implementation details of the different mechanisms of the proposed system:

4.1 Public Parameter Generation

The Public Parameters are all the necessary cryptographic parameters used to
perform several calculations in different steps of the system. These parameters
are available publicly and distributed by the CA. It gives access to the cyclic
groups G1 and G2, the multiplicative group of prime order p, Zp, the generator
P, the permanent public key W, time restriction public key Wi, the current time
slot, the time variant parameter and the hash functions H1, H2 and H3.
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This class is wrapped by other classes, and it is never directly manipulated in
the interface of the implementation. In fact, this layer of the package developed is
the lower one. All the mathematical part is abstracted in the three main entities
described below. The CA Server, the Verifier and the Client are the outer layers
of the system, representing the main logical entities.

For a rationale of the implementation, the lines below describe the enclosed
modules, represented in the Fig. 2.

Fig. 2. The layered interconnection between the components, from the JPBC library
to our system interface.

4.2 CA Server

The CA Server is the central part of the system. It contains an instance of
the CA, that handles all the confidential information of the system required
to issue credentials and revoke anonymity. Once again, the server abstracts all
the interactions with the CA instance. When it starts running, it is available
to answer to requests of Public Parameters, Credentials - by the clients - and
exclusion of pseudonyms - by verifiers. The CA instance, when created, generates
the original copy of the Public Parameters, described above. Also, the number
of time slots and the number of pseudonyms by time slot are defined here. The
CA can generate a Credential for each Client. The CA class can generate as
many credentials as the server needs. Each Credential is later used by the Client
to generate its pseudonyms. Despite of this, the server also must have a list
of all the pseudonyms to enable anonymity revocation if needed. Because of
this, the pseudonyms are also generated in the server side using a copy of the
credentials issued by the CA. The server uses another class to handle this, called
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Pseudonym Table. The Pseudonym Table provides a systematic manner to store
lists of pseudonyms by time slot. In theory, it is a table of N pseudonyms by T
time slots.

The class provides an interface to automatically manipulate those
pseudonyms, including its generation. When the server - or also the verifier and
client - needs to generate a list of pseudonyms, it provides the correspondent
credential and time slot.

4.3 Client

The Client holds its information, so it has a Credential, the Public Parameters
and a Pseudonym Table. The first time the client runs, he connects to the CA
server, asking for the Public Parameters and a credential. After, he generates its
set of pseudonyms in the Pseudonym Table. The pseudonyms are linked to each
time slot and they can be generated on demand. When the client needs to send
a message, he uses a specific method to do it, sendMessage(). The method works
using some dependencies: the message is first signed using the pseudonym, and
after it is included inside a packet that also holds the signature, the pseudonym
and the message itself. This packet is then sent to the verifier.

4.4 Verifier

The Verifier, when initializing, has to get the Public Parameters from the CA
Server and an updated version of the pseudonym blacklist (also called revocation
list) - the list of blocked pseudonyms. This blacklist is refreshed at least when
there is a new time slot. With that completed, the Verifier is ready to validate
received messages. When it receives a validation of a message, first it checks the
blacklist to verify if the pseudonym is not banned. If it is, it returns that the
message is invalid. If not, it performs the calculations to check the validity of the
message. According to the calculations, it returns whether the message is valid
or not. If, for some reason, the verifier detects a suspicious activity for a given
pseudonym, for instance, being used too many times in a small interval of time,
it can report it to the server.

Figure 3 shows the implementation’s class diagram, generated with Objec-
tAid UML Explorer, in the Eclipse IDE.

In this analysis, it is missing some implementation details of the client side.
It is done in a mobile app, running on Android 4.4+. The android app uses
the Client class of the package. For demonstration purposes, the developed app
allows the client to connect to the server, receiving the credential and public
parameters, and manually synchronize the time slots and generate pseudonyms.
The pseudonyms can be selected manually to send messages. If for some reason
the time slot is outdated, all the attempts to send messages will fail, so the
synchronization must be accomplished.

In Fig. 4, we represent the pseudonyms in the application side. A pseudonym
is a point in an elliptic curve. To be exact, in our implementation, each
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Fig. 3. System’s class diagram, generated with ObjectAid UML Explorer, a tool avail-
able in the Eclipse IDE.
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pseudonym is a portion of data described in 128 bytes. So, rather than num-
bers, the app shows something more visual and meaningful. The pseudonyms
are mapped to a grid of colours, where they can be selected. The client can send
a message using the desired pseudonym. The quantity of pixels represents the
amount of possible variations that pseudonyms can have.

Fig. 4. Some screenshots to the mobile app. The client’s available pseudonyms are
represented on the top, and the actions are logged below.

5 Results

For performance evaluation, we have tested the performance in both the server
and client side. Opposed to what happens in the server side, the clients resources
are more limited since it runs in a mobile device. Due to the strong component
of algorithmic computations performed in this cryptosystem, computations on a
mobile device can be more time consuming.

We measured the lapsed times in the server side, in an Intel Core i5-6200
CPU, executing the following operations: (i) initializing the server; (ii) issuing a
credential; (iii) signing a message; (iv) verifying a signature; and v) generating a
pseudonym. The server takes 207 ms to initialize, which involves generating the
private and public parameters. For each credential generation, it takes 373 ms.
The signature generation takes 60 ms, the signature verification takes 94 ms.
Generating a pseudonym takes 50 ms. For a scenario of 1 million users, with
10 pseudonyms per time slot, it would take more than 8 min to precompute all
the pseudonyms. This pseudonym precomputation is advisable to speed up the
anonymity revocation mechanism since the time of searching for a pseudonym
in a list is negligible. For example, searching over 500.000 pseudonyms takes less
than 2 ms.
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Fig. 5. Time performance in both the server and client side

Fig. 6. Memory usage in both the server and client side

These time measurements were also performed in a smartphone (Samsung
Galaxy S6), running a Exynos 7420 Octa CPU. The computations in the client
side are: (i) signing a message; (ii) verifying a signature; and (iii) generating a
pseudonym. In general, it resulted in around 10× more time spent when com-
pared to server side. The full results are presented in Fig. 5.

In terms of memory, the size of each component is negligible. Despite of
this, it is worth analysing the amount of data transmitted between entities. The
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public parameters have 362 bytes. A credential has 1427 bytes (the credentials
implemented are composed by 10 secret values in G2 and 1 in G1). A packet
composed by a signed message has 383 bytes plus the size of the message itself.
Each pseudonym has 128 bytes. In the server side, for a scenario with 1 million
users, with 10 pseudonyms per time slot, it would be necessary 1.28 GBytes to
precompute all the pseudonyms. Figure 6 illustrates the proportion between the
size of such entities.

6 Conclusion

In this paper we describe the implementation of a privacy-preserving system
based on a pseudonym-based signature scheme that relies on bilinear pairings.
Despite of the heavy algorithmic computations associated to bilinear pairing
operations, it was possible to obtain a system with a small footprint in terms
of time performance and memory consumption, with the integration of JPBC
library, running on Java. The same results were also promising when obtained in
the client side (implemented in an Android smartphone), proving that bilinear
pairings can be efficiently implemented on mobile devices for some specific use
cases.
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Abstract. In disaster scenarios, with damaged network infrastructure,
cognitive radio (CR) can be used to provide temporary network access
in the first few hours. Since spectrum occupancy will be unknown, the
radios must rely on spectrum sensing and opportunistic access. An ini-
tial goal is to establish rendezvous between CR nodes to set up the
network. The unknown primary radio (PR) activity and CR node topol-
ogy makes this a challenging task. Existing blind rendezvous strategies
provide guarantees on time to rendezvous, but assume channels with no
PR activity and no external interferers. To handle this problem of blind
multi-node rendezvous in the presence of primary users, we propose an
Extended Modular Clock Algorithm which abandons the guarantee on
time to rendezvous, an information exchange mechanism for the multi-
node problem, and various cognitive radio operating policies. We show
that the adapted protocols can achieve up to 80% improvement in the
expected time to rendezvous and reduce the harmful interference caused
to the primary radio.

Keywords: Adaptive radio · Blind rendezvous
Cognitive radio network · Cognitive radio operating policy
Disaster response network · Primary radio activity

1 Introduction

In many disaster scenarios, communication networks are vital for ensuring effi-
cient and effective first response; however, the disaster may have caused signif-
icant damage to the existing infrastructure. Cognitive Radio (CR) can provide
an effective solution for creating an initial disaster response network until a more
permanent network is re-established [1]. The CR can sense what links exist to the
remaining infrastructure, sense what spectrum is available, and exploit the spec-
trum opportunistically while avoiding primary radio activity. Given the nature
of the disaster, with unknown PR activity and spectrum spatial diversity, each
CR node must sense the spectrum independently rather than using spectrum
databases, and must rendezvous with each other in available channels. This cre-
ates the challenging problem of efficiently achieving rendezvous in an unknown
environment with unknown primary radio activity.
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For two CR nodes, we define rendezvous as the completion of a handshake
mechanism between the radios on a single channel. This assumes that the two
radios are within transmission range of each other, that they coincide on the
channel for a sufficient time period, and that the channel has no detectable pri-
mary radio activity or excessive interference for the radios over that time period.
When there is no predefined schedule for visiting channels, and no common con-
trol channel, this is known as the blind rendezvous problem. There are some
sophisticated blind rendezvous protocols, including Modular Clock Algorithm
(MCA) [2], Modified MCA (MMCA) [2] and Jump-Stay [3]. These provide guar-
antees on the time to rendezvous, but they assume a set of channels on which
there is no primary radio activity or external interference. Unpredictable arrivals
of primary radios on these channels invalidates the guarantee, and may result
in the CR nodes causing unacceptable interference to the primary radio. We
make two contributions to address this problem. First, we propose an Extended
Modular Clock Algorithm (EMCA) which abandons the guarantee, but has a
shorter cycle time, and is intended to reduce the average time to rendezvous.
Secondly, we explore different operating policies for the CR nodes to handle the
behaviour of the primary users, with the aim of reducing harmful interference
without adversely affecting time to rendezvous. In addition, we propose an infor-
mation exchange mechanism for the multi-node problem, to further reduce the
time to rendezvous.

We conduct an empirical investigation of these protocols in simulation. We
generate randomised but realistic PR activity patterns, and consider the ren-
dezvous problem for different numbers of unsynchronised CR nodes. We measure
the average time to rendezvous and the amount of harmful interference expe-
rienced by the primary radios. We demonstrate that EMCA with appropriate
operating policies can achieve up to 80% improvement in the average time to ren-
dezvous compared to the existing blind rendezvous protocols. We demonstrate
that policies which temporarily blacklist channels with detected PR activity are
able to reduce incidents of harmful interference caused to the primary users.

To summarise our contributions,

1. we propose an Extended Modular Clock Algorithm (EMCA) to provide better
expected time to rendezvous for unknown environments with PR activity;

2. we propose CR operating policies which adapt to PR activities to reduce
harmful interference on PR systems, specifically Normal, Reactive with and
without timeslot truncation, and Proactive, which attempts to learn and avoid
PR activity;

3. we propose a neighbor exchange mechanism to expedite the rendezvous pro-
cess for multiple CR nodes; and

4. we demonstrate the effectiveness of EMCA and the operating policies on
simulated primary radio activity patterns.

2 Related Work

Blind rendezvous strategies (e.g. [2–7]) have gained much attention in CR Adhoc
Networks. The modular clock algorithm (MCA) [2] is a blind rendezvous protocol
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which guarantees rendezvous for radios with identical channel sets. Each radio
cycles through its channel set of size m for up to 2P slots, where P is the
smallest prime ≥m, before restarting with a new hopping rate. MMCA [2] caters
for different channel sets, with limit 2P 2. Asynchronous timeslots are shown to
be beneficial in reducing TTR in MCA [8]. Jump-Stay (JS) [3] and Extended
JS [4], with limits 3P and 4P , is similar to MCA/MMCA, but alternates rounds
between hopping and staying on the same channel. All of these protocols assume
that the channels are free from primary radio activity. If a primary user appears,
the protocols either interfere, or lose their guarantee of rendezvous. To help avoid
harmful interference, IEEE 802.22 specifies operating policies for CR deployment
and operation [9] for broadband services using TV White Spaces (TVWS). There
appear to be no studies analysing rendezvous performance based on PR activity
patterns and practical operating policies.

3 System Preliminaries

System Model: We consider an LxL network area, with N nodes. Each node,
due to spatial diversity can only access m channels from G randomly, where G =
{1, 2, 3, . . . , n}. Therefore, common channels among nodes may vary. We assume
a connected topology, where all nodes are within range of each other. Each CR
is equipped with a single wireless interface. We further assume a time slotted
system where timeslot (TS) duration is fixed and known to all users. We assume
that nodes are not synchronised with each other. We assume that a CR initially
performs sensing for channel accessibility and excludes channels occupied by e.g.
emergency services or other prioritised users. Later, it can perform fast sensing
for PR detection [9]. For PR detection, we assume an energy detection model
and, for identification, a technique such as cyclostationary signatures can be
used [10]. We assume that PR traffic is evenly distributed in the space, however
our proposed algorithm doesn’t depends on the evenly distributed PR traffic.

Primary User Activity Model and Patterns: The performance of cog-
nitive network highly depends on PR activity patterns. PR activity models
are widely used to represent a spectrum usage pattern and measurements for
performance evaluation [11,12]. We use a popular continuous time alternating
ON/OFF Markov Renewal Process to model PR activity [11,13,14]. In this
model, the duration of ON/OFF states of a channel i are denoted as T i

ON and
T i

OFF . The renewal period Zi(t) will occur when one ON/OFF period is com-
plete, where, Zi(t) = T i

ON + T i
OFF . We have used the formulation mentioned

in [13–15], where the channels ON/OFF periods are both exponentially dis-
tributed with p.d.f., fX(t) = λX ×e−λX(t) for ON state and fY (t) = λY ×e−λY (t)

for OFF state. The duration of time in which channel i is in the ON state i.e.
U i, is given as:

U i =
E[T i

ON ]
E[T i

ON ] + E[T i
OFF ]

=
λY

λX + λY
(1)
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Fig. 1. Different PR activity patterns.

Algorithm 1. Function EMCA
Input: t (counter to change ri), i (node id), T (timeslot), mi.
Output: c (selected channel by node i).

1: calculate pi, the prime number greater than
or equal to mi

2: if Ti < 1 then
3: choose initial jt

i = rand[0, mi)
4: choose ri from [0, pi) randomly
5: end if
6: if t ≥ pi then
7: choose ri from [0, pi) randomly
8: ti = 0

9: end if
10: jt

i = (jt
i + ri) mod pi

11: if jt
i<mi then

12: c = ci,jt
i

13: else
14: c = ci,rand([0,mi))

15: end if
return c;

where E[TON ] = 1/λON and E[TOFF ] = 1/λOFF are the means of exponential
distributions, and λX and λY are the exponential distribution rate parameters.
The probability of channel i being in the ON or OFF state at time t can be
calculated as below, where PON (t) + POFF (t) = 1. To illustrate, PR activity
patterns are shown in Fig. 1.

PON (t) =
λY

λX + λY
− λY

λX + λY
e−(λX+λY )t (2)

POFF (t) =
λX

λX + λY
+

λY

λX + λY
e−(λX+λY )t (3)

4 Extended Modular Clock Algorithm (EMCA)
with Neighbor Information Exchange Mechanism

EMCA (Algorithm 1) is based on the Modular Arithmetic approach of MCA [2],
adapted to account for the effect of PR activity. In EMCA, r is the rate/step
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Fig. 2. Neighbor information passing mechanism.

value by which CRs hop the available channel set (ACS), m is the total number
of channels, and P is the smallest prime number larger or equal to m. EMCA
initializes by choosing an initial index and a rate value randomly. The rate value
will remain same for a rendezvous cycle of P timeslots. If rendezvous does not
occur within P, then r will be re-selected. At each iteration, the next index value
will be calculated using mod(P). In EMCA, the rendezvous cycle is short (P
TS) and unavailable channels are remapped randomly from ACS to avoid biased
selection of channels early in the order. In MCA [2] and MMCA [2], the iteration
limits are 2P and 2P 2, to ensure rendezvous if different rates are selected, even if
the sequence starts are not synchronised. Since we cannot guarantee rendezvous
even if two radios are on the same channel in the same slot, because of unknown
PR activity, we reduce this limit to allow a search of all channels, but a faster
rate re-selection, in the hope of speeding up the time to rendezvous.

For a successful rendezvous, two nodes must complete a handshake process.
We propose a beaconing mechanism in which nodes embed into the beacon a
list of neighboring nodes they have overheard. As shown in Fig. 2, if two nodes
find their own ID in each other’s beacons, then we assume rendezvous can be
completed. For example, when Node B receives a beacon from A it will send an
ACK. A now knows that B has received its beacon, and adds B to its neighbour
list. If B receives A’s next beacon, it will discover its own ID in the list. It knows
that A has received its ACK, and can add A to its neighbour list.

5 Cognitive Radio Operating Policies

A CR must be able to identify and vacate channels occupied by a primary
user, and avoid those channels for some specified time. These restrictions are
described in [9] as channel availability check (CAC) and channel non-occupancy
period (CNP). CAC is the time during which a channel should be checked for
the presence of a PR. CNP is the period during which a CR should avoid trans-
mission on a channel which is already detected as occupied. For TV white spaces
(TVWS) [9], which have long activity patterns, the CAC time is by default 30 s,
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Algorithm 2. EMCA for Normal Operating Policy
Input: mi (total number of channels), i (node id).

1: ti = 0
2: Ti = 0
3: while not rendezvous with all nodes do
4: c = EMCA(i, ti, Ti, mi)
5: condition = false
6: beacon = 0
7: if channel c is in BLC list then
8: Do nothing
9: else if channel c is occupied then
10: Add c in BLCi

11: else
12: while beacon �= 5 & condition �=

true do

13: if channel c is occupied then
14: Add c in BLCi

15: condition = true
16: else
17: Attempt rendezvous on c
18: end if
19: end while
20: end if
21: wait for timeslot to end
22: ti = ti + 1
23: Ti = Ti + 1
24: end while

and CNP is a minimum of 10 min. In order to respect the specification, we
have proposed different CR operating policies, which work with the rendezvous
strategies and are adaptable in response to PR activity. The intention is to
reduce harmful interference. Specifically, each channel will be checked for PR
activity at the time of selection and before each beacon transmission, and will
be blacklisted (BL) if found to be occupied; BL channels will be kept in a black-
listed channel list (BLC) and will not be used for transmission or PR detection
until its CNP expires. The proposed policies are described below, together with
a simple “Listen before Talk” policy for comparison.

Listen Before Talk (LBT) or No Policy: In LBT, a channel will be checked
before every transmission, and will not be used if PR activity is detected. How-
ever, such channels are not blacklisted, and rendezvous attempts will continue
at the next scheduled beacon transmission.

Normal Operating Policy (Norm): At the start of a timeslot, the selected
channel will be checked for PR activity. If PR is detected, the whole timeslot will
be abandoned; otherwise, the beacon transmission phase will start with LBT. If
before any beacon transmission a PR is detected the radio will not transmit for
the rest of the timeslot. If PR activity is detected, the channel will be moved to
BLC, and remain there until its CNP expires. At the start of the next timeslot,
a new channel will be selected. The policy is shown in Algorithm 2.

Reactive Operating Policy: The Normal policy wastes time by staying silent
on the current channel. To avoid this, the Reactive policy immediately continues
hopping through the channels using its existing channel selection algorithm.
CR operating limitations are as before, where LBT is followed with CAC/CNP
checks. There are two variations, depending on whether or not the timeslot is
truncated on PR activity detection. Maintaining the timeslot structure keeps
any time synchronisation between nodes, while starting a new timeslot means
that a node will reach the P limit faster (in real time), and so if needed can
change its rate more quickly.
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Algorithm 3. EMCA for Reactive Operating Policy
Input: mi (total number of channels), i (node id).

1: ti = 0
2: Ti = 0
3: while not rendezvous with all nodes do
4: c = EMCA(i, ti, Ti, mi)
5: channelunoccupied = false
6: channeloccupied = false
7: beaconsent = 0
8: channelselect = 0
9: procedure Channel Selection
10: if c is in BLCi then
11: while channelselect �= mi &

channelunoccupied �= true do
12: c = EMCA(i, ti, Ti, mi)
13: if c is in BLCi then
14: Do nothing
15: else if c is occupied then
16: Add c in BLCi

17: else
18: channel c is unoccupied
19: channelunoccupied = true
20: selectedchannel = c
21: end if
22: end while
23: else if c is occupied then
24: while channelselect �= mi &

channelunoccupied �= true do
25: c = EMCA(i, ti, Ti, mi)
26: if c is in BLCi then
27: Do nothing
28: else if c is occupied then

29: Add c in BLCi

30: else
31: channel c is unoccupied
32: channelunoccupied = true
33: selectedchannel = c
34: end if
35: end while
36: else
37: channel c is idle
38: selectedchannel = c
39: end if
40: end procedure
41: procedure Beacon Transmission
42: while beaconsent �= 5 do &

channeloccupied �= true
43: if selectedchannel is occupied

then
44: Add c in BLCi

45: channeloccupied = true
46: else
47: selectedchannel is unoccupied
48: Attempt rendezvous on

selectedchannel

49: end if
50: end while
51: end procedure
52: wait for timeslot to end
53: ti = ti + 1
54: Ti = Ti + 1
55: end while

Without Timeslot Truncation (RwoT): The node will search for a free
channel until one is found or all channels are examined. If no free channel is
found, the node will remain quiet until the end of the timeslot. A new rate and
index will be selected when node completes a full round (Algorithm 3).

With Timeslot Truncation (RwT): Each time a node selects a new channel,
the timeslot number will also increase. Algorithm 3 is also applicable for RwT,
but where the TS increment occurs with every channel selection.

Proactive Operating Policy (Pro): The Proactive policy attempts to learn
the behaviour of the primary users, going beyond the use of the blacklist. For
each channel, it maintains a channel weight Ci

w, which approximates the chan-
nel’s probability of being unoccupied (or OFF), as shown in Eq. 4. Channel
state matching is defined as positive successful match (PSM) (Estimated State
(ES) = 0, Observed State (OS) = 0), negative successful match (NSM) (ES = 1,
OS = 1), false alarm (FA) (ES = 1, OS = 0) and miss detection (MD) (ES = 0,
OS = 1). MD occurs when a node declares an occupied channel as unoccupied
and FA occurs when node declares an unoccupied channel as occupied. Using the
Ci

w values, each node then maintains a sorted Weighted Channels list (WCL).

Ci
w(weight) =

(PPSM + PFA)
(PPSM + PNSM + PFA + PMD)

(4)
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Algorithm 4. EMCA for Proactive Operating Policy
Input: mi (total number of channels), i (node id).

1: ti = 0
2: Ti = 0
3: while not rendezvous with all nodes do
4: c = EMCA(i, ti, Ti, mi)
5: update channel weight
6: channelunoccupied = false
7: channeloccupied = false
8: beaconsent = 0
9: channelselect = 0
10: procedure Channel Selection
11: if c is in BLCi then
12: while channelselect �= mi &

channelunoccupied �= true do
13: select channel from WCLi

14: update channel weight
15: if c is in BLCi then
16: Do nothing
17: else if c is occupied then
18: Add c in BLCi

19: else
20: channel c is unoccupied
21: channelunoccupied = true
22: selectedchannel = c
23: end if
24: end while
25: else if c is occupied then

26: while channelselect �= mi &
channelunoccupied �= true do

27: select channel from WCLi

28: update channel weight
29: if c is in BLCi then
30: Do nothing
31: else if c is occupied then
32: Add c in BLCi

33: else
34: channel c is unoccupied
35: channelunoccupied = true
36: selectedchannel = c
37: end if
38: end while
39: else
40: channel c is idle
41: selectedchannel = c
42: end if
43: end procedure
44: procedure Beacon Transmission
45: Similar as in other policies
46: end procedure
47: wait for timeslot to end
48: ti = ti + 1
49: Ti = Ti + 1
50: end while

The policy starts by selecting a channel in each timeslot as normal. However, if
channel is occupied then WCL will be used to pick another channel in proportion
to the weights in WCL. The intention is to augment an existing channel selection
algorithm by temporarily returning to channels most likely to be free, rather than
staying silent during a slot when PR activity is detected (Algorithm4).

6 Performance Evaluation

We evaluate the channel selection algorithm and operating policies in simulation,
in order to be able to account for the effect of asynchronous cognitive radio nodes,
and uncertain primary user activity. We measure both the time to rendezvous
and the amount of harmful interference caused to the primary users, and we
compare EMCA to MMCA, JS and to a random channel selection. In each case,
we apply the different operating policies uniformly to each rendezvous protocol.

Simulation Setup: Our evaluation uses the well known network simulator NS-
2, with extensions to the Cognitive Radio Cognitive Network framework [16],
notably for PR activity and channel prediction at the MAC layer, and rendezvous
strategies and policies at the network layer. The number of CR nodes used are 2
and 10, where each node can access only 7 out of 10 possible channels, selected
randomly. Each node starts within a window of one time slot and at a random
time. The CNP time is used as 3xTS. Each TS is divided into five equal parts,
where beacon transmissions are scheduled randomly within first half of every
part, so that each node will have sufficient time for beaconing/listening.
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Table 1. Rate parameter values for channel states used in simulation

PR activity Simulation
parameters

Channel ids

1 2 3 4 5 6 7 8 9 10

High λX 0.25 0.3 0.25 0.23 0.22 0.25 0.22 0.23 0.32 0.21

λY 0.93 1 1.03 1.45 1.10 0.64 1.41 1.59 0.64 1.45

Ui 0.79 0.77 0.8 0.86 0.84 0.72 0.87 0.87 0.66 0.87

Mix λX 10000 1.03 0.22 0.22 1.33 10000 1.28 0.23 0.25 1.79

λY 0 0.3 0.31 1.2 1.2 0 0.28 0.49 0.93 1.3

Ui 0 0.23 0.58 0.85 0.47 0 0.18 0.68 0.79 0.42

The Tx range is 250 m for CRs, and network area is 1000 × 1000m2. PR
activity patterns are generated using rate parameters λX and λY , as shown in
Table 1. For Zero PR activity, rate values are used as λX = 10000 and λY = 0.
We consider Zero, High and Mixed PR activity patterns, where in mixed PR
activity each channel follows a different traffic pattern, as shown in Fig. 1. For
space reasons, we omit Low and Long PR patterns, whose results lie between
Zero and High. The metrics used for evaluation are (i) Average TTR (ATTR),
which is the time from when the first node starts to the time when last node
receive its beacon confirmation and (ii) Harmful Interference (HI), which is the
average number of times when interference is caused by a CR towards PR.

Performance of EMCA with CR Operating Policies: To evaluate the
performance of EMCA over different CR operating policies, we vary PR activities
with different traffic patterns shown in Fig. 1. We run 100 simulations for each
case and take the average of all simulations. Each simulation runs until each node
finds every other node in the network. We show the average time to rendezvous
for each rendezvous algorithm and operating policy, for each traffic pattern, in
Fig. 3 (for 2 nodes) and Fig. 4 (for 10 nodes).

For the zero PR case (Figs. 3a and 4a), EMCA achieves the lowest time to
rendezvous, and Random is only marginally slower. As expected, MMCA and
JS are significantly slower, because their rendezvous guarantee requires longer
cycles before changing the rate. For these zero PR experiments, the operating
policies do not apply and so do not affect TTR.

When we introduce PR activity (Figs. 3 and 4(b) and (c)), EMCA and Ran-
dom still outperform the other two algorithms, which suffer from the longer cycle
times even though the rendezvous guarantee no longer applies. EMCA is still
the fastest algorithm, with the improvement over JS and MMCA ranging up to
one order of magnitude depending on the operating policy. Random is still only
marginally worse than EMCA. The impact of the different operating policies is
now clearer. The Normal policy is slower than the others, and its TTR increases
with higher PR activity, as any detected PR activity causes the nodes to stop
transmitting. The reactive and proactive policies show that this time can be used
more effectively. RwT shows up to 80% improvement over the Normal policy
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Fig. 4. ATTR for 10 nodes

(Fig. 3b), with Proactive only slightly slower. The Proactive policy also brings
the TTR for JS and MMCA down to close to the level of EMCA and Random.

In Figs. 5 and 6, we show the average number of incidents of harmful inter-
ference (i.e. when CR transmissions coincide with PR activity) in the same
experiments as for Figs. 3 and 4. There is obviously no harmful interference in
the zero PR case, and so the graphs are omitted. For the High and Mix PR
cases, we again see the benefits of the Reactive and Proactive policies. At some
points, the harmful interference is observed as zero even with PR activity for
EMCA. In the two node experiments, harmful interference is relatively low, with
less than one incident expected per full rendezvous cycle dropping to between
1% and 2% chance of any incident for the reactive and proactive policies. In the
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Fig. 5. Harmful interference for 2 nodes
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Fig. 6. Harmful interference for 10 nodes

10 node cases, harmful interference is higher, particularly for JS and MMCA
because of their higher TTRs, but dropping to below one expected instance per
rendezvous cycle for the reactive and proactive policies. Proactive and Reactive,
though, are marginally better. Considering both time to rendezvous and harm-
ful interference, the results show that EMCA with the Proactive policy is the
preferred configuration.

7 Conclusion

It is widely acknowledged that the flexibility of cognitive radio networks makes
them especially suitable for operation in unknown environments, such as disas-
ter response. Blind rendezvous is essential in such situations, but existing tech-
niques make assumptions about primary radio activity and the radio environ-
ment. In order to overcome these restrictive assumptions, this paper presented
an Extended Modular Clock blind rendezvous protocol, which is an adaptive
protocol and can minimize the network setup delay in a disaster situation.
Experiments with a variety of primary radio traffic models show up to 80%
improvement in the key metric time to rendezvous. Reductions in the effect of
harmful interference in comparison with existing rendezvous strategies is also
observed empirically. Furthermore, three different operating policies are pre-
sented to improve adaptation to primary radio activities. The best policy is
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Proactive, which prefers to return to channels with lower previous PR activ-
ity. It offers an order of magnitude improvement in time to rendezvous over
the basic LBT policy, and improves the performance for all of the studied ren-
dezvous algorithms. This study can help regulatory/standard-bodies and service
providers for CR deployment in urban and mission critical areas over differ-
ent spectrum bands. Future work will focus on developing a more sophisticated
learning scheme for Proactive, and on multihop blind rendezvous.
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Abstract. In this paper we discuss the results of the experiment con-
ducted in Poznan, Poland, where the performance of CBRS spectrum
sharing model in 3.6–3.8GHz band has been verified. Three-tier model
has been tested, where the highest priority has been assigned to the
fixed WiMAX users, whose transmit parameters cannot be modified.
Second tier of users was constituted by the peer-to-peer microwave line,
whereas the third tier of lowest priority covered the low-power cogni-
tive small-cells. The whole system has been managed by the dedicated
remote database located in Finland. Experiments have been carried out
in the laboratory, where mainly the functionality of the management of
the third tier user has been tested, while protecting the users assigned
to two higher tiers.

Keywords: Vertical spectrum sharing · CBRS · Trials

1 Introduction

The concept of cognitive radio technology has recently celebrated it maturity,
as it has been first proposed in 1999 by Mitola [1,2]. During these two decades
of intensive research work (see e.g., [3]), it has been revealed that the pure cog-
nitive radio that relies on the spectrum sensing will not be reliable enough in
practical applications. The application of advanced, database oriented spectrum
management systems have been proposed to solve this problem [4,5]. Two key
concepts are of practical interest today. Licensed shared access (LSA) concept
[6] is mainly considered in Europe, and it assumes the presence of the incum-
bent license owner, who decided to share its spectrum with other users. In the
alternative approach, proposed in US and called Citizens Broadband Radio Ser-
vice (CBRS) with Spectrum Access System (SAS) [7], three tiers of users are
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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considered. While the first two tiers are similar to the LSA concept, the lowest
tier of users operates in a best-effort manner, so they are allowed to transmit
as long as they do not cause harmful interference to the other users from higher
tiers (these type of users are called General Authorized Access, GAA, users).
Latest updates on the CBRS architecture and application can be find in [8,9].
It is also worth noticing that the recent updates on CBRS interfaces have been
released in June and July 2017 by WInnForum [10,11].

In our paper we consider the application of the second approach, as this is
the case tailored to the 3.5 GHz band and assumes the presence of three types
of users. Such a model seems to be well-suited to the business case considered
for practical application by the network operator INEA, who delivers services in
Greater Poland area in Poland. WiMAX deployment at INEA has started in 2010
and so far it provided fast and affordable connectivity for Internet and telephony
services to almost 6000 households across the 30,000 km2 region. Currently the
WiMAX technology is considered to be dead, but INEA’s WiMAX network still
operates and occupies radio spectrum resources. Therefore INEA would like to
utilize allocated spectrum in a more efficient way by sharing it with other radio
systems.

In particular, INEA would like to evaluate vertical spectrum sharing model,
i.e., the coexistence of the existing WiMAX 802.16e working in the 3.5 GHz band
together with the microwave radio-links serving corporate users. It was observed
that corporate users require more capacity during the day time and residential
users served by WiMAX require more capacity outside office hours. The resi-
dential and corporate users are collocated on the same geographical area and
the two radio systems are active simultaneously. However, both radio systems
can be configured with various channel bandwidth. Therefore, LSA system can
direct the two radio system to modify their channel bandwidth (allowing also
some overlapping) and transmit power in order to shift capacity but at the same
time maintaining limited interference levels. It is assumed that each radio system
maintains a small amount of capacity at all times.

Moreover, it has been decided to use a next tier of users (as GAA users
in SAS) in order to verify if it is feasible to utilize the frequency resources
in a more efficient way. These third tier users are realized by the means of
Universal Software Radio Peripheral (USRP), which needs to obtain permission
for transmission opportunity in a given geographical and frequency location from
an LSA controller. USRP will start some data transmission in such a way that
the primary users will not be affected.

Thus the goal of this sharing scheme is to utilize the daily traffic patterns
of the WiMAX clients and offer the unused fragments of band to the corporate
clients via radio-links while verifying additional spectrum access opportunities
using USRP.
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2 Proposed Vertical Spectrum Sharing Model
for 3.6–3.8GHz

2.1 Multi-tier Spectrum Sharing - Scenario Definition

In our exercise we consider a multi-tier spectrum sharing model based mainly on
the CBRS solution discussed above. The ultimate goal is to utilize the spectrum
in 3.6–3.8 GHz band in a more efficient way. Currently, this fragment of spectrum
is mainly associated with WiMAX transmission, where high power WiMAX base
station covers wide geographical area (of a few kilometers radius) and deliver
services to fixed customer-premises equipment (CPE). However, as the develop-
ment of WiMAX system has lost its momentum in favor of LTE/LTE-A systems,
it is widely treated as dead. However, due to the legal commitments, this net-
work cannot be simply turned off, and still it provides some revenues (although
decreasing) to the network operator. From that perspectives, we consider to reuse
the spectrum in efficient way, mainly to deliver point-to-point transmission via
microwave link. The WiMAX users will constitute the highest priority users
(first tier), whereas the microwave links will be treated as incumbents which do
not interfere to the WiMAX system. However, in our multi-tier experiment we
also consider the presence of third tier of users, which we call general authorized
access (following the CBRS nomenclature). In such approach, the GAA subsys-
tem will operate in the same frequency band as WiMAX and microwave link do,
but their priority will be the lowest from these three. It means that by assump-
tion the GAA transmission cannot distort neither WiMAX nor microwave link.
The considered scenario is shown in Fig. 1, where a fragment of the area covered
by WiMAX base station is presented.

Fig. 1. Considered scenario for multi-tier spectrum sharing

The coexistence of such three types of networks will be probably not possible
if these networks will be fully autonomous. Thus, we consider the presence of
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dedicated database-oriented management system, which will be used to coordi-
nate and control the three networks. The graphical representation of the concept
is shown in Fig. 2. One can observe, both WiMAX and microwave link commu-
nicate with the database-focused management system via Simple Network Man-
agement Protocol (SNMP), where all the steering and control instructions will
be sent via management information base messages (MIBs) by addressing appro-
priate object identifier (OID). At the same time GAA subsystem communicates
with the database by application of the pure CBRS protocol.

Fig. 2. Database management system for considered scenario

2.2 Database Structure and Functionality

In the Spectrum Management System, SNMP client communicates with WiMAX
and Microwave (MW) Link Network Managements systems through a Virtual
Private Network client. SNMP client stores the status data in Structured Query
Language (SQL) Database (DB). Clocked Control uses SNMP client to change
the center frequency and channel bandwidth of WiMAX and MW devices based
on the daytime. Citizens Broadband Radio Service (CBRS) Spectrum Access
System (SAS) [7–9] serves the spectrum resource request coming from General
Authorized Access (GAA) Citizens Broadband radio Service Devices (CBSD)
using SAS-CBSD protocol specified by Wireless Innovation Forum [10–12]. SAS
server reads protocol information from SQL DB and stores protocol information
there. Spectrum Inquiry, Grant, and Heartbeat requests in SAS Server invoke DB
Engine. DB Engine queries the measurement data from WiMAX and MW links
with SNMP client. In the considered setup WiMAX reports Carrier to Interfer-
ence and Noise Ratio (CINR) in both downlink and uplink. For the microwave
link estimated potential throughput is reported. DB Engine evaluates the inter-
ference risk to WiMAX and MW links caused by requesting CBSD. The eval-
uation is based on an assumed propagation model. Modeling is enhanced with
WiMAX and MW link measurement information (Fig. 3).
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Fig. 3. Structure of spectrum management system database

The detailed version of the logic applied in the database for controlling third-
tier of users is shown in Fig. 4.

2.3 GAA Subsystem Functionality

At the same time the GAA subsystem, i.e., USRP device in our case, applies the
following algorithm for accessing the spectrum:

1. Step 1. First, the GAA transmitter sends the registration request (following
the implemented CBRS protocol), where it asks for registration in the whole
system. As a response it receives a dedicated device identification number.
The coordinates of the devices are also delivered to the system.

2. Step 2. After registration, the GAA subsystem inquires the database for a set
of parameters defining its transmit opportunities (like maximum EIRP value)
for a list of selected subbands, e.g., it may ask for these sets of parameters
for three 2 MHz wide frequency subbands with center frequency of 3.64 GHz,
3.70 GHz and 3.75 GHz. As a response the GAA subsystem receives the limits
of the allowed parameters.

3. Step 3. The GAA transmitter sends the request for granting transmission
by the database, where the proposed transmit parameters are defined. The
database either grants the transmission with the proposed parameters (see
Step 5 then), or blocks the request (see Step 4).

4. Step 4. If the GAA device does not receive a positive grant response, it may
either modify the transmit parameters (e.g., proposed transmit power) in the
considered frequency band or switch to other band of interest. In both cases
the new grant request is sent to the database with new set of parameters.

5. Step 5. The device will start transmission (please note that until now there
was no wireless activity in the GAA subsystem, as the communication with
remote database was guaranteed via external control channel). After agreed
transmission time, the device will analyze the so-called heartbeat response,
where the database inform, if the transmission can be continued (then repeat
Step 5) or the transmission has to be stopped (then the algorithm goes back
to Step 3).

6. Step 6. Once the device has no data to sent it will deregister from the system,
releasing the device identification number.
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Fig. 4. Algorithm applied at the database side for controlling GAA subsystems

The algorithm presented above is fully adaptive and tries to maximize the
rate of the GAA link in the transmission regime defined by the database. The
detailed version of the implemented logic in the GAA subsystem is algorithmi-
cally presented in Fig. 5
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Fig. 5. Algorithm applied at the GAA side for dynamic spectrum access
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3 Experiment Results

The whole experiment has been conducted in the INEA laboratory, where both
WiMAX test base station with associated CPE has been deployed simultaneously
with the point-to-point microwave link and underlying Software Defined Radio
(SDR)-based, best effort transmitter (GAA system).

3.1 WiMAX and Microwave Link Setup

Regarding WiMAX the 802.16e-2005 base station (Cambium Networks PMP320)
has been selected as the representative of existing operating network in Poznan.
Please note that capacity in a WiMAX network is not fixed. Each customer-
premises equipment (CPE) operates with spectral efficiency that changes in
time and is influenced by three parameters: modulation, forward error correction
(FEC) coding and MIMO mode. The network capacity of a given base station
depends on the number of CPEs and their spectral efficiency. The WiMAX link
worked in 2×2 MIMO mode on a center frequency set to 3.664 GHz with 10 MHz
channel bandwidth. The transmit power of the base station may (following the
specifications) change in the range from −40 to 27.5 dBm. The applied modula-
tion and coding scheme assumed the 64-point quadrature amplitude modulation
with code rate set to 5

6 . The directional antennas had 16 dBi gain. During the
simulations only control data have been transmitted. The microwave link man-
ufactured by RADWIN operated at 3.674 GHz center frequency and occupied
10 MHz bandwidth. The applied antennas had 19.5 dBi gain, and allowed for
2× 2 MIMO transmission. As can be observed, these two systems did not inter-
fere to each other, as they are separated in frequency domain. Before we start
deploying third tier users (GAA subsystems), we have observed both transmitted
signal using Rogde & Schwartz spectrum analyzer FSL6. The measured power
spectral density (PSD) and spectrogram for center frequency set to 3.669 GHz
and resolution bandwidth equal to 30 kHz, are shown in Fig. 6.

3.2 GAA Subsystem

In parallel to the two legacy systems, i.e., first-tier WiMAX link and second-
tier microwave link, we deploy the GAA subsystem. Our ultimate goal is to
increase the spectrum efficiency (by application of such advanced spectrum shar-
ing scheme) while guaranteeing the performance of two protected systems. The
GAA system is constituted by the USRP N210 platform equipped with the CBX
daughter-board operating in the frequency range 1.2 GHz to 6 GHz with a maxi-
mal bandwidth of 40 MHz. The USRP board has received transmit stream from
GnuRadio software that has been connected to the database and followed the
algorithm described in the previous section. The database has processed the
requests send by the GAA transmitters applying two performance constraints
with regard to the WiMAX and microwave links, i.e., the GAA transmission may
be started (or continued) as long as the observed carrier to interference and noise
(CINR) ratio in the WiMAX link was above 20 dB, and as long as the microwave
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Fig. 6. Power spectral density of WiMAX and radioline links

link was active (the quality of the link was high enough to transmit any data -
potential throughput reported by devices higher than 0). The selection of these
constraints was caused by the limited list of parameters that can be read by the
remote database via SNMP protocol.

3.3 Use Case 1 - One Active GAA Subsystem

In the first experiment, only one USRP transmitter queries the database for
new transmission opportunities for five subbands, each 2 MHz width, with cen-
ter frequencies as follows: 3.657 GHz (below the WiMAX band), 3.664 GHz (as
the WiMAX center frequency), 3.669 GHz (exactly between the WiMAX and
microwave links), 3.674 GHz (as the microwave center frequency) and 3.682 GHz
(above the microwave band). The following set of messages send to the database
(denoted as USRP in the log below) and responses (denoted as Server) has been
received:

– USRP - manual - position: (52.4075, 16.7853) //registration message
– Server - Registration completed
– USRP - Spectrum Inquiry //inquiry with the list of 5 center frequencies
– Server - SI response, freq: 3.657e+09, max eirp: 25.6 //response with the

max EIRP value for the certain center frequency
– Server - SI response, freq: 3.664e+09, max eirp: −45.3978
– Server - SI response, freq: 3.669e+09, max eirp: −30.9539
– Server - SI response, freq: 3.674e+09, max eirp: −30.9539
– Server - SI response, freq: 3.82e+09, max eirp: 25.6
– USRP - Available freq: 3.657e+09, max gain: 31.5 //list of available frequen-

cies and maximum permitted gain to the USRP power amplifier
– USRP - Available freq: 3.82e+09, max gain: 31.5
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– Server - Access granted - gain = 0, freq= 3.657e+09 //received grant for first
frequency and setup of the heartbeat time

– Server - Heartbeat set to 60 s.
– USRP - Heartbeat remaining time: 47 s.
– USRP - . . .
– USRP - Heartbeat remaining time: 5 s.
– USRP - Heartbeat remaining time: 0 s.
– Server - Heartbeat OK! //after 60 s, we can continue transmission, so the

USRP tries to get higher power; it increases the transmit power twice, and it
got grant again

– USRP - Try more. . .
– Server - Access granted - gain = 3, freq = 3.657e+09
– Server - Heartbeat set to 60 s.
– USRP - . . .

One may observe that only for the two border frequencies the database provided
positive values of maximum EIRP value, as only these two frequencies do not
overlap with the first and second tier of users. Clearly, in the CBRS model the
GAA system may operate simultaneously with the same frequency band as other
legacy systems as long as it does not interfere too much. In our case, however,
the location of the GAA transmitter (provided in the first, registration message)
was so close to the WiMAX receiver, so that the maximum EIRP calculated
by the database was below the transmit possibilities of the GAA transmitter.
Once the USRP device receives the response to the inquiry and grant requests, it
starts transmission on the first available frequency (GMSK modulation, 2 MHz
bandwidth). The observed averaged PSD in such a case is illustrated in Fig. 7,
where one may observe the spectrum of three simultaneously transmitted sig-
nals. Please note that during the experiment the performance parameters were
permanently monitored by the remote database (i.e., CINR for WiMAX and

Fig. 7. Averaged power spectral density observed in the first use case
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potential throughput for microwave link), but these were also displayed locally.
Once the USRP devices started its wireless activity, the performance of both
systems was not violated.

3.4 Use Case 2 - Two Active GAA Subsystems

As an extension of the first use case, we decided to verify the behavior of the sys-
tem when second GAA subsystem is deployed in the same area. Thus, after the
first USRP transmitter initiated its wireless transmission, second GAA transmit-
ter send the registration, spectrum inquiry and grant request. When the same set
of center frequencies have been selected, both GAA transmitters have transmit-
ted their signals on the same frequency band (i.e., 3.657 GHz), as the database
does not have any mechanism for protection of GAA users. Thus, in the second
phase we have modified the list of frequencies of interest, and one of the GAA
subsystem was not interested in transmitting any data using center frequency
of 3.657 GHz. In consequence, both USRP devices were allowed to transmit,
however this time first USRP transmitted at the lower frequency (3.657 GHz),
whereas the second USRP uses the highest center frequency (3.684 GHz). This
situation is observed in Fig. 8. The observed performance of WiMAX and radi-
oline was not deteriorated.

Fig. 8. Averaged power spectral density observed in the second use case

4 Conclusions

This work shows an example of a practical utilization of 3 tier spectrum sharing
system in 3.6–3.8 GHz band. The results highlight that a remote database, being
able to receive QoS information from incumbent systems allows GAA system to
transmit, increasing spectral efficiency. The experiments prove that while the
standardized CBRS protocol structure is relatively simple, much effort is to be
put in designing algorithms for both database and GAA device.
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Abstract. With recent development in wireless communication, effi-
cient spectrum utilization is major area of concern. Spectrum measure-
ment studies conducted by wireless communication researchers reveals
that the utilization of spectrum is relatively low. In this context, we
analyzed big spectrum data for actual spectrum occupancy in spec-
trum band using different machine learning techniques. Both supervised
[Naive Bayes classifier (NBC), K-NN, Decision Tree (DT), Support Vec-
tor Machine with Radial Basis Function (SVM-RBF)] and unsupervised
algorithms [Neural Network] are applied to find the best classification
algorithm for spectrum data. Obtained results shows that combination
of SVM-RBF is the best classifier for spectrum database with highest
classification accuracy appropriately for distinguishing the class vector
in the busy and idle state. We made analysis-based on empirical SVM-
RBF model to identify actual duty cycle on the particular band across
four mid-size location at Ahmedabad Gujarat.

Keywords: Big data · Spectrum occupancy
Spectrum measurement · Communication · Machine learning
Classification

1 Introduction

The rapid growth of connected devices around the world has drastically increased
the demand of wireless spectrum. Every wireless service needs a certain amount
of spectrum for transmission of data. Although, Spectrum is a limited resource
and expensive too, so we need to enhance current wireless spectrum capacity
using the existing spectrum information. Monitoring explicitly, the current spec-
trum system has not been utilized perfectly. Therefore, it’s very important to
understand current trends of spectrum bands and to identify occupied or unoc-
cupied slots with specific time interval on the spectrum band which would help
to improve the current wireless system in a more advanced way and benefits to
the opportunistic spectrum access policy. Big spectrum data is new resource for
future wireless communication and it contains detailed information about the
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spectrum behaviour and utilization. We use this big spectrum data for extract-
ing some meaningful information using statistical methods which helps us to
improve the spectrum sensing framework and recognize the requirement of spec-
trum band.

The term Big data describes the large volume of data both structured and
unstructured [1]. Big data can be analyzed for insights that lead to a better deci-
sion and strategic business moves. Big spectrum data in [2], is a new resource
for wireless communication to leverage the significance of spectrum and improve
the spectrum allocation and enhance the capacity beyond the current scenario.
Spectrum band holds two types of users, namely, the primary users (PUs) which
have a licence for that band and other one is secondary users (SUs) which are
non-licensed users. Various spectrum measurement campaigns are conducted for
acquiring a wide range of the spectrum band. In [3–5] many spectrum measure-
ments campaigns are performed to identify and understand occupancy statistics.
Also in [6], the occupancy statistics were utilized in Singapore and identified
those channel that has low or no active utilization. In [7], authors had covered fre-
quency range between 804 MHz to 2750 MHz in urban Auckland, New Zealand.
This analysis indicates that on average the actual spectral usage of the band is
only about 6.2%. Furthermore, in [8], occupancy statistics were carried out in the
band of 30 MHz to 3000 MHz in Dublin, Ireland. The results illustrates that the
average spectrum usage during the measurement period was just 13.6%. In [9],
an extensive measurement campaign conducted in Aachen Germany, compared
indoor and outdoor results. They determined a very high spectrum occupancy
in the indoor scenario in the band from 20 MHz up to 3 GHz. Considerably less
occupancy was measured in the outdoor scenario. Similar work has also been
conducted in [10], where measurement campaigns were made in the urban and
rural area at Atlanta. In this measurement, they had done experiments in fre-
quency range of 400 MHz to 7.2 GHz and spectrum occupancy was 6.5% where
spectrum vacancy was 77.6% of the amount of white space in 5.4 GHz at urban
area whereas 0.8% usage spectrum in rural area and 96.8% spectrum vacant
in 6.6 GHz white space. In [11], the use of spectrum occupancy information is
made to predict the channel status in the consequent time slot so that optimal
spectrum sensing order can be achieved.

The proposed approach improves the throughput of the system while meet-
ing quality of service. On other hand, machine learning technique is known for
the most promising solutions in statistics. Machine learning algorithms are often
heuristics, meaning they do not require prior or prerequisite assumptions of data.
Hence, our objective is to investigate spectrum occupancy using ML algorithms
and to acquire comprehensive knowledge about spectrum database. Foremost
motivation is that machine learning has a different kind of strategies to find out
the useful inference on data. The main contribution here is to formulate the
model for prediction of spectrum usage class whether it is idle or busy chan-
nel using machine learning classification algorithms and prove that it’s best fit
method for spectrum database (Table 1).
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Table 1. Measurement device details

Equipment Specifications (MHz) Remarks

RF Explorer 15–2700 and 4850–6100 Enhance capabilities

Nagoys telescopic NA-773 15–2700 HAM bands

Whip dipole antenna 2400–2500 High quality 2 dBi

Rubber duck antenna 5400–5900 Coverage 2.4 GHz band

The rest of paper is organized as follows: Sect. 2 focuses on measurement
setup and methodology. Section 3, shows measurement scenario considered for
this work. Spectrum occupancy characteristics are discussed in Sect. 4. Section 5,
discusses different current methods for occupancy. The machine learning app-
roach is discussed in Sect. 6. Results are compared in Sect. 6. Finally, Sect. 7
concludes the paper and discusses the future work.

2 Measurement Setup and Data

For our measurement setup, the equipment RF Explorer hand-held device in
[12], is used for the spectrum acquisition. The range of RF Explorer is 15 to
6000 MHz. It’s basically powerful hand-held hardware device which captures the
spectrum data in real-time and also provides connectivity with a local laptop
which has installed RF Explorer Windows software. This software provides a
real-time visualization of data, trace export facilities and frequency monitoring.
Figure 1 illustrates live GSM-900 data being captured on RF Explorer windows
software.

Fig. 1. RF explorer live receiving GSM-900 frequency

The measurement setup plays the key role for obtaining spectrum occupancy
result because the percentage of accuracy result entirely depends on many levels
of data accuracy. It’s an essential part of every spectrum measurement setup.
Here, measurement setup is carried out covering 820 to 960 MHz frequency which
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lies in GSM-900 frequency band in ahmedabad, Gujarat. For analysis purpose,
we have selected two GSM channel which lies in between 880–915 MHz (uplink)
and 920–935 MHz (downlink), providing 124 RF channels with a bandwidth of
200 kHz. As mentioned in [13], there are some basic parameters that should
clearly be specified like frequency name (GSM-900), location (four location of
ahmedabad), direction (Omni-directional), polarization (Rx antenna is verti-
cally polarized) and time variation (sampling rate 200 KHz and measurement
duration 2 h).

3 Measurement Scenario

In this paper, we present the statistical analysis of spectrum occupancy in four
most populated areas in Ahmedabad namely Nehrunagar, Navarangpura, Shiv-
ranjini and Vastrapur. Here considering only GSM-900 spectrum band and deter-
mining occupancy level in that band. The acquired data-set contains two main
parameters one is power spectrum density (PSD) and another one is time varia-
tion (millisecond) which is continuously changing according to frequency power
level in a spectrum band. The detail routes of spectrum data acquisition are
shown in Fig. 2. At the other extreme, the minimum and maximum power level
suggest the most frequent use of the signal. This difference would be separated
by using thresholding algorithm. The approach of deriving spectrum occupancy
is dependent on different parameters and methods; whereas the recent literature
survey on spectrum occupancy measurement in [14] has proved that most fre-
quent methodology for the spectrum occupancy measurement has Average Duty
Cycle method, Markov Chain and Linear Regression. In the following section, we
apply all the above methods for finding an occupancy statistics empirically with
help of above data acquisition method (Fig. 3). The duty cycle can be calculated
by following.

Fig. 2. A 44 location in Ahmedabad where spectrum measurement were collected
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Fig. 3. A map of the four location in ahmedabad where spectrum measurement were
collected

Duty Cycle =
Signal Occupation period (n)
Total observation period (m)

× 100%

where n represents time slot t, m denotes a total number of the time slot. Here
received signal level is above the threshold.

4 Spectrum Occupancy Characteristics

In this model, all the parameters are used in terms of power level (dBm), because
power spectrum density (PSD) corresponding to signal is different at all level
or varies at all the times (Fig. 5). Thus, we have collected data from four areas
Nehrunagar, Navarangpura, Vastrapur and Shivranjini. We measured common
GSM-900 signal in all the locations and there are different utilization pat-
terns acquired. Figure 4 represents the average power spectrum density in each
location, moreover every location has different threshold value, but the range
remains between −70 to −80 dBm. For threshold, we have taken average value
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Fig. 4. Average power spectrum density at four location
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Fig. 5. Empirical cumulative distribution function showing spectrum occupancy

as threshold (λ) using Eq. 1, where τ(i) is signal power and N is number of sample.
In [7], these result helps us to identify the quantitative analysis. Figure 4, pro-
vides the overall trend of GSM signal occupancy irrespective of cities, time, sites
and frequency and all the data points which were collected across the center fre-
quency of 892.85 MHz. This cumulative distribution function shows the spectrum
occupancy trends to each of the four location. It illustrates that Shivranjini is
top most area where spectrum occupancy level is higher then Nehrunagar, Vas-
trapur and Navarangpura respectively. Using Empirical cumulative distribution
it estimates the probability of each power spectrum density level in that loca-
tion. Empirical CDF is a consistent estimate of the true CDF of any given value
using Eq. 3. The empirical function F̂n(t) gives weight of 1

N for each point of
CDF, therefore it’s also called step function. In below case, I is identical to X
value, then weight of each value that is given to CDF is increased by I + 1. For
every identical value of X, the given space of t is as follows

λ =
1
N

N∑

i=1

τ(i) (1)

I =

⎧
⎪⎨

⎪⎩

0 Xi�t

1 Xi �= Xi+1 ⇔ Xi ≤ t

IXi≤t + IXi+1≤t Xi = Xi+1 ⇔ Xi,Xi+1 ≤ t

(2)

F̂n (t) =
1
n

n∑

i=1

IXi≤t (3)

5 Methods for Spectrum Occupancy

In [15], different spectrum measurement campaigns have different goals vary-
ing from general analysis of spectrum utilization to specific individual wireless
technologies. Furthermore, this section includes discussion on several important
methodological aspects to be considered while evaluating spectrum occupancy.
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Due to the differences in the signal modulation involved as well as the differ-
ences in the bandwidths utilized by each channel, energy spectral densities corre-
spond to signals transmitted for different wireless services can be expected to be
different.

This section gives the overview of all three methods which are used in this
paper for deriving occupancy. Spectrum data is continuously generated through
the device with a specific time interval. Linear correlation method finds the
relationship between the parameter and finds the best fit variable which gives
the relation between an independent variable and dependent variable [16]. This
method gives a correlation metrics so using this we can model that and find the
distribution of data.

Another method is duty cycle measurement which helps to find a specific load
on particular frequency band at a particular time. The time interval is a most
important role in duty cycle as it determines the average usage of frequency. The
duty cycle methods are the most frequent methods for spectrum occupancy in
[17]. Continuous Time Semi-Markov Chain (CTSMC) model, which is especially
used to find patterns in real time database and classify the state in the database
like idle or busy state. In [18], DTMC model is widely used in DSA/CR to
describe the binary occupancy patterns in a channel in a time domain.

5.1 Linear Correlation Method

The normal linear model equation given in [19]:

yi = β1x1i + β2x2i + . . . + βnxn (4)
+ b1z1i + b2z2i + . . . + bnzni + εi (5)

y = Xβ + ε (6)

bi ∼ N(0, σD) (7)

εij ∼ N(0, σΛ) (8)

where

1. y = [y1, y2 . . . , yn]T
2. X is the model matrix
3. β = [β1, β2, . . . , βn]T is the vector of regression coefficients
4. ε = [ε1, ε2 . . . , εn]T is the vector of errors
5. Nn represents the n-variable multivariate normal distribution.
6. Λ and D are variance component

yi is explains the relationship between one or more independent variables,
called regressor variables, and a dependent variable, called the response variable
(X). The parameters of the model are called the regression coefficients, specified
as β1, β2, β3 . . . , βn and the error variance, defined as σ2. The above model has
one random-effect term, the error term εi given by

εi ∼ N(0, σ2)
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5.2 Average Duty Cycle Method

Duty cycle [DC] model described in [18], where Ψt is able to describe its time
evolution with sufficient level of accuracy. Notice that the DC in [20], is directly
related to the instantaneous load or traffic load level supported by the channel.
Although, traffic load would be experienced in a radio channel is frequently the
result of an important number of random factors and aspects such as the number
of incoming and outgoing users, the resource management policies employed in
the system. The shape of Ψt, in this case, can be approximated by the summation
of bell-shaped exponential terms centred at time instants tm, with amplitudes
Am and widths σm given by:

Ψt ≈ Ψmin +
M=1∑

m=0

Ame−( t−Tm
σm

)2 , 0 ≤ t ≤ T (9)

where Ψmin = min{Ψ(t)}, T is the time interval over which Ψ(t) is periodic (i.e.
one day). The analysis of empirical data indicates that Ψ(t) can accurately be
described by means of M = 3 terms with τ1 and τ2 corresponding to busy hours
and τ0 = τ2 − T . Notice that A determines the average value of Ψ(t) in the
time interval [0, T]. In [21], the occupancy level of various spectrum bands is
quantified throughout this work in terms of the duty cycle.

5.3 Continuous Time Semi-Markov Chain Model

In [18], temporal spectrum occupancy pattern of a primary radio channel can
adequately be modelled by means of a two-state Markov chain since it may be
either busy or idle at a certain time instant. Let’s denote S = {s0, s1} the space
state for a primary radio channel, with the s0 state indicating that the channel
is idle and the s1 state indicating that the channel is busy. The behavior of a
Markov chain can statistically be described with a set of transition probabilities
among states. In the simulation of the Discrete Time Markov Chains (DTMC)
channel occupancy model, the duration’s of the sojourn times T were determined:

Ti = Ni ∗ Ts (10)

P =
[
p00 p01
p10 p11

]
(11)

The behavior of a markov chain can statistically be described as in [22] with
a set of transition probabilities among states. If the state space S is finite with
n states, the transition probability distribution can be described with a n× n
square matrix.

P (tk, tl) = [pij(tk, tl)]n×n (12)

To reproduce certain DC, indicated as Ψ in early, the transition probabilities
of Eq. 11, that need to be satisfy some particular relations, determined as follows.
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The n-element normalized row vector π = [πi]1×n = [π0, π1, . . . , πn−1], called the
stationary distribution of the system, has elements representing the probability
that the system is in each of its states in the long term, i.e.πi = P (S = si). For
the occupancy model, where n = 2, the elements of π are given by [22].

Notice π1 that represents the probability that the channel is in the busy state
in the long term and it can thus be related to the channel’s DC (i.e., Ψ = π1).

π0 =
p10

p01 + p10
(13)

π1 =
p01

p01 + p10
(14)

There are many more approaches for spectrum occupancy model in [23] but
here we applied Linear Mixed Effect Model on data. As mentioned earlier that,
our data contains different site location, time, different power level, sweep fre-
quency parameter which are captured by RF Explorer. One advantage of this
model is, that it also works empirically with continuous data. A brief overview
of Linear Mixed effect model is shown below.

5.4 Linear Mixed Effect Model for Spectrum Occupancy

The main advantage of linear mixed effect model are flexible, for instance
enabling the modelling of altering slopes and intercepts. Linear regression has
taken multiple input parameter which could be added in different dimensions
e.g. space, frequency, time. For spectrum occupancy measurement, below Linear
Mixed Effect Model is follows:

Occ.Percij = β0 + β1Navij + β2Nehij + β3Vastij
+ β4Shivij + εij

(15)

Linear mixed effect model takes all the parameter simultaneously. Conse-
quently, all various location data matrix could be added in time and determine
real-time spectrum occupancy. One significant benefit is that we can estimate
spectrum occupancy in time domain as well as frequency domain and also build
the prediction model. Here, we have calculated an occupancy rate for the differ-
ent site. Table 2 shows the intercept of that model which is 0.72032 and applying
linear mixed effect regression model (Eq. 15) for each location, we could deter-
mine occupancy rate in percentage. We could clearly see the spectrum occupancy
in Navrangpura 0.72%, similarly for Nehrunagar 0.78% and so on. Table 3 illus-
trates result compression of spectrum occupancy rate using above three methods.

Figure 6 describes the residual plot versus fitted value. It is scattered plot
of residual value on the y-axis and fitted value on the x-axis (estimated value).
This plot is used to detect non-linearity, unequal error variances and outliers. The
residual “bounces randomly” around 0 line. This suggests the assumption that
the relationship is linear is reasonable. The residual roughly forms a “horizontal
band” around 0 line. It also suggests that the variance of the error terms are
equal. There have no one residual stands out from the basic random pattern
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Table 2. Statistical parameter of linear mixed effect model

Estimate Std. error tstate DF pValue

(Intercept) 0.72032 0.70323 1.0243 107 <0.05

Nehrunagar −0.00046449 0.0028857 −0.16097 107 <0.05

Navrangpura −0.00022675 0.0060755 −0.037322 107 <0.05

Vastrapur 0.0019761 0.0044519 0.44388 107 <0.05

University 0.0015222 0.003544 0.4295 107 <0.05

Table 3. Occupancy compression

Methods Occ. rate Std. error Location

Liner mixed effect model 14.4% 0.7032 SEAS

Average Duty Cycle 40.3% 0.4801 SEAS

Discrete time Markov model 19.7% 0.6508 SEAS
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Fig. 6. Plot of residuals vs. fitted values

on residual, it means there are no outliers available. Here variance of residual
increases with increasing fitted response which is knows as heteroscedasticity.
This figure illustrates that there is some heteroscedasticity available.

Residual = Observed − Predicated

Consequently in Fig. 7, the corresponding is normal probability plot of the
residual. This normal probability looks alike when residual is normally dis-
tributed and there is no outlier. It means this relationship is approximately
linear with exception of few data point. We could proceed with the assump-
tion that the error terms are normally distributed upon removing some outliers
from data set and clearly see the points making diagonal line roughly straight.
It means that 95% of residual is approximately fitted. Therefore, this data set
follows the standard normal distribution.
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Fig. 7. Q-Q Plot of sample data versus standard normal

6 Statistical Analysis Using Radial Basis Function

Nowadays Machine Learning techniques are most important and fundamental
things for big data analysis and statistics. Therefore, many researchers and aca-
demicians have acquired an interest in machine learning. There are two main
parts in ML, supervised and unsupervised algorithms. These algorithms are
most important for classification, clustering and prediction of future trends.
Consequently, here we have use Machine learning algorithms to find an occu-
pancy on spectrum data. In [11], machine learning techniques are used to iden-
tify occupancy in spectrum data and derive best-fit algorithms for spectrum
data classification. Also, there are so many classification algorithms available
such as Support Vector Machine, K-NN, Neural Network, Generalized Linear
Model Decision Tree, Tree Bagger, Naive Bayes and so on. All these algorithms
are used for classification purpose in a different areas. In this article proposed,
SVM + FFT algorithm is used with which we obtained very good accuracy. But
one major drawback is that it requires much computational time to train a large
amount of spectrum data. So, moving a step ahead, we proposed SVM as it
is advanced and requires less computational time. Also we explored the Sup-
port Vector Machine when using Radial Basis Function with scaling factor of 2,
which derives classification result. We propose SVM-RBF model for calculating
classification and its accuracy in MATLAB.

The work below depicts, how Redial Basis Function (RBF) with SVM com-
binations performs. For binary classification, given training data (xi, yi) for i =
1.......N, with xi ∈ Rd and yi ∈ {0, 1} learn classifier such that

f(xi)
{ ≥ λ yi = 1

< λ yi = 0 (16)

where λ value derived from Eq. 1 and yif(xi) ≥ λ is busy state and yif(xi) < λ
is idle state. The linear SVM classifier consists in defining function

f(x) =
∑

i

(xT
i , x) + b (17)
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which finds optimum hyper-plane and xT weight vector which is normal to hyper-
plane and b is bias value for weight vector. For non-linear, second solution is SVM
with kernel function where kernel is a function that simulates the projection of
initial data in a feature space with higher dimension Φ : Kn → H. In this new
space data is considered linearly separable. By applying this, dot product and
replacing value (xT

i , x) in Eq. 18.

K(x,x′) = exp
(

−‖x − x′‖2
2σ2

)
(18)

The new SVM-RBF function to classify the training data is:

f(x) =
N∑

i=0

yi αiK(xi,x′) + b (19)

where αi Lagrange multiplier to solve problem easily.
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Fig. 8. Miss-classification rate of different classifier

Figure 8 illustrates classification accuracy of different algorithms. This figure
represents training and testing set classification rate where violet and red colors
indicate the training set correctly classified and miss-classified same as in testing
set light pink and light blue indicates correctly classified and miss-classified rate
in spectrum data. The updated SVM classifier (Eq. 19) algorithm use σ with
value 2, where σ is scaling factor, whose value can change according to training
set value. The confusion matrix describes the performance of different classifica-
tion model on a set of test data for which the true value is known. The confusing
matrix itself is relatively simple to understand, but the related terminology can
be confusing. In order to understand, this figure explains different binary clas-
sifier’s confusion. There are two possible predicated class, idle or busy. If it is
predict idle it means signal is ideal, else signal is busy. The different binary clas-
sifier algorithms like Neural Network, Logistics regression K-NN, Decision Tree,
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Naive Bayes and SVM-RBF are applied and test statistics is derived. In SVM-
RBF, the classifier made a total of 972 predictions, for which classifier predicated
830 times idle and 142 times busy. In reality, they are 841 ideal and 131 busy
samples. Overall, classifier correct classification rate is TP + TN/Total is 87.5%,
so miss-classification rate is 12.5% and precision rate (correct prediction rate
error) is 0.93%. This accuracy rate is very much higher compared to other clas-
sifier which indicates that SVM-RBF is the best classifier for Spectrum data. All
the statistical accuracy-related result for algorithm is displayed in Table 4.

Table 4. Comparison of classification algorithm error

Classifier Precision rate
(predication rate)

Miss-classification
error

Accuracy

Decision tree 0.85% 23.6% 76.4%

GLM 0.16% 23.4% 76.6%

Naive byes 0.42% 22.7% 77.3%

K-NN 0.84% 17.6% 87.5%

SVM-RBF 0.93% 12.5% 87.5%
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Fig. 9. ROC plot illustrate three discrete classifier

After classification of accuracy from the SVM-RBF we made receiving oper-
ating characteristics curve for cross verification, which is presented in Fig. 9. It’s
plot of true positive rate against false positive rate for different possible outcomes
of a diagnostic test. It shows the trade-off between sensitivity and specificity. The
closer the curve follows the left-hand border and top border of the ROC space,
the more accurate test. The Fig. 9, illustrates three classifier algorithms perfor-
mance. Using SVM-RBF function, the bounded line is to closer to 1 respectively
logistic and naive Bayes classifier are decreased to lower bound. The area under
the curve in SVM-RBF is 98.5% which means classification accuracy is very
much higher than other algorithms.

Above spectrum analysis conducted with a supervised algorithm is based on
a Support Vector Machine classifier. The algorithm analyses a set of positive
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and negative class based on a frequency of occurrence in each class, estimating
probabilities that value has positive and/or negative significance. Based on the
probability of each value occurrence, channel or frequency probability is com-
puted by calculating the product of that probabilities. This process requires
pre-classification in two classes, Idle and busy data-set, specific to a supervised
learning process, with which is calculated the occurrence of channel state in
class. Obtained classification method also compared to simple SVM algorithm
for the validity and efficiency of the SVM + RBF algorithm and it has outper-
formed to simple SVM algorithm. Table 5 illustrates the comparison result of the
algorithms and it shows miss-classification rate and total classification loss are
very low compared to SVM algorithms. In statistical classification, a confusion
matrix is also known as an error matrix. It’s specific table layout that generates
a visualization of the performance of classification algorithm, typically in the
supervised algorithm. Each column of the matrix represents the predicted class
while each row represents the actual class. Confusion matrix has demonstrated in
Table 6. To estimate the clustering results, accuracy, specificity, specificity, pre-
cision, recall, and F-measure were calculated over pairs of points. For a specific
pair of points that share at least one cluster in the overlying clustering results,
these measures try to estimate whether the prediction of this pair as being in
the same cluster was correct with respect to the underlying true categories in
the data. Precision is calculated as the fraction of pairs correctly put in the same
cluster, recall is the fraction of actual pairs that were identified, and F-measure
is the harmonic mean of precision and recall. Table 7 presented the statistical
parameters for the efficiency of both the algorithms on spectrum data classifi-
cation which is derived from the confusion matrix. In this study, for having an
accurate assessment of the classification of two methods, it will be evaluated on
the effectiveness, using same data set on which spectrum analytic is applied on
frequency.

Table 5. Compression of SVM and SVM-RBF algorithms

Classifier Sample size Time (s) Miss classification
rate (MCR)

Loss

SVM 973 0.589 0.1182 13%

SVM-RBF 973 0.272 0.0946 7%

Table 6. Confusion matrix of SVM + RBF for efficiency
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Table 7. Efficiency of algorithms

Algorithm Accuracy Sensitivity Specificity Precision Recall F-measure

SVM 0.8673 0.7692 0.9136 0.8081 0.7692 0.7882

SVM + RBF 0.8920 0.7596 0.9545 0.8876 0.7596 0.8187

7 Conclusion

This paper presents spectrum occupancy in GSM-900 band. We captured spec-
trum data of four different locations in Ahmedabad city. We analyzed traditional
methods for spectrum occupancy and residual plot shown a good indicator of the
occupancy but that methods are less accurate and required more computational
time for the process of the spectrum data. Hence, machine learning comes in to
the picture for the promising solution with less computational time and proposed
a new method which derives the best accuracy an efficient way. By implementing
SVM-RBF classifier algorithm, we determined that the SVM-RBF is the best
fit for big spectrum data classification as it requires less computational time for
training a data and demonstrates a good classification accuracy. This method
could also be extended for different bands like ISM, Microwave, Satellites-Radar
band and UHF-VHF band for opportunistic spectrum access.
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18. López-Beńıtez, M., Casadevall, F.: Discrete-time spectrum occupancy model based
on Markov chain and duty cycle models. In: 2011 IEEE Symposium on New Fron-
tiers in Dynamic Spectrum Access Networks (DySPAN), pp. 90–99. IEEE (2011)

19. Pagadarai, S., Wyglinski, A.: A linear mixed-effects model of wireless spectrum
occupancy. EURASIP J. Wirel. Commun. Netw. 2010(1), 1 (2010)
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Abstract. The Blockchain (BC) technology has received religious attention in
the financial and internet domains, and recently interest has spread to adjacent
sectors like communications. This paper seeks to identify the impact of the BC
technology in novel spectrum sharing concepts using the Citizens Broadband
Radio Service (CBRS) concept as an example. The results indicate that the BC
core characteristics can be utilized in several use cases addressing current CBRS
implementation considerations. The CBRS concept could particularly benefit of
BCs in building trust, consensus and lowering the transaction cost. In BC
deployments, confidentiality should be taken into consideration through hybrid
and private BC options. Furthermore, the cognitive radio spectrum sharing – BC
combination paves the way for new business models and distributed services.

Keywords: Blockchain � Citizens Broadband Radio Service � Cognitive radio
Mobile broadband � Spectrum sharing � 5G

1 Introduction

The number of mobile broadband (MBB) subscribers, connected ‘things’ and the
amount of data used per user is set to grow significantly leading to increasing spectrum
demand [1]. The US President’s Council of Advanced Science & Technology (PCAST)
report [2] emphasized the need for novel thinking within wireless industry to meet the
growing spectrum crisis in spectrum allocation, utilization and management. The
essential role of cognitive radio and spectrum sharing were underlined to find a balance
between the different services with their different spectrum requirements and system
dynamics. At the same time, Blockchain (BC) technology has received significant
attention as a potential answer to the most vexing trust and data security challenges
related to transactions, contracting, and funds exchange in the Internet across various
domains [3]: from original bitcoins [4] and finance [5], to real estate [6], health [7],
energy [8], and government [9]. In telecommunications, to date early BC studies has
focused mainly on the context of Internet of Things (IoT) [10].

So far, only a subset of the cognitive radio (CR) [11] and spectrum sharing con-
cepts researched in technology and regulation has reached market acceptance, the
license exempt access with intelligent user terminals and spectrum sensing [12],
Dynamic Spectrum Sharing (DSA) non-collaborative concept with radar detection
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function of Dynamic Frequency Selection (DFS) [13], or the unlicensed TV White
Space (TVWS) [14, 15] as examples. Based on the decade of profound CR and in
particular TVWS concept studies, a couple of novel licensing based sharing models
have recently emerged, and are under regulation and standardization, the Licensed
Shared Access (LSA) [16] from Europe and the Citizens Broadband Radio Service
(CBRS) from the US [17]. Related to these prominent spectrum sharing concepts,
particularly for the CBRS, there is not prior research regarding their business and
technology enabler analysis. Market success criteria for dynamic spectrum access
technologies in general has been studied in [18], and the feasibility and attractiveness
of the CBRS spectrum sharing concepts applying business model theory framework
has been addressed in [19]. In [20], different CBRS stakeholder groups’ considerations
are summarized and general Spectrum Access System (SAS) requirements discussed.
Moreover, the applicability and validation of the Internet and MBB technology
enablers has received very little attention as focus to date has been on more general and
future oriented CR techniques [21]. In the literature, to the best knowledge of the
author, no research to date has analyzed the application of the BC technology and its
underlying characteristics to the spectrum sharing concepts. This paper investigates:

1. What kind of blockchain characteristics support spectrum sharing concepts and the
CBRS framework?

2. What are the potential use cases?

The rest of the paper is organized as follows. First, the CBRS framework and the
BC technology are shortly introduced in Sects. 2 and 3. Section 4 links CBRS
deployment considerations with the BC technology characteristics into potential use
cases, and analyze their applicability. Conclusions are drawn in Sect. 5.

2 Citizens Broadband Radio Service Concept

The Federal Communications Commission (FCC) released Report and Order and
Second Further Notice of Proposed Rulemaking to establish rules for shared use of the
3550–3650 MHz band in April 2015 [17]. Followed by intense discussion and con-
sultation with the industry [22], the FCC released second Report and Order and Order
on Reconsideration [23], and finalizes the rules [24] governing the CBRS in the 3550–
3700 MHz band in 2016. The framework defines a contiguous 150 MHz block that the
FCC calls Citizens Broadband Radio Service. The 3550–3650 MHz spectrum is cur-
rently allocated for use by the US Department of Defense (DoD) radar systems and
Fixed Satellite Services (FSS) while the 3650–3700 MHz spectrum incumbents are the
FSS and the grandfathered commercial Wireless Broadband Services (WBS). The FCC
prefigures the CBRS as an “innovation band” where they can assign spectrum to
commercial MBB systems like the Third Generation Partnership Project (3GPP) Long
Term Evolution (LTE) on a shared basis with incumbent users.

The sharing framework consists of three tiers: Incumbent Access (IA), Priority
Access (PA) and General Authorized Access (GAA). The FCC licenses for the PA layer
users will be assigned via competitive bidding, and allowed to operate up to a total of
70 MHz of the 3550–3650 MHz spectrum segment enjoying interference protection
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from the GAA operations. A PA License (PAL) licensee’s non-renewable authorization
is for a 10 MHz channel in a single census tract for three years, with the ability to
aggregate up to six years up-front. One licensee may hold up to 40 MHz of PALs in
any given census tract at any given time. In addition to MNO and WBS users the PAL
layer may cover utilities, IoT verticals and governmental users. The specific channels
of auctioned PALs are assigned, re-assigned, and terminated by the Spectrum Access
System. The PALs will be opened for the third GAA tier users, when unused and
further automatically terminated and may not be renewed at the end of the term. The
‘use’ status of PALs in the CBRS ‘use it or share it’ approach is determined using two
engineering approaches [23]. First, licensees should report the coverage area of the set
of CBRS devices (CBSDs) based on actual network deployments called the PAL
protection area (PPAs). Second, to maximize an objective PPA, the SAS maintains a
list of CBSDs belonging to the PPA and do not authorize other CBSDs on the same
channel in geographic areas and at maximum power levels that will cause aggregate
interference within a PPA [23].

The FCC revisited the CBRS rules [24] in 2016, and introduced the light-touch
leasing process to enable secondary markets for the spectrum use rights held by PA
licensees. Under the framework, no FCC oversight is required for partitioning and
disaggregation, and PA licensees are free to lease any portion of their spectrum or
license outside of their PPA. The PPA can be self-reported by PAL owner or calculated
by the SAS. The PAL channel can be re-allocated beyond the PPA, but within the
census tract. Furthermore, the FCC will permit stand-alone or SAS managed spectrum
exchanges and let market forces determine the role of the SAS value added services.

The opportunistic GAA operates under a licensed-by-rule framework and has no
interference protection from other CBRS users, while it must protect incumbents and
PALs. This dynamic third layer with the minimum availability of 80 MHz aims to
facilitate the rapid deployment of compliant small cell devices while minimizing
administrative costs and burdens on the public, licensees, and the FCC. Furthermore,
the GAA is planned to spur innovation as a flexible and scalable low-cost entry point
for a wide choice of services and new entrants, e.g., small and local businesses, utilities,
healthcare, public safety and smart cities. For established Mobile Network Operators
(MNOs) and PAL licensees, the GAA offers, e.g., PAL offload during IA interruption,
Wireless local access network (Wi-Fi) type capacity offload, backhauling and WBS.

The CBSDs are fixed base stations (BS), or networks of such, and can only operate
under the authority and management of a centralized SAS, which could be multiple as
shown in Fig. 1. Both the PAL and the GAA users are obligated to use only the
certified FCC approved CBSDs, which must register with the SAS with information
required by the rules, e.g., operator ID, device identification and parameters, and
location information. In a typical MNO deployment scenario, the CBSD network is a
managed network comprising of the Domain Proxy (DP) and Network Management
System (NMS) functionality. The DP may be a bidirectional information routing engine
or a more intelligent mediation function enabling flexible self-control and interference
optimizations in such a network. In addition, DP enables combining, e.g., the small
cells of a shopping mall or sports venue to a virtual BS entity, or provides a transla-
tional capability to interface legacy radio equipment with a SAS.
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In addition to spectrum assignment, the SAS controls the interference environment,
and enforces protection criteria and exclusion zones to protect higher priority users, and
dynamically determines and enforces CBSDs maximum power levels in space and time
[23]. In the recent FCC rules [24], the FCC requires all SASs to have consistent models
for interference calculations. Furthermore, the SAS takes care of registration, authen-
tication and identification of user information, SAS-SAS message exchange, and
performs other functions as set forth in the FCC rules [20]. All the CBSDs and End
User Devices (EUDs) must be capable of two-way communications across the entire
3.5 GHz band and discontinuing operation or changing frequencies at the direction of
the SAS. In order to meet the mission critical requirements of the DoD IAs, the FCC
adopted rules to require Environmental Sensing Capabilities (ESC) in and adjacent to
the CBRS band to detect incumbent radar activity in coastal areas and near inland
military bases. The confidentiality of the sensitive military incumbent information will
be ensured through strict operational security (OPSEC) requirements and corre-
sponding certification for the ESC elements and operator authorization [25]. Once IA
activity is detected, the ESC communicates that information to a SAS for processing,
and if needed, a SAS orders commercial users to vacate an interfering channel within
300 s in frequency, location, or time [23].

The CBRS market introduction is planned to start with the opportunistic GAA layer
and incumbent protection utilizing static exclusion zones (EZ) only to provide a
low-cost entry point into the band. In the second phase, the ESC system enables the rest
of the country, particularly major coastal areas to become available, as the EZs will be
converted into protection zones (PZ). ESC deployments near the EZs can consist of
commercially operated sensor networks, or CBSD infrastructure based sensing or their
combination. Prospective SAS administrator with ESC or stand-alone ESC operators
must have their systems approved through the same process as SAS administrators.

Fig. 1. CBRS functional architecture.
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The FCC databases are in authority to input the FCC information, e.g., registered or
licensed commercial users, EZ areas requiring ESC into SAS. Additionally, the
functional architecture depicted in Fig. 1 includes the Informing Incumbent option
enabling the federal IA to directly inform the SAS ahead of plans concerning changes
in the spectrum usage [26].

The Spectrum Sharing Committee (SSC) of the Wireless Innovation Forum
(WInnF) [27] consisting of governmental, MBB, wireless, Internet and defense
ecosystems representatives has finalized operational and functional requirements pro-
tocols for data and communications across the various open interfaces within the
system [27] to enable early trial implementations of interoperable systems. The White
House aims to expand wireless innovation in spectrum sharing further through iden-
tifying an additional federal owned spectrum for future commercial sharing, subject to
the success of sharing at 3.5 GHz [28].

3 Blockchain Technology

In 2008, Nakamoto [4] outlined a new bitcoin protocol for a P2P electronic cash system
using cryptocurrency, i.e., a digital or virtual currency that uses cryptography for
security. This protocol introduced a set of rules in the form of decentralized, distributed
processes that ensured the integrity of data exchanged among numerous non-trusting
participants without going through a trusted central intermediary. Blockchain can be
defined as a digital ledger designed to keep a transparent, accessible, verifiable and
auditable distributed record of data sets tagged from different pieces of information
belonging to different participants. Furthermore, BC networks can identify multi-entity
conflicts, and forks and resolve them automatically to converge to a single, accepted
view of events [29]. Figure 2 illustrates the typical steps in creating a BC [30] con-
forming the following general principles [3, 31]:

• Cryptography and hashing values validate data recorded on the BC and uniquely
identify parties in a transaction. Blocks are encrypted in cascade, where the hash of
the previous block will be used in the encryption of the current block.

• Each data item in a BC will have a timestamp, and confirmed ownership.
• Decentralized, distributed ledgers provide exact copies of transactions, which are

shared by many parties in a P2P network.
• The choice of mining node, which broadcasts collected and validated block back to

the network, depends on the consensus mechanism used.
• If the ledger of a BC tracks an asset, the ledger can be used to issue digital currency

and perform financial transactions in that currency.
• BC publicly record digital transaction, though not with all the details. E.g., in many

cryptocurrency ledgers and transaction platforms blocks are encrypted but trans-
actions remain open.

• Private permissioned network option enables controlled, regulated environment
with higher throughput compared to public type.
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Blockchains have been outlined in [3, 31] to offer reduced transaction costs,
improve security, open up new business opportunities, and transform existing value
chains and business models. Particularly, the BC technology enables automatization
and acceleration of business-to-business smart contracts and needed workflows
implemented as a robust, distributed P2P system that is tolerant of node failures.
A Smart contract is a computer code that is stored on a BC and runs in every node of
the peer-to-peer network providing digitally signed, computable agreement between
two or more parties [32]. It codifies and controls negotiation principles required in
contracting like consensus, provenance, immutability and finality.

In parallel to research activities, established IT vendors and numerous startups are
exploring BC opportunities across industries [30]. Recently, the Linux foundation
announced the Hyperledger project [33], a collaborative effort to advance BC tech-
nology by identifying and addressing important features for a cross-industry open
source ‘enterprise grade’ standard for distributed ledgers. Furthermore, Ethereum [34]
has shown a proof of concept of the BC programming and smart contract platform.

Potential deployment considerations found in research and early trials, particularly
in the financial sector, include throughput, scalability and latency in large public BCs,
legal enforceability, transactional confidentiality particularly in the public BCs, con-
sensus mechanism determination & complexity, and integration with legacy systems
and workflows [10]. In a fully transparent public permissionless BC, every node
independently verify and process all the transaction with full visibility into database’s
current state, modification requested by a transaction, and a digital signature proving
the origin. Furthermore, several discussed BC features were originally introduced in
order to avoid regulatory restriction and enforcement. Regarding vulnerability and
security concerns, BC technology has already been subject to one of the most
aggressive environment by way of the Bitcoin cryptocurrency. In addition to technical
consideration, particularly in the smart contract use cases the true issues were found in
human centric legal and regulatory environment and processes [35]. The BC gover-
nance is a critical factor in the mitigation of the above-discussed issues. Hybrid and
private BC options enable controlled consensus model environment with higher
throughput and scalability compared to public type. Furthermore, white list of per-
mitted miners with all blocks signed digitally by their miner of origin combined with
distributed non-incentivized consensus scheme will significantly lower transaction
costs.

Fig. 2. Illustrative blockchain process.
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4 Analysis of Blockchain Use Cases in CBRS

This section summarizes current implementation considerations with the CBRS con-
cept, defines core characteristics of the BC, and develops potential use cases. The
applicability of use cases are analyzed and assessed against BC core characterizes.

4.1 CBRS Implementation Considerations

Building on the definition of the CBRS and the BC, the following layers and interfaces
in the functional CBRS architecture, depicted in Fig. 1, were identified as potential
early adoption areas of the BC:

• Incumbent access system - that need to be protected while offering excess spectrum
for sharing;

• National regulatory authority - conditions, rules and incentives for sharing;
• Spectrum Access System - database that stores the rules and availability of spec-

trum, spectrum assignment & interference control and spectrum broker;
• Environmental Sensing Capability - to detect incumbent activity while ensuring

confidentiality;
• CBSD access networks - to utilize the PAL and the GAA spectrum, including

optional DP and NMS;
• SAS - SAS communication - to exchange inter-SAS data records known to one SAS

and communicated to another SAS;
• ESC - SAS interface - communicates information about the presence of a signal

from a federal incumbent user system to one or more approved SASs.

In the early spectrum sharing research [12, 19–21] the following considerations and
issues from technology, regulation, and business perspectives have been raised:

How to avoid lengthy and costly contractual agreements in a relatively short-term
spectrum transaction while meeting regulatory reporting, tracking, and transparency
requirements? In addition to the availability, liquidity and predictability of the shared
spectrum it is essential to enable acceptably low incentifying ‘pay as you grow’
transaction costs for local small cell operators [18, 20].

How to ensure integrity of systems, network and shared cross-industry data? Par-
ticular consideration should be given to OPSEC, mission critical sensitive military
incumbent data, and the operator’s business sensitive network data.

How to deploy inter-organizational near real time data and spectrum asset exchange
between non-trusting co-opetitive stakeholders?

How to fully utilize sharing concept enabled unbundling of spectrum, infrastructure
and services in business model innovations, e.g., through platform enabled as-a-Service
business models for SAS and ESC and administrators, communication service provi-
ders, and technology vendors.

How to cope with growing data volumes and complexity while ensuring scalability?
Dynamic channel assignment and co-existence management (CXM) of CBSDs
becomes complicated due to a large number of small networks and standalone CBSDs
in the same local geographical area, utilizing different radio technologies.
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4.2 BC Core Characteristics

The applicability of the use cases can be analyzed against the following BC core
characteristics discussed in Sect. 3 that differentiates it from the traditional relational
database solutions:

1. Shared database write access with multiple writers;
2. Absence of trust between multiple writers;
3. Disintermediation;
4. Interaction and dependence between transactions (Fig. 3).

Furthermore, control of functionality, consensus process & validators, and confi-
dentiality factors will be used in analyzing the applicability of the public, hybrid or
private BC options. In summary, considering trade-off in which disintermediation is
gained at the cost of confidentiality.

4.3 Use Case Analysis

Based on the introduced BC characterization and early learning from the financial
sector, BC use cases can be categorized in the following classes [36]:

• In lightweight transaction, one or more scarce assets are transacted and exchanged
between limited numbers of participants utilizing a BC shared ledger marketplace.

• Provenance tracking tracks the origin and movement of high value items and assets
across a supply chain utilizing virtual “certificates of authenticity”.

• In inter-organizational recordkeeping, BC acts as an authoritative final “transaction
log” mechanism for collectively recording and notarizing any type of data of high
importance or financial meaning.

• In multiparty integration, multiple parties write data to a collectively managed
record in order to overcome friction while proving redundancy.

Fig. 3. Blockchain core characteristics and logic used in use case assessment.
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Lightweight transaction - Lower transaction cost and friction with resiliency and
automatic reconciliation in real time can provide benefits in PAL spectrum Secondary
Market Leasing Agreement (SMLA) marketplace, and ESC sensor data as-a-Service
type of use cases [27]. Furthermore, BC could be used by the regulatory BC agent to
inspect and record the data, and stop transaction if needed. In the future, deployments
in dense urban areas and IoT verticals with similar types of needs for sharing could
benefit of a common micro transaction marketplace. Additionally, inter-operator
roaming connecting CBRS network users seamlessly to a ‘coverage’ networks can
benefit of hybrid BCs with permissioned and public components eliminating third-party
clearinghouses through smart contracts. The neutral host use case utilizes necessary
resources in a specific geographic area, e.g., a building, campus or a public space like a
sports stadium; manages these resources subject to agreements with resource owners
and clients; and provides connectivity for clients to make use of the platform(s) to
provide services to their end customers. Rules and agreements between the various
asset providing networks can be codes as smart contracts.

Provenance tracking - CBRS applications can include common FCC ruled SAS
interference calculation models, propagation models, elevation models and other
associated geographic data, product (ESC, SAS, CBSD) centric system tests and
certification, and integrity checking (e.g., supply chain tracking for OPSEC) for reg-
ulatory certification and periodic review and modification. In general, BC can be used
to provide Identity-as-a-Service eSIM solution to machines in IoT environments.

Inter-organizational recordkeeping - Audit trail of critical communication with
time stamps and proof of origin can be used in the FCC database, inter-SAS and
ESC-SAS data exchanges, CBSD interference measurement data reporting. ESC per-
formance monitoring and fault detection data [27], and for the official registry for
government licensed assets and certified network elements, e.g., CBSDs. FCC OPSEC
mitigation rules [24] on information gathering and retention withdraws ESC data from
the potential BC use case list.

In multiparty integration - In the CBRS concept, elements and organization need a
shared view of the reality, not originating from a single source. The inter-SAS com-
munication (ISC) Essential Data [24] that shall be exchanged near real time symmet-
rically between all pairs of SASs consists of ESC sensor characteristics, CBSD physical
installation parameters, CBSD coexistence parameters, information on all active CBSD
grants, PPA records, and SAS-SAS coordination event records. In the future, collab-
oration can be extended to co-existence management (CXM) clearinghouse databases
for exchange of co-existence related information, and inter-operator horizontal sharing.
SASs with overlapping areas or operation must be capable of maintaining a consistent
representation of the spectrum environment in order to maintain aggregated interfer-
ence protection limits, avoid conflicting channel & spectrum grants, and to coordinate
operations of all CBSDs in the CBRS band. Furthermore, CB smart contracts can be
leveraged in inter-SAS data use agreements (Table 1).
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5 Conclusion

In this paper, we have developed and analyzed blockchain use cases for the novel
spectrum sharing concept. This study discussed the implementation considerations of
the CBRS spectrum sharing concept, and how the BC technology can be applied as a
potential solution. We argue that the BC technology has potential to significantly
reduce transaction costs in the CBRS through automatization of business-to-business
complex multi-step workflows in contracting, brokering and data exchange. It codifies
and controls negotiation principles required in contracting like consensus, provenance,
immutability and finality. Furthermore, flexibility and scalability introduced into reg-
ulation and spectrum management lower the entry barrier and enable new entrants to
access local spectrum based on their specific business needs. The BC contribute to
transition from administrative to market-based spectrum management. Results of our
analysis show that the automatization with cryptographic verifiability increase and
build trust between key stakeholders and devices, which is essential trigger for any
sharing concept. We believe that the integration of BCs in the spectrum management
and control processes have potential to transform traditional MBB ecosystem, bring in
new players and impact future system designs. Increased system dynamics in spectrum
sharing will introduce a need for near real time network management capabilities that
could benefit of IoT type P2P BC transactions of data, assets or services. Technology
harmonization and integration with legacy in ecosystems will be essential to ensure
economies of scale and fast time to market. Hybrid and private BC options will help in
meeting the confidentiality requirements.

This paper serves as a starting point for analyzing the applicability of the BC
technology and its key characteristics around the CBRS. Future work is needed to
dwell deeper into studying and validating the core characteristics of the BC for the key
stakeholders and their particular use case requirements in the CBRS context. Potential
deployment considerations in the CBRS context calls for focused research in the areas

Table 1. Summary of use cases and blockchain applicability analysis.

Use case Shared
write

Absence of
trust

Disintermediation Interaction Confidentiality

SAS-SAS data
exchange

+ + + + Hybrid

SAS marketplace + + + + Hybrid
Sensing as a
service

+ + + + Hybrid

Element tracking + + + + Hybrid
Neutral hosting + + + + Hybrid
Operator roaming + + + + Hybrid
CBSD
measurements

+ − ± − Private

FCC database − − − − Private
ESC sensing + + − − Private
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of legal enforceability, transactional confidentiality, and consensus mechanism deter-
mination. The successful deployment of the BC technologies has potential to signifi-
cantly improve the efficiency of the dynamic spectrum sharing concepts, influence the
regulatory and management approaches of spectrum and create new business oppor-
tunities. This calls for a collaborative effort from the government, industry and aca-
demia to build and validate dynamic capabilities and technology enablers needed.
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Abstract. Accuracy of spectrum sensing affects the decision making operation
of cognitive radio. In order to achieve meaningful results, in related experi-
mental and simulation work, realistic wireless environment representation is a
necessity. Existing spectrum occupancy models range from simple additive
white Gaussian noise to elaborate, based on large scale wireless spectrum
measurements, but universal models are not available. Creating such a model for
unlicensed bands would be particularly difficult, if not impossible, because of its
unpredictability and inherent dynamics. On the other hand, our experience
shows that using real-life, relatively low-resolution, data collected using inex-
pensive spectrum analyzer provides insight consistent with observations made
with more sophisticated setups, preserves more nuances than simple models, and
could be a viable alternative to spectrum occupancy modeling.

Keywords: Cognitive radio � Wireless environment model � WiSpy
Long-term measurement

1 Introduction

Spectrum sensing is a fundamental element of cognitive radio operation and it is very
sensitive to the “garbage in, garbage out” principle. In other words, having a good
representation of wireless environment is key to meaningful cognitive radio experi-
ment. For that purpose, researchers frequently need to resort to using synthetic envi-
ronments for that purpose, usually in the form of spectrum occupancy models.
However, models have their limitations and “do not necessarily reflect real-world
scenarios in most of the cases” [1]. And while the model catalog has became fairly
extensive over the years, many of them are only applicable to a specific spatio-temporal
situations. Also, it is uncertain “whether a general, if not universal, model exists that
can unify most existing models” [2].

One of the directions communication networks (including cognitive radio) are
heading towards is heterogeneity, where long- and short-range activities need to
co-exist. Many measurement campaigns, with equipment frequently placed on the
rooftops of high-rise buildings [3], may be incapable of capturing certain short-range
radio activities, especially at the street level or indoors, and fail to capture potentially
important subtleties. At the same time still need more insight and understanding of
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complex wireless environments and the more nuances we capture the better repre-
sentations of wireless environment we can create.

All the above arguments ring particularly true when one considers unlicensed
bands, which are particularly challenging from the perspective of cognitive radio
development. Diversity of technologies involved (both long- and short-range), and
inapplicability of primary/secondary user scenario in many cases, increase complexity.
So does mobility.

In order to better understand the nature and spatio-temporal dynamics of unlicensed
band environment a more comprehensive, dedicated and multi-point measurement
campaign would be more useful. However, as survey [2] shows, unlicensed bands (i.e.
2.4 GHz and 5 GHz) are usually only a part of much wider spectrum being monitored
and less frequently considered on its own. Equipment, know-how, and logistical
complications can make such large-scale, multi-point measurements cost-prohibitive.

If measurement quality requirements were to be relaxed, an affordable and
easy-to-use spectrum analyzer such as WiSpy [4] could potentially offer a viable
solution to that problem. This work presents an overview of findings based on relatively
long-term 2.4 GHz band measurements performed using this device. One of the goals
was to discover what kind of information can be extracted from data collected with
limited precision. Another one was to use statistics of collected data to build a simple
AWGN (additive white Gaussian noise) model and evaluate its deficiencies in com-
parison to the real-life traces.

This work is divided into following sections. Section 2 introduces related work and
Sect. 3 provides necessarily preliminaries. Followed by Sect. 4, where our findings are
presented and Sect. 5 where we state our conclusions.

2 Related Work

WiSpy users used to submit their own spectrum environment recordings to the
Metageek (WiSpy creators) website, but these were usually very short-term, meant to
illustrate particular local findings. We are not aware of other work based on long-term
WiSpy measurements. On the other hand, environmental studies dedicated exclusively
to 2.4 GHz band exists, such as [5], and others are a part of wide-band project (as the
ongoing one at IIT [3]). Chen [2] provides an extensive survey of such campaigns and
studies.

Still, Lopez-Benitez [6] argues that obtaining “reliable and accurate real-time
information on spectrum occupancy” by cognitive radios needs to be addressed more.
In his work he outlines current challenges and points out practical limitations. Per-
formance under imperfect sensing performance is a particularly important aspect which
our work can help address. Other aspects would be: finite sensing period and limited
number of observations. Studies on effects of quality of sensed information on per-
formance are also important to other areas, such as radio environment map construction
[7] or cognitive radio network modeling and simulation. In fact, development of our
agent-based simulation framework [8] sparked the initial interest in spectrum occu-
pancy models.
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We discovered that spectrum models range from fairly simple, such as AWGN, to
complex, multi-parameter ones and are used to provide either as representations of the
environment or for prediction purposes. In his survey, Chen [2] distinguishes between
parameter (power, occupancy, duty cycle) statistics models, parameter cumulative
distribution and probability density functions, Markov chain and linear regression
models. In this work, only AWGN model is employed.

3 Preliminaries

Data collection setup comprised of a Windows PC (running Chanalyzer 2.1 software)
and WiSpy 2.4� spectrum analyzer. WiSpy 2.4� [4] is a portable USB (v1.1 or better)
spectrum analyzer operating in 2.4 GHz band. Chanalyzer [4] is a spectrum monitoring
software designed to work with WiSpy devices. Version 2.1, which was used for data
collection, is discontinued, but still available for download at [9] (Table 1).

Time-frequency measurements were conducted indoors at the Illinois Institute of
Technology for approximately three months (Dataset A, see Table 2 for details). Due to
time and computing power constraints some experiments were conducted using a
smaller dataset B, a subset of dataset A.

Table 1. WiSpy 2.4� technical specifications.

Parameter Value(s)

Frequency range 2.400 to 2.495 GHz
Amplitude resolution 0.5 dBm
Resolution bandwidth (2.4 GHz) 58.036 to 812.500 kHz
Sweep time (2.4 GHz) 507 ms

Table 2. Dataset details.

Parameter Value(s)

Start time A and B: Tue, 19 Jan 2010 12:52:56 GMT
End time A: Thu, 22 Apr 2010 17:51:34 GMT

B: Mon, 25 Jan 2010 08:12:15 GMT
Measured quantity Power [dBm]
Size A: 256 frequencies � 22 757 357 data points

B: 256 frequencies � 1 415 486 data points
Frequency range 2.400 to 2.495 GHz
Resolution bandwidth 373.26 kHz

142 J. Dzikowski and C. Hood



For each frequency/real-life data trace we created an AWGN synthetic trace, where
signal is modeled using normal distribution with real-data mean and variance of a given
frequency with addition of zero-mean noise.

4 Observations and Results

4.1 Overview (Dataset B)

Figure 1 shows a min/mean/max signal power as a function of frequency plot based on
data from dataset B. Activity on WiFi channels 1, 6 and 11 appears to be the most
prominent on the mean power plot, with visible, characteristic profile.

4.2 Temporal Trends (Dataset A)

Figure 2 shows time series plots for one week of measurements of WiFi channels 1, 6,
11 (center frequencies) utilization. Temporal patterns are evident: more transmission in

Fig. 1. Basic statistics of wireless environment (based on dataset B).
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the afternoons and on weekdays, and lower activity on weekends - in this case fol-
lowing typical campus network usage by IIT community.

Next plot (Fig. 3) shows daily relative frequency of signal power value occurrence
(ratio of number of times when particular value was observed to total number of
observations; based on three months of measurements) for WiFi channel 6 for different
days of week. Extracted patterns suggest that examined spectrum frequency range is
utilized in a similar way on every day of the week.

In similar fashion, but at a different time scale, Fig. 4 shows hourly relative fre-
quency of signal power value for the same channel for Mondays (other days of the
week have comparable characteristics). Higher afternoon activity as seen on Fig. 2 is
again evident.

It is worth mentioning that information shown on Fig. 4 could be considered as a
simple internal cognitive radio model of daily spectrum utilization for a given channel
that can be easily generated from datasets like the ones used in this study.

Fig. 2. One week of WiFi channel 1, 6, 11 (center frequencies).
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Fig. 3. Daily relative frequencies of signal power occurrence on WiFi channel 6 center
frequency.

Fig. 4. Hourly relative frequencies of signal power occurrence on WiFi channel 6 center
frequency - Mondays.
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Fig. 5. Real (left) vs. synthetic (right) data: (top) waterfall fall plots, (bottom) visualization of
frequency correlation coefficient matrix.

Fig. 6. Maximum correlation coefficient (between frequencies in time).
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4.3 Real vs. Synthetic Data. Correlations (Dataset B)

Waterfall plots (see top section of Fig. 5) depict how details and dynamics of real-life
data are lost when using a corresponding AWGN model. Bottom section of the same
figure presents visualization of correlation coefficient matrices (correlation measured
between traces of two frequencies). In case of real-life data correlations correspond to
WiFi channels spanning over 22 MHz of bandwidth. Synthetic data does not preserve
that effect.

Interestingly, maximum values of correlation coefficient remain quite high over
time for real-life data (see Fig. 6) suggesting relationships between activities on certain
frequencies. Corresponding effect can be observed on Fig. 7 below, where correlation
coefficients are computed based on 1415486 data points per frequency (more than six
days). Long-term patterns corresponding to WiFi channel 1, 6 and 11 activity emerge,
which could be used by cognitive radio device to learn what kind of users are present
technology-wise. As before, synthetic data does not preserve this information.

Figures 8 and 9 are plots representing duty cycle as a function of frequency and
detection threshold for both real-life and synthetic data. Results are fairly comparable,
which suggests that AWGN models should not be immediately dismissed in case of
duty cycle-related experiments. What is interesting is the fact (see Fig. 9) that mean
duty cycle (averaged over all measured frequencies) remains lower than 20% (real-life
data) for detection thresholds greater than −110 dBm (and approximately −85 dBm for
maximum duty cycle). 20% average spectrum utilization is consistent with results
obtained through other measurement campaigns, e.g., underutilization.

Fig. 7. Real-life data: correlations with WiFi 1, 6 and 11 channels across entire measured
frequency range.
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Fig. 8. Mean duty cycle (averaged over all detection thresholds).

Fig. 9. Mean and maximum duty cycle (averaged over all frequencies).
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5 Conclusions

Despite using a simple and relatively imprecise spectrum analyzer, collected long-term
data was rich enough to notice wireless environment characteristics observed during
elaborate long-term measurement campaigns, e.g. weekly and daily trends, underuti-
lization, etc. Also, it has shown correlations between activities on different frequencies
(WiFi channels in this case, but we observed the same effect in different datasets as
well) that remains present over a long period of time. It could possibly be used to help
identify networks with the most prominent presence within the environment. On the
other hand, corresponding measurement-based AWGN models that we created failed to
capture both temporal trends and correlations between individual frequencies. Infor-
mation that could be used, as it was shown, to create internal models of expected daily
unlicensed band activity, was not preserved in AWGN models which makes them
inadequate for experimenting with certain aspects of cognitive radio development (i.e.
learning, decision-making, etc.).

Robust wireless spectrum environment/occupancy models are not easy to develop
and no universal model has been presented yet. Unlicensed bands, because of their
complexity and dynamics, are especially challenging in this regard. Oversimplification,
as we have shown, is likely to remove interesting subtleties that could be important to
the overall cognitive radio behavior. While simple models remain valuable in some
circumstances (e.g. when all relevant information is preserved and the model matches
the experiment well), real data is richer and preserves nuances better. Given how easy it
is to collect, manipulate and share WiSpy data, a publicly available repository of
datasets would be an alternative to a collection of models which are likely to not be
generic enough because of their spatio-temporal idiosyncrasies.

Finally, using WiSpy (or similar device) offers an additional benefit of working
with data of similar quality to future consumer-end devices built with low-cost com-
ponents; imprecise data adds realism in such context.
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Abstract. There have been numerous studies conducted on the avail-
ability of TV white spaces in India, which show that white spaces are
plentiful. If one needs to harness this spectrum, there is a need for tech-
niques to compute suitable locations where secondary base stations can
be placed for providing broadband access. To address this issue, we have
come up with a planning tool which determines the best locations for
placement of secondary antennas based on secondary base station’s cov-
erage area, population of the region, throughput required and other such
parameters. Our real-time model uses different propagation models to
compute the path loss, and subsequently the throughput using Shan-
non’s theorem, to determine the optimal placement of secondary TV
white space antennas. Experiments with our tool show that it can provide
good placement of secondary base stations and provide high throughput
to the covered users. We believe that a tool like ours can accelerate the
pace of deployment of secondary networks in the TV white space spec-
trum.

Keywords: White space · Real-time model ·
Secondary antenna placement · Planning tool · Propagation models

1 Introduction

TV white space refers to the unutilized television spectrum licensed by a regulatory
authority. Within the frequency spectrum, UHF (Ultra High Frequency) band is of
particular interest since it has very good wireless radio propagation characteristics.
In a comprehensive study involving the estimation of available TV white space in
India [4], it has been found that almost 75% of the areas in India have all the 15
channels in the 470–590 MHz spectrum available as white space. This large amount
of white space spectrum can be put to use for providing internet access especially
in rural areas where the broadband penetration is quite low. The goal of our work
is to develop a tool for determining the optimal locations where the secondary TV
antennas can be placed, in regions where primary TV transmitters are sparse. We
envision that Wi-Fi access points will be available at the secondary base stations
to extend the coverage of the base station to non-UHF clients.

The original version of this chapter was revised: The plagiarized chapter has been
retracted. The retraction to this chapter is available at https://doi.org/10.1007/978-
3-319-76207-4 29
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Using the tool that we have developed, TV white space researchers can get an
idea of how to plan the deployment of secondary white space antennas for provid-
ing Wi-Fi coverage. Our tool makes real-time on-the-fly calculations using theo-
retical models, and does not require actual deployment tests. Our tool takes as
input estimates of TV white spaces available at a location (e.g., using databases
like [15]), and information about population density and altitude. Using this
information, and the minimum required throughput to users, our tool decides
on the optimal placement of secondary TV white space transmitters that can
provide broadband connectivity to a region. Our tool is particularly useful to
cover large swathes of rural areas in countries like India to provide broadband
connectivity using TV white spaces. This work does not take into account the
economic aspects involved in the deployment of TVWS antennas.

Our main contributions are as follows:

• Estimation of optimal locations of secondary base stations in the TV
white space spectrum (in terms of secondary coverage area and throughput
achieved) using different propagation models and demographic features like
population and altitude values.

• Development of a Graphical User Interface (GUI) for easily using the above
theoretical model.

The rest of the paper is organized as follows. Section 2 describes the design
of the tool and the theoretical model, and presents an overview of the GUI of
the tool. Section 3 describes the performance comparison of our work with other
algorithms using two different datasets. Section 4 talks about work done in this
field and tells how our work is different from others. Finally, Sect. 5 presents the
concluding remarks and directions for future work.

2 Design

In this section, we first discuss the various metrics that can be used to pick
locations for placing secondary antennas in a TV white space (TVWS) network,
and propose a new metric for antenna deployment. Our work is open-source and
the tool can be accessed via [16].

2.1 Criteria for Selection of Base Stations

It is a well known fact that the altitude of a place of the base station is an
important factor in determining the coverage area and the end user throughput.
But using just the geographic radio coverage area as a metric for TVWS antenna
placement can lead to placing an antenna at a place with a high altitude and
high coverage radius, but a low population being served around it. Therefore,
coverage area by itself is not a good metric since it does not take into account
the population of the places within its coverage. On the other hand, selecting
a place for TVWS antenna based on population alone is also not a good idea
since it may be the case that the place has a high population but a very low
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Fig. 1. Illustration of the coverage area of a place.

altitude, requiring many base stations. As a consequence, we define a metric
called the weighted utility which takes into account both the coverage area and
population while determining the places to be selected as TVWS transmitters.
This metric ensures that the place selected for TVWS deployment has a proper
balance between the coverage area and the population it serves. The formula for
weighted utility is as follows:

Weighted Utility ← Users2[d1] × U[d1] + . . . + Users2[dn] × U[dn]
Users[d1] + . . . + Users[dn]

(1)

where

U[dn] = value of utility function at ‘n’ kms distance
Users[dn] = number of people within ‘n’ kms from a place

The utility function is defined by the following equation:

U[dn] ← Throughput at distance ‘dn’
Bandwidth required per user × No. of users within ‘dn’

(2)

In the calculation of utility function, we consider the throughput obtained
at each of the locations which are within the coverage radius of a potential
TVWS antenna, illustrated in Fig. 1. We then divide the throughput by the
total bandwidth requirement of the population within that region. In this way,
we ensure that both the coverage area and population are taken into account
while calculating the utility function. In order to give more weightage to those
places having a higher population, we take a weighted value of the utility function
and include it while calculating our weighted utility metric.
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2.2 Throughput Calculations

We use a theoretical model based on Shannon’s theory to calculate the through-
put at any distance. We calculate the throughput Tp at distance dn as follows:

Tp[dn] =Bw × log2(1 + S[dn]/N)
S[dn] =Ptransmit − Lp[dn] (3)

where

Tp[dn] = throughput at distance of ‘dn’ kms (Mbps)
Bw = channel bandwidth (MHz)

S[dn] = signal at distance of ‘dn’ kms (Watts)
Ptransmit = Transmit Power (dBm)

Lp = Path loss at distance of ‘dn’ kms (dBm)
N = thermal noise (Watts)

The path loss affects the utility inversely. This is because as the path loss
increases, the throughput decreases, and since the utility is directly proportional
to the throughput according to Eq. 2, therefore the utility decreases with the
increase in path loss.

According to various field strength measurements conducted in India, it has
been found that Hata model is the best suited for capturing propagation model-
ing [10]. We make use of this model for calculating path loss. It is applicable to
three types of environment: urban, suburban, and rural. The median path-loss
for these environments can be calculated as described in [9] Since this model
works for base station antenna heights in the range of 30 to 200 m, we therefore
limit the places in our input whose altitude falls in this range. Also, we consider
our secondary mobile station to be at a height of 1.5 m from the ground level.

For comparing the performance of our tool across various types of terrain
considerations, we use other propagation models. Egli is a model for propagation
which does not consider the elevation profile of the terrain between the sender
and the receiver. It is usually applied in cases where there is a constant line-
of-sight transmission between a fixed antenna and a mobile antenna and where
transmission happens over an irregular terrain [8].

Free-space model is the most simple among all the propagation models and it
is often used in white space availability experiments [7]. Free space model’s loss
is proportional to the square of the distance between the sender and receiver.
It does not depend on the height of the base antenna and the mobile antenna.
Also, it is proportional to the square of the channel frequency. Therefore, free
space path loss increases a lot over distance and frequency [14].

Plane earth model is another propagation model we use for comparison. It
considers the direct path between the sender and receiver and the reflection from
ground. Its path loss does not depend on the channel frequency.
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2.3 Algorithm

Our work takes the following parameters as inputs and produces secondary
TVWS locations and their weighted average throughputs as output.

Input: Place, population, latitude, longitude, altitude, bandwidth requirement
per user.

Output: Secondary transmitter locations, weighted average throughputs.

Following steps describe the algorithm used for computing the locations for sec-
ondary TVWS base stations. For each place given in the input

1. Calculate the coverage radius based on the altitude.
2. Find all the locations and the distances of those locations which fall within

its coverage radius. See Fig. 1.
3. Within the coverage radius of each place, run the propagation model for cal-

culating the path loss at all those distances where other locations are situated.
Also, find the corresponding throughput, utility and weighted utility of each
place using Eqs. 3, 2, 1 respectively.

4. We follow a greedy algorithm for white space antenna placement. From the
list of places, select the place which has the highest weighted utility and cover
all the locations present within its radius.

5. Remove the place which is selected as the secondary transmitter and the
locations it covers from the list of places in the input.

6. Repeat the above two steps till all the places given in the input are not
covered.

7. Based on the places which are selected for white space antenna placement
and the locations they cover, run the propagation model again for calculating
the path loss at all those distances where those locations are present.

8. Also, find the corresponding weighted average throughput for each place
where the secondary antenna will be deployed.

Weighted average throughput ← Users[d1] ∗ Tp[d1] + . . . + Users[dn] ∗ Tp[dn]
Users[d1] + . . . + Users[dn]

2.4 Datasets

The TVWS tool is tested on two datasets - Thane Rural and London Urban.
The Thane Rural dataset contains 400 locations along with population, latitude,
longitude, and altitude information. Thane is one of the most densely populated
districts in India having a large rural population. Similarly, the London Urban
dataset contains 2775 locations with corresponding information. The reason for
choosing London Urban dataset is to contrast the performance difference of the
same propagation model in two vastly different environments, viz., rural and
urban. We now describe the method of data collection for both the datasets.

The Government of India’s census website [2] provides a district-wise demo-
graphic information about the list of cities/towns/villages and their correspond-
ing population. We have the demographic information as per the 2011 census.
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Table 1. Input parameters.

Parameter Thane London

Environment type Rural Urban

Receiver sensitivity −96 dBm −96 dBm

Secondary transmit power 36 dBm Variable

TVWS frequency 470 MHz 770 MHz

Channel width 8 MHz 8 MHz

Bandwidth required per user 0.5 Mbps 0.5 Mbps

TVWS antenna height 30 m 7.4 m

Number of datasets 20 20

Locations within each dataset 20 140

Using this data, we run Python scripts to calculate the latitude, longitude and
altitude of the places using Google’s Geocoding and Elevation APIs [5,6]. For
all places, we assume as input the average bandwidth (in Mbps) required per
user. The information (channel availability, population etc.) regarding London
Urban datasets was obtained through [3,11].

For Thane Rural datasets, we consider the input places as rural and use the
path loss calculations of Hata model for rural areas. The received power or the
signal power is the difference between the transmit power and the path loss. We
assume a fixed secondary transmit power of 36 dBm for all the places since close
to 100% places have all the white space available. As per a study conducted by
the World Bank [17] about internet penetration in India, it is found that only
10% of the population had access to the internet in 2011, the year for which we
have the census statistics. So we consider only 10% population as input in all the
locations across Thane Rural dataset. The secondary antenna height is assumed
to be 30 m.

For London Urban datasets, we use the Hata model for urban areas. The
transmit power is provided as part of the input and it varies across locations.
The antenna height is a fixed 7.4 m. The population having internet access is
given as input for all the locations in London. Table 1 summarizes the various
parameters supplied as input to both the Thane and London datasets. Section 2.3
provides a description of the placement of secondary antennas.

2.5 Graphical User Interface of the Planning Tool

The tool [16] for TVWS network deployment is integrated with Google Maps
for displaying the location of secondary base stations. Figure 2 shows a sample
output of the execution on our tool. The list of places to be covered for planning
TVWS deployment can be either selected by using import or auto-pick option.
Also, the user can easily switch between various propagation models using a
drop-down list. When the front end interface is executed, PHP and MySQL
scripts running at the back end determine the optimal locations for placing
secondary white space antennas and display them on a Google Map.
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Fig. 2. Sample output of the TVWS planning tool.

3 Evaluation

We compare our weighted utility algorithm with two other algorithms - one
which picks base stations based on the coverage, and the other which picks
base stations using population. In coverage algorithm, we select the secondary
antennas in decreasing order of coverage area while in population algorithm,
we pick places according to decreasing population. Except for step 5, remaining
steps are the same as described in Sect. 2.3.

For evaluation, we find that comparing the minimum of weighted average
throughputs is the best indicator of the goodness of our algorithm. It is observed
that the minimum weighted average throughput is maximized in the weighted
utility case, as opposed to the other two algorithms.

Figure 3 depicts the CDF of minimum weighted average throughputs for cov-
erage, weighted utility and population algorithms on 20 different datasets across
Thane Rural and London Urban. Weighted utility performs the best as compared
to coverage and population since it considers those locations which have a high
population as well as a high altitude for TVWS placement. As a consequence,
the minimum throughput obtained is the highest among all the three algorithms.
The coverage algorithm performs the worst since the datasets contain many high
altitude places with low population. So the weighted average throughput falls
as a result of less people being present within the coverage radius of a high
altitude location. For Thane Rural, population algorithm produces intermedi-
ate results as it considers the number of people around a location but does not
consider altitude at all. In the case of London Urban datasets, the difference is
not so pronounced owing to the fact that the London Urban datasets contain
places with very little variation in population. Also, the population algorithm
has the lowest minimum weighted average throughput because of almost uniform
population throughout all places.
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Fig. 3. CDF of minimum of weighted average throughputs across datasets for Hata
model in Thane and London.

Fig. 4. CDF of minimum of weighted average throughputs across datasets for Egli
model in Thane and London.

Figures 4, 5 and 6 show the CDF of minimum weighted average through-
puts for Egli, Free Space and Plane Earth models respectively. We can observe
that our weighted utility algorithm performs the best across all the propagation
models.

Figure 7 depicts the CDF of number of secondary transmitters required for
coverage, weighted utility and population algorithms on Thane Rural and Lon-
don Urban datasets respectively. As expected, coverage algorithm requires the
least number of TVWS antennas for both Thane and London datasets since
antenna locations are selected in decreasing order of coverage area. For London
datasets, population algorithm requires the most antennas. It is because there
is less variation in population across various places for London. So the number
of antennas required to cover the whole population is more.

Overall, we can conclude that the minimum weighted average throughput is
maximum in the case of weighted utility algorithm for both Thane Rural and
London Urban datasets.
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Fig. 5. CDF of minimum of weighted average throughputs across datasets for Free
Space model in Thane and London

Fig. 6. CDF of minimum of weighted average throughputs across datasets for Plane
Earth model in Thane and London.

Fig. 7. CDF of number of secondary transmitters required for Hata model in Thane
and London.
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4 Related Work

There have been numerous studies done in the field of radio network planning
tools, which optimize a number of metrics and are applicable to a wide variety
of networks like GSM, UMTS, LTE, Wi-Fi etc. ASSET [1] is one such tool which
has functionalities like propagation modeling, coverage map generation, traffic
modeling, neighbor planning etc. Our work addresses the secondary network
planning for TVWS, an area which has seen an increase in research in recent
years. However, most of this research is related to spectrum sensing techniques
or design enhancements in TVWS databases. KNOWS [12] deals with the design
of a platform which is spectrum aware so as to utilize white spaces of varying
bandwidths. In SenseLess [13], white space devices are dependent on a central
database to estimate the white space availability as opposed to spectrum sensing.
White space is estimated using a database of primary spectrum occupants and
sophisticated propagation modeling. WISER [18] explores white spaces in indoor
locations motivated by the fact that 70% of the spectrum demand comes from
indoor locations. It is designed for identification and tracking of indoor white
spaces, without requiring spectrum sensing.

Our work is orthogonal to these contributions in the sense that we propose a
planning heuristic given that TVWS databases show the white space spectrum as
available. Major research in TVWS is centered around the estimation of white
space availability while our work is meant to enhance the planning efforts in
using the available white space.

5 Conclusion

We have implemented a secondary white space planning tool based on a theoret-
ical model using various propagation models (Egli, Free Space, Hata and Plane
Earth) and Shannon’s theorem. An algorithm to compute the optimal locations
for deploying secondary antennas is also described. We put together all of this in
a graphical environment which is easy to understand and use. The end user has
the freedom of planning TVWS deployment for any location in India and the
world provided he/she has the required input in standard format. This work can
be further extended by comparing our computing tool with real deployments to
see if the base station locations given by our tool make sense.

Acknowledgments. We acknowledge the contributions of Prof. Nishanth Sastry and
Aravindh Raman from King’s College London in various phases of this work.
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Abstract. This work evaluates the secondary users’ (SUs) transmission capa-
bility considering that the primary users (PUs) can move to different positions.
The transmission capability identifies the available opportunities for SU’s
transmission. No opportunities are available when mobile PUs are active within
the SU’s sensing region. We also consider the scenario when the PUs are
undesirable detected active when they are not located within the SUs’ sensing
region. Our analysis indicate that the transmission capability increases as the
average mobility of the PUs decreases, which is confirmed by simulation.

Keywords: Cognitive Radio Networks � Spectrum Sensing � Mobility

1 Introduction

In Cognitive Radio Networks (CRNs), the non-licensed users usually denominated
Secondary Users (SUs) must detect the activity of the licensed users, denominated
Primary Users (PUs), in order to utilize the unused spectrum bands without causing
them harmful interference. Spectrum Sensing (SS) plays a central role in CRNs, since it
allows to detect portions of spectrum available for transmission in the spatial sensing
area of a SU. Several SS techniques were already studied and reported in the literature
[1], including Waveform-based sensing [3], Energy-based sensing (EBS) [2],
Cyclostationarity-based sensing (CBS) [5], and Matched Filter-based sensing (MFBS)
[4]. Different surveys focused on spectrum sensing techniques are already available
(e.g. [6, 7]).

Due to the path loss effect it is more difficult to detect the activity of the PUs when
they move across a given region. Consequently, is more difficult to characterize the
transmission capability of the SUs, denoted as Sensing Capacity (SC), when mobile
PUs are considered. For static CRNs, where the nodes stay at the same position, the SC
metric was defined in [8] as

Cstatic ¼ g � f �W � Poff ; ð1Þ

where η denotes the sensing efficiency, W represents the bandwidth, f represents the
spectral efficiency of the band (bit/sec/Hz), and Poff is the probability of the band being
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accessible to SUs due to the inactivity of PUs. More recently, the SC was defined
considering that several PUs act as mobile nodes [9, 10],

Cmob ¼ g � f �W � PI off ; ð2Þ

where PIoff is the probability of inactivity (i.e. not transmitting) of the PUs positioned
over the SU’s sensing region. While admitting multiple PUs and mobile scenarios, the
SC defined in [9, 10] is not including the case when the PUs are located outside the
SU’s sensing region and may be anomaly detected. This effect, denominated Spatial
False Alarm (SFA) effect [11], is related with the behavior of a SU misunderstanding a
non-interfering PU, and was recently studied in [12] considering multiple static PUs.
The SC expressed in (2) is an upper bound, because no SFA is considered. Differently
from [9, 10], this work considers that the SFA effect may occur in a CRN with multiple
mobile PUs, being the SC now defined as

Cmob
SFA ¼ g � f �W � POSFA � PIoff

� �
; ð3Þ

where POSFA is the probability of not occurring the SFA effect due to the activity of the
nodes located outside the SU’s sensing region.

The characterization of the sensing capacity when both mobility [9, 10] and SFA
effects [11, 12] are considered has not been addressed before. The contributions of this
work are summarized as follows:

– The spatial false alarm probability is derived by characterizing the aggregate
interference originated by the mobile PUs not located within the SU’s sensing
region (i.e. when the PUs are located outside);

– The SC of CRNs, defined in [9, 10], is extended to consider the SFA effect. Both
simulation and theoretical results show that SFA should not be neglected.

– We confirm that the SFA effect decreases the SC, and the results in [8–10] represent
a SC’s upper bound;

– Regarding the mobility of the nodes, it is shown that the SC varies inversely with
the average speed of the PUs.

The paper is organized as follows. Section 2 characterizes the PUs’ mobility model.
The interference caused by the PUs to a SU is tackled in Sect. 3. The sensing capacity
is analyzed in Sect. 4. Finally, conclusions are presented in Sect. 5.

2 System Model

2.1 System Description

This work considers that PUs are mobile nodes that move according to the Random
WayPoint (RWP) mobility model [13]. By considering the RWP mobility model, we
assume that n PUs move in a rectangular region with area Xmax � Ymax. The mobility is
treated individually, and each PU is placed in a random location (x, y) in the beginning
of simulation. The location of PUs is sampled from the uniform distribution charac-
terized by x 2 0;Xmax½ � and y 2 0; Ymax½ �. (x, y) denotes the departing point.

Impact of Mobility in Spectrum Sensing Capacity 163



The destination point ðx0; y0Þ is also uniformly chosen as the departing point
(i.e. x0 2 0;Xmax½ � and y0 2 0; Ymax½ �). After defining the departure and destination
points a PU uniformly chooses the velocity v 2 Vmin;Vmax½ � to move to the ending
point. After reaching the ending point ðx0; y0Þ, a PU randomly chooses a pause duration
Tp 2 0; TPmax½ �� �

, and during this period of time it stays at the ending point. After
elapsing Tp, a PU uniformly chooses a new velocity value to move to another ending
point uniformly chosen. After reaching the ending point a PU repeats the same cycle as
many times as required. Nodes move with expected velocity E[V].

Figure 1 represents the system considered in this work. The static SU Nc is placed
in the center of the considered scenario (in the position Xmax=2;Ymax=2ð Þ), and Nc

senses the activity of the mobile PUs located in the circular sensing region with radius
R1
i (characterized by the dark disk involving Nc). This work considers the SU’s sensing

region concept instead of the PU’s protection region. However, both concepts are
equivalent if the PU’s protection range is equal or smaller than the SU’s sensing range.

2.2 Distribution of the PUs Over the Simulated Region

The annulus area A ¼ p ðRL
oÞ2 � ðR1

i Þ2
� �

in Fig. 1 can be obtained via calculus by

dividing the annulus up into an infinite number of annuli of infinitesimal width dv and

area 2pvdv and then integrating from v ¼ R1
i to v ¼ RL

o , i.e. A ¼ R RL
o

R1
i
2pv dv. Using the

Riemann sum, A can be approximated by the sum of the area of a finite number (L) of
annuli of width q,

A �
XL
l¼1

Al; ð4Þ

where Al ¼ p ðRl
oÞ2 � ðR1

i Þ2
� �

represents the area of the annulus l, l 2 {1,…, L}.

Rl
o ¼ R1

i þ lq
� �

and Rl
i ¼ R1

i þ l� 1ð Þq� �
denotes the radius of the larger circle and

smaller circle of the annulus l, respectively.

Fig. 1. Spatial scenario considered. The sensing region of the SU (node Nc) is represented by the
area ASR ¼ pðR1

i Þ2.The PUs located outside the sensing region are found in the area given by

A ¼ p ðRL
oÞ2 � ðR1

i Þ2
� �

.
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In a specific annulus l, the number of PUs is represented by the random variable
(RV) Xl and is approximately described by a Poisson distribution with Probability Mass
Function (PMF)

P Xl ¼ kð Þ � blAlsð Þk
k!

e�blAls; k ¼ 0; 1; . . .; n; ð5Þ

where bl represents the spatial density of the PUs located in the annulus l, the number
of PUs is represented by n and the probability of the PUs being active is denoted by s.
By dividing the area A in the multiple areas Al, a different bl is considered for each
annulus Al, which better approximates the spatial distribution of PUs in the area A.

The spatial distribution of the PUs in two dimensions (x and y) follows the result in
[14, Theorem 3, a = 2] and is given by

fXY ðx; yÞ ¼ pp
a2

þ 1� pp
� � 36

a4
x2

a
� a
4

� �
y2

a
� a
4

� �
;

for �a=2 � x � a=2;�a=2 � y � a=2; a ¼ Xmax ¼ Ymax and where

pp ¼
Vmax � Vminð ÞE Tp

� 	
0:521405� a� ln Vmax

Vmin

� �
þ Vmax � Vminð ÞE Tp

� 	 :

The location of a PU within the annulus l is represented by the Bernoulli RV Xl
b and

the probability of a PU being positioned within the l–th annulus is given by

P Xl
b ¼ 1

� � ¼ ZRl
o

�Rl
o

Z
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rl
oð Þ2�x2

q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rl
oð Þ2�x2

q v�
ZRl

i

�Rl
o

Z
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rl
ið Þ2�x2

q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rl
ið Þ2�x2

q v; ð6Þ

with v = fXY (x, y) dy dx. The PU’s spatial density of the annulus l, defined as bl in (5),
is given by bl � nP Xl

b ¼ 1
� �

=Al, where nP Xl
b ¼ 1

� �
represents the average number of

nodes located in the area Al. In what follows (5) is adopted to characterize the number
of PUs placed over the multiple annuli (L).

3 Aggregate Interference

3.1 Interference Caused by the PUs Located Within the l–th Annulus

The aggregate interference power received by the secondary user Nc placed in the
center of the l–th annulus is given by
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I ¼
Xnl
i¼1

Ii; ð7Þ

where nl is the total number of PUs located in the annulus and Ii is the interference
caused by the i-th PU. The individual interference power Ii is expressed by

Ii ¼ PTxwir
�a
l ; ð8Þ

where PTx is the transmission power of the i-th PU1, wi is the fading observed in the
channel between the PU i and SU, and rl represents the distance between the i–th
interferer and the receiver. The path-loss coefficient is represented by a.

The moment generating function (MGF) of the aggregate interference due to path
loss (wi = 1) is derived in the next steps. Let Mi

IðsÞ denote the MGF of the i-th PU
(i = 1, …, nl) positioned over the annulus l, given by

Mi
IðsÞ ¼ EIi e

sIi
� 	

; ð9Þ

where EIi denotes the expectation of Ii. The PDF of rl can be written as the ratio
between the perimeter of the circle with radius rl and the total area Al, being represented
as follows

fR rlð Þ ¼
2prl
Al

; Rl
i \ rl \Rl

o
0; otherwise

�
: ð10Þ

Using (8) and (10) the MGF of the interference power received by the node Nc

caused by the i-th PU is represented by

Mi
IðsÞ ¼

2P2=a
Tx C �2=a;PTxðRl

oÞ�a� �
s

� �� C �2=a;PTxðRl
iÞ�as

� ��
ðRl

oÞ2 � ðR1
i Þ2

� �
s

;

where Cðs; xÞ ¼ R1x ts�1e�tdt is the upper incomplete gamma function and CðsÞ ¼R1
0 ts�1e�tdt represents the gamma function.

The PDF of the aggregate interference I due to k active PUs may be defined though
the convolution of the PDFs of each Ii, when the individual interference Ii is inde-
pendent and identically distributed. Consequently, the MGF of I is written as follows

MI=kðsÞ ¼ M1
I ðsÞ � � � � �Mk

I ðsÞ ¼ Mi
IðsÞ

� �k
: ð11Þ

The PDF of the aggregate interference (I) may be stated through the Law of Total
Probability as follows

1 For every PU we have assumed PTx = 103 mW.
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fIðjÞ ¼
Xnl
k¼0

fI j Xl ¼ kjð ÞP Xl ¼ kð Þ; ð12Þ

leading to the MGF of the aggregate interference, I, which can be written as

E esI
� 	 ¼Xnl

k¼0

P Xl ¼ kð ÞMI=kðsÞ: ð13Þ

Using (11), the MGF of I is given as follows

E esI
� 	 ¼Xnl

k¼0

P Xl ¼ kð Þek ln Mi
I ðsÞð Þ ¼ eblAls Mi

I ðsÞ�1ð Þ: ð14Þ

The expectation of the aggregate interference, E[I], can be obtained using the Law
of Total Expectation, i.e.,

E I½ � ¼ E E I Xlj½ �½ � ¼ 2pblsPTx
ðRl

oÞ2�a � ðRl
iÞ2�a

2� a

 !
: ð15Þ

Similarly, the variance of the aggregate interference can be obtained using the Law
of Total Variance as follows

Var I½ � ¼ Var Ii½ �E Xl½ � þE Ii½ �2Var Xl½ �: ð15Þ

Since Xl is distributed according to a Poisson distribution (with mean blAls), the
variance of the aggregate interference is expressed by

Var I½ � ¼ pblsP
2
Tx

ðRl
oÞ2�2a � ðRl

iÞ2�2a

1� a

 !

As shown in [15], the aggregate interference due to path loss can be approximated by
a Gamma distribution. Consequently the shape and the scale parameters of the Gamma
distribution, denoted by kl and hl, are respectively given by kl = E[I]2/Var[I] and
hl = Var[I]/E[I].

3.2 Aggregate Interference Due to PUs Located Within L Annuli

As shown in the previous subsection, the interference I caused to the Nc by the PUs
located within the l-th annulus is approximated by a gamma distribution, with MGF

Ml
IðsÞ ¼ 1� hlsð Þ�kl : ð16Þ
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The annulus of width RL
o � R1

i s can be expressed as a summation of L annuli of
width q. Consequently, the MGF of the aggregate interference originated by the PUs
positioned over the L annuli is represented by

MIaggðsÞ ¼
YL
l¼1

1� hlsð Þ�kl : ð17Þ

3.3 Distribution of the Aggregate Interference

The interference due to the PUs located outside the SU’s sensing region can be seen as
the summation of the L individual aggregated interferences caused by the PUs located
within L annuli. Therefore, the expressions for the cumulative distribution function
(CDF) and the PDF of the summation of L independent gamma random variables are
given in [16].

Defining Xlf gLl¼1 as independent gamma variables, but not necessarily identically

distributed with parameters hl (scale) and kl (shape), then the PDF of Iagg ¼
PL
l¼1

Xl can

be expressed as [16]

fIaggðsÞ ¼
YL
l¼1

h1
hl

� �kl X1
w¼0

dws
PL

l¼1
kl þw�1

� �
exp � s

h1

� �
h
PL

l¼1
kl þw

� �
1 C

PL
l¼1 kl þw

� �; ð18Þ

where h1 ¼ min
l

hlf g, and the coefficients dw are obtained recursively,

dwþ 1 ¼ 1
wþ 1

Xwþ 1

i¼1

XL
l¼1

kl 1� h1
hl

� �i
" #

dwþ 1�i;

and d0 = 1. C (.) represents the gamma function.

4 Sensing Capacity

4.1 Formal Definition

The band licensed of the PUs is sensed by a SU to evaluate if the spectrum is vacant or
occupied. The sensing decision considered in this work is computed periodically (a
period of 1 s was adopted) having the amount of aggregate interference sensed outside
the sensing region into account.

Departing from the definition of SC in (3), we first define PI off , the probability of
not occurring any activity caused by the PUs that may be located within the SU’s
sensing region. A PU is located within the SU’s sensing region with probability PI
given by
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PI ¼
ZR1

i

�R1
i

Z
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R1
ið Þ2�x2

q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R1
ið Þ2�x2

q fXYðx; yÞdydx: ð19Þ

Because all PUs move independently, the probability of k � n PUs being posi-
tioned over the sensing region of the SU is expressed by the probability mass function

Bðn; k;PI Þ ¼ n
k

� �
PIð Þkð1� PI Þðn�kÞ: ð20Þ

Finally, PIoff is defined as

PIoff ¼
Xn
k¼0

Bðn; k;PI Þ � 1� sð Þk; ð21Þ

since the k PUs within the sensing region of the SU are inactive with probability (1 − s)k.
Regarding POSFA in (3), which denotes the probability of not occurring SFA due to

the PUs located outside the SU’s sensing region, and following the notation in (21) we
start to consider that n − k PUs are located outside the sensing region. A spatial false
alarm does not occur if the aggregate interference power caused by the PUs located
outside the sensing region is lower than a given threshold (c). Its probability is rep-
resented by P (Iagg {nl = n − k} � c), where {nl = n − k} indicates that the param-
eters kl and hl must be computed assuming nl defined in Sect. 3.1 equal to n − k. After
computing the parameters kl and hl, fIagg (s) may be also computed through (18) and

P Iagg nl ¼ n� kf g� c
� � ¼ Z c

0
fIaggðsÞds: ð22Þ

By considering the different number of n − k PUs that may be localized outside the
session region, POSFA is given by

POSFA ¼
Xn
k¼0

Iagg nl ¼ n� kf g� c
� �

; ð23Þ

and finally using (3), (21) and (23), the sensing capacity is written as follows

Cmob
SFA ¼ g � f �W

Xn
k¼0

Bðn; k;PI Þ � 1� sð Þk�P Iagg nl ¼ n� kf g� c
� �

: ð24Þ
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Table 1. Parameters used to compute the different results.
Xmax 1000 m R1

i 100 m a 2
Ymax 1000 m TPmax 0 s, E[V] = 10.82 m/s q 10 m
Vmin 5 m/s TPmax 300 s, E[V] = 1.50 m/s L 61
Vmax 20 m/s g � f �W 1 c 0.1 mW

Fig. 2. Sensing capacity for different levels of PU’s activity (s): (a) high mobility scenario
(E[V] = 10.82 m/s); (b) low mobility scenario (E[V] = 1.50 m/s).
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4.2 Comparison Results

This subsection compares the impact of the SFA in the SU’s SC. The SC is computed
with (24) and compared with the results obtained with (27) in [9] (similar to (2)), which
neglects the SFA effect. Different network scenarios were considered, where the
number of mobile PUs were varied from a single PU to 19. The PUs moving according
to the RWP mobility model achieve different average velocities, E[V] = {1.50, 10.82}
m/s, by adopting TPmax ¼ 0; 300f g s, respectively. Two different probabilities of PU’s
activity were also considered, i.e. s = {0.33, 0.66}. The simulations were run for each
number of PUs and adopting constant TPmax and s values. The missing parameters
related with the propagation model and the computation of theoretical model are
described in Table 1.

The sensing capacity results (computed with (24) and (27) in [9]) are illustrated in
Fig. 2. Figure 2(a) plots the results for E[V] = 10.82 m/s, while 2(b) plots the result for
E[V] = 1.50 m/s. Regarding the impact of the PUs’ mobility on the SC, it is well
known that the spatial density of the nodes moving according the RWP model increases
within the sensing region of the node NC as the average velocity of the nodes increase
[14]. Consequently, more PUs are likely to be located within the sensing region as the
average velocity of the PUs increases. In this case, the node Nc detects higher PUs’
activity within its sensing region, leading to a lower SC (Fig. 2(a)), when compared to
a scenario of lower average velocity (Fig. 2(b)).

Finally, the results presented in Fig. 2 show that for the two assumptions
(considering/neglecting the SFA) the SC varies inversely with the number of PUs, the
level of PU’s activity (s), and the average velocity of the PUs (E[V]). However, the SC
decreases more sharply when the SFA effect is considered, and the deviation from
neglecting the SFA increases when the number of PUs and PU’s level of activity
increase, or when the average velocity of the nodes decrease. Moreover, the deviation
observed in the SC confirms that when the SFA effect is neglected the results obtained
with [9] represent an upper bound of the SC.

5 Conclusions

This work characterizes the SUs sensing capacity in a CRN when are considered mul-
tiple mobile PUs. Contrarily to other works, we consider that PUs may be detected active
when they are located outside the sensing region. This effect, known as SFA, degrades
the sensing capacity of CRs, as demonstrated in the paper. Moreover, it is shown that the
decrease of the sensing capacity due to the SFA effect may be significant, namely when
the PU’s activity and the number of PUs increase. Finally, due to the mobility model, the
results presented in the paper indicate that the sensing capacity increases as the average
velocity of the nodes decrease. This result indicates that the capacity of the SUs varies
inversely with the velocity of the PUs, which confirms the importance of this work.
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Abstract. Setting up the future Internet of Things (IoT) networks will
require to support more and more communicating devices. We prove
that intelligent devices in unlicensed bands can use Multi-Armed Bandit
(MAB) learning algorithms to improve resource exploitation. We eval-
uate the performance of two classical MAB learning algorithms, UCB1

and Thomson Sampling, to handle the decentralized decision-making of
Spectrum Access, applied to IoT networks; as well as learning perfor-
mance with a growing number of intelligent end-devices. We show that
using learning algorithms does help to fit more devices in such networks,
even when all end-devices are intelligent and are dynamically changing
channel. In the studied scenario, stochastic MAB learning provides a
up to 16% gain in term of successful transmission probabilities, and has
near optimal performance even in non-stationary and non-i.i.d. settings
with a majority of intelligent devices.

Keywords: Internet of Things · Multi-Armed Bandits
Reinforcement learning · Cognitive Radio · Non-stationary bandits

1 Introduction

Unlicensed bands are more and more used and considered for mobile and LAN
communication standards (WiFi, LTE-U), and for Internet of Things (IoT) stan-
dards for short-range (ZigBee, Z-Wave, Bluetooth) and long-range (LoRaWAN,
SIGFOX, Ingenu, Weightless) communications [1]. This heavy use of unlicensed
bands will cause performance drop, and could even compromise IoT promises.

Efficient Medium Access (MAC) policies allow devices to avoid interfering
traffic and can significantly reduce the spectrum contention problem in unli-
censed bands. As end-devices battery life is a key constraint of IoT networks,
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this leads to IoT protocols using as low signaling overhead as possible and sim-
ple ALOHA-based mechanisms. In this article, we analyze the performance of
Multi-Armed Bandits (MAB) algorithms [2,3], used in combination with a time-
frequency slotted ALOHA-based protocol. We consider the Upper-Confidence
Bound (UCB1) [4], and the Thompson-Sampling (TS) algorithms [5–7].

MAB learning has already been proposed in Cognitive Radio (CR) [8], and
in particular, for sensing-based Dynamic Spectrum Access (DSA) in licensed
bands [9]. Recently, TS and UCB1 algorithms have been used for improving the
spectrum access in (unlicensed) WiFi networks [10], and the UCB1 algorithm
was used in a unlicensed and frequency- and time-slotted IoT network [11]. Many
recent works show that MAB algorithms work well for real-world radio signal.
However, even with only one dynamic user using the learning algorithm, the
background traffic or the traffic of the other devices is never really stationary or
i.i.d (independent and identically distributed). In recent works like [11], several
devices are using bandit algorithms, and the assumptions made by the stochastic
bandit algorithms are not satisfied: as several agents learn simultaneously, their
behavior is neither stationary nor i.i.d. As far as we know, we provide the first
study to confirm robustness of the use of stochastic bandit algorithms for decision
making in IoT networks with a large number of intelligent devices in the network,
which makes the environment not stationary at all, violating the hypothesis
required for mathematical proofs of bandit algorithms convergence and efficiency.

The aim of this article is to assess the potential gain of learning algorithms
in IoT scenarios, even when the number of intelligent devices in the network
increases, and the stochastic hypothesis is more and more questionable. To do
that, we suppose an IoT network made of two types of devices: static devices that
use only one channel (fixed in time), and dynamic devices that can choose the
channel for each of their transmissions. Static devices form an interfering traf-
fic, which could have been generated by devices using other standards as well.
We first evaluate the probability of collision if dynamic devices randomly select
channels (naive approach), and if a centralized controller optimally distribute
them in channels (ideal approach). Then, these reference scenarios allow to eval-
uate the performance of UCB1 and TS algorithms in a decentralized network,
in terms of successful communication rate, as it reflects the network efficiency.

The rest of this article is organized as follows. The system model is introduced
in Sect. 2. Reference policies are described in Sect. 3, and MAB algorithms are
introduced in Sect. 4. Numerical results are presented in Sect. 5.

2 System Model and Notations

As illustrated in Fig. 1, we suppose a slotted protocol. All devices share a syn-
chronized time, and know in advance the finite number of available RF channels.
In each time slot, devices try to send packets to the unique Base Station, which
listens continuously to all channels, following an ALOHA-based communication
(no sensing). Each time slot is divided in two parts: first for uplink communi-
cations in which data packets are sent by end-devices to the base station. If
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Fig. 1. The considered time-frequency slotted protocol. Each frame is composed by a
fix-duration uplink slot in which the end-devices transmit their packets. If a packet is
well received, the base station replies by transmitting an Ack, after the ack delay.

only one packet is sent in this part of the slot, the base station can decode it
and sends an acknowledgement to the device in the second part. If two or more
devices send an uplink packet in the same slot, the uplink packets collide (i.e.,
there is a collision), and the acknowledgement Ack is not transmitted. This way,
no collision can occur on the downlink messages, easing the analysis of collisions.

There are two types of end-devices in the network:

– Static end-devices have poor RF abilities, and each of them uses only one
channel to communicate with the base station. Their choice is assumed to be
fixed in time (stationary) and independent (i.i.d.). The traffic generated by
these devices is considered as an interfering traffic for other devices.

– Dynamic (or smart) end-devices have richer RF abilities, they can use all the
available channels, by quickly reconfiguring their RF transceiver on the fly.
They can also store communication successes or failures they experienced in
each channel, in order to change channel, possibly at every time slot.

There are Nc ≥ 1 channels, D ≥ 0 dynamic end-devices, and S ≥ 0 static
devices. Furthermore, in channel i ∈ �1;Nc� there are 0 ≤ Si ≤ S static devices
(so S =

∑Nc

i=1 Si). We focus on dense networks, in which the number of devices
S + D is very large compared to Nc (about 1000 to 10000, while Nc is about
10 to 50). As this problem is only interesting if devices are able to communicate
reasonably efficiently with the base station, we assume devices only communicate
occasionally, i.e., with a low duty cycle, as it is always considered for IoT.

We suppose that all devices follow the same emission pattern, being fixed
in time, and we choose to model it as a simple Bernoulli process: all devices
have the same probability to send a packet in any (discrete) temporal slot, and
we denote p ∈ (0, 1) this probability1. The parameter p essentially controls the
frequency of communication for each device, once the time scale is fixed (i.e.,
real time during two messages), and 1/p is proportional to the duty cycle.
1 In the experiments below, p is about 10−3, because in a crowded network p should

be smaller than Nc/(S+D) for all devices to communicate successfully (in average).
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The goal is to design a simple sequential algorithm, to be applied identically
by each dynamic device, in a fully distributed setting (each device runs its own
algorithm, from its observations), in order to minimize collisions and maximize
the fraction of successful transmissions of all the dynamic devices.

Before explaining how this goal presents similarity with a multi-armed bandit
problem, we present some natural baseline policies (i.e., algorithms).

3 Three Reference Policies

This section presents three different policies that will be used to assess the effi-
ciency of the learning algorithms presented in the next section. The first one is
naive but can be used in practice, while the two others are very efficient but
require full knowledge on the system (i.e., an oracle) and are thus unpractical.

3.1 Naive Policy: Random Channel Selection

We derive here the probability of having a successful transmission, for a dynamic
device, in the case where all the dynamic devices make a purely random channel
selection (i.e., uniform on i ∈ �1;Nc� = {1, . . . , Nc}).

In this case, for one dynamic device, a successful transmission happens if
it is the only device to choose channel i, at that time slot. The probability of
successful transmission is computed as follows, because the Si static devices in
each channel i are assumed to be independent, and static and dynamic devices
are assumed to not transmit at each time t with a fixed probability 1 − p:

P(success|sent) =
Nc∑

i=1

P(success|sent in channel i)
︸ ︷︷ ︸

No one else sent in channel i

P(sent in channel i)
︸ ︷︷ ︸
=1/Nc,by uniform choice

(1)

All dynamic devices follow the same policy in this case, so the probability of
transmitting at that time in channel i for any dynamic device is p/Nc, and there
are D − 1 other dynamic devices. As they are independent, the probability that
no other dynamic device sent in i is q = P(

⋂D−1
k=1 device k did not sent in i) =

∏D−1
k=1 P(device k did not sent in i). And P(device k sent in i) = p × 1/Nc,

by uniform choice on channels and the Bernoulli emission hypothesis. So q =∏D−1
k=1 (1 − p/Nc) = (1 − p/Nc)D−1. Thus we can conclude,

P(success|sent) =
Nc∑

i=1

(1 − p/Nc)D−1

︸ ︷︷ ︸
No other dynamic device

× (1 − p)Si

︸ ︷︷ ︸
No static device

× 1
Nc

=
1

Nc

(

1 − p

Nc

)D−1 Nc∑

i=1

(1 − p)Si . (2)

This expression (2) is constant (in time), and easy to compute numerically, but
comparing the successful transmission rate of any policy against this naive policy
is important, as any efficient learning algorithm should outperform it.
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3.2 (Unachievable) Optimal Oracle Policy

We investigate in this section the optimal policy that can be achieved if the
dynamic devices have a perfect knowledge of everything, and a fully centralized
decision making2 is possible. We want to find the stationary repartition of devices
into channels that maximizes the probability of having a successful transmission.

If the oracle draws once uniformly at random a configuration of dynamic
devices, with Di devices affected to channel i is fixed (in time, i.e., stationary),
then this probability is computed as before:

P(success|sent) =
Nc∑

i=1

P(success|sent in channel i) P(sent in channel i)

=
Nc∑

i=1

(1 − p)Di−1

︸ ︷︷ ︸
Di−1 others

× (1 − p)Si

︸ ︷︷ ︸
No static device

× Di/D
︸ ︷︷ ︸

Sent in channel i

. (3)

Consequently, the optimal allocation vector (D1, . . . , DNc
) is the solution of the

following real-valued constraint optimization problem:

arg max
D1,...,DNc

Nc∑

i=1

Di(1 − p)Si+Di−1, (4a)

such that
Nc∑

i=1

Di = D, (4b)

Di ≥ 0 ∀i ∈ �1;Nc�. (4c)

Proposition 1. The Lagrange multipliers method [12] can be used to solve the
constraint real-valued maximization problem introduced in Eq. (4).

It gives a closed form expression for the optimal solution D∗
i (λ), depending

on the system parameters, and the unknown Lagrange multiplier λ ∈ R.

D∗
i (λ) =

(
1

log(1 − p)

[

W
(

λe

(1 − p)Si−1

)

− 1
])†

. (5)

Proof. – The objective function f : (D1, . . . , DNc
) �→ ∑Nc

i=1 Di(1−p)Si+Di−1 is
quasi-convex [13] in each of its coordinates, on [0,∞)Nc .

– The Lagrange multipliers method can be applied to the optimization problem
(4a), with a quasi-convex objective function f , linear equality constraints (4b)
and linear inequality constraints (4c). Thanks to Theorem 1 from [14] for
quasi-convex functions, the strong duality condition is satisfied in this case,
so finding the saddle points will be enough to find the maximizers. 	


2 This optimal policy needs an oracle seeing the entire system, and affecting all the
dynamic devices, once and for all, in order to avoid any signaling overhead.
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Where (a)† = max(a, 0), and W denotes the W-Lambert function which is
the reciprocal bijection of x �→ xex on R

+ = [0,+∞) [15]. Moreover, condition
(4b) implies that the Lagrange multiplier λ is the solution of

Nc∑

i=1

D∗
i (λ) = D. (6)

Equation (6) can be solved numerically, with simple one-dimensional root
finding algorithms. Solving the optimization problem provides the optimal real
number value for D∗

i , which has to be rounded to find the optimal number of
devices for channel i: D̂i = �D∗

i � for 1 ≤ i < Nc, and D̂Nc
= D − ∑Nc−1

i=1 D̂i.

3.3 A Greedy Approach of the Oracle Strategy

We propose a sequential approximation of the optimal policy: the third solution
is a sub-optimal naive policy, simple to set up, but also unpractical as it also
needs an oracle. End-devices are iteratively inserted in the channels with the
lowest load (i.e., the index i minimizing Si + Di(τ) at global time step τ). Once
the number of devices in each channel is computed, the probability of sending
successfully a message is also given by Eq. (3). This is the policy that would be
used by dynamic devices if they were inserted one after the other, and if they
had a perfect knowledge of the channel loads.

4 Sequential Policies Based on Bandit Algorithms

We now present the stochastic Multi-Armed Bandit (MAB) model, and the two
stochastic MAB algorithms used in our experiments [3]. While the stochastic
MAB model has been used to describe some aspects of Cognitive Radio systems,
it is in principle not suitable for our IoT model, due to the non-stationarity of
the channels occupancy caused by the learning policy used by dynamic objects.

4.1 Stochastic Multi-Armed Bandits

A Multi-Armed Bandit problem is defined as follows [2,5,16]. There is a fixed
number Nc ≥ 1 of levers, or “arms”, and a player has to choose one lever at each
discrete time t ≥ 1, t ∈ N, denoted as A(t) = k ∈ {1, . . . , Nc}. Selecting arm k
at time t yields a (random) reward, rk(t) ∈ R, and the goal of the player is to
maximize the sum of his rewards, r1...T =

∑T
t=1 rA(t)(t).

A well-studied version of this problem is the so-called “stochastic” MAB,
where the sequence of rewards drawn from a given arm k is assumed to be
independent and identically distributed (i.i.d) under some distribution νk, that
has a mean μk. Several types of reward distributions have been considered,
for example distributions that belong to a one-dimensional exponential family
(e.g., Gaussian, Exponential, Poisson or Bernoulli distributions). We consider
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Bernoulli bandit models, in which rk(t) ∼ Bern(μk), that is, rk(t) ∈ {0, 1} and
P(rk(t) = 1) = μk.

The problem parameters μ1, . . . , μK are unknown to the player, so to maxi-
mize his cumulated rewards, he must learn the distributions of the channels, to
be able to progressively focus on the best arm (i.e., the arm with largest mean).
This requires to tackle the so-called exploration-exploitation dilemma: a player
has to try all arms a sufficient number of times to get a robust estimate of their
qualities, while not selecting the worst arms too many times.

In a Cognitive Radio application, arms model the channels, and players are
the dynamic end-devices. For example in the classical OSA setting with sensing
[9], a single dynamic device (a player) sequentially tries to access channels (the
arms), and collects a reward of 1 if the channel is available and 0 otherwise. So
rewards represent the availability of channels, and the parameter μk represents
the mean availability of channel k.

Before discussing the relevance of a multi-armed bandit model for our IoT
application, we present two bandit algorithms, UCB1 and Thompson Sampling,
which both strongly rely on the assumption that rewards are i.i.d..

4.2 The UCB1 Algorithm

A naive approach could be to use an empirical mean estimator of the rewards
for each channel, and select the channel with highest estimated mean at each
time. This greedy approach is known to fail dramatically [2]. Indeed, with this
policy, the selection of arms is highly dependent on the first draws, if the first
transmission in a channel fails, the device will never use it again. Rather than
relying on the empirical mean reward, Upper Confidence Bounds algorithms
instead use a confidence interval on the unknown mean μk of each arm, which
can be viewed as adding a “bonus” exploration to the empirical mean. They
follow the “optimism-in-face-of-uncertainty” principle: at each step, they play
according to the best model, as the statistically best possible arm (i.e., the
highest upper confidence bound) is selected.

More formally, for one device, let Nk(t) =
∑t

τ=1 1(A(τ) = k) be the number
of times channel k was selected up-to time t ≥ 1. The empirical mean estimator
of channel k is defined as the mean reward obtained by selecting it up to time
t, μ̂k(t) = 1/Nk(t)

∑t
τ=1 rk(τ)1(A(τ) = k). For UCB1, the confidence term is

Bk(t) =
√

α log(t)/Nk(t), giving the upper confidence bound Uk(t) = μ̂k(t) +
Bk(t), which is used by the device to decide the channel for communicating at
time step t + 1: A(t + 1) = arg max1≤k≤Nc

Uk(t). UCB1 is an index policy.
The UCB1 algorithm uses a parameter α > 0, originally, α set to 2 [4], but

empirically α = 1/2 is known to work better (uniformly across problems), and
α > 1/2 is advised by the theory [3]. In our model, every dynamic device imple-
ments its own UCB1 algorithm, independently. For one device, the time t is the
number of time it accessed the network (following its Bernoulli transmission pro-
cess, i.e., its duty cycle), not the total number of time slots from the beginning,
as rewards are only obtained after a transmission, and IoT objects only transmit
sporadicly, due to low transmission duty cycles.
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4.3 Thompson Sampling

Thompson Sampling [5] was introduced in 1933 as the very first bandit algorithm,
in the context of clinical trials (in which each arm models the efficacy of one
treatment across patients). Given a prior distribution on the mean of each arm,
the algorithm selects the next arm to draw based on samples from the conjugated
posterior distribution, which for Bernoulli rewards is a Beta distribution.

A Beta prior Beta(ak(0) = 1, bk(0) = 1) (initially uniform) is assumed on
μk ∈ [0, 1], and at time t the posterior is Beta(ak(t), bk(t)). After every channel
selection, the posterior is updated to have ak(t) and bk(t) counting the number of
successful and failed transmissions made on channel k. So if the Ack message is
received, ak(t+1) = ak(t)+1, and bk(t+1) = bk(t), otherwise ak(t+1) = ak(t),
and bk(t+1) = bk(t)+1. Then, the decision is done by sampling an index for each
arm, at each time step t, from the arm posteriors: Xk(t) ∼ Beta(ak(t), bk(t)),
and the chosen channel is simply the channel A(t+1) with highest index Xk(t).
For this reason, Thompson Sampling is a randomized index policy.

Thompson Sampling, although being very simple, is known to perform well
for stochastic problems, for which it was proven to be asymptotically optimal
[6,7]. It is known to be empirically efficient, and for these reasons it has been
used successfully in various applications, including on problems from Cognitive
Radio [10,17], and also in previous work on decentralized IoT-like networks [18].

4.4 A Bandit Model for IoT

Our IoT application is challenging in that there are multiple players (the dynamic
devices) interacting with the same arms (the channels), without any centralized
communication (they do not even know the total number of dynamic devices).

Considered alone, each dynamic device implements a learning algorithm to
play a bandit game, the device is consequently a smart device. In each time slot,
if it has to communicate (which happens with probability p), then it chooses a
channel and it receives a reward 1 if the transmission is successful, 0 otherwise.
Each device aims at maximizing the sum of the rewards collected during its
communication instants, which shall indeed maximize the fraction of successful
transmissions. Besides the modified time scale (rewards are no longer collected
at every time step), this looks like a bandit problem. However, it cannot be
modeled as a stochastic MAB, as the rewards are clearly not i.i.d : they not only
depend on the (stationary, i.i.d) behavior of the static devices, but also on the
behavior of other smart devices, that is not stationary (because of learning).

Despite this, we show in the next section that running a stochastic bandit
algorithm for each device based on its own rewards is surprisingly successful.

Multi-player MAB with collision avoidance? Another idea could be to try
to use a multi-player MAB model, as proposed by [19], to describe our problem.

In that case, the static and dynamic devices effect is decoupled, and arms
only model the availability of the channels in the absence of dynamic devices:
they are i.i.d. with mean μi = 1 − pSi. Moreover, dynamic devices are assumed
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to be able to sense a channel before sending [19], and so communicate only if
no static device is detected on the channel. The smart devices try to learn the
arms with highest means, while coordinating to choose different arms, i.e., avoid
collisions in their choice, in a decentralized manner. However, in this model it
is assumed that the multiple agents can know that they experienced a collision
with another agent, which is non-realistic for our problem at stake, as our model
of smart device cannot do sensing nor differentiate collisions between smart and
non-smart devices.

Adversarial bandit algorithms? Instead of using MAB algorithms assuming
a stochastic hypothesis on the system, we could try to use MAB algorithms
designed to tackle a more general problem, that makes no hypothesis on the
interfering traffic. The adversarial MAB algorithms is a broader family, and
a well-known and efficient example is the Exp3 algorithm [3]. Empirically, the
Exp3 algorithm turned out to perform worse than both UCB1 and TS in the
same experiments. Contrarily to the two stochastic algorithms, the use of Exp3
is correctly justified, even in the non-stationary and non-i.i.d, as its performance
guarantee are true in any setting. But it is not so surprising that it performs
worse, as the theoretical performance guarantees of adversarial MAB algorithms
are an order of magnitude worse than the one for stochastic ones. More is left
on this aspect for our future work.

5 Experiments and Numerical Results

We suppose a network with S+D = 2000 end-devices, and one IoT base station.
Each device sends packets following a Bernoulli process, of probability p = 10−3

(e.g., this is realistic: one packet sent about every 20 minutes, for time slots of
1s). The RF band is divided in Nc = 10 channels3. Each static device only uses
one channel, and their uneven repartition (see footnote 3) in the 10 channels is:
(S1, · · · , SNc

) = S × (0.3, 0.2, 0.1, 0.1, 0.05, 0.05, 0.02, 0.08, 0.01, 0.09), to keep
the same proportions when S decreases. The dynamic devices have access to all
the channels, and use learning algorithms. We simulate the network during 106

discrete time slots, during which each device transmits on average 1000 packets
(i.e., the learning time is about 1000 steps, for each algorithm).

Figure 2 presents the evolution of the successful transmission rate, as a func-
tion of time. The two MAB algorithms, UCB1 and Thompson Sampling (TS),
are compared against the naive random policy from below, and the two oracle
policies (optimal and greedy) from above. The results are displayed when 10, 30,
50 and 100% of the traffic is generated by dynamic devices.

We can see in Fig. 2 that the TS algorithm (in red) outperforms the UCB1

algorithm (in blue), when the number of end-devices is below 50%. When the
3 We tried similar experiments with other values for Nc and this repartition vector,

and results were similar for non-homogeneous repartitions. Clearly, the problem is
less interesting for homogeneous repartition, as all channels appear the same for
dynamic devices, and so even with D small in comparison to S, the system behaves
like in Fig. 2d, where the performance of the five approaches are very close.
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Fig. 2. Performance of 2 MAB algorithms (UCB1 and Thompson Sampling), compared
to extreme references without learning or oracle knowledge, when the proportion of
smart end-devices in the network increases, from 10% to 100% (limit scenario). (Color
figure online)

number of end-devices is higher, both algorithms have almost the same perfor-
mance, and perform well after very few transmissions (quick convergence). More-
over, we can see in Figs. 2a, b, and c that both have better success rate than
the random policy and the probability of successful transmission is between the
oracle optimal and oracle suboptimal policies. For instance, for 10% of dynamic
devices, after about 1000 transmissions, using UCB1 over the naive uniform
policy improved the successful transmission rate from 83% to 88%, and using
Thompson Sampling improved it to 89%. Increasing the number of end-devices
decreases the gap between the optimal and random policies: the more dynamic
devices, the less useful are learning algorithms, and basically for networks with
only dynamic devices, the random policy is as efficient as the optimal one, as
seen in Figs. 2d and 3.

To better assess the evolution of the optimal policy compared to the random
one, we have displayed on Fig. 3 the evolution of the gain, in term of successful
transmissions rate, provided by the optimal oracle and the two learning policies,
after 106 time slots, i.e., about 1000 transmissions for each object. We can see
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Fig. 3. Learning with UCB1 and Thomson Sampling, with many smart devices.

that when the proportion of end-devices is low (e.g., 1% of devices are dynamic),
the optimal policy provides an improvement of 16% compared to random channel
selection. The TS algorithm always provides near-optimal performance, but the
UCB1 algorithm has a lowest rate of convergence and performs consequently
worse after 1000 transmissions, for instance it only provides a gain of 12% for
the same proportion of dynamic devices (1%).

Figure 3 also shows that learning keeps near-optimal performance even
when the proportion of devices becomes large. Note that when this proportion
increases, the assumptions of a stochastic MAB model are clearly violated, and
there is no justification for the efficiency of TS and UCB1 algorithms. Hence, it
is surprising to have near optimal performance with stochastic MAB algorithms
applied to partly dynamic and fully dynamic scenarios.

6 Conclusion

In this article, we proposed an evaluation of the performance of MAB learning
algorithms in IoT networks, with a focus on the convergence of algorithms, in
terms of successful transmission rates, when the proportion of intelligent dynamic
devices changes. Concretely, increasing this probability allows to insert more
objects in the same network, while maintaining a good Quality of Service. We
show that UCB1 and TS have near-optimal performance, even when their under-
lying i.i.d. assumption is violated by the many “intelligent” end-devices.

This is both a surprising and a very encouraging result, showing that applica-
tion of bandit algorithms tailored for a stochastic model is still useful in broader
settings. The fully decentralized application of classic stochastic MAB algorithms
are almost as efficient as the best possible centralized policy in this setting, after
a short learning period, even though the dynamic devices can not communicate
with each others, and do not know the system parameters. We will investigate
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this behavior in order to understand it better theoretically. We will also experi-
ment more with adversarial algorithms, to confirm that they work less efficiently
than stochastic bandit algorithms in our non-stochastic setting.

Moreover, for sake of simplicity we supposed that all devices use the same
standard. Our future work will consider more realistic interference scenarios and
IoT networks, with, e.g., non-slotted time, more than one base station etc.
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Abstract. With the widespread application of dynamic spectrum access tech-
nology, sharing spectrum with the same primary systems by multiple operators
will become a common scenario. Serious co-channel interference (CCI) needs to
be mitigated if there is no coordination among the operators. In this paper, a
cluster-based interference management algorithm is proposed to reduce the
inter-operator CCI in the spectrum-sharing overlapping area. The proposed
algorithm consists of two major steps: (1) undirected weighted graph-based
clustering and spectrum allocation; (2) signal to interference and noise ratio
(SINR) margin-based power adjustment. A novel weight is defined and
employed in the clustering procedure to take the SINR requirement of each
secondary user (SU) into account. Simulation results show that the ratio of
satisfied SUs (whose SINR exceeds their SINR thresholds) can be increased
while the sum of co-channel interference is significantly reduced. Furthermore,
by introducing a third-party agent, direct exchange of sensitive SU information
between different operators can be avoided for better privacy protection.
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1 Introduction

Cognitive radio (CR) technology, or more specifically, dynamic spectrum access
(DSA) is one of the key technologies to address the spectrum shortage problem. In the
DSA systems, a spectrum management mechanism named as spectrum access system
(SAS) is proposed to authorize and manage the spectrum access with the goal of better
spectrum utilization [1]. SAS can serve as “an information and control clearinghouse for
the band-by-band registrations and conditions of use that will apply to all users with
access to each shared Federal band under its jurisdiction” [1]. How to use the limited

This work is supported in part by Sony China Research Laboratory, Sony (China) Ltd. Prof.
Zhao’s work is also supported in part by Beijing Natural Science Foundation (4172046).

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
P. Marques et al. (Eds.): CROWNCOM 2017, LNICST 228, pp. 186–199, 2018.
https://doi.org/10.1007/978-3-319-76207-4_16

http://orcid.org/0000-0001-5833-5725
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76207-4_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76207-4_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76207-4_16&amp;domain=pdf


spectrum more efficiently is also the key to successfully apply CR to the fifth-generation
(5G) mobile communication systems. With the widespread application of DSA tech-
nology, spectrum sharing with the same primary systems by multiple operators will be
inevitable.

In the inter-operator spectrum sharing system, also known as the co-primary spec-
trum sharing system [2], multiple secondary users (SUs) controlled by different SASs
coexist with the same primary system (PS) or these SUs share the same spectrum pool.
In this case, SASs may be developed by different operators or spectrum policies,
resulting in various coexistence scenarios. The common issue to be addressed is the
serious inter-operator co-channel interference (CCI) if the SUs belonging to different
SASs share the same spectrum without any coordination. Given the quality of service
(QoS) requirement of PU, how to mitigate the CCI and increase the number of allowable
SUs through the cooperation among SASs is the major issue investigated in this paper.

In this paper, a cluster-based interference management algorithm is proposed,
which consists of two major steps: (1) undirected weighted graph-based clustering and
spectrum allocation; (2) signal to interference and noise ratio (SINR) margin-based
power adjustment. The major contributions of this work are summarized as follows.

(1) A clustering-based spectrum allocation and power adjustment algorithm is pro-
posed to ensure the coexistence of SUs in the spectrum sharing overlapping area
of different operators;

(2) A novel weight is defined and employed in the clustering procedure, which takes
the SINR requirement of each SU into account;

(3) A new parameter termed as “SINR margin” is introduced into the power adjust-
ment procedure to avoid the unnecessary power waste and further reduce the CCI
in the spectrum-sharing overlapping area;

(4) A public SAS, which could be an authorized “third-party” agent, is proposed to
avoid the direct exchange of sensitive information between SASs for better pri-
vacy and security.

Note that the proposed scheme is different from the well-known medium access
control (MAC) protocol-carrier sense multiple access with collision avoidance
(CSMA/CA). CSMA/CA is a contention-based MAC protocol, while the proposed
scheme enables simultaneous transmissions in the same channel and takes the QoS
requirements of the spectrum-sharing SUs into account.

The remainder of this paper is organized as follows. In Sect. 2, we briefly sum-
marize the existing work on user clustering and inter-operator interference manage-
ment. Section 3 provides an overview of the multiple SASs-based spectrum sharing
systems and the CCI model. Section 4 discusses the clustering procedure and the
clustering-based spectrum allocation. Section 5 discusses the power adjustment pro-
cedure based on the newly proposed SINR margin. Simulation results are presented in
Sect. 6. Finally, Sect. 7 concludes the paper.
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2 Related Works

In this section, literature survey consists of the following three parts: (1) general
interference management approaches; (2) clustering-based spectrum allocation and
interference management; and (3) inter-operator interference management.

Generally speaking, interference management algorithms can be designed from
different domains such as time, space, frequency, and power. Classical interference
mitigation approaches in spectrum sharing systems mainly include the precoding
algorithm, interference avoidance algorithm and transmit power control algorithm.
Precoding algorithm is an interference suppression algorithm by designing the proper
precoding matrix according to the specific criteria [3]. Because of the dependence on
the spatial freedom, precoding algorithm is applied to the multiple input multiple
output (MIMO) systems. Block diagonalization, minimum mean square error (MMSE),
signal to the interference leakage and interference (SLNR) maximization and inter-
ference alignment are the most commonly used precoding algorithms [4–7]. Interfer-
ence avoidance algorithms result in the minimum distance between co-channel users to
avoid the interference. In [14], the authors design the primary exclusion zone to avoid
the PU’s interference caused by the SUs and the secondary exclusion zone to avoid the
CCI between the co-channel SUs. However, setting the minimum distance between
users will lead to lower spatial utilization of the spectrum. Transmit power control
method is also a simple but effective interference suppression method by limiting the
transmit power [8]. However, sometimes the transmit power might be too low to satisfy
the QoS requirement of users.

Various methods for clustering-based spectrum allocation or interference man-
agement are also investigated. In [9], a graph-based clustering resource allocation
scheme is proposed. However, the interference graph in [9] only contains the inter-
ference relationship. In other words, the information conveyed from the graph in [9] is
whether there exists interference between two users. The diverse QoS requirements of
the users cannot be inferred from the interference graph. As a result, the graph-based
clustering resource allocation scheme may not be able to meet the different QoS
requirements of the users. A graph-based two-step resource allocation scheme is pro-
posed in [10]. The first step is clustering the users based on the interference graph, and
the second step is to allocate the resources within the cluster. Clustering-based inter-
ference alignment shows excellent performance in interference management except for
the channel information dependence and antenna limitation [11]. The undirected
weighted graph in [11] also takes the path loss experienced by the desired signal and
co-channel interference into consideration to better reflect the impact of interference.

Inter-operator interference management is different from the intra-operator inter-
ference management. Coordination between different operators is necessary, especially
in the spectrum-sharing overlapping areas. Resource allocation with concurrent
learning for heterogonous long term evolution (LTE) small cells is proposed in [12],
which is a dynamic resource allocation scheme with a distributed two-level learning
procedure. However, the convergence speed of learning is quite a drawback. In [13], a
hierarchical game approach for multi-operator spectrum sharing is proposed to avoid
the inter-operator interference. A Kalai-Smorodinsky bargaining game among leaders
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and a Stackelberg game between operators and mobile users are employed in this
approach. The co-primary spectrum sharing scenario is a new spectrum access mode to
enable two or more operators to share spectrum resource with the same primary system
[2]. In [2], each operator accesses the shared spectrum pool in a non-orthogonal manner
with asymmetric power levels to solve the inter-operator interference. But such
approach is suitable for the operators with the same priority in spectrum sharing. In
summary, the above-mentioned three papers treat the SUs equally, and the various QoS
requirements from different users are not considered yet in the proposed algorithms.
How to design an interference coordination algorithm with consideration of the various
QoS requirements in the spectrum-sharing overlapping area is the major problem to be
addressed in this paper. More specifically, the U.S. Federal Communications Com-
mission has proposed a dynamic spectrum management framework for a Citizen
Broadband Radio Service (CBRS) governed by SAS [15]. Coexistence of CBRS
networks offered by different operators is such an application scenario.

3 System Scenario and Interference Model

In this section, the system scenario of SAS-based spectrum sharing systems with
multiple operators is presented and the co-channel interference model is discussed.

3.1 System Scenario

As shown in the Fig. 1, two SAS operators (namely, SAS1 and SAS2) coexist with the
same PS, and each SAS is in charge of multiple SUs. Each SU consists of a pair of
transmitter and receiver. In this paper, “Public SAS” is introduced as an authorized
“third-party” agent to coordinate the SASs and exchange necessary information in
between. With the “Public-SAS”, exchange of sensitive SU information between SASs
can be avoided, thus protecting the SUs’ privacy.

3.2 Interference Model

As Fig. 1 shows, the management areas of SAS1 and SAS2 are overlapped. Seri-
ous CCI may exist if there is no coordination between the SASs. The CCI at the i-th SU
receiver is defined as follows:

Ii ¼
X
j2A

Pjd
�aij
ij ð1Þ

where Ii is the CCI of the i-th SU receiver; A is the index set of all co-channel SU
transmitters in the overlapping area; Pj is the transmit power of the j-th SU; dij is the
distance between the i-th SU receiver and the j-th SU transmitter; aij is the path loss
exponent corresponding to the radio link between the i-th SU receiver and j-th SU
transmitter.
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The SINR of a satisfied SU should be no less than its SINR threshold, i.e.,
SINR � SINRth. The main problem to be solved is how to increase the ratio of satisfied
SUs and reduce the CCI in the overlapping area of different SASs.

The SINR of the i-th SU is calculated by

SINRi ¼ 10 lg
Pmax id

�aii
iiP

j2A
Pmax jd

�aij
ij þN0

0
B@

1
CA ð2Þ

where SINRi is the SINR of the i-th SU receiver; Pmaxi is the maximum transmit power
of the i-th SU transmitter; dii is the distance between the i-th SU receiver and the i-th
SU transmitter; aii is the path loss exponent corresponding to the radio link between the
i-th SU receiver and i-th SU transmitter; A is the index set of all co-channel SU
transmitters in the overlapping area; Pmaxj is the maximum transmit power of the j-th
SU; dij is the distance between the i-th SU receiver and the j-th SU transmitter; aij is the
path loss exponent corresponding to the radio link between the i-th SU receiver and j-th
SU transmitter; N0 is the noise power of the i-th SU receiver.

4 Clustering-Based Spectrum Allocation

In this section, the undirected weighted graph is firstly introduced, and then an undi-
rected weighted graph-based clustering procedure is proposed. Finally, the
clustering-based spectrum allocation method is introduced.

     : SU receiver controlled by SAS1 ;           : SU receiver controlled by SAS2

     : SU transmitter controlled by SAS1 ;      : SU transmitter controlled by SAS2

SAS1 SAS2

P-SAS

Overlapping Area

Fig. 1. Inter-operator interference coordination in the spectrum-sharing overlapping area. Note:
“P-SAS” is the proposed third-party agent to coordinate the different SASs.
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4.1 Undirected Weighted Graph

As shown in Fig. 2, the undirected weighted graph G = (V, E, W) consists of all
secondary systems (SS) in the spectrum-sharing overlapping area, and each SS consists
of a pair of SU transmitter and SU receiver. V is the set of vertices and each vertex is
corresponding to a SS. E is the set of edges between two SSs. W is the weight set, i.e.,
W = {wij}.

The weight (wij) can be defined in different ways. The weight defined by (3) reflects
the relative interference level to the desired signal. Bigger weight represents the rela-
tively weaker interference. Considering the SUs usually have different QoS require-
ment, e.g., SINR threshold, the weight in (3) treats the SUs equally. This observation
motivated us to define a novel weight which takes the SUs’ different QoS requirements
into consideration. The newly proposed weight is defined by (4). The weight in (4) is
normalized by each SU’s SINR threshold, therefore, the weight can reflect the relative
interference to the desired signal as well as the SINR requirement. Generally, bigger
weight indicates relatively smaller interference.

wij ¼ Pmax id
�aii
ii

Pmax jd
�aij
ij

þ Pmax jd
�ajj
jj

Pmax id
�aji
ji

; ð3Þ

wij ¼ Pmax id
�aii
ii

Pmax jd
�aij
ij SINRthi

þ Pmax jd
�ajj
jj

Pmax id
�aji
ji SINRthj

; ð4Þ

where wij is the weight between the i-th SU pair and the j-th SU pair; SINRthi is the
SINR threshold of the i-th SU receiver; SINRthj is the SINR threshold of the j-th SU
receiver; the definitions of the other parameters are the same as (2).

w12

w13

w14

w34

w23

w24

1 2

34

Fig. 2. Undirected weighted graph considering four spectrum-sharing secondary systems
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4.2 Undirected Weighted Graph-Based Clustering Approach

As shown in Figs. 3 and 4, in order to take the SUs’ different QoS requirements (more
specifically, SUs’ SINR requirements) into account, a clustering procedure is proposed.
In some sense, the undirected weighted graph-based clustering procedure can be
viewed as a greedy algorithm. The most demanding SU, which has the highest SINR
threshold in the un-clustered set, is selected as the first cluster member. Then, select the
other members in an order such that the sum of weights remains the largest.

To explain the proposed clustering procedure, a step-by-step illustration is shown in
Fig. 3 and discussed as follows. In Fig. 3, as a simple example, there are 4 SSs in the
un-clustered set. To establish the first cluster, i.e., Cluster-1, the SINR thresholds of these
four SSs are compared and then pick out the most demanding SS, i.e., the SS with the
maximal SINR threshold as the first member of Cluster-1. For this example, SS1 has the
highest SINR threshold. Therefore, SS1 is selected as the first cluster member of Cluster-1.
Next, the weights between SS1 and the other three SSs, i.e., {w12,w13,w14}, are calculated.
Assuming w13 is the largest weight among w12, w13 and w14, the SS3 is picked out and put
into Cluster-1. Then, the SINR of all SSs in Cluster-1 (i.e., SS1 and SS3) are estimated and
compared against their corresponding SINR thresholds. If every SS in the Cluster-1 meets
its SINR threshold, it confirms that SS3 can be successfully put into Cluster-1; otherwise,
when there is additional channel available, a new cluster (Cluster-2) can to be created to
accommodate SS3. For this example, SS3 can be successfully put into Cluster-1.

Repeat the same procedure for the remaining SSs in the un-clustered set. The sum
of weights between SS2 and the SSs in Cluster-1 are calculated (i.e., w12 + w23), which
is then compared with the sum of weights between SS4 and the SSs in Cluster-1 (i.e.,
w14 + w34). Assuming w12 + w23 > w14 + w34, SS2 is picked out and put into
Cluster-1. The SINR of all SS in Cluster-1 (i.e., SS1, SS3, and SS2) are estimated again
and compared against their corresponding SINR thresholds. If all SSs in the Cluster-1
still meet their SINR thresholds, SS2 can be successfully put into Cluster-1. Otherwise,
as long as there is additional available channel, a new cluster needs to be created.
Finally, check whether the last SS left in the un-clustered set can be successfully put
into Cluster-1. For this example, a new cluster (i.e., Cluster-2) needs to be created to
accommodate SS4. Note: when there is no additional channel available for creating a
new cluster, the SSs left in the un-clustered set might be put into the last cluster.

Cluster-1

w12

w13

w14

w34

w23

w24

1 2

34

Un-clustered set

1

Cluster-1

1

3

Cluster-1

1

3

2

Pick the 
maximal 
SINRth1

w13>w12
&

w13>w14

w13+w23
>

w14+w34

Cluster-2

4

Fig. 3. Illustration of the proposed clustering procedure
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In the proposed clustering procedure, each SS’s SINR requirement and the inter-
ference between different SSs are considered altogether. In this way, the number of
satisfied SSs can be increased while reducing the sum of co-channel interference.

Set A(m)=Ø ,select the Tx-Rx pair with 
biggest SINR threshold from the un-

clustered set into A(m)

Form an undirected weighted graph

Calculate all the weights and sort them in a 
descending order 

Set m=1

For each clustered pair:
SINR - SINRth  0 ?

Select the Tx-Rx pair from the un-clustered 
set into A(m), such that the sum of weights 

between the clustered pairs is biggest

The un-clustered set is 
the empty set?

N

N

Y

Output the 
clustering result

Y

m=m+1

Remove the last pair from the clustered set 

Put all the Tx-Rx pairs in the overlapping 
area into the un-clustered set 

Remove the clustered pairs from the un-
clustered set

Number of clusters (m) = 
Number of available channels ?

N

Put the un-clustered pairs into the last cluster

Y

Fig. 4. Flowchart of the proposed clustering-based spectrum allocation scheme
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4.3 Clustering-Based Spectrum Allocation Method

Spectrum allocation is based on the clustering result. As the SUs in the same cluster
have relatively low interference, SUs in the same cluster can share the same spectrum
whereas SUs in different clusters should use different spectrum. SUs are marked by the
corresponding cluster index, therefore, SASs can allocate available spectrum to each
SU based on its associated cluster index.

The flowchart of the proposed clustering-based spectrum allocation scheme is
shown in Fig. 5. Predefined events, such as the change of SINR threshold, may trigger
the start of interference coordination by sending the event indicator. An SAS, say,
SAS1, in the overlapping area sends the related information to the public-SAS for
clustering. The public-SAS process the received information and then collects the
needed information from other SAS, say, SAS2. Each SAS allocates spectrum to each
SU according to the received cluster information from the public-SAS. It’s worth
noting that the received cluster information of each SAS doesn’t contain any user
information of the other SASs, thus protecting the privacy of user information.

5 Power Adjustment Procedure

Once the clustering-based spectrum allocation is completed, power adjustment can be
applied to further reduce the sum of CCI.

SAS1 SAS2

 location,
 SINR threshold,

maximum 
transmit power

Event indicator

 Event Trigger

SSSS

Event indicator

Public-SAS

Cluster Formation

location,
 SINR threshold,

maximum 
transmit power

Cluster information
(location, 

cluster index)

Cluster information
(location, 

cluster index)

Spectrum Spectrum

 Event indicator

Fig. 5. Flowchart of the proposed clustering-based spectrum allocation scheme. Note that
“Public-SAS” is the proposed third-party agent to coordinate the different SASs in the
overlapping areas.
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SINR margin is a newly proposed parameter, which is defined as the difference
between the actual SINR and the SINR threshold. In a cluster, it is possible that the
actual SINR of some SUs are much bigger than their SINR thresholds. Based on such
observation, SINR margin-based power adjustment approach is proposed to reduce the
unnecessary SINR margin. By decreasing the transmit power of SU, SINR margin can
be reduced to the SINR margin threshold.

SINR margin can be determined for each cluster. For example, when we set the
SINR margin threshold to be 0 dB, it means that each SU needs to reduce the transmit
power until the SINR of an SU is equal to its SINR threshold.

The flowchart of the clustering-based spectrum allocation and power adjustment
scheme is shown in the Fig. 6. After clustering and spectrum allocation, SINR margin
threshold of each cluster is determined according to the information of cluster mem-
bers. And then SUs should reduce their transmit power until its SINR margin is equal
to the SINR margin threshold.

SAS1 SAS2

 location,
 SINR threshold,

maximum 
transmit power

Event indicator

 Event Trigger

SSSS

Event indicator

SINR margin threshold

Public-SAS

Cluster Formation

location,
 SINR threshold,

maximum 
transmit power

Cluster information
(location, 

cluster index)

Cluster information
(location, 

cluster index)

Determine the SINR 
margin threshold of each 

cluster

Spectrum Spectrum

Cluster information
(cluster index,
SINR margin 

threshold)

 Event indicator

Cluster information
(cluster index,
SINR margin 

threshold)
SINR margin threshold

Fig. 6. Flowchart of the proposed clustering-based spectrum allocation and power adjustment
scheme. Note that “Public-SAS” is the proposed third-party agent to coordinate the different
SASs in the overlapping areas.
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6 Performance Simulations

Simulations are conducted to evaluate the performance of the proposed algorithms.

6.1 Simulation Scenario

In the simulation, 12 SSs belonging to different SASs coexist in an area of
100 m � 100 m. For a given time instance, it is assumed that there is only one pair of
SU transmitter and receiver in each SS. SSs in the spectrum sharing overlapping area
are small cells with various SINR requirements, and the radius of each SS is assumed to
be 20 m. The transmitter is at the cell center and the receiver is at the cell edge.

6.2 Simulation Parameters

Major simulation parameters are listed in Table 1. The SINR thresholds of 12 SUs are
different from each other, ranging from 9 dB to 20 dB with a step size of 1 dB.

6.3 Ratio of Satisfied SUs

In this simulation, we only change the random locations of the 12 SUs in 10000
simulation runs, and get the ratio of satisfied SUs (i.e., SINR � SINRth). As shown in
Table 2, the ratio of satisfied SUs can be increased with the proposed weight setting
and it can be further increased with the power adjustment.

Table 1. List of simulation parameters

Symbol Definition Value

Np Number of secondary systems (SU Tx-Rx pairs) 12
Nc Number of available channels 3
NF Noise figure of SU receiver 5 dB
SINRth SINR threshold 9 dB–20 dB
Pmax1 Maximum transmit power of the former 6 SUs 3 dBm
Pmax2 Maximum transmit power of the latter 6 SUs 0 dBm
aii = ajj Path loss exponent 2.5
aij = aji Path loss exponent 3.5
SINRth_margin SINR margin threshold 0 dB

Table 2. Ratio of satisfied SUs

Algorithm
in use

Sequential
Coloring
[9]

Using the proposed
clustering procedure
with the existing
weight as defined by
(3) (without power
adjustment)

Using the proposed
clustering procedure
with the proposed
weight as defined by
(4) (without power
adjustment)

Using the proposed
clustering procedure
with the proposed
weight as defined by
(4) (with power
adjustment)

Ratio of
satisfied
SUs

82% 84% 95% 96%
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6.4 Comparison of the CDF of SINR

In this simulation, SU1 has the highest SINR requirement, i.e., 20 dB. In Fig. 7, the
SINR cumulative distribution function (CDF) curve corresponding to SU1 is plotted.
As shown in Fig. 7, in sense of probability of satisfying the SINR threshold, the
proposed weight scheme results in better performance than the existing weight. The
probability of failing to meet the SINR requirement is about 6% with the sequential
coloring algorithm when using the existing weight, while it is reduced to 0% when
adopting the proposed weight setting. In addition, the SINR values are more concen-
trated after applying the power adjustment.

6.5 Sum of Co-channel Interference

In this simulation, the sum of co-channel interference is defined by (5).

Isum ¼
XNc
m¼1

X
i;j2Cm

Pjd
�aij
ij ð5Þ

where Cm represents the m-th cluster; Nc is total number of the clusters in the over-
lapping area; Pj is the transmitting power of the j-th SS; dij is the distance between the
transmitter in the j-th SS to the receiver in the i-th SS; aij is the path loss exponent
between the transmitter in the j-th SS to the receiver in the i-th SS.

10 20 30 40 50 60 70 80
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

SINR of SU1 (dB)

C
D
F

Baseline approach: sequential coloring
Existing weight w/o power adjustment
Proposed weight w/o power adjustment
Proposed weight with power adjustment

SINR
threshold

Using the proposed clustering procedure

Fig. 7. CDF of SINR of SU1
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Figure 8 shows the sum of co-channel interference when using different algorithms.
Simulation results demonstrate that the proposed weight leads to better performance in
terms of sum interference as compared to the traditional weight. Furthermore, the sum
of interference can be further reduced with the power adjustment according to the SINR
margin.

7 Conclusion

In this paper, the inter-operator interference in the overlapping area of different SASs is
addressed without directly exchanging SUs’ sensitive information between SASs.
A clustering-based spectrum allocation and power adjustment scheme is proposed to
improve the ratio of satisfied SUs while reducing the sum of co-channel interference. In
the clustering procedure, a novel weight is defined and employed in the undirected
weighted graph, which takes each SU’s SINR requirement into account. Furthermore,
the SINR margin-based power adjustment is employed to further reduce the sum
interference. Simulation results, such as the ratio of satisfied SUs, the CDF of SINR
and the sum interference, demonstrate the effectiveness and advantages of the proposed
algorithm. The proposed scheme is also applicable to scenarios with mobile SUs. The
only difference is that the clustering algorithm needs to be conducted periodically in
response to the topology changes due to UE mobility. Given the limited number of
available channels, when the number of SUs keeps increasing, not all SUs’ QoS
requirements could be satisfied through clustering and power adjustment. Further
interference management (such as interference alignment) can be applied within each
cluster to accommodate even more SUs, which is worthy investigation in the future.
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Abstract. Both faster-than-Nyquist (FTN) and cognitive radio go
towards an efficient use of spectrum in radio communications systems
at the cost of an added computational complexity at the receiver side.
To gain the maximum potential from these techniques, non-data-aided
receivers are of interest. In this paper, we use fourth-order statistics to
perform blind symbol rate estimation of FTN signals. The estimator
shows good performance results for moderate system’s densities beyond
the Nyquist rate and for a reasonable number of received samples.

Keywords: Blind symbol rate estimation · Spectrum sensing
Faster-than-Nyquist signaling · Cyclostationary signals
Higher-order statistics

1 Introduction

Cognitive radio (CR) is primarily intended to improve the utilization of the
radio electromagnetic spectrum [8]. To this end, a CR system can be basically
described by a two-step process: (i) radio scene analysis (i.e., detection of spec-
trum holes, estimation of the signal-to-interference-plus-noise ratio...) and (ii)
selection and operation of an appropriate waveform (i.e., channel estimation,
transmit power control...). Among the constraints to be fulfilled by the chosen
waveform, flexibility and spectral efficiency are found at the top of the list [2].

In the past decades, radio transmission systems were tied to the Nyquist
criterion to ensure perfect reconstruction of the symbols with the help of linear
systems. The symbol rate was thus bounded by the bilateral bandwidth of the
transmitted signal and the only way to increase the spectral efficiency was to
increase the constellation size. Even if significant improvements in the receivers
sensitivity justify this approach, one may still wonder if the Nyquist criterion is
a necessary condition for reliable transmission of information.

The idea of “faster-than-Nyquist” (FTN) signaling was first developed by
Mazo [11] in 1975: the symbol rate is increased such that interpulse interference
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

P. Marques et al. (Eds.): CROWNCOM 2017, LNICST 228, pp. 200–210, 2018.

https://doi.org/10.1007/978-3-319-76207-4_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-76207-4_17&domain=pdf
http://orcid.org/0000-0001-9530-4506
http://orcid.org/0000-0003-4352-3971


Faster-than-Nyquist 201

cannot be cancelled by linear filtering at the receiver side. However, FTN systems
operating below the Mazo limit may preserve similar performance to that of
Nyquist systems, at the cost of non-linear processing [6]. Unfortunately, the
additional algorithmic complexity induced has delayed the implementation of
FTN systems for several decades. Iterative equalization and decoding techniques
[5,19] combined with increasing computational capabilities have renewed the
interest in FTN signaling, enabling spectral efficiency gains up to 8–20 % [1,10,
12,14,15].

In most applications, pilots and preambles are usually inserted to assist syn-
chronization in receivers. However, it is preferable not to send these helper ele-
ments to preserve the spectral efficiency brought by FTN. It is thus desirable to
perform non-data-aided (i.e., blind) spectrum sensing, synchronization, channel
estimation... However, FTN signaling rises several challenges due to the absence
of second-order cyclic-correlation features, as it will be shown in the following.
In particular, state of the art signal detection and blind symbol rate estimation
techniques using second-order cyclostationarity do not apply in the FTN case
[9,13,18].

In this paper, we show that a fourth-order extension of the symbol rate
estimator presented in [4] is required to operate on FTN signals. We discuss the
performance of our estimator in terms of dynamic range with respect to several
parameters such as the transmission density or the number of received symbols.

The paper is organized as follows. Section 2 first defines a single-carrier FTN
signal model and analyzes the conditions under which higher-order cyclosta-
tionary features are present. Secondly, a blind symbol rate estimator for FTN
signals is proposed using the reduced-dimension cyclic temporal moment func-
tion. Section 3 discusses the performance of the proposed estimator by means of
simulations over an additive white Gaussian noise (AWGN) channel. Concluding
remarks and insights are presented in Sect. 4.

2 System Model: Single-Carrier Linear Transmitter

2.1 Faster-than-Nyquist Signaling

Let {ck}k∈Z be a square summable sequence of independent and identically dis-
tributed (IID) symbols to be transmitted. Each complex symbol ck is taken in a
constellation A. The complex baseband signal at the output of the transmitter
is obtained by associating each ck with a pulse shape h(t) ∈ C of finite energy

s(t) =
∞∑

k=−∞
ck h(t − kTs), t ∈ R (1)

with Ts the elementary symbol spacing.
For this system, we can define the transmission density as ρ = 1/(TsB)

where B is the transmitted signal bandwidth (assumed finite). Based on the
frame theory [3, Chap. 7], one can note that:
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– if ρ ≤ 1, perfect symbol recovery can be obtained using a linear receiver;
– if ρ > 1, inter-symbol interference unconditionally appears at the output of

a linear receiver, but symbols may still be recovered by using a nonlinear
post-processing, knowing the initial constellation [6].

The former category includes traditional Nyquist systems while the latter defines
FTN systems throughout this paper.

2.2 Higher-Order Statistics of FTN Signals

The nth-order statistical moment of the transmitted signal is given by [7]

Rs(t, τ )n = E

{
n∏

i=1

s(∗)i(t + τi)

}
= E

{
n∏

i=1

∞∑
k=−∞

c
(∗)i
k h(∗)i(t − kTs + τi)

}

=
∑
k1∈Z

· · ·
∑

kn∈Z

E
{

c
(∗)1
k1

. . . c
(∗)n
kn

}
h(∗)1(t − k1Ts + τ1) . . . h(∗)n(t − knTs + τn) (2)

where (·)(∗)i indicates an optional conjugation on the ith factor and τ =
[τ1, . . . , τn]T , with (·)T the transpose operator. In the following, we consider
any conjugation set that allows the expectation in (2) being non-zero for some
combination k1, . . . , kn. A discussion on this choice can be found in [16]. The sec-
ond and higher-order moment functions of a linearly modulated signal have been
widely described in [17]. One remarks from (2) that Rs(t + Ts, τ )n = Rs(t, τ )n.
We consider that Rs(t, τ )n is absolutely integrable over a period Ts so that we
can develop the Fourier series with coefficients

Rα
s (τ )n =

1
Ts

∫ Ts/2

−Ts/2

Rs(t, τ )ne−j2παtdt (3)

where α denotes the cyclic frequency which may be non-zero for particular values
p/Ts, p ∈ Z. The expression in (3) is commonly referred to as the cyclic temporal
moment function (CTMF). The transmitted signal is said nth order cyclosta-
tionary if there exists some non-zero α such that (3) is non-zero. To prove that
higher-order cyclostationary features are present in FTN signals, let us consider
the case k1 = k2 = · · · = kn = k yielding

Rs(t, τ )n = Rc,n

∞∑

k=−∞

n∏

i=1

h(∗)i(t − kTs + τi) (4)

where we define Rc,n = E {|ck|n} assumed non-zero in the following. Without
loss of generality and for the sake of simplicity, we consider here the reduced-
dimension cyclic temporal moment function (RD-CTMF) by setting τn = 0

Rα
s (τ ′)n =

1
Ts

∫ Ts/2

−Ts/2

Rs(t, τ ′)ne−j2παtdt

=
Rc,n

Ts

∫ ∞

−∞
h(∗)n(t)

n−1∏

i=1

h(∗)i(t + τi)e−j2παtdt (5)
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where τ ′ = [τ1, . . . , τn−1]T , are the reduced-dimension time lags. Since linearly
modulated signals considered here are assumed bandlimited, a frequency rep-
resentation of the RD-CTMF is of interest. To this extent, we introduce the
reduced-dimension cyclic spectral moment function (RD-CSMF):

Sα
s (f ′)n =

∫

τ ′
Rα

s (τ ′)n e−j2πf ′T τ ′
dτ ′ (6)

where f ′ = [f1, . . . , fn−1]T are the reduced-dimension frequency lags. Let us
define 1 = [1, . . . , 1]T the indicator column vector function of size n − 1. For
the sake of notation simplicity, we consider in the following that the pulse shape
takes values in the real field (i.e., h(t) ∈ R). It can be then shown [17] that

Sα
s (f ′)n =

Rc,n

Ts
H(α − 1T f ′)

n−1∏

i=1

H(fi) (7)

where H(f) is the Fourier transform of the impulse response h(t), assumed
bandlimited such that H(f) = 0 if f �∈ [−B/2;B/2]. After having derived the
nth order RD-CSMF, we focus on two particular cases, n = 2 and n = 4.

Example 1 (Second-order cyclostationarity). We obtain from (7):

Sα
s (f ′)2 =

Rc,2

Ts
H(α − f1)H(f1), α =

p

Ts
, p ∈ Z. (8)

One remarks that

– if ρ ≤ 1 (non-FTN case), then 1/Ts ≤ B and there exists f1 ∈ R, p ∈ Z
∗ such

that Sα
s (f ′)2 �= 0;

– if ρ > 1 (non-FTN case), then 1/Ts > B and Sα
s (f ′)2 = 0 for any f1 ∈ R and

p ∈ Z
∗.

In other words, the transmitted signal is not cyclostationary at the second order
for FTN signals. This fact is crucial and makes it theoretically impossible to
blindly estimate the symbol rate of FTN systems by means of a second order
cyclostationary analysis of the received signals.

Example 2 (Fourth-order cyclostationarity). We obtain from (7):

Sα
s (f ′)4 =

Rc,4

Ts
H(α − (f1 + f2 + f3))H(f1)H(f2)H(f3) (9)

One remarks that independently of the value of ρ, there exists f ′, p ∈ Z
∗ such

that
Sα

s (f ′)4 �= 0. (10)

Therefore, a fourth-order analysis of the received signals allows blind symbol
rate estimation for both non-FTN and FTN signals by means of an appropriate
processing to be specified in the next Section.
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h v Estimator{ck}
s(t)

w(t)

r(t)
x(t)

mT

{x[m]}
1/T̂s

Fig. 1. Linear transmission system over a bandlimited AWGN channel.

2.3 Proposed Estimator over the AWGN Channel

System model is depicted in Fig. 1. White noise with spectral density 2N0 is
added to the linearly modulated signal:

r(t) = s(t) + w(t). (11)

An ideal bandlimiting filter with frequency response V (f) = 1/
√

B if |f | ≤ B/2
and V (f) = 0 otherwise is then applied to the received signal so that

x(t) = (r ∗ v)(t) =
K−1∑

k=0

ck(h ∗ v)(t − kTs) + (w ∗ v)(t)

=
K−1∑

k=0

ckg(t − kTs) + n(t) (12)

where g(t) = (h∗v)(t), n(t) = (w∗v)(t) and where K is the number of transmitted
symbols. The signal is sampled at instants mT . We consider without loss of
generality that Ts is a multiple of T :

x(mT ) =
K−1∑

k=0

ckg(mT − kTs) + n(mT ) (13)

with n(mT ) ∼ CN (0, σ2
n). Due to the finite impulse response of the transmission

filter, we consider that x(mT ) can be truncated to M non-zero samples. At the
receiver, an estimation of the RD-CTMF (5) is obtained by [17]

R̂α
x (τ ′) =

1
T

M−1∑

m=0

x(∗)n(mT )
n−1∏

i=1

x(∗)i(mT + τi)e−j2π α
M mT . (14)

where the transmitted signal is assumed to be nth order cycloergodic so that
the expectation in (2) can be replaced by a time average [16]. The chosen blind
symbol rate estimator based on [4] first computes (14) for all discrete delay
vectors τ ′ taken in T = {−Δτ/2,−Δτ/2 + 1, . . . ,Δτ/2}n with Δτ a positive
integer. Secondly, the sum of squared absolute values from the previous step is
maximized with respect to the (non-zero) cyclic frequency:
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1/T̂s = argmax
α�=0

Ψ(α) (15)

with
Ψ(α) =

∑

τ ′∈T
|R̂α

x (τ ′)|2. (16)

In the following, the transmitted signal is built using a binary phase-shift
keying (BPSK) constellation and a pulse shaping filter h(t) chosen as a square-
root-raised cosine (SRRC) with roll-off factor 0.2. Considering this excess band-
width, the inter-symbol interference (ISI)-free reference is at ρ = 0.83. The
oversampling factor is given by Ts/T = 10 and we set T = 1. Furthermore,
(14) is implemented with a discrete Fourier transform so that α ∈ F with
F = {−1/2,−1/2 + 1/M, . . . , 1/2 − 1/M}. Subsequent notation assumes that
0,−1/Ts, 1/Ts ∈ F . However, approximate values do not change significantly
the results as M gets large enough.

To illustrate the previous analysis, the empirical fourth-order RD-CTMF is
depicted in Fig. 2 in an FTN case (ρ = 1.2). A peak at α = 1/Ts confirms the
ability to blindly estimate the symbol rate in the absence of noise. In Fig. 3, the
signal-to-noise ratio is given by Eb/N0 = 5 dB with Eb the energy per transmit-
ted bit. Clearly, an observation of length K = 600 symbols is not sufficient to
reveal cyclic features while K = 60000 seems sufficient.
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(a) α = 0
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(b) α = 1/Ts

Fig. 2. Estimated fourth-order RD-CTMF, 10 log
(
R̂α

s (τ ′)
)
, after K = 60000 trans-

mitted symbols, ρ = 1.2, section τ3 = 0.

We note that for α = 1/Ts, the energy is distributed over a given delay
span bounded by Δτ . This observation will allow us in the following Section to
configure the proposed ad-hoc symbol rate estimator.
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(c) α = 1/Ts, N = 60000
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(d) α = 1.2/Ts, N = 60000

Fig. 3. Estimated fourth-order RD-CTMF, 10 log
(
R̂α

x (τ ′)
)

for Eb/N0 = 5 dB, ρ = 1.2,

section τ3 = 0.

3 Simulations

As stated before, the proposed estimator sums the available estimated RD-
CTMFs over the delay span Δτ to produce a peak at the transmitted sym-
bol rate. The estimated symbol rate corresponds to the cyclic frequency that
maximizes Ψ(α). Figure 4 shows the aforementioned function to be maximized
(excluding the continuous component α = 0). Consequently, the estimator per-
formance may be roughly measured through the dynamic range of Ψ(α), defined
as the ratio between its value at the actual symbol rate and its mean:

R =
Ψ(1/Ts)

Ψ̄(α)
(17)

where
Ψ̄(α) =

1
M − 1

∑

α∈F\{0}
Ψ(α). (18)

Figure 5 shows the dynamic range of the blind symbol rate estimator for
different values of the maximum delay span Δτ . As the span increases, the
performance increases as well since the received white noise samples are averaged
in time. In the following simulations, the time lag span is fixed to 10 samples.

Figure 6 shows the dynamic range of the blind symbol rate estimator for
different system’s densities. The dynamic range decreases with system’s density
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Fig. 4. Sum over τ1, . . . , τ3 of the estimated fourth-order RD-CTMF, Es/N0 = 5dB,
ρ = 1.2, K = 60000 received symbols.
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Fig. 5. Dynamic range of the symbol rate estimator for ρ = 1.2 and K = 60000.

and increases with Eb/N0. After evaluating the dynamic range for various system
densities, we observe that it is not linear in ρ and that density values above
ρ = 1.4 yield a dynamic range close to 0 dB making impossible the symbol rate
estimation with the values of Eb/N0 and K considered so far.

The impact of the observed frame length on the dynamic range is shown in
Fig. 7 for ρ = 1.2. We show that for a given frame length, there is an Eb/N0

threshold from which correct estimation is possible.
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Fig. 6. Dynamic range of the symbol rate estimator for K = 60000.
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Fig. 7. Dynamic range of the symbol rate estimator for ρ = 1.2.

4 Conclusion

In this paper, we have addressed the problem of blind symbol rate estimation
of FTN signals using fourth-order statistics. After showing that at least fourth-
order statistics are required in the FTN case, we have evaluated by simulation the
performance of an ad-hoc blind symbol rate estimator. Simulations show that
performance is highly dependent on system’s density, available frame length,
and signal-to-noise ratio. In particular, the fourth-order symbol rate estimator
shows good performance results for moderate system’s densities (up to ρ =
1.4) and for high frames length (around K = 60000 received symbols). Future
work should address the high density and short-length case by introducing other
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than fourth-order statistical signatures of the received signals. In addition to
the dynamic range measurement, it would also be appropriate to extend the
estimator performance evaluation to the calculation of its statistics. This work
could also be extended to the case of general channel models.
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Appendix: Statistical Moments for Different Conjugations

Below are listed all possible conjugation combinations and the resulting expec-
tation term in the autocorrelation function in (2). We restrict our analysis up to
fourth-order statistics of BPSK and quadrature phase-shift keying (QPSK) con-
stellations. The expectation term has been defined as

Rc,n = E
{

c
(∗)1
k1

. . . c
(∗)n
kn

}
.

For a given constellation, we list below all possible combinations for the partic-
ular case k1 = k2, . . . , kn = k:

Rc,1 ∈ {E {ck} ,E {c∗
k}} ,

Rc,2 ∈ {E {ckck} ,E {c∗
kck} ,E {c∗

kc∗
k}} ,

Rc,3 ∈ {E {ckckck} ,E {c∗
kckck} ,E {c∗

kc∗
kck} E {c∗

kc∗
kc∗

k}} ,

Rc,4 ∈ {E {ckckckck} ,E {c∗
kckckck} ,E {c∗

kc∗
kckck} ,E {c∗

kc∗
kc∗

kck} ,E {c∗
kc∗

kc∗
kc∗

k}} .

For a BPSK constellation with ck ∈ {1,−1}, we have Rc,1 = {0, 0}, Rc,2 =
{1, 1, 1}, Rc,3 = {0, 0, 0, 0}, Rc,4 = {1, 1, 1, 1, 1}.

For a QPSK constellation with ck ∈ {1 + j, 1 − j,−1 + j,−1 − j} /
√

2, we
obtain Rc,1 = {0, 0}, Rc,2 = {0, 1, 0}, Rc,3 = {0, 0, 0, 0}, Rc,4 = {−1, 0, 1, 0,−1}.

Odd orders lead to all statistical moments being zero for zero-mean constella-
tions. For the fourth-order statistical moments, additionally, the particular cases
k1 = k2, k3 = k4 and k1 = k3, k2 = k4 are not zero and yield the same statistical
moments presented before.
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3. Christensen, O.: Frames and Bases: An Introductory Course. Applied and Numer-
ical Harmonic Analysis. Springer/Birkhäuser, Boston/London (2008). https://doi.
org/10.1007/978-0-8176-4678-3. OHX

4. Ciblat, P., Loubaton, P., Serpedin, E., Giannakis, G.B.: Asymptotic analysis of
blind cyclic correlation-based symbol-rate estimators. IEEE Trans. Inf. Theory
48(7), 1922–1934 (2002)
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Abstract. In this paper we investigate the impact that incomplete
knowledge regarding user activity can have on the equilibrium transmis-
sion strategy for an OFDM-based communication system. The problem
is formulated as a two user non-zero sum game for independent fading
channel gains, where the equilibrium strategies are derived in closed form.
This allows one to show that a decrease in uncertainty about the user
activity could reduce the number of subcarriers jointly used by the users.
For the boundary case (with complete information, which reflects a clas-
sical water-filling game) the equilibrium strategies are given explicitly.
The necessary and sufficient conditions, when channels sharing strate-
gies are optimal, is established as well as the set of shared subcarriers is
identified. The stability of the upper bound of the size of this set with
respect to power budgets is derived.

Keywords: OFDM · Nash equilibrium · NC-OFDM
Multicarrier modulation

1 Introduction

Multiuser power control problems in wireless networks employing orthogonal
frequency division multiplexing (OFDM) technology [15] and its variants like
noncontiguous orthogonal frequency division multiplexing (NC-OFDM), where
only a subset of all subcarriers are used due to either to avoid incumbent trans-
missions or tactical considerations [19] have received significant research interest
in current and future wireless communication systems due to their reliability,
adaptability and spectral efficiency. Selfish behaviour of users in OFDM style
systems has been extensively studied in the literature (see, for example [11], and
references therein). An important tool for designing optimal power allocation as
well as estimating their effectiveness is game theory. This is due to the fact that,
in general, such systems are multi-agent systems where each agent has its own
(selfish) goal to achieve. Game theory supplies solutions for such multi-agent
problems as well as methods to find them (see, for example [11] as a survey for
such concepts and applications to wireless problems). In [21], a multiuser power
control problem in a frequency-selective interference channel was modeled by a
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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two-player game. A condition on fading channel gains was derived to guarantee
existence of a Nash equilibrium as well as that this equilibrium is unique and
stable, i.e., an iterative water-filling algorithm can efficiently reach the Nash
equilibrium. In [12], a power allocation problem in the downlink of wireless net-
works, where multiple access points send independent coded network informa-
tion to multiple mobile terminals through orthogonal channels was formulated as
non-zero sum game. It was proven that this is a potential game having a unique
equilibrium with probability one. In [16], a problem to maximize information
rates for the Gaussian frequency-selective interference channel was formulated
as a noncooperative game of complete information and an asynchronous iterative
water-filling algorithm was proposed to achieve the Nash equilibria. In [1], closed
form solutions for the symmetric water-filling game with equal crosstalk coeffi-
cients was obtained. This allows one to derive the conditions for which there is a
unique solution or multiple solutions. In [17], the saddle point was found explic-
itly in a jamming game where a user and a jammer has enough energy to employ
all the channels in their optimal behaviour. In [3,4], a game theoretic analysis of
secret and reliable communication under combined jamming and eavesdropping
attack was given. In [18], a problem of multiband transmission under hostile
jamming modeled by zero-sum game was solved. In [9], a bargaining solution
over the fair trade-off between secrecy and throughput was derived.

In this paper, we investigate the impact that incomplete knowledge about
user activity can have on the equilibrium OFDM transmission strategy. The
problem is formulated as a two user non-zero sum game for independent fading
channel gains. This impact is investigated by means of two algorithms devel-
oped to find equilibrium strategies. The first is the best response strategies algo-
rithm illustrating learning mechanism to reach an equilibria. The second one is
a superposition of two bisection methods based describing the equilibrium in
closed form. For the case of complete knowledge about whether a user is active
(which corresponds to classical water-filling problem) the equilibrium strategies
are given explicitly. To the best of our knowledge, this classical water-filling game
has not been yet solved explicitly in the literature. The necessary and sufficient
conditions for when subcarrier sharing strategies are optimal is established, as
well as the set of shared subcarriers is identified.

The organization of this paper is as follows: in Sect. 2, a model of transmis-
sion with incomplete information is formulated, and the convergence of the best
response algorithm is proven. In Sect. 3, the equilibrium strategies are derived in
closed form as well as an algorithm to find them based on superposition of bisec-
tion methods is given. In Sect. 4, for the boundary case of complete information
the strategies are found explicitly. Finally, in Sect. 5, conclusions are offered, and
in Appendix sketch of the proof of the obtain results are given.

2 Formulation of the Problem

We assume that the total spectrum band that can be used jointly by two users
for communication with one receiver is split into n subcarriers. One of the users
(called, user 1) is active, i.e., he communicates with certainty. User 1 has only
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a priori knowledge about the other user (called, user 2) being active. Namely,
user 1 knows that with a priori probability q1 that user 2 will be active, while
with probability q0 user 2 will not be active.

The strategy of user j (j = 1, 2) is a power allocation vector P j =
(P j

1 , . . . , P j
n) with P j

i ≥ 0 is the power assigned to transmit in subcarrier i,
∑n

i=1 P j
i = P

j
where P

j
is the total power to transmit. Let Πj be the set of all

feasible strategies for user j. The payoff v1 to user 1 is the expected throughput,
while the payoff v2 to user 2 is the throughput given as follows:

v1(P 1,P 2) = q1
n∑

i=1

ln
(

1 +
h1

i P
1
i

σ2 + h2
i P

2
i

)

+ q0
n∑

i=1

ln
(

1 +
h1

i P
1
i

σ2

)

,

v2(P 1,P 2) =
n∑

i=1

ln
(

1 +
h2

i P
2
i

σ2 + h1
i P

1
i

)

,

(1)

where hj
i is the fading channel gains and σ2 is the background noise power. Thus,

in (1), we deal with the scenario involving independent fading channels.
Since user 1 has only a priori knowledge about whether user 2 is active,

while user 2 knows about his activity, this is a Bayesian game [11]. Bayesian
approaches have been widely used for modeling network problems, such as to
incorporate an incentive mechanism in a cooperative medium access scheme in
a wireless relaying network [13], to design anti-eavesdropping strategies when
eavesdropper might be an active adversary [6], and for intrusion detection in
wireless ad hoc networks [20].

We look for (Nash) equilibrium strategies. Recall that (P 1
∗ ,P 2

∗ ) is an
equilibrium if and only if for any (P 1,P 2) the following inequalities holds:
v1(P 1,P 2

∗ ) ≤ v1(P 1
∗ ,P 2

∗ ) and v2(P 1
∗ ,P 2) ≤ v2(P 1

∗ ,P 2
∗ ). Thus, (P 1

∗ ,P 2
∗ ) is an

equilibrium if and only if they are the best response strategy to each other.
i.e., P 1

∗ = BR1(P 2
∗ ) := argP 1∈Π1 max v1(P 1,P 2

∗ ) and P 2
∗ = BR2(P 1

∗ ) :=
argP 2∈Π2 max v2(P 1

∗ ,P 2).

Theorem 1
(a) The considered game has an equilibrium.
(b) The best response strategies (P 1,P 2) = (BR1(P 2),BR2(P 1)) can be

found in water-filling form as follows:

P 1
i = P 1

i (ω) :=

⎢
⎢
⎢
⎣

1

2ω
− h2

iP
2
i + 2σ2

2h1
i

+
1

2

√
(

1

ω
− h2

iP
2
i

h1
i

)2

+ 4q0
h2
iP

2
i

(h1
i )

2

⎥
⎥
⎥
⎦

+

, i = 1, . . . , n

with ω being the unique root of the equation
∑n

i=1 P 1
i (ω) = P

1
and

P 2
i = P 2

i (ω) :=
⌊
1/ω − (σ2 + h1

i P
1
i )/h2

i

⌋
+

, i = 1, . . . , n

with ω being the unique root of the equation
∑n

i=1 P 2
i (ω) = P

2
.

(c) The best-response algorithm converges to an equilibrium. Namely, let P 2
0

be any strategy of user 2, P 1
1 = BR1(P 2

0 ), P 2
1 = BR2(P 2

1 ) and so on. Then,
(P 1

k ,P 2
k ) converges to an equilibrium.
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3 Equilibrium Strategies in Closed Form

In this section, we obtain the solution in closed form as a function of two auxiliary
parameters. This allows us to examine the structure of the strategies as well as
to design an alternative algorithm based on the bisection method, which can
find these parameters and thereby determine the equilibrium strategies.

Theorem 2. The equilibrium strategies (P 1,P 2) of the considered game with
q0 > 0 must have the following form with ω1 and ω2 as positive parameters:

P 1
i = P 1

i (ω1, ω2) :=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

q0

ω1 − q1h1
i ω

2/h2
i

− σ2

h1
i

, i ∈ I11(ω1, ω2),

1
ω1 − σ2

h1
i

, i ∈ I10(ω1, ω2),

0, i ∈ I00(ω1, ω2) ∪ I01(ω1, ω2),
(2)

P 2
i = P 2

i (ω1, ω2) :=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1
ω2 − h1

i

h2
i

q0

ω1 − q1h1
i ω

2/h2
i

, i ∈ I11(ω1, ω2),

1
ω2 − σ2

h2
i

, i ∈ I01(ω1, ω2),

0, i ∈ I00(ω1, ω2) ∪ I10(ω1, ω2),
(3)

with
I00(ω1, ω2) =

{
i : 1/σ2 ≤ ω1/h1

i , 1/σ2 ≤ ω2/h2
i

}
,

I10(ω1, ω2) =
{
i : 1/σ2 > ω1/h1

i , ω
1/h1

i ≤ ω2/h2
i

}
,

I01(ω1, ω2) =
{
i : 1/σ2 > ω2/h2

i , q
1ω2/h2

i + q0/σ2 ≤ ω1/h1
i

}
,

I11(ω1, ω2) =
{
i : ω2/h2

i < ω1/h1
i < q1ω2/h2

i + q0/σ2
}

.

In particular, Theorem 2 (and subsequently Theorem 4) specify the subcarriers
that are either not used (I00), or used by just one of the users (I10) and (I10), or
by both users (I11). The strategies can be considered subcarrier-sharing if the
set of the shared subcarriers I11 is empty.

Theorem 3. The set of subcarriers I11(ω1, ω2) employed by the users for joint
use is non-decreasing in probability q0.

The value of the parameters ω1 and ω2 are defined based on the condition
that the power resources H1(ω1, ω2) and H2(ω1, ω2) employed by P 1(ω1, ω2)
and P 2(ω1, ω2) have to be equal to P

1
and P

2
, i.e.,

Hk(ω1, ω2) :=
n∑

i=1

P k
i (ω1, ω2) = P

k
, k = 1, 2. (4)

In the following Proposition, which follows directly from Theorem 2, auxiliary
properties of the functions H1 and H2 are given.
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Proposition 1
(a) For a fixed ω2, H1(ω1, ω2) is continuous on ω1 and decreasing from

infinity for ω1 ↓ 0 to zero for ω1 ≥ maxi(q0/σ2 + q1ω2/h2
i ).

(b) For a fixed ω1, H1(ω1, ω2) is continuous and increasing on ω2 such that

H1(ω1, 0) =
n∑

i=1

�q0/ω1 − σ2/h1
i �+,

H1(ω1, ω2) =
n∑

i=1

�1/ω1 − σ2/h1
i �+ for ω2 ≥ ω1 max

i
(h2

i /h1
i ).

(c) For a fixed ω2 there is an Ω1(ω2) such that

H1(Ω1(ω2), ω2) = P
1
. (5)

(d) Ω1(ω2) is continuous and increasing on ω2 such that Ω1(0) = ω1 and
Ω1(∞) = ω1 with ω1 and ω1 uniquely given as roots of the equations:

n∑

i=1

⌊
q0/ω1 − σ2/h1

i

⌋
+

= P
1
and

n∑

i=1

⌊
1/ω1 − σ2/h1

i

⌋
+

= P
1
. (6)

(e) For a fixed ω1, H2(ω1, ω2) is continuous on ω2 and decreasing from infin-
ity for ω2 ↓ 0 to zero for ω2 ≥ ω2 := maxi h2

i max{1/σ2, ω1/h1
i }.

(f) H2(Ω1(ω2), ω2) is continuous on ω2 such that H(Ω1(ω2), ω2) tends to
infinity for ω2 tending to zero, and H2(Ω1(ω2), ω2) = 0 for ω2 ≥ ω2. Thus, the
root of the following equation exists and it can be found by bisection method:

H2(Ω1(ω2), ω2) = P
2
. (7)

Proposition 2 and Theorem 2 directly imply the following main result:

Theorem 4. For q0 > 0 the equilibrium strategies are given by (2) and (3),
where ω1 = Ω1(ω2) with Ω1 given by (5), while ω2 is given by (7). Due to the
monotonic properties of H1 and H2 the Ω1(ω2) can be found by the bisection
method for each fixed ω2, while the optimal ω2 can be found by the superposition
of two bisection methods.

As an illustrative example throughout the paper we consider the total spec-
trum band consisting of five subcarriers, i.e., n = 5, the background noise
power is σ2 = 1 and the fading channel gains are h1 = (0.2, 0.5, 0.4, 0.1, 0.6),
h2 = (0.23, 0.1, 0.5, 0.15, 1). Figure 1 illustrates an increase in the payoff to user
1 and a decrease in the payoff to user 2 with an increase in a priori probability
q0 for user 2 to be non-active. Of course, an increase in the power resource of
user 2 leads to an increase in his payoff and in a reduction of the payoff to user 1.
Figure 2 illustrates that for small power budget of user 2 (P

2
= 0.5) the users

employ subcarrier sharing strategies (i.e. I11 is empty). An increase in his power
budget makes the user to employ the subcarriers user 1 also uses. Namely, for
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P
2

= 1 the set I11 is empty for q0 < 0.57 and I11 = {5} for q0 > 0.57. While for
P

2
= 1.5 the set I11 = {3} for q0 < 0.75 and I11 = {3, 5} for q0 > 0.75. Thus,

an increase in the probability q0 leads to an increase in interference reflected by
an increase in number of the subcarriers involved in being jointly employed by
both users.

Fig. 1. The payoff to user 2 (left) and the payoff to user 1 (right) as functions on a

priori probability q0 and power budget P
2

with P
1

= 1.

Fig. 2. Strategies of users for P
2

= 0.5 (left), P
2

= 1 (center) and P
2

= 1.5 (right)

with P
1

= 1.

4 Both Users Always are Active: Explicit Solution

In this section we obtain the equilibrium strategies explicitly in an important
boundary case for the a priori probability q0 = 0, i.e., when both users always are
active. This case coincides with two-person water-filling game in classical frame-
work with independent fading channel gains. To get the equilibrium explicitly
let us introduce an auxiliary notations. First, to avoid bulkiness in formulas we
assume that all the subcarriers are different in ratio of fading channel gains for
the users, i.e., hi 
= hj with i 
= j, where hi := h2

i /h1
i . Then, without loss of

generality we can assume that the subcarriers are arranged in increasing order
on ratio

h1 < h2 < . . . < hn < hn+1 := ∞. (8)
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k∑

i=1

⌊
1
ω1

k

− σ2

h1
i

⌋

+

= P
1

and
n∑

i=k+1

⌊
1
ω2

k

− σ2

h2
i

⌋

+

= P
2
. (9)

Due to the left side of the first equation (9) is decreasing on ω and increasing
on k we have that ω1

k+1 > ω1
k. While due to the left side of the second equation

(9) is decreasing on ω and k we have that ω2
k+1 < ω2

k. Thus, ξk is decreasing on
k where

ξk := ω2
k/ω1

k for k = 1, . . . , n − 1 and ξ0 = ∞ and ξn = 0. (10)

Theorem 5. The considered game with q0 = 0 has the unique equilibrium
(P 1,P 2).

(a) If
hk ≤ ξk < hk+1 (11)

then

P 1
i =

⎧
⎨

⎩

⌊
1
ω1

k

− σ2

h1
i

⌋

+

, i ≤ k,

0, i ≥ k + 1,

and P 2
i =

⎧
⎨

⎩

0, i ≤ k,⌊
1
ω2

k

− σ2

h2
i

⌋

+

, i ≥ k + 1.

(12)
(b) If

ξk < hk < ξk−1 (13)

then

P 1
i =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

⌊
1

ω1 − σ2

h1
i

⌋

+

, i ≤ k − 1,

P
1 −

k−1∑

j=1

⌊
1

ω1 − σ2

h1
i

⌋

+

i = k,

0, i ≥ k + 1,

P 2
i =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0, i ≤ k − 1,

P
2 −

k−1∑

j=1

⌊
1

ω2 − σ2

h2
i

⌋

+

i = k,
⌊

1
ω2 − σ2

h2
i

⌋

+

, i ≥ k + 1,

(14)
with

ω2 = hkω1 (15)

and ω1 is the unique positive root of the equation

F (ω1) :=
k∑

j=1

⌊
1
ω1 − σ2

h1
i

⌋

+

+
n∑

j=k+1

⌊
1
ω1 − σ2hk

h2
i

⌋

+

= P
1

+ hkP
2
. (16)

Since ξi is decreasing while hi is increasing, the condition (11) and (13) uniquely
define the switching subcarrier k. The equilibrium strategies cannot jointly
employ more than one subcarrier. It is interesting to note that a similar band
sharing phenomena we can observe in bandwidth scanning strategy under incom-
plete information about adversary’s activity [5,7,8]. If (11) holds than the strate-
gies are subcarrier sharing while if (13) holds the equilibrium strategies subcar-
rier sharing except the only subcarrier k which they use jointly. Thus, (11) is the
necessary and sufficient condition for the equilibrium strategy to be subcarrier
sharing. Figure 3(left) illustrates that an increase in power budget of user 2 leads
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to a decrease in switching subcarrier while an increase in power budget of user
1 impacts on switching subcarrier in opposite way. Also, it illustrates sequen-
tial switching between the criteria with an increase of users’ power budgets.
Figure 3(center) illustrates that an increase in power budget to user 2 leads to
an increase in switching subcarrier k, while an decrease in power budget to user
1 yields into an increase in k. An increase of power budget to a user leads to an
increase in his payoff and in a decrease in the payoff to the other (Fig. 3(right)).
A surprising property of the equilibrium strategies is that an increase in power
budgets cannot lead to employing more than one subcarrier for joint using.
This is quite different from the scenario with one of the users being malicious
where an increase in power budgets make the users employ more and more
subcarriers [10,17].

Fig. 3. The switching subcarrier k (left) and the cases of Theorem 5 (center) and

payoffs to the users (right) as functions on P
1

and P
2
.

5 Conclusions

In this paper, by means of a two users non-zero sum OFDM transmission game
with independent fading channel gains, we investigate an impact of incomplete
knowledge about whether a user is active on the equilibrium transmission strat-
egy. Two algorithms to find equilibrium strategies are given. The first is the
best response strategies algorithm illustrating learning mechanism to reach an
equilibria. The second one is a superposition of two bisection methods based
describing the equilibrium in on closed form. It allows to show that an decrease
in uncertainty about the user to be active reduces size of the set of shared sub-
carriers. For the boundary case (i.e. complete knowledge about a user to be
present, which reflects a classical water-filling game) the equilibrium strategies
are given explicitly. The necessary and sufficient conditions, when subcarrier
sharing strategies are optimal, is established, as well as the set of shared sub-
carriers is identified. Stability of the upper bound of size of this subcarriers’
set to an increase of users’ power budgets is proven, what can be applicable for
NC-OFDM networks.

Acknowledgments. This work is supported in part by a grant from the U.S. Office
of Naval Research (ONR) under grant number N00014-15-1-2168.
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A Appendix

Proof of Theorem 1: Since vj(P 1,P 2) is concave on P j , (a) follows [2]. The
KKT Theorem straightforward implies (b).

(c) It is clear that the sets of equilibrium coincide for the games with payoffs
scaled by positive multiplies. That is why, to find equilibrium instead of the
original game with payoffs (v1, v2) we can consider equivalent game with payoffs
(V 1, V 2) = (v1, q1v2). The last game is an exact potential game [14], and so, the
best response algorithm converges. Recall that the game with payoffs (V 1, V 2)
is an exact potential game if and only if there is a function V (P 1,P 2) such that
for any strategies (P 1,P 2) and (P 1

∗ ,P 2
∗ ) the following conditions hold:

V (P 1
∗ ,P 2) − V (P 1,P 2) = V 1(P 1

∗ ,P 2) − V 1(P 1,P 2),

V (P 1,P 2
∗ ) − V (P 1,P 2) = V 2(P 1,P 2

∗ ) − V 2(P 1,P 2).
(17)

It is clear for the function

V (P 1,P 2) = q1
n∑

i=1

ln(σ2 + h1
i P

1
i + h2

i P
2
i ) + q0

n∑

i=1

ln(σ2 + h1
i P

1
i )

the condition (17) holds, and the result follows. �

Proof of Theorem 2: Since vj(P 1,P 2) is concave on P j , by KKT Theorem,
(P 1,P 2) is an equilibrium if and only if there are ω1 and ω2 (Lagrangian mul-
tipliers) such that the following conditions hold:

q1h1
i

σ2 + h1
i P

1
i + h2

i P
2
i

+
q0h1

i

σ2 + h1
i P

1
i

{
= ω1, P 1

i > 0,

≤ ω1, P 1
i = 0,

(18)

h2
i

σ2 + h1
i P

1
i + h2

i P
2
i

{
= ω2, P 2

i > 0,

≤ ω2, P 2
i > 0.

(19)

Thus, by (18) and (19), we have that
(a) if P 1 = 0 and P 2 = 0 then h1

i /σ2 ≤ ω1 and h2
i /σ2 ≤ ω2,

(b) if P 1 > 0 and P 2 = 0 then P 1
i = 1/ω1 − σ2/h1

i with h1
i /σ2 > ω1 and

h2
i /h1

i ≤ ω2/ω1.
(c) if P 1 = 0 and P 2 > 0 then P 2

i = 1/ω2 − σ2/h2
i with h2

i /σ2 > ω2 and
q1h1

i /h2
i ω

2 + q0h1
i /σ2 ≤ ω1.

(d) if P 1 > 0 and P 2 > 0 then

P 1
i =

q0

ω1 − q1h1
i ω

2/h2
i

− σ2

h1
i

and P 2
i =

1
ω2

− h1
i

h2
i

q0

ω1 − q1h1
i ω

2/h2
i

,

and the result follows. �

Proof of Theorem 3: The set of the channels jointly used by both users is
I11(ω1, ω2) =

{
i : ω2/h2

i < ω1/h1
i < q1ω2/h2

i + q0/σ2
}
. First, note that due to

q1ω2/h2
i +q0/σ2 > ω2/h2

i and q0+q1 = 1 yield that σ2 > ω2/h2
i . Then, q1ω2/h2

i +
q0/σ2 = q0(1/σ2 − ω2/h2

i ) + ω2/h2
i is increasing on q0, and the result follows. �
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Proof of Theorem 5: Since vj(P 1,P 2) is concave on P j , by KKT Theorem,
(P 1,P 2) is an equilibrium if and only if there are ω1 and ω2 (Lagrangian mul-
tipliers) such that the following conditions hold for m = 1, 2 :

hm
i

σ2 + h1
i P

1
i + h2

i P
2
i

{
= ωm, Pm

i > 0,

≤ ωm, Pm
i = 0.

(20)

Then, by (20),

(P 1
i , P 2

i )=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(0, 0), h1
i /ω1 ≤ σ2 and h2

i /ω2 ≤ σ2,(
1
ω1 − σ2

h1
i

, 0
)

, h1
i /ω1 > σ2 and h2

i /ω2 ≤ h1
i /ω1,

(

0, 1
ω2 − σ2

h2
i

)

, h2
i /ω2 > σ2 and h1

i /ω1 ≤ h2
i /ω2,

σ2 + h1
i P

1
i + h2

i P
2
i = h1

i

ω1 = h2
i

ω2 , h1
i /ω1 = h2

i /ω2 > σ2.

(21)
By (21), if P 1

i > 0 and P 2
i > 0 then h2

i /h1
i = ω2/ω1. Thus, by (8), both strategies

can employ only at most one channel for joint use. Moreover, there is a k such
that

P 1
i

⎧
⎪⎨

⎪⎩

> 0, i < k − 1,

≥ 0, i = k,

= 0, i > k,

and P 2
i

⎧
⎪⎨

⎪⎩

= 0, i < k − 1,

≥ 0, i = k,

> 0, i > k,

(22)

where (a) P 1
k > 0 and P 2

k > 0 if h2
k/h1

k = ω2/ω1, (b) P 1
k > 0 and P 2

k = 0 if
h2

k/h1
k < ω2/ω1, and (c) P 1

k = 0 and P 2
k > 0 if h2

k/h1
k > ω2/ω1.

Thus, by assumption (8), we have to consider separately two cases: (A) there
is a k such that hk < ω2/ω1 < hk+1, (B) there is a k such that hk = ω2/ω1.

(A) Let there exist a k such that hk < ω2/ω1 < hk+1. Then, by (21), (22)
and the fact that P 1 ∈ Π1 and P 2 ∈ Π2, we have that P 1 and P 2 have to be
given by (12), and ω1 = ω1

k and ω2 = ω2
k. Thus, (11) also has to hold.

(B) Let there exist a k such that hk = ω2/ω1. Thus, (15) holds. Also, by
(21), (22) and the fact that P 1 ∈ Π1 and P 2 ∈ Π2, we have that P 1 and P 2

have to be given by (14) and also the following condition has to hold:

σ2 + h1
kP 1

k + h2
kP 2

k =
h1

k

ω1 =
h2

k

ω2 (23)

By (23) with right side h1
k/ω1, P 1

k = 1/ω1 − (σ2 + P 2
k )/h1

k < 1/ω1 − σ2/h1
k.

Substituting this P 1
k into (14) and taking into account that P 1 ∈ Π1 yield that

ω1 ≤ ω1
k. (24)

Similarly, dealing with strategy P 2 in condition (23) with right side h2
k/ω2

implies that
ω2 ≤ ω2

k−1. (25)
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By (14), the condition (23) with right side h1
k/ω1 is equivalent to

σ2 + h1
k

⎛

⎝P
1 −

k−1∑

j=1

⌊
1
ω1 − σ2

h1
i

⌋

+

⎞

⎠ + h2
k

⎛

⎝P
2 −

n∑

j=k+1

⌊
1
ω2 − σ2

h2
i

⌋

+

⎞

⎠ =
h1

k

ω1 .

(26)
Substituting (15) into (26) implies (16).

Since the left side of Eq. (16) is decreasing on ω1, by (24), it has a root if and
only of F (ω1

k) < P
1

+ hkP
2
. This condition is equivalent to

P
2

>

n∑

j=k+1

⌊
1

ω1hk

− σ2

h2
i

⌋

+

= (by (15)) =
n∑

j=k+1

⌊
1
ω2 − σ2

h2
i

⌋

+

.

Thus, ω2 > ω2
k. Substituting (15) in the last inequality and taking into account

(24) implies that
ξk < hk. (27)

By (14) and (15), the condition (23) with right side h2
k/ω2 is equivalent to

G(ω2) :=
k−1∑

j=1

⌊
1
ω2 − σ2

h1
i hk

⌋

+

+
n∑

j=k

⌊
1
ω2 − σ2

h2
i

⌋

+

= P
1
/hk + P

2
. (28)

Thus, by (25), this equation has a positive root if and only if G(ω2
k−1) < P

1
/hk+

P
2
. By (15) and (28), this is equivalent to ω1

k−1 < ω1. This, jointly with (15)
and (25), implies that ξk−1 > hk. Then, taking into account (27) yields (13),
and the result follows. �
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Abstract. The FIT/CorteXlab platform is a wireless testbed situated
in Lyon, France, where all radio nodes are confined to an electro-
magnetically (EM) shielded environment and have flexible radio-
frequency (RF) front-end for experimenting on software defined radio
(SDR) and cognitive radio (CR). A unique feature of this testbed is
that it offers roughly 40 SDR nodes that can be accessed from anywhere
in the world in a reproducible manner: the electro-magnetic shield pre-
vents from external interference and channel variability. In this paper we
show why it is important to have such a reproducible radio experiment
testbed and we highlight the reproducibility by the channel characteris-
tics between the nodes of the platform. We back our claims with a large
set of measurements done in the testbed, that also refines our knowledge
on the propagation characteristics of the testbed.

Keywords: Reproducibility · Software defined radio
Cognitive radio · Wireless testbed · FIT/CorteXlab

1 Introduction

Low cost and accessible SDR platforms have fostered more than a decade of radio
communication proof of concepts and experiments, as of the writing of this work.
This development is comparable to the early days of personal computers, back
in the mid 1970s. These platforms span a wide audience, be it radio amateurs,
enthusiasts, hackers, and of course, wireless communications researchers. In par-
ticular, wireless communications researchers have greatly gained from using these
devices, allowing a complete development cycle, that now spans from theoretical
development of techniques and algorithms all the way to a proof of concept. This
ability was once restricted to industries, military and government institutes, due
to their hard and expensive nature.

The FIT/CorteXlab testbed is a part of the Future Internet of Things (FIT) project
and federation of testbeds. This work has been supported by the FIT project.
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As communications systems and techniques evolve, so do radio platforms
required to test them. The new era of radio communication systems relies on their
multi-user capabilities, including interference avoidance, cooperation, relaying,
or simple co-existence. Many interesting research topics are under investigation
in a multi-user context, from its most fundamental aspect in network informa-
tion theory, or on the use of machine learning for radio system design [1], to more
practical designs, including new waveforms, cooperative multi-user communica-
tions, caching for wireless systems [2], massive simultaneous transmission of very
small-packets for the Internet of things (IoT), massive multiple input - multi-
ple output (MIMO) systems [3] and distributed MIMO, physical layer (PHY)
network coding, millimeter wave, and agile spectrum sensing systems. All these
topics can profit from the evaluation on real systems. To reflect these advances,
the market for radio platforms is quickly adapting to accommodate the needs
of wireless researchers. In the specific case of multi-user techniques, a researcher
must own and control experiments over a multitude of radio platforms, which
can become prohibitively expensive and complex to manage. This is where wire-
less testbeds come in. Wireless testbeds allow anyone aiming to experiment with
multi-user wireless techniques to access a large number of high performance radio
nodes in a controlled environment and with an accessible interface, that takes
care of all non-essential aspects of running these kinds of experiments.

In recent years, a number of large-scale wireless radio testbeds have been
developed. Most of these testbeds focus on computation and networking aspects,
with only a few targeting the wireless PHY layer. Consequently, only a few of
them count with full SDR capabilities. It was with the development of high end
flexible transceivers, such as the USRP, the PicoSDR, and more recently the
BladeRF, that the opportunity to build larger SDR testbeds became a reality.
The software part of SDR also played an essential role in its growing popularity.
The development of signal processing and communication toolkits and frame-
works such as GNU Radio [4], IRIS [5] or OpenAir Interface [6] enabled the
easy development of communication systems for these testbeds, that can now be
prototyped by wireless communications researchers all over the world.

There are several PHY-centric testbeds in operation today. A pioneer wire-
less testbed was ORBIT [7]. Initially a network level testbed, ORBIT quickly
updated its nodes with SDRs as soon as they became available. It counts with
hundreds of nodes, not all being SDR capable. The Cornet testbed was among
the first testbeds fully dedicated to SDR. It counts with 48 SDR nodes deployed
in one of Virginia Tech’s buildings, spread over 4 floors. Stemming from the Cor-
net testbed, the CREW project [8] offers a facility that concentrates on the IRIS
toolkit to offer waveform development capabilities over its approximately 16 SDR
nodes. On these testbeds, registered users can remotely access and run experi-
ments on flexible radio platforms. These testbeds are certainly among the most
advanced in the world, however none of them propose an electro-magnetically
shielded environment.



Reliable and Reproducible Radio Experiments 227

Focus of this work, the FIT/CorteXlab1 testbed is a facility situated at
the INSA Lyon campus in France, in the basement of the Telecommunications
Department, and operated by Inria. It is composed of 38 SDR nodes that can
be accessed remotely and freely from anywhere in the world. Currently, its SDR
nodes can be divided into two types: 22 USRP model 2932 and 16 PicoSDR
(four of them 4×4 MIMO, 12 of them 2×2 MIMO). Keeping the spirit of an
open testbed, GNU Radio is used as its main SDR toolkit. One very important
aspect of the FIT/CorteXlab testbed is its experiment room, of roughly 180 m2,
where all the radio nodes were deployed in a confined EM shielded environment,
as seen in Fig. 1. FIT/R2Lab is a sister testbed to FIT/CorteXlab, also belong-
ing to the FIT banner, and counting with some models of USRPs in a shielded
room. It was partly inspired by FIT/CorteXlab, with the main difference being
that focuses on 5G, and to that end, OpenAirInterface was made available as the
standard radio framework. To the best of our knowledge this is the only other
large-scale testbed that offers a shielded environment.

Choosing a shielded environment for radio experimentation allows for relaxed
experimentation frequencies and scenarios, while contributing to reproducible
experiments as well. This decision comes from fact that non-shielded radio exper-
iments are subject to interference as well as to non-stationary radio propaga-
tion characteristics, hence being inherently random in nature. This becomes a
critical issue when these experiments are necessary to validate wireless communi-
cations algorithms, since the scientific method relies on reproducibility of exper-
iments. Furthermore, how can we compare the results of different algorithms
when we can not distinguish its effects, from uncontrollable effects of the sur-
roundings? As we see, reproducibility is a key aspect of experimenting in wireless
communications.

In a previous work [9], we have provided initial findings of a channel sounding
campaign in FIT/CorteXlab’s experimentation room. We focused on the channel
impulse response in time and frequency, trying to understand how the shielding
influences the diversity of the channels in the room. That work has not studied
the coverage profiles of nodes in the room as well as the path-loss between any
pair of nodes. In this work, by means of a measurement campaign, we provide
further information on the propagation environment of FIT/CorteXlab’s exper-
imentation room as well as the coverage-to-transmitted-power relation of the
communications done in FIT/CorteXlab for the USRP nodes. Finally, we take a
step back and provide results that corroborate our claim that FIT/CorteXlab’s
experimentation room can indeed be used for reproducible experiments.

The remainder of this work is divided as follows. In Sect. 2 we discuss on
when and how FIT/CorteXlab can provide reproducibility. Section 3 describes
the characterization of the path-loss for FIT/CorteXlab and details the experi-
mentation setup used. On Sect. 4 we present some initial results to support our
claims. Finally, we draw some conclusions and delineate further steps in Sect. 5.

1 For more information on FIT/CorteXlab, please refer to the website: http://www.
cortexlab.fr/.

http://www.cortexlab.fr/
http://www.cortexlab.fr/
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Fig. 1. Node positions in the FIT/CorteXlab testbed.

2 Experimental Reproducibility

The bridge between theory and experimentation is always hard to build prop-
erly. Reproducibility is a key point to ensure an effective analysis of experimen-
tations. Field testing is, of course, always necessary to perform a final validation
of a wireless system or a complete network. But in a real radio environment, it
is impossible to ensure reproducibility, and the overwhelming amount of uncon-
trolled parameters increase the complexity of analysis. The main intent of a
controlled environment like FIT/CorteXlab experimentation room is to offer
both EM isolation and reproducibility and this is the main focus of this section.

The first point is EM isolation. It guarantees no external signals are received
during an experimentation, which in turn means that all signals measured in
the testbed could only be generated in the testbed. This avoids interference from
outside wireless systems, and ensures that all received interference is created
by radio nodes (or other equipment) inside the experimentation room of the
testbed. To that intent three measures were taken to ensure EM shielding: (1) the
FIT/CorteXlab experimentation room was installed in the underground of the
building that hosts it; (2) it is entirely shielded with a metallic tissue that covers
all sides and; (3) partially covered with EM absorbers. Furthermore, all net-
working connections enter the room through fiber optics and there is a 13.2 kW
power filter installed in the incoming electrical circuit. The outside-to-inside (and
vise-versa) attenuation is greater than 80 dB on the whole frequency range of
operation (roughly 300 MHz to 4 GHz). This value is large enough to consider
that any signal coming from outside will be attenuated to under the noise floor
of the receivers installed in the room. This environment allows experiments on
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any frequency within the capabilities of the SDR platforms, while protecting
from outside interference, as well as from generating interference on sensitive
frequencies, i.e., military, radar, mobile, etc.

The second point is on reproducibility. Of course, isolation is already a nec-
essary condition to offer reproducibility, but not sufficient. We also need that
the global link budget is both stable and reversible. Many PHY and MAC layer
mechanisms rely on an evaluation of the link budget quality, i.e., radio signal
strength indicator (RSSI), signal-to-noise ratio (SNR) or signal-to-interference
plus noise ratio (SINR). Therefore, to analyze the behavior of such wireless
systems, it’s essential to build experimentation with a fine control on this link
budget, and with the capability of reproducing the same link budget several
times with different scenarios.

In Sect. 4 we will see that FIT/CorteXlab offers a very good reproducibil-
ity in terms of global path-loss between each nodes. This reproducibility comes
from several characteristics that will be detailed here. The first one is the iso-
lation of the room, already explained before. EM absorbers also contribute and
are considered not only for isolation, but also to reduce multi-paths reflexions
in the testbed. Without absorbers, the FIT/CorteXlab room would face exces-
sive reflexions, creating an unrealistic radio channel. Thus, the semi-anechoic
characteristic enables the wireless path-losses to be stable, while preserving a
few reflexions in order to avoid a complete free-space propagation. Two other
important aspects are the fixed node positions and omni-directional wide-band
antennas. They allow a fixed link budget, irrespective of the relative position of
nodes and selected transmission frequency. Finally, the nodes’ transceivers are
of high quality and possess relatively stable RF characteristics. Section 3.1 will
deal with the RF transceivers in more detail.

Last but not least, a reproducible testbed is crucial for the analysis of interfer-
ence issues. Interference control is a key optimization issue for large-scale wireless
networks, be it inter-standard interference or intra-standard interference. If all
individual link budgets between all nodes are sufficiently stable, then we can
also assess that interference level can be managed, tuned and reproduced. This
is clearly impossible in a real world experimentation, striving to build a bridge
between theory, simulation and experimentation.

3 Path-Loss Characterization in FIT/CorteXlab

To provide reliable path-loss measurements for the FIT/CorteXlab experimen-
tation room, we must first properly characterize the overall transmitter (TX)
and receiver (RX) chains used for the measurements. We must be able to clearly
estimate the absolute transmission and reception powers, in decibel-milliwatt
(dBm), taking into account the antenna gains and RF characteristics of the
radio nodes. As we will see in the following, all characterization and path-loss
measurements were done for the USRPs only. The PicoSDRs, with its 3-stage
RF amplifier and filtering, require a more complex approach and will be the
focus of a future work.
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Fig. 2. TX and RX chains used for the hardware characterization.

A simple TX and RX chain was devised to aid in characterizing the radio
nodes under transmission and reception and can be seen in Fig. 2. The power at
the TX side PT in dBm, whose signal is at central frequency fc and bandwidth
B, can be modeled as:

PT = GA(fc, B) + GT(fc, B) + Ps, (1)

where GA is the antenna gain in dB, GT is the USRP TX gain in dB, Ps is the
power of the Gaussian circularly symmetric transmitted signal s ∼ CN (0, σ).
Then, Ps = 10 log(σ2), with log the logarithm function on base 10. A Gaussian
source signal was selected for its flat power spectrum density and will give a flat
response whatever band used in the measurements. For the receiver part, the
following model was adopted

P ′
R = GA(fc, B) + GR(fc, B) + GM(fc, B) + H(fc, B) + PT, (2)

where P ′
R is the measured received power in dBm, GR is the USRP RX gain

in dB, GM is the gain of the signal processing part of the measurement chain
(filtering, FFT, etc.) in dB, and H is channel gain in dB. Since the same antennas
are used at both sides of the link, GA is the same for the TX and the RX.

3.1 TX-RX Gain-Power Characterization

Measurements were performed initially for the TX followed by the RX side. A
summary of the relevant parameters for both set of measurements are shown
in Table 1. All USRPs were pre-calibrated using the universal hardware driver
(UHD) calibration tool. The TX and RX chains were developed in GNU Radio
following the description in Fig. 2. The same attenuator and RF cable were used
throughout the study, to guarantee a constant connector and cable loss reference.

For the TX measurements, a spectrum analyzer was connected through the
attenuator to the RF output port of the USRP. This can be seen as taking
GA = 0 dBi in (1). The TX gain was configured in the “UHD sink” GNU
Radio block. Finally, three individual USRPs were tested to check for significant
differences in the measurements. In Fig. 3a, we see the measured TX powers with
respect to the gain GT(fc, B), set at the TX. The measured powers already take
into account the attenuation in the measurements (−30 dB for the attenuator).
The expected behavior can be seen, with the power linearly increasing with
the gain, until it reaches the non-linear region where the amplifier saturates.
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Table 1. Configured parameters for the TX and RX characterization.

Parameter Range of values

Source type 0-mean Gaussian noise

Amplitude (of I and Q) 1

B (sample rate) 1 MHz

fc central frequency 2.45 GHz

Channel bandwidth (filter) 10 MHz

Attenuator 30 dB

RF cable RADIALL R286300752 (1 m)

TX and RX gain values GR and GT 0 to 44 dB

Signal processing gain GM at the RX −12 dB
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Fig. 3. TX and RX characterization for the USRP NI 2932 at fc = 2.45 GHz and
B = 1 MHz.

Interestingly, all measured USRPs never reach the maximum power given in the
specifications, of 20 dBm, for this specific model. Nevertheless, all three USRPs
deliver the same behavior with very little variation. We can also notice that
for the different USRPs used in this study, a measured power difference of at
most 1 dB can be observed. This suggests that for precise power measurements,
a more refined study is necessary to better characterize these measured power
levels. This study is however, out of the scope of this work.

For the RX, a Gaussian signal with the fixed characteristics and a known
power of 9.1 dBm was provided at the input port of the USRP through the
attenuator. As for the TX case, this can be seen as taking GA = 0 dBi in (2).
The RX gains were configured in the “UHD source” GNU Radio block. Unlike
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in the TX study, only two USRPs were evaluated. We can see in Fig. 3b, that the
USRPs also behave as expected in RX mode. Here, the measured powers also take
into account the attenuation in the measurements (−30 dB for the attenuator).
The same pattern of amplification, with a linear increase and a non-linear part
can be observed. As for the TX case, we can also notice a difference in the
received powers, of approx. 1 dBm, between both tested USRPs for a given gain
value.

3.2 Path-Loss Measurement Campaign

Having characterized the TX and RX powers with respect to the TX and RX
gains, we can now proceed to measuring the path-loss H(fc, B). As stated before,
the path-loss measurements were made only for the USRPs. They were performed
pairwise, considering every TX - RX combination possible in the FIT/CorteXlab
experimentation room. To that aim, 22 experimentation tasks were created in
which each one of the 22 USRP nodes behave as a TX while the remaining USRP
nodes behaving as RXs. The TXs send the signal described in Sect. 3.1 with a
constant power, given for a transmit gain of GT = 20 dB. Each RX measures P ′

R

and calculates H(fc, B) from (2), by replacing all known gain values. For these
experiments air was used as the transmission medium, and therefore the cable
and the attenuator were not used. The antenna gain considered is GA(fc, B) =-
4.3 dBi, given by the antenna manufacturer. Finally, the physical positions of
each node is given in Fig. 1. The actual antenna positions are marked by a “+”
in Fig. 1, along with the node number. The horizontal and vertical steps between
adjacent nodes are regular and equal to 1.8 m.

4 Experimental Results

With the exception of the attenuator, cable and TX and RX gain values, all
experimentation parameters are the same as in Table 1. In Figs. 4 and 5 we see
three examples of selected TX - RX settings, namely with node 3, 16 and 38 as
TXs, respectively. Each bar corresponds to the measured path-loss for each one of
the receiving USRPs. The PicoSDR’s path-losses are set to zero in these figures,
to highlight the fact that they were not measured. The behavior of the observed
path-losses are as expected and increase with the distance of the transmitter
nodes, going from around 67 to 73 dB, when next to the transmitter, to 85 to
104 dB, when farthest away from the transmitter, depending on the position of
the node. It should be noted that the presence of structural columns (seen in
Fig. 1 as grey squares surrounded by a red line) affect the path-loss, as expected.
Take for example, the path-loss between TX 3 and RX 34 in Fig. 4 with respect
to several other neighboring nodes, as seen in Table 2. We clearly see that the
path-loss between TX 3 and RX 34 is of the same order as the path-loss between
TX 3 and RX 38, which is in stark contrast with the path-loss between TX 3
and RXs 32 and 33, the immediate neighbors of 34. A similar behavior can be
observed over all experiments and can also be seen in Fig. 5a and b.
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Fig. 5. Example of path-loss measured between node 16 and all other USRP nodes
(left) and between node 38 and all other USRP nodes (right).

To sum up all path-loss findings, Fig. 6 shows the path-loss distribution over
same-distance pairs of nodes. This figure was compiled over all experimenta-
tion runs and all TX configurations, for a total of 176 measurement runs (3696
individual measurements). The horizontal axis compiles the distance from the
TX in each run to a RX. The discrete distances in this figure account for the
grid structure of the FIT/CorteXlab experimentation room. On the vertical axis
all path-loss measurements for nodes of a certain distance are given, as well
their the average value, marked with a triangle. As we can see, the relatively
high spread in path-losses for same-distance pairs of nodes, take into considera-
tion different propagation characteristics, such as multipath fading (reflexions)
and shadowing due to the structural columns. Even though these characteris-
tics highly affect the average, we can still observe a rather linear tendency over
distance as expected. Moreover, the slope of this tendency shows that the path-
loss exponent experienced in that room is greater than 2, thus showing that the
propagation conditions are harder than free-space. The high variability of these
measured path-losses indicate that a FIT/CorteXlab user might want to take this
information into consideration before planning his or her experiment scenario.
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Table 2. Path-losses of several nodes with respect to TX node 3

RX node number Distance Path-loss

34 10.5 m 102 dB

32 9.0 m 89 dB

33 9.7 m 89 dB

38 13.7 m 104 dB
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Fig. 6. Compilation of all path-losses measured between same-distance pairs of nodes

Finally, we fixed the TX configuration and looked over the 8 runs of the
same configuration. Each measurement run took place at least 1 h apart from the
previous run. This time, instead of looking at the actual values of the path-losses
in dB, we looked at their variability between same node pairs over each run. The
idea is to see the impact of consecutive runs over the actual value of the path-
loss. Figure 7 presents the standard deviation of the measured path-loss around
the average value, for any pair of TX-RX nodes. The diagonal values are missing
from the figure since we have restricted a node from simultaneously being a TX
and an RX. A color code was added to enhance the readability of the figure, with
colors toward the red meaning a higher standard deviation, while colors leaning
toward the green mean a lower one. Due to size restrictions only the first 9 USRP
nodes are present in the figure, however, the observations and conclusions are
extensible to all nodes. We can see that all standard deviations are confined
to within several tenths or hundredths of a dB (aways less than 1 dB), which
indicate the tightness of the path-loss measurements. This means that the path-
losses remain rather stable throughout experiments spanning several hours apart.
Interestingly, when looking at a specific pair of nodes, we observe a symmetric
pattern in the standard deviation of the path-loss. This happens in spite of
different TX and RX chain characteristics for a given radio node, which also
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Fig. 7. Standard deviation of the measured path-loss for over all experiment runs, for
a selected pair of TX-RX.

explains why the values are not exactly the same. If we account only for the
channel and the TX and RX antennas (each node share the same antenna for
TX and RX), we see that the channel is rather reversible. These two results
clearly corroborate our claim that the FIT/CorteXlab experimentation room is
indeed a reproducible experimentation environment and are in accordance to
what previously stated in Sect. 2.

5 Conclusions and Perspectives

In this work we have provided experimental measurements that clarify the path-
loss distribution in the FIT/CorteXlab experimentation room. These results will
serve as a reference for users wanting to better understand their experimental
results with respect to the radio environment, as well as for users willing to prop-
erly decide on a scenario configuration for their experiments. Furthermore, we
have provided additional findings that complement the ones published before [9],
that points toward a reproducible environment inside of the FIT/CorteXlab
experimentation room. The ensemble of these findings will help FIT/CorteXlab
users to move onto experimentation on advanced radio techniques for future wire-
less communications. Finally, we have provided all raw measurements and related
code as an open-source downloadable package, that can be explored by users aim-
ing to better understand the propagation environment in the FIT/CorteXlab
experimentation room, producing insights more relevant to them.

The forthcoming goal will be twofold. Firstly, we need to implement this
path-loss evaluation as a routine of the FIT/CorteXlab testbed, in order to
regularly update the coverage map of each node, taking into consideration the
maintenance related replacement of equipment. This routine will also serve as
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benchmarking purposes, allowing FIT/CorteXlab administrators and users to
quickly identify radio nodes with faulty or underperforming RF stages. Secondly,
the findings herein are a part of an ongoing study, that will eventually include
a time-frequency characterization to complete our knowledge about the various
radio channels that can be encountered in this testbed as well as the PicoSDR
nodes. As stated before, in [9] we have already performed some channel sounding
based on OFDM waveforms. This preliminary work has demonstrated that, even
if in most cases are LOS (line of sight) conditions with a flat channel on the
whole usable bandwidth, in some particular combinations we have NLOS (non
line of sight) with more diversity (and lower coherence bandwidth). Reversely,
finding ways of increasing the diversity of links in our testbed while preserving
the reproducibility of experimentation is also an interesting perspective.
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Abstract. This paper discusses a spectrum broker service for micro-operator
and Citizens Broadband Radio Service (CBRS) Priority Access Licenses (PAL).
The spectrum broker service provides a marketplace for selling and leasing of
spectrum resources. The micro-operator licenses are regional, and possibly
temporal, mobile network spectrum licenses for a confined service area like for a
factory, a campus, or a hospital. CBRS opens the 3.5 GHz band for Dynamic
Spectrum Access (DSA) in the US. PAL is the middle priority level license in
CBRS. The paper introduces a new service model for spectrum brokering. The
required functionalities of the service are described, and a new automated
spectrum pricing model is proposed for the broker service.

Keywords: Spectrum broker � Dynamic Spectrum Access � Micro-operator
CBRS

1 Introduction

Traditional spectrum allocation for Mobile BroadBand networks (MBB) is mainly done
in the primary market where the government authorities sell long term licenses by
auctions. While these auctions have many benefits and are accepted as the standard
method, they still lead to inefficient situations in particular circumstances. The demand
for the spectrum can change rapidly and drastically due to factors such as changes in
traffic demand, spectrum applications, and technologies. However, the static long term
licenses do not adapt to these changes [1]. This leads to situations where the licenses
are not held by the parties that value them the most. Another problem that Berry et al.
[1] recognize is that the packaging of licenses to large blocks leads to oligopolies where
there are only few large license holders. The winning bidder might not need all bundled
licenses so parts of the spectrum remain unused. Additionally, restricted competition
and static licenses hinder new innovation.

A solution to this problem is to establish a secondary market for the licenses.
Cramton and Doyle [2] state that an open access market for spectrum would increase
competition and make the process more efficient, transparent, fair, and simple. Chapin
and Lehr [3] found that there are three enablers for market liquidity in the secondary
spectrum access market: available spectrum by increasing achievable Quality of Ser-
vices (QoS) and hence, demand, and low transaction costs and risks. On the other hand,
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Xavier and Ypsilanti [4] discuss issues related to introduction of secondary markets.
The following relevant concerns were highlighted: uncertainty regarding the future
primary allocations leading to incorrect estimations of spectrum scarcity and value;
lack of information on available spectrum; risks of increased interference; coordination,
harmonization, and controlling mechanisms; anti-competitive conduct, in particular
concentration of spectrum and hoarding; disruptive effects on end users; and ability to
achieve public interest objectives. Based on this, Ballon and Delaere [5] suggest the use
of coordinating or enabling mechanisms and entities contributing to efficient spectrum
management through providing information to stakeholders, interference mitigation,
frequency harmonization, combating anti-competitive behavior, and pursuing public
interest and consumer protection. Governmental or privately operated automated sys-
tems can contribute to regulation through monitoring compliance with policies and
regulations, act in case of violations, and support public policy objectives. This
potentially results lower cost, more efficiently utilized spectrum, and embedded man-
agement, and further helps to define the ‘rules of the spectrum game’ for co-operative
interactions contributing to business aspects.

There are many proposals of real-time secondary marketplaces where capacity is
auctioned according to current demand, for example [6]. Yoon et al. [7] examined the
effects of three different frameworks, direct trading, auction. and brokerage for the
secondary spectrum use and considered changes in market conditions and institutional
limitation. They suggested that direct trading optimizes social welfare, considering
current technical, economical and policy factors, while more complex trading mech-
anism may not yet achieve the optimal benefits due to implementation costs. In these
studies, marketplaces were mainly designed for liquid licenses. However, this paper
answers the research question: How to facilitate the exchange of spectrum resources
that are used for applications such as micro-operator licenses or Priority Access
Licenses (PAL) in Citizens Broadband Radio System (CBRS) [8]. These licenses are
often illiquid micro licenses. Thus, we introduce a non-real-time marketplace for
buying and leasing both exclusive and shared access to spectrum. The main function of
the marketplace is to allow fast, convenient, and low-cost exchange of local licenses. If
there is a high demand for a particular micro-license, sellers can use auction instead of a
buy now price. Auctions can be used to find the equilibrium price but they do not work
as efficiently if there are only few buyers [9]. It is reasonable to assume that the number
of buyers is relatively small in micro licensing cases, because the licenses are local and
they benefit only few buyers.

Additionally, this paper examines the pricing of illiquid micro-licenses. The price
of liquid licenses can be determined for example by auctions or by comparing the sales
prices of similar licenses. However, when there are not enough buyers or sellers,
market based methods are not reliable. The valuation can also be done by evaluating
factors such as the potential economic benefit of the license and the opportunity costs
of alternative options. However, this is a labor-intensive method and might not be
economically worthwhile when considering the size of the micro licenses. This paper
introduces an automatic valuation method for these small, illiquid licenses.

First, this paper will consider the uses for a secondary market. Then, it will describe
the key functions of the marketplace such as listing, buying, and valuation. It then
proposes a few revenue models for the marketplace and describes some of the existing
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open source platforms that could be used for developing the marketplace. Finally, the
paper concludes that the proposed marketplace could be a viable method for allocating
the illiquid micro licenses.

2 Brokering Business and CBRS

The proposed marketplace facilitates the secondary exchange of small, illiquid licenses.
It could be used to allocate spectrum resources for the local networks used by clients
such as event organizers, education facilities, and manufacturing companies. Matin-
mikko et al. [10] introduce a new local operator model for the deployment of
ultra-dense small cell radio networks in specific locations. In this concept, a micro
operator buys or leases spectrum access from the current license holder such as a large
network operator. They then provide the required service and infrastructure for a client
that needs a local network solution. The proposed marketplace allows micro operators
to gain access to spectrum conveniently.

Another example, which could benefit from this kind of secondary marketplace is
CBRS Priority Access Licenses [8]. The Federal Communications Commission
(FCC) [11] licenses for the PAL layer users will be assigned via competitive bidding.
They are allowed to operate up to a total of 70 MHz of the 3550–3650 MHz spectrum
segment, and they are protected from General Authorized Access (GAA) interference.
A PAL non-renewable authorization is for a 10 MHz channel in a single census track
for three years, with the ability to aggregate up to six years up-front. To ensure
availability of PAL spectrum to at least two licensed users in the highest demand areas,
licenses will be permitted to hold no more than four PALs in one census track at once,
and no licenses are granted if there is only one applicant, except in rural areas.
The PAL layer may cover critical access users like utilities, Internet of Things
(IoT) verticals, governmental users, and non-critical users e.g., Mobile Network
Operators (MNOs) and Wireless Broadband Service (WBS) providers on the 3650–
3700 MHz band after the final five-year term. PALs are auctioned to the licensee
within their service area on a census track basis but the specific channels are assigned,
re-assigned, and terminated by the Spectrum Access System (SAS) at the end of the
term. The PAL will be opened for the third opportunistic licensed-by-rule GAA tier
users when unused and further automatically terminated and may not be renewed at the
end of its term. PAL licensees report their PAL Protection Areas (PPAs) on the basis of
actual network deployments., SAS does not authorize other Citizens Broadband radio
Service Devices (CBSD) on the same channel in geographic areas and at maximum
power levels that would cause aggregate interference within a PPA.

The FCC revisited rules for CBRS in 2016, and introduced the light-touch leasing
process to enable secondary markets for the spectrum use rights held by PAL licensees
[11]. Under the framework, no FCC oversight is required for partitioning and disag-
gregation of PAL licenses. PAL licensees are free to lease any portion of their spectrum
or license outside of their PPA. The PPA can be self-reported by the PAL owner or
calculated by the SAS. The PAL radio frequency channel can be re-allocated beyond the
PPA, but within the census tract. Introduced low additional administrative burden with a
minimum availability of 80 MHz GAA spectrum in each license area will provide the
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increased flexibility to serve targeted quantities of spectrum or services to geographic
areas. Furthermore, the FCC will permit stand-alone or an SAS-managed spectrum
exchange and let market forces determine the role of the SAS value added services.

Berry et al. [1] state that the current secondary spectrum exchange is inefficient
because of regulation and transaction costs. There is a need for a more systematic
method of allocation, where the process is highly automated to reduce delays, search
costs, and transaction costs. This can be achieved with a marketplace that helps to
automate many labor intensive and time-consuming parts of the exchange. Ton-
mukayakul and Weiss [9] use Agent-based Computational Economics (ACE) to study
when a secondary market is a viable option i.e., when the license holders are willing to
supply licenses and when the secondary users are willing to buy them. The paper
concludes that there is a demand for secondary use licenses when buyers find exclusive
licenses too expensive or when the unlicensed spectrum is crowded. These conditions
are likely to happen in the case of local networks. According to Peha and Panichpa-
piboon [12], it is profitable for the seller to share spectrum access even if the price is
quite low. If the spectrum is unused, the license holders have incentives to sell or lease
the license to gain extra revenue and to cover the costs of holding the license. If the
transaction is done through an efficient marketplace, the sellers are able to lease or sell
even very small licenses with profit.

3 Spectrum Broker Service Concept

To increase the efficiency and to make the process more dynamic, the service automates
many labour-intensive processes. For example, it generates the contract between the
buyer and the seller automatically. It stores the required documentation like CE
(Conformité Européenne) certificates and regulator licenses. It also checks that the sale
complies with all regulatory rules and possible standards requirements, e.g. regarding
to power density and installation parameters. By predicting the aggregated field
strengths, the service checks and avoids the harmful interference impact of the buyer
network on other licensed radio users in geographic, frequency, and time domains. The
service may also visualize the protection and exclusion zones and the respective
coverage area of the new license. The estimation of interference protection may include
both computed and measured data. Spectrum sales require that documentation con-
cerning the sale is filed to the regulatory authorities. To make the process dynamic, the
service creates these documents automatically. The marketplace can also be connected
to Enterprise Resource Planning (ERP) software to increase efficiency of accounting.
The spectrum broker service is an essential tool in offering Spectrum as a Service
(SaaS). The marketplace could offer various additional services to improve the
exchange process. It could provide consulting about the pricing, legal processes, or
technology. It could also provide advanced information such as sales and sourcing
analytics to sellers and buyers, respectively. The marketplace could also include
financing services and it could host advertisements and premium listings.

The user interface and the service backend have to be customizable so that they can
facilitate the needs of the market for radio spectrum resources. They should allow both
selling and leasing as well as allow pricing that is determined flexibly by the pricing
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formula. Additionally, there has to be a possibility to integrate a map function to the
platform. An open source software platform for a marketplace like Cocorico [13],
Sharetribe [14], or Spree [15] could form the basis for an early implementation of the
service.

Listing
License holders have two options to list their licenses on the marketplace. If they
choose to list them automatically, the system determines the base price of the license
according to an automated process explained in the valuation section. This allows the
license holders to list large amounts of micro licenses conveniently. Alternatively,
license holders can list micro licenses manually, one area at a time, allowing them to
make a more detailed listing and use a more elaborate pricing method.

Sellers can determine whether they want to lease or sell the license. Both leasing
and selling are subject to the legal regulative status of the radio licenses in the particular
jurisdiction, and specific radio license terms. It is possible to offer an exclusive license,
where only the buyer has access to the spectrum, or a shared license, where many users
use the license simultaneously. In the case of a lease, the seller can assume a spectrum
manager role where it is responsible of ensuring compliance with terms, regulations,
and reporting duties. The exchange can also be a de facto transfer, where all the rights
and responsibilities are transferred to the buyer. It should be noted, that the parties must
agree who pays the frequency fee.

The marketplace offers analytics tools to sellers to help them monitor the sales.
Additionally, it offers an availability management system that helps sellers to manage
their available and reserved licenses. An illustration of user interface for listing can be
found in Fig. 1.

Fig. 1. User interface for listing spectrum resources
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Buying and leasing
The marketplace enables the buyers or leasers to search for license holders and select
custom coverage areas. The buyer enters information about planned use, which can be
used by the seller to estimate the value of the spectrum use, cost for the frequency fee,
and potential for harmful interference. A detailed search engine helps the buyers to find
all potential listings. It can automatically combine or divide licenses even from different
sellers so that the license matches the needs of the buyer. If the seller uses the auto-
mated pricing method or has individually priced the license in question, the service
shows the prices immediately and thus allows competitive tendering between different
license holders. If there is no available price for the searched license, buyer can ask for
a quote from the seller. The buyer has the option to either lease or buy the license. An
example of a user interface for searching spectrum resources and the search results can
be found in Figs. 2 and 3, respectively.

Real-time markets are mainly proposed to maximize the spectrum utilization during
short term changes in the spectrum demand. For example, an operator might lease more
capacity during peak hours through the market. However, our proposed market is
mainly meant to allocate spectrum to projects and events which are planned in advance
or which require a long term license. Because of this, a non-real-time market is
sufficient.

Fig. 2. User interface for searching spectrum resources
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The marketplace acts as an independent third-party broker in the process. There are
different possibilities how the marketplace generates revenue. It could take commission
from successful transactions. It could charge monthly fees or fees from making listings.
The fees from using the basic services of the marketplace should not be too high to
drive away the potential buyers or sellers. Fees from the above-mentioned additional
services would generate revenue without raising the costs of basic transactions.

4 Automatic Spectrum Valuation

In the current proposals of secondary markets, the valuation of the licenses is mainly
done by auctions. However, Tonmukayakul and Weiss [9] state that auctions work only
when the licenses are liquid, i.e. when there are enough buyers and sellers. In many
cases, there are only one or a small number of buyers in the context of licenses for local
networks and micro operators. For example, in a case where a factory wants to deploy a
local network to its own property, there are no other buyers because the property is
only used by the factory.

This paper introduces a new automatic valuation method for these relatively illiquid
licenses. The method is based on factors such as availability, usability, and the number
of frequency bands in the license. This kind of automated pricing allows license holders
to list large areas to the marketplace conveniently. The automatic valuation of a base
price can for example be done by using the formula that Finnish Communications
Regulatory Authority (FICORA) uses to determine frequency fees [16], see Fig. 4.
This formula takes into account the frequency band, population density, number of
transmitters, relative bandwidth and used radio equipment. This base price is used to
determine the leasing and selling prices in the proposed spectrum broker service.

Fig. 3. Results from spectrum search
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The buyer’s input parameters, like the type of equipment, are used to calculate
coefficients such as the basic fee coefficient. The system automatically calculates a part
of the factors like the number of inhabitants in the area. This is done by using the selected
area and population density data. The license holders can choose to charge a premium on
top of the base price. The license holders can further set a minimum price based on area
to make sure that the price is high enough for the transaction to be profitable.

Alden [17] analyses many factors that affect the valuation of the spectrum. The
paper concludes that the process is complex and often very unique. Because of this, the
automated valuation method cannot be applied in every situation. It does not work well
in situations where the true valuation is not driven by technical factors such as number
of transmitters in use. It is hard if not impossible to automatically evaluate the fair price
of the spectrum if the true value is driven by factors such as speculation about future
benefits and motives to limit competition. This kind of scenarios are likely to happen
for example in campuses and cities. Because of this, the pricing method requires further
consideration and can only be used only in limited situations. Alden [17] classifies two
different methods for valuing spectrum: direct and indirect method. He states that
indirect method, such as benchmarking, is often not viable because comparable cases
might not exist. This is especially true in these illiquid micro licenses. Direct method
considers opportunity costs and potential revenues. Opportunity costs can be evaluated
by determining the costs or profits of the alternative options that the buyer and seller
have. These include for example the cost of alternative license that the buyer could use.
Potential revenues include for example calculating the net present value of the revenues
that the buyer will generate with the license. These kinds of methods might lead to
accurate estimates but they are very labour intensive and time consuming. Because of
this, these methods most likely cannot be used when determining the price of micro
licenses. Using the above-mentioned formula offers an automated and efficient
approach to valuation that could be accurate enough for the purposes of illiquid micro
license exchange.

Here we consider how the formula recognises the main factors that affect the value
of the license according to Alden. Intrinsic factors, such as the unequal capabilities of
different frequencies can automatically be taken into account and they are recognised in
the pricing method of the FICORA. Namely, frequency band and relative band width
coefficients measure these properties.

Fig. 4. FICORA’s formula for computing spectrum resource fee [16]
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Some extrinsic factors are also recognised in the pricing method. These include
physical characteristics like geography and some socio-economic characteristics such
as the number of users in the area. This is mainly recognised in the population coef-
ficient. If the marketplace operates in a specific regulatory environment, extrinsic
factors such as market specific regulations are most likely constant and thus they can be
recognised as well.

However, some extrinsic factors are hard to calculate automatically. These include,
for example, the economic benefit that companies get from using the spectrum. Fur-
thermore, it is not straightforward to evaluate the competitive environment of the
specific location. Locations where there are many competitors or just a few dominating
ones are not attractive locations for new investments. Furthermore, selling licenses to
competitors increases competition in the market and this might generate negative
effects for the seller. It is better for the seller to price the licenses manually in situations
where this kind of problems arise.

5 Conclusions

To enable the efficient employment of local networks and allocation of priority access
licenses, a marketplace for illiquid micro licenses is needed. The proposed, non-real-
time secondary market is a solution for this challenge. It lowers the transaction costs
and inconvenience in the spectrum exchange. Thus, it allows small scale sales that
would not be profitable with current transaction costs.

The paper introduces a new automatic method for the valuation of micro licenses. It
is based on the frequency fee formula used by the Finnish Communications Regulatory
Authority. The method allows license holders to list illiquid micro licenses efficiently.
Additionally, it allows buyers to search specific licenses and get the price quotes
immediately.

We list a number of features that the proposed system has. To increase efficiency,
the marketplace automates labour-intensive processes by filing regulatory documents
and checking compliance with the law. Additional services, such as analytics tools and
consulting could provide additional value for both the buyer and the seller. The paper
shows how the marketplace could be developed by providing examples of the inter-
faces for both the buyer and the seller. We conclude that an existing open-source
platform could be used in the development of the platform. The revenue section shows
that there are different business models that could be used to generate revenue without
raising the prices too high for the buyers or the sellers.

Future work could consider applying the CBRS brokering concept in to European
Licensed Shared Access spectrum sharing concepts evolving from static uses case to more
dynamic concept [18]. Finally, the successful deployment of the spectrum trading and
leasing framework calls for a collaborative effort from the government, industry, and
academia to build dynamic capabilities and technology enablers needed to incubate and
accelerate the development. One potential joint topic to study is the utilization of block-
chain technology to reduce transaction costs through automatization of business-to-
business complex multi-step workflows in contracting and data exchange, while trans-
forming spectrum regulation from administrative tomore dynamic market based approach.
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Abstract. This paper describes the design of a testbed for experimental
validation and trialing of 5G vertical applications. The paper introduces
the challenges that 5G aims to solve with regard to the spectrum demand
and the convergence of different wireless communication services. The
European-level 5G research program 5G Public Private Partnership (5G-
PPP) is a coordinated European approach to secure European leadership
in 5G. The 5G-PPP has developed a 5G Pan-European Trials Roadmap,
which includes a comprehensive strategy for coordinated international
preliminary and pre-commercial trials. The objective in designing Turku
University of Applied Sciences (TUAS) testbed infrastructure in Turku,
Finland, has been in building a testbed that can be used to contribute
to the development, standardization and trialing of wireless communi-
cations in a diverse selection of scenarios and vertical applications. In
addition, the paper describes the spectrum monitoring capabilities at
TUAS facilities.
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1 Introduction

Designing a 5th generation mobile networks (5G) testbed infrastructure for
experimentations and trials is far from a trivial task. It requires theoretical
knowledge on wireless networks, engineering knowledge to build and operate the
testbed and professional level measurement equipment and skilled personnel to
operate them. 5G will not only be a New Radio [1], but also an umbrella under
which the newly developed and existing technologies are converged to meet the
requirements of 5G applications [2]. Thus, it is essential to know the limitations
of the current technologies and to accurately define the requirements of the 5G
applications.
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The 5G Public Private Partnership (5G-PPP) [3] funded by European Union
is a major initiative aiming to secure European leadership in 5G. The public and
private sectors in Europe work together to develop 5G in several different projects
on different topics, such as overall architecture, physical layer, Network Function
Virtualization (NFV), software-defined networking (SDN), and network slicing.
European Commission has created a coordinated 5G action plan (5GAP) [4],
which promotes preliminary trials under the 5G-PPP arrangement to take place
from 2017 onward and pre-commercial trials from 2018 onward.

To address the key elements in 5GAP, a high-level 5G Pan-European Tri-
als Roadmap [5] was released in May 2017. The main objectives of the Trials
Roadmap are the following:

1. Support global European leadership in 5G technology, 5G networks deploy-
ment and profitable 5G business.

2. Validate benefits of 5G to vertical sectors, public sector, businesses and con-
sumers.

3. Initiate a clear path to successful and timely 5G deployment.
4. Expand commercial trials and demonstrations as well as national initiatives.

The Finnish Funding Agency for Innovation (Tekes) [6] funds a 5thGear pro-
gramme [7], which gathers Finnish companies and research institutes together
with the aim to solve the challenges of next generation wireless communications,
create new business and international collaboration. 5G Test Network Finland
(5GTNF) [8] coordinates the integration of the 5G testbeds in 5thGear pro-
gramme to create a joint open 5G technology and service development innovation
platform to support the vision of 5G-PPP in Finland.

This paper introduces the approach chosen by Turku University of Applied
Sciences (TUAS) for the evolution and design of testbed infrastructure, which
will be used in the European 5G development through experimental validation
and trialing of 5G vertical applications and is also a part of the 5GTNF.

The rest of the paper is organized as follows: Sect. 2 describes the previous
TUAS research and available test networks, which form a basis of the TUAS
testbed. Section 3 discusses the spectrum issues in 5G, while Sect. 4 describes the
proposed testbed infrastructure on a high level. Section 5 describes the required
spectrum monitoring capabilities and Sect. 6 concludes the paper.

2 TUAS Test Networks and Field Measurement
Activities

As the 5G is expected to be able to provide optimized support for a variety of
different services and applications [9], understanding the limitations in the cur-
rent technologies is essential in building a converged 5G ecosystem. Depending
on the use case and application, 5G should be able to simultaneously support
multiple combinations of reliability, latency, throughput, positioning, and avail-
ability [10].
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Testbed development requires knowledge on different use cases and vertical
applications. TUAS has wide experience in the following vertical applications:

– TV content distribution and reception (broadcasting).
– IoT devices communicating data to the cloud service.
– Video surveillance streams in high definition.

The previous TUAS research and testbeds in digital terrestrial television
(DTT) broadcasting, TV White Space (TVWS) and licensed spectrum sharing
are described in Sects. 2.1 and 2.2, while Sect. 2.3 describes the recently planned
industrial Internet of Things (IoT) testbeds.

2.1 Digital Terrestrial Television and TV White Spaces

TUAS radio laboratory has strong traditions in DTT broadcasting research dur-
ing the past 10 years. Interoperability tests, mobility tests, verification and vali-
dation of rotated constellations and measurements of interference and coverage
for DVB-T/H/T2 (Digital Video Broadcasting - Terrestrial/Handheld/Second
Generation Terrestrial) have been conducted in several different projects, includ-
ing EUREKA-Celtic projects WING-TV [11], B21C [12] and ENGINES [13].

Since 2010, the focus of TUAS research has been in spectrum sharing, espe-
cially in TVWS and LSA. In spectrum sharing, it is essential to study the tech-
nical protection conditions to enable the coexistence between secondary and pri-
mary (incumbent) users through field measurements in real test network environ-
ments. Field measurements are very time-consuming and expensive to conduct
as they require substantial human resources, test network infrastructure, profes-
sional level measurement devices and radio licenses [14,15]. Field measurements
are rare in the literature. Especially in spectrum sharing, the studies are typically
based on simulations and laboratory measurements in controlled environments.

Turku TVWS test environment [16] was set up during in White Space Test
Environment for Broadcast Frequencies (WISE), WISE2 and ReWISE (Relia-
bility Extension to White Space Test Environment) projects (2011–2014) [17]
to develop and validate technical solutions, accelerate commercial utilization
of white spaces, and to contribute to the regulation and standardization work
[18–29]. The test network and associated radio laboratory are located in Turku,
Finland. TVWS equipment has also been installed and trialed in the use-case
pilots of WISE2 project in different locations in Helsinki [16]. The test network
was the first in Europe to have a full geolocation-based radio license for the
TVWS frequency range 470 MHz–790 MHz [30] in the 40× 40 km area shown in
Fig. 1.

TUAS participated in Horizon 2020 Collaborative Spectrum Sharing com-
petition with a proposal called DISTRIBUTE, which won the competition [31].
The highly innovative view on distributed spectrum sharing in DISTRIBUTE
uses solutions involving licensed spectrum and is based on forms of geoloca-
tion databases. DISTRIBUTE adapted the geolocation database concept to be
entirely decentralized, operating in a distributed way solely on the nodes or ter-
minals that are sharing the spectrum. The approach is consistent with regulation
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Fig. 1. 40 × 40 km Turku TVWS network radio license area.

and policy. Regulatory constraints might be even conveyed by the regulator at
a higher level, and the distributed database solution will always operate within
those local constraints. The approach is applicable to sharing of licensed spec-
trum, such as licensed devices operating in TVWS and Licensed Shared Access
(LSA), and license-exempt spectrum sharing such as conventional TVWS and
Spectrum Access System (SAS)-supported license-exempt access.

2.2 Licensed Spectrum Sharing

The Future of UHF Frequency Band (FUHF) project [32] continued to study
spectrum sharing in ultra high frequency (UHF) TV band. The main focus
was on field measurements [15] to study the feasibility of exclusive shared spec-
trum access through Long Term Evolution (LTE) Supplemental Downlink (SDL)
concept [33–37]. The project also observed the regulatory and technical devel-
opments to determine the most feasible spectrum utilization methods for the
UHF TV broadcasting band. The potential developments in the use of the band
and candidate technologies such as WiB [38] and Tower Overlay over LTE-
Advanced+ (TOoL+) [39–41] were considered in [15].

TUAS also co-operated with CORE+ project through WISE2 project and
was a full project consortium partner in the follow-up project CORE++ [42].
These projects studied the LSA [43–51] and SAS [52–54] concepts by develop-
ing the framework, participating in the regulatory work and field trialing the
developed systems. TUAS participated in the development of repositories for
both LSA and SAS and in developing the spectrum sensing system fulfilling the
requirements of Environmental Sensing Capability (ESC) in SAS. The European
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Telecommunications Standards Institute (ETSI) work on defining LSA for 2300–
2400 MHz band was recently finished [55–58] and is expected to evolve into a
spectrum sharing method which could assist in meeting the spectrum demand
for 5G [59].

2.3 Industrial IoT

There are two separate private networks for industrial IoT validation and trial-
ing purposes in the TUAS test environment. The first network is a LoRa [60] low
power wide area network (LPWAN) to study deep indoor propagation charac-
teristics of a LoRa network. The network consists of two base stations at TUAS
premises in ICT-City and Sepänkatu (locations are shown in Fig. 5), one base
station at Kuusisto TV-mast and additional base stations operated by a private
corporation. The network is operated on three 200 kHz channels at 868.1, 868.3
and 868.5 MHz. The transmissions have a 125 kHz bandwidth and a maximum
duty-cycle constraint of 1%.

The second network consists of industrial radio modems, which provide a
mission-critical communications solution and are based on private radio network-
ing technology [61]. They provide reliable long-range data connectivity and very
high availability for mission-critical applications under severe circumstances. The
radio modems allow to build a private network that is not dependent on mobile
network operators. The master base station is installed at ICT-city. The network
consists of 5 base stations and is operated at 428 MHz.

3 Spectrum Issues in 5G

The main drivers for 5G are the constantly increasing requirements for higher
bit rates, shorter latency, reliability, and support for a larger number of devices,
as wireless services, especially video streaming and emerging massive IoT, are
being adopted at an accelerating pace. The mobile network interface becomes
more and more common not just in mobile phones, but also in laptops, tablets,
and other end user equipment.

The quality of available content and services also improves and results in a
rapid increase in the amount of traffic in mobile networks. The trend is pre-
dicted to continue [62–64] in the foreseeable future. Due to the existing base
of end user equipment supporting only earlier mobile network generations, 5G
systems cannot be allocated on the existing mobile network frequency bands,
but they require new spectrum allocations. The increased demand of mobile
network capacity can partially be solved by more efficient coding, though the
main growth in capacity will take place by decreasing the average cell size and
using higher frequency bands.

The European Commission Radio Spectrum Policy Group issued an opinion
paper stating that the 5G pioneer bands in Europe are 700 MHz, 3.4–3.8 GHz
(the 3.5 GHz band), and 24.25–27.5 GHz [65]. In the countries where the 700 MHz
band can be cleared in the coming years, the band will mainly be taken into
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LTE use. Otherwise and on longer term, the 700 MHz band, already allocated
for mobile broadband (MBB), will be critical in providing nationwide and indoor
coverage for 5G [4,65].

The bands above 24 GHz require a completely new radio access network
(RAN) structure due to a large difference in propagation characteristics com-
pared to the currently used mobile bands. Thus, the 3.5 GHz band will be the
first strategic band for the 5G launch in Europe [4]. World Radiocommunication
Conference 2019 (WRC-19) will decide about European 5G spectrum allocation
above 24 GHz, including the pioneer 5G band above 24 GHz [66]. 5G operating
in the frequencies between 24 and 86 GHz [4,67] can provide the large band-
widths and high data rates required by the increasing amount of MBB traffic.
In addition to the 24.25–27.5 GHz band, also 31.8–33.4 GHz and 40.5–43.5 GHz
are considered to be promising candidates for 5G in Europe.

The frequencies below 6 GHz are essential for 5G [68], as they can provide
the needed coverage and reduce the cost of building mobile networks due to their
better propagation characteristics. The current 3.5 GHz band allocation differs
significantly in European countries. Some countries will be able to clear the band
within a few years, but most of the countries have spectrum allocations which
cannot be cleared in several years. Some of the countries which cannot clear
the band completely consider making spectrum resources within the band avail-
able through static or dynamic spectrum sharing. Several European countries
also consider regional radio licenses in addition or instead of nationwide radio
licenses in the 3.5 GHz band. In general, spectrum sharing [69,70] methods may
play a role in meeting the spectrum demand for 5G [59,71,72] especially in the
frequencies below 6 GHz.

In the United States (US), a broadcast television spectrum incentive auction
[73] was made to reorganize the DTT transmissions to the lower parts of the
UHF TV frequency band and create contiguous blocks of cleared spectrum to
the upper parts of the frequency band to be auctioned for the mobile network
operator (MNOs). The process comprised of two separate auctions: a reverse
auction for broadcasters to determine the price at which they would be willing
to relinquish their spectrum usage rights and a forward auction to determine the
prices MNOs are willing to pay for the spectrum. The auctions were interdepen-
dent and consisted of several rounds until the set goals regarding the economics
and the amount of spectrum to be cleared were achieved. The auction was for-
mally closed in April 2017 and resulted in a reallocation of 84 MHz of DTT
spectrum and began a 39-month transition period, during which some television
(TV) stations need to take their new channel assignments into use [74]. It is
possible that Europe and the rest of the world could follow the US in reallocat-
ing the 600 MHz band for MBB to obtain more spectrum for 5G in frequencies
below 1 GHz.

4 TUAS Testbed for 5G Vertical Applications

The current research activities at TUAS are largely focused on the development
of a converged 5G ecosystem: Tekes-funded [6] WIVE (Wireless for Verticals)
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[75], CORNET (Critical Operations over Regular Networks) [76], RAMP (Indus-
trial Internet Reference Architecture for Medical Platforms) [77] and EU-funded
5G-PPP phase 2 project 5G-XCAST (Broadcast and Multicast Communication
Enablers for the Fifth Generation of Wireless Systems) [78].

The TUAS testbed will support the following 5G verticals [79,80]:

– Smart cities [80].
– Media and entertainment [81].
– Factories of the future [82].

The TUAS 5G testbed focus will be on spectrum below 6 GHz. The fre-
quencies of the current test network components are illustrated in Fig. 2. Radio
licenses need to be acquired for each of the frequency bands, and permission
from the MNOs is needed in the bands which have been allocated to LTE. As
can be seen from Fig. 6, the 700 MHz band does not have any transmissions and
is available for testbed use for the time being even though it has already been
auctioned to the MNOs. The 5G candidate band 3.4–3.8 GHz is the main can-
didate for a future testbed extension, while the 2.5–2.69 GHz band is a backup
frequency band if radio licenses cannot be obtained to the desired frequency
bands.

Fig. 2. TUAS testbed service frequencies.

The overall TUAS 5G testbed service architecture is illustrated in Fig. 3. The
testbed infrastructure, backbone and the Operations, Administration, and Main-
tenance (OAM) are located in the TUAS radio laboratory at ICT-city building
in Turku, Finland. The internal LTE virtual Evolved Packet Core (vEPC) and
the LSA are operated on servers of the TUAS radio laboratory network. The
ETSI LSA architecture reference model described in [57] is used. The blocks in
grey color describe the equipment under the management of TUAS radio lab-
oratory and the blocks in white the equipment outside TUAS control. Thus,
the LSA controller is currently an external service. The Microsoft Azure portal
and the external LTE Evolved Packet Cores (EPCs) are connected to the TUAS
radio laboratory infrastructure through a firewall and a Virtual Private Network
gateway (VPN-GW). The green blocks illustrate the air interfaces of different
testbed services and the orange box the spectrum monitoring and sensing sys-
tems described in Sect. 5.
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Fig. 3. Block diagram of overall TUAS testbed service architecture. (Color figure
online)

One of the major challenges in the 5G experimentations and trials will be the
user terminals. Especially the supported frequency ranges, the level of flexibility
the terminals allow and the available software applications will largely determine
for which purposes the terminals can be used for.

Figure 4 gives a more detailed description of the LTE part of the testbed along
with a plan for the installation of first LTE Evolved Node Bs (eNBs). Two small-
cell eNBs will be installed at ICT-city premises for indoor trialing purposes, one
rooftop eNB will be installed at ICT-city and a second rooftop eNB at TUAS
premises at Sepänkatu. The test network infrastructure includes an optical trans-
port network (OTN) between the premises at ICT-city and Sepänkatu.

Fig. 4. LTE network architecture block diagram.
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Fig. 5. LTE eNB geographical locations in Turku, Finland.

The geographical locations of the eNBs in Turku, Finland, are shown in
Fig. 5. In addition to LTE eNBs, the locations have the following services:

– Sepänkatu: long-term radio spectrum observatory system, LoRa base station
and industrial radio modem base station.

– ICT-city radio laboratory: on-demand real-time spectrum analysis, LoRa base
station, industrial radio modem base station and DTT transmitter.

Instead of being only a new radio access technology for LTE, 5G will be an
integration of several different services and networks. Thus, the overall system
will be a completely redesigned programmable multi-service architecture [83–85]
which uses network slicing. Network slicing means that the system can run mul-
tiple service instances (slices) on the same physical infrastructure. Network slices
can be configured for each application, use case or service of 5G to meet its spe-
cific requirements and to serve different groups of users. The flexibility and pro-
grammability needed to create the network slices are provided by NFV and SDN.

5G-XCAST project [78] aims to design a dynamically adaptable 5G network
architecture, which has layer independent network interfaces that are capable
of dynamically and seamlessly switching between unicast, multicast and broad-
cast modes or using them in parallel. For example, the TUAS 5G testbed will
be used for demonstrating point-to-multipoint Public Warning Systems (PWS)
capabilities developed in the project.

The TUAS testbed can be flexibly extended as new network functionalities
are developed and new equipment becomes available. The testbed infrastruc-
ture allows to test various Proof of Concepts (PoCs) from different 5G vertical
applications.
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5 Radio Spectrum Monitoring and Sensing

A spectrum observatory network was built in a GlobalRF Spectrum Opportu-
nity Assessment project [86–92] in Wireless Innovation between Finland and the
US (WiFiUS) program [93], which was jointly funded by the National Science
Foundation (NSF) [94] and Tekes [6]. The project built an international network
of radio frequency (RF) spectrum observatories continuously collecting long-
term spectrum data to study the trends in spectrum utilization and to identify
frequency bands where spectrum sharing could be feasible.

Three spectrum observatories are operational in Chicago, US, Virginia, US,
and Turku, Finland. The measurement data from the spectrum observatories in
Finland and the US is collected and stored into a single location at Illinois Insti-
tute of Technology [95] in Chicago. The RFeye nodes manufactured by CRFS [96]
measure the whole frequency band from 30 MHz to 6 GHz in each of the locations.

Figure 6 shows the Turku spectrum observatory power spectral density (PSD)
from June 26th 2017 for 470–900 MHz. The 700 MHz band was allocated to MBB
[97,98] and in Finland the band has been cleared and auctioned for MNOs [99].
As can be seen from the figure, the 5 DTT multiplexes have been regrouped
to the 470–694 MHz UHF TV broadcasting frequency range, but the 700 MHz
MBB is not operational yet. Three 10 MHz blocks of frequency division duplex
(FDD)-LTE downlink transmissions are active in the 800 MHz band [100].

Fig. 6. 470–900 MHz UHF spectrum average PSD on June 26th 2017.

ICT-City site is equipped with several on-demand spectrum monitoring sys-
tems, which can distinguish different signals operating in the same frequency
band [101], as shown in Fig. 7. The wideband signal in Fig. 7 is a 10 MHz LTE
downlink signal and the two low-power transmissions are Programme Making
and Special Events (PMSE) wireless microphones with 200 kHz bandwidth. The
y-axis represents the signal strength in dBm and the x-axis the frequency. The
center frequency is 783 MHz and the span 20 MHz. TUAS has also participated in
the development of distributed spectrum sensing system with low cost hardware
[102] and Environmental Sensing Capability (ESC) in SAS [54].
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Fig. 7. On-demand spectrum monitoring is capable of distinguishing different signals
operating in the same frequency band.

6 Conclusions

5G can be seen as an umbrella, which converges all the current wireless net-
work systems, services and frequency ranges into one ecosystem. The ecosystem
includes the evolution of the old technologies and completely new technologies
and architectures, all of which need to meet the key performance indicators
(KPIs) set in 5G-PPP for different vertical applications and services. The pre-
sented TUAS 5G testbed is a case study, which demonstrates how a testbed can
be built for the purposes of the 5G research projects TUAS is involved in. The
testbed allows to use different LTE ePCs and frequency ranges, which allows to
support a range of different vertical applications.
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Abstract. 5G brings along very dense small cell deployments in specific
locations such as hospitals, campuses, shopping malls, and factories. This will
result in a novel 5G deployment scenario where different stakeholders, i.e.,
micro operators, are issued local spectrum access rights in the form of micro
licenses, to deploy networks in the specific premises. This new form of
sharing-based micro licensing guarantees that the local 5G networks remain free
from harmful interference from each other and also protects potential incumbent
spectrum users’ rights. It admits a larger number of stakeholders to gain access
to the 5G spectrum to serve different vertical sectors’ needs beyond traditional
mobile network operators (MNO) improving the competition landscape. We
characterize the resulting interference scenarios between the different micro
operators’ deployments and focus on the building-to-building scenario where
two micro operators hold micro licenses in separate buildings in co-channel and
adjacent channel cases. We analyze the resulting allowable transmit power
levels of a base station from inside one building towards an end user mobile
terminal inside another building as a function of the minimum separation dis-
tance between the two micro operator networks. Numerical results are provided
for the example case of the 3.5 GHz band with different building entry losses
characterizing the impact of propagation characteristics on the resulting inter-
ference levels. The results indicate that the building entry losses strongly
influence the interference levels and resulting required minimum separation
distances, which calls for flexibility in determining the micro license conditions
for the building specific situation.

Keywords: 5G � Interference management � Micro operator
Spectrum sharing

1 Introduction

Next generation mobile communication networks known as 5G are expected to drive
industrial and societal transformations and economic growth with high quality mobile
broadband offerings and supporting of new types of high demand applications.
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Provisioning of high quality wireless connectivity in specific locations such as schools,
transport hubs, public service providers’ units, and enterprises has become a key
societal objective in Europe as the enabler for new services [1]. The location specific
needs for wireless connectivity have become a major design criteria in the development
of 5G networks and their applications in different vertical sectors [2]. There is a
growing need for locally operated wireless network deployments by different stake-
holders to meet ever increasing requirements for higher capacity, higher data rate,
lower latency, massive device density, and reduced capital and operational costs as
discussed in [3].

Timely availability of 5G spectrum will be critical for the roll out of the new
networks. These networks are expected to be deployed in a wide range of frequency
bands with different propagation characteristics including existing spectrum bands for
mobile below 1 GHz and between 1–6 GHz, as well as new spectrum above 6 GHz
especially in the millimeter wave range (24–86 GHz) as expected from the World
Radiocomunication Conference in 2019 (WRC-19). While regulators are globally
committed to making new 5G spectrum available, the authorization models to use the
5G spectrum is an open topic and will include a mix of licensed and unlicensed models
[1, 4]. New sharing based spectrum authorization models for granting access rights to
use the 5G bands among the applicants in an objective, transparent, non-discriminatory
and proportionate way are urgently needed to support innovation and market entry as
outlined in [4].

Several spectrum sharing models have been introduced in regulation to consider
different spectrum authorization regimes to admit additional users while protecting the
incumbents in the band. European Licensed Shared Access (LSA) discussed in the 2.3–
2.4 GHz and 3.6–3.8 GHz bands introduces additional licensed users while protecting
the existing incumbent users and giving quality of service guarantees also for the new
LSA license holders [5]. However, the authorization model for granting the LSA
licenses is determined to be a national matter left for the national regulators and has not
been discussed yet. A three-tier sharing model for Citizens Broadband Radio Service
(CBRS) by the Federal Communications Commission (FCC) in US introduces two
layers of additional users under licensed or general authorization regimes in the 3.55–
3.7 GHz band while protecting the incumbents [6]. The priority access layers
(PAL) introduces new local spectrum licenses of 10 MHz bandwidth to be granted via
auctions for three-year license period over a geographic area of census tract. Both the
LSA and CBRS models introduce additional local users since country-wide spectrum
availability cannot be guaranteed due to incumbent activity that needs to be protected.

In the research domain, there have been studies on sharing between mobile network
operators (MNO) in a so called co-primary shared model [7] where several MNOs
access a common band with equal access rights. This model has also been considered
for the millimeter wave bands in [8, 9] requiring either complex coordination mech-
anisms between MNOs or resulting in interference between them. In particular, new
sharing-based local spectrum authorization models are needed for ultra-dense small cell
deployments in specific buildings where venue owners role becomes increasingly
important as discussed in [10]. To this end, the development of suitable spectrum
authorization models for 5G is an open topic in terms of the level of exclusivity in
spectrum use and resulting mechanisms for protection from harmful interference. The
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use of higher carrier frequencies for 5G inherently assumes local network deployments
due the propagation characteristics, which needs to be properly taken into account in
designing the authorization mechanisms.

There is a growing pressure to preserve a competitive environment open the mobile
connectivity market to new entrants [1]. Future 5G networks will be able to share
various resources establishing end-to-end network slices particularly in the higher
frequency bands where the new networks will consist of very dense deployments of
small cells connected with high capacity backhauls [2]. The concept of micro operators
as new entrants to the mobile market were discussed in [3, 11] to establish local
network deployments to complement traditional MNO offerings. Their appearance is
highly dependent on the local availability of 5G spectrum and the ability to lease the
required parts of the infrastructure on-demand as a service without high upfront
investments.

In the development of new spectrum sharing and authorization models for 5G,
interference characterization between the systems involved in sharing is critical and
requires proper modeling of the wireless propagation characteristics in the specific
frequency bands and deployment scenarios. This paper introduces a novel deployment
scenario for 5G where local indoor small cell networks are deployed in separate
buildings by different micro operators with locally issued spectrum micro licenses.
Interference scenarios between the two different operators having local indoor small
cell deployments in co-channel and adjacent channel cases are modeled and numerical
examples of allowed interfering power levels are calculated in the 3.5 GHz band.

The rest of this paper is organized as follows. In Sect. 2 we introduce the system
model of micro operator indoor small cell networks with micro licensing and the
resulting interference scenarios. Section 3 presents the interference calculation
methodology, followed by numerical results in Sect. 4. Finally, conclusions are drawn
in Sect. 5 together with future research directions.

2 Local Micro Operator Deployments

5G will introduce small cell deployments that will serve the versatile needs of different
vertical sectors as described in [2]. These local cellular network deployments could in
the future be operated by different stakeholders in addition to the currently dominant
MNOs. In this section we present the new micro operator concept described in [3] for
the establishment of local small cell deployments and characterize the resulting
interference scenarios between the different micro operator networks as outlined in
Fig. 1.

2.1 Micro Operator Concept

The authorization mechanisms to assign spectrum access rights to those requesting it
are in the key position to shape the future 5G mobile communication market. Tradi-
tional spectrum authorization models for providing mobile services include granting of
individual access rights typically through auctions leading to a small number of MNOs
to deploy nation-wide networks with high infrastructure investments. Currently, the
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only option for non-MNOs to deploy local networks is through the general autho-
rization (unlicensed) model for the establishment of wireless local area networks
(WLAN) without quality guarantees. These models will need to be rethought in 5G as
these networks are envisaged to operate also in considerably higher carrier frequencies
with smaller coverage areas, which calls for new sharing based spectrum authorization
models.

The concept of micro operators was recently proposed in [3, 11] to allow different
stakeholders to establish locally operated small cell networks in various places such as
shopping malls, hospitals, sports arenas, and industry plants based on local spectrum
availability. Since these different deployment areas require high-quality guaranteed
wireless connectivity, which is only possible when operations are free from harmful
interference from other wireless systems, it is justified that the micro operators obtain
spectrum micro licenses with local exclusive access rights to deploy and operate small
cell 5G networks in a specific location for a given license duration. This model presents
a major paradigm shift in spectrum authorization by combining the benefits of both
exclusive licensing and unlicensed models by allowing a larger number of stakeholders
to get quality guaranteed local spectrum access rights. The proposed micro licenses can
become a key enabler to allow various stakeholders taking up the micro operator role to
deploy 5G small cell networks in specific high-demand areas to serve different vertical
sectors’ needs. These new micro operators can provide a wide variety of tailored
services in specific locations to complement traditional mobile broadband offerings to
realize the 5G deployment plans set, e.g., in [4].

Fig. 1. Micro operator deployments in adjacent buildings and resulting interference scenarios.
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2.2 Interference Characterization

Industry, regulators and MNOs are seeking for spectrum for 5G networks from various
frequency ranges including existing bands below 1 GHz and between 1–6 GHz as well
as new bands above 6 GHz [4]. For the regulators to allow 5G networks to access the
bands, they will need to carefully conduct sharing and coexistence studies to ensure the
feasibility of sharing between entrant 5G networks and incumbent systems as well as
between the entrant system deployments in co-channel and adjacent channel cases. In
these studies, interference characterization between the different systems is critical,
which in turn requires proper propagation modeling and characterization of the systems
involved in spectrum sharing.

In cellular deployments, the macro and micro base stations have typically larger
transmission power and antenna gain than indoor base stations resulting in higher
coverage areas to serve the mobile terminals. In the worst case where the different
MNOs are exploiting the same or adjacent frequency bands, this leads to extremely
harmful interference and long separation distances between networks in outdoor
environment. In order for two operators to deploy their networks close to each other,
the interference caused by one network on the other must be at pre-define tolerable
level.

The proposed locally issued spectrum micro licenses require interference coordi-
nation between the different license holders and potential incumbent spectrum users in
the band to guarantee that their operations remain free from harmful interference.
Spectrum sharing (i.e., co-channel case) and coexistence (i.e., adjacent channel case)
between different micro license holders requires identification of the different inter-
ference scenarios to develop rules and conditions for the micro licensing that guarantee
that the networks remain free from harmful interference. Figure 1 illustrates a sim-
plified interference scenario where two micro operators A and B are granted micro
licenses in different buildings in the same channel to operate their own time division
duplex (TDD) small cell indoor networks that are unsynchronous. This results in
potential interference from one indoor network in one building to another indoor
network in another building and vice versa. These interference scenarios include the
following:

1. From base station to mobile terminal (downlink to downlink interference)
2. From base station to base station (downlink to uplink interference)
3. From mobile terminal to mobile terminal (uplink to downlink interference)
4. From mobile terminal to base station (uplink to uplink interference).

In characterizing the resulting interferences between the local 5G networks
deployed by the different micro operators, the modeling of the propagation environ-
ment is of great importance. Several radio channel measurement campaigns have been
carried out to characterize propagation environment in different frequency bands. For
the interference characterization, the most important propagation characteristics are
path loss (PL) and shadow fading. Several PL models, e.g., ITU-R models [12], have
been reported for various scenarios for the frequency bands below 6 GHz. Recently,
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the extensions of PL models have been proposed for millimeter bands, e.g., in [13].
However, the PL model for building-to-building scenario has not received much
attention in the existing research literature.

3 Calculation of Maximum Allowable Transmit Power

For two radio systems to operate in the same frequency band geographically close to
each other, there is a need to define an interference threshold so that a victim receiver is
protected from harmful interference from an interfering transmitter. In case there are
two micro licensee deployments run by different micro operators, the protection can be
achieved by defining a sufficient separation distance between the interfering transmitter
and the victim receiver such that the PL between two systems is high enough.

In this paper we study the maximum allowable transmit power caused by a micro
operator that results in protection from harmful interference at another micro operator.
We focus on the interference scenario where the transmission from a base station of one
micro operator is interfering a victim mobile terminal of another micro operator, and
investigate the required minimum separation distance between the two micro operator
networks. This interference scenario is selected as it presents a worst case scenario
since the transmission power of an base station is higher than an mobile terminal and a
victim mobile terminal is more vulnerable to interference than a victim base station.
This study serves as the starting point for more complicated interference characteri-
zations in 5G for spectrum sharing between small cell deployments of different oper-
ators. The minimum separation distance based calculation methodology has been
adopted and derived from [14, 15]. The minimum required PL including the effect of
shadow fading is determined based on minimum coupling loss (MCL) using

MCL95 ¼ MCL50 þ r � p2 � erf�1ð2 � 0:95� 1Þ; ð1Þ

where erf−1 is the inverse error function, r is the standard deviation of shadow fading,
and MCL50 is the minimum required median MCL. The isotropic antennas are used for
base station and mobile terminal [12]. Therefore, the transmit and receive antenna gains
and directivity losses can be ignored in the analysis. Furthermore, the feeder loss of
base station is set 0 dB [16]. Thus, MCL50 [14, 15] can be presented as

MCL50 ¼ Pt �ACIR� IC � Gb; ð2Þ

where Pt is effective transmitted interfering power, ACIR is adjacent channel inter-
ference ratio in the case where the operators are deployed in adjacent frequency bands
(if the operators are assumed to be serving in the same frequency band, the ACIR can be
ignored), IC is interference criterion, i.e., maximum allowable received interference
power, and Gb is bandwidth mitigation factor expressed as

Gb ¼ max 0; 10 � log10 Bt=Brð Þð Þ; ð3Þ
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where Bt and Br are the bandwidths of interfering base station and victim mobile
terminal, respectively. Typically, IC is set 6 dB below receive noise power N

IC ¼ N � 6 dB; ð4Þ

where

N ¼ �174 þ 10 � log10 Brð Þ þ F; ð5Þ

where F is receiver noise figure. Due to lack of PL model in the building-to-building
scenario, we carry out the analysis by assuming free space loss for outdoor propagation
environment, and that the interfering base station and victim mobile terminal are
located close to the external wall. Therefore, the path loss is presented as

PL ¼ �27:55 þ 20 � log10 fð Þ þ 20 � log10 dð Þ þ LW1 þ LW2; ð6Þ

where f is carrier frequency in MHz, d is the minimum separation distance between
interfering base station and victim mobile terminal in meters, and LW1 and LW2 are the
propagation losses caused by the first and the second wall, respectively. By substituting
(6) to the left side of (1), the effective transmitted interfering power, i.e., the allowable
transmitted interfering power can be expressed as

Pt ¼ ACIR þ PL þ IC þ GB �r � p2 � erf�1ð2 � 0:95 � 1Þ: ð7Þ

4 Results

Next, we analyze the maximum allowable transmit power levels that result in inter-
ference protection at the victim receiver for the example case of 3.5 GHz band. The
considered scenario includes interference modeling from a base station of one micro
licensee network inside one building towards a mobile terminal of another small cell
network inside another building. We use different building penetration losses charac-
terizing the impact of propagation characteristics on the interference levels. The base
station and mobile terminal parameters are taken from [16] and presented in Table 1.
Due to the lack of propagation channel characterization in the case where the trans-
mitter is located in a different building than the receiver, we use r given in [12] for
indoor hotspot scenario. It is worth noting that this parameter affects significantly to the
presented results. However, the presented PL models for line-of-sight case have shown
small r in the existing literature. Moreover, since we use the free space loss for outdoor
propagation and base station and mobile terminal are located close to the walls, the r
can be assumed to be realistic.

Four different combinations are considered for wall penetration losses (LW1 +
LW2): 10 dB, 25 dB, 40 dB, and 48.1 dB. These attenuation levels can be assumed to
be caused by different types of wall construction materials in buildings [12, 17]:

• standard multi-pane glass windows in both buildings (2 � SG), 5 dB loss per
window,
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• standard multi-pane glass window in one building and 20 dB loss caused by con-
crete wall in another building, (SG + C),

• concrete walls in both buildings (2 � C),
• infrared reflective glass wall (2 � IG) in both buildings, 24.05 dB loss per wall.

In this study, the micro operators are assumed to be deployed either in the same
frequency band (co-channel) or in the adjacent frequency bands (adjacent channel). In
the adjacent channel case, the same bandwidths are assumed for interfering base station
and victim mobile terminal. Therefore, GB can be omitted from (7) in the adjacent
channel case. In the co-channel case, the bandwidths of interfering base station and
victim mobile terminal might be different. This leads to different bandwidth mitigation
factors GB. However, the maximum allowable received interference power changes
equivalently. Therefore, the number of results in the co-channel case are reduced to the
maximum bandwidth of interfering base station and victim mobile terminal.

Parameter ACIR takes into account both the adjacent channel leakage power ratio
(ACLR) of the transmitter, assumed to be equal to 45 dB [18], and the adjacent channel
selectivity (ACS) of the receiver, equal to 33 dB (for bandwidths equal to 5 MHz and
10 MHz) or 27 dB (20 MHz) [19]. With the assumed values, the ACIR becomes equal
to 32.7 dB (5 MHz, 10 MHz) or 26.9 dB (20 MHz).

Figure 2 presents the maximum allowable transmit power as a function of mini-
mum separation distance in the co-channel case. If the construction material of both
walls is concrete (2 � C) and standard transmission power of 24 dBm [16] is assumed
for base station, the minimum separation distance between victim mobile terminal and
interfering base station must be already over 200 m. If the wall attenuation is lower,
e.g., the wall consists of standard multi-pane glass window, the allowable transmit
power is significantly smaller. In other words, the transmit power of the base station
resulting in interference at the victim mobile terminal must be reduced or the minimum
separation distance between the interfering base station and the victim mobile terminal
must be significantly increased. This means that, in practice, two indoor operators in
different buildings will not be able to operate in the vicinity with respect to each other if
they share the same frequency band.

Table 1. Link parameters used in interference analysis

Parameter Value

Carrier frequency, f 3 500 MHz
Bandwidth, BW 5 MHz, 10 MHz, or 20 MHz
Feeder loss 0 dB
Base station and mobile terminal antenna type isotropic
Adjacent channel interference ratio (ACIR) 32.7 dB for 5 MHz

32.7 dB for 10 MHz
26.9 dB for 20 MHz

Mobile terminal noise figure, F 9 dB
Mobile terminal noise power, N −98 dBm for 5 MHz,

−95 dBm for 10 MHz,
−92 dBm for 20 MHz

Standard deviation of shadow fading, r 4 dB
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For the adjacent channel case, the maximum allowable transmit power that results
in interference protection at the victim receiver as a function of minimum separation
distance is shown in Fig. 3. With a single interfering base station having the trans-
mission power of 24 dBm, the minimum separation distances are less than 100 m
already with low wall attenuation levels, i.e., with standard multi-pane glass windows
in both buildings (2 � SG). If the wall construction materials are standard multi-pane
glass window in one building and concrete wall in another building, the allowable
transmit power would be larger in the order of 30 dBm when the minimum separation
distance is 25 m or longer.

While the present analysis is conducted only for a single interfering base station,
the results in Fig. 3 indicate that there could be several base stations of one micro
operator, each having 24 dBm maximum transmission power, without causing harmful
interference to the mobile terminal of another micro operator if they are located at least
25 m away from the mobile terminal. Especially, several base stations could operate
simultaneously without interfering with the victim mobile terminal in the case of larger
attenuations caused by, e.g., concrete walls in both buildings. This leads to the con-
clusions that a few base stations of one operator do not cause critical interference to the
mobile terminal of another operator if the attenuation caused by walls is 25 dB or larger
and operators are deployed in adjacent frequency bands.

Fig. 2. Maximum allowable transmit power in co-channel case as a function of minimum
separation distance with different types of building wall materials.
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5 Conclusions and Future Work

Local small cell deployments will become an important operational mode in the future
5G networks especially when deployed in the higher carrier frequencies where cov-
erages are inherently limited by the radio propagation characteristics. This calls for the
development of new sharing-based spectrum authorization models for granting access
right to deploy local 5G networks with a certain level of protection from harmful
interference. Therefore, the characterization of the resulting interferences between local
small cell deployments of different operators in co-channel and adjacent channel cases
will be important to allow a wide variety of stakeholders become micro operators and
to gain access to 5G spectrum to deploy and operate local small cell networks.

This paper has introduced a new deployment scenario for 5G small cells where two
micro operators deploy local indoor small cell networks in separate buildings with
locally issued spectrum micro licenses proposed in this paper. The presented study
serves as the starting point for the more complicated interference characterizations in
the 5G networks for spectrum sharing between small cell deployments with the new
locally issued micro licenses. The example numerical results provided for the 3.5 GHz
band indicate that two networks of different micro operators cannot be deployed in the
neighboring buildings if they share the same frequency band. If the micro operators’
networks are deployed in the adjacent frequency bands, they could operate in close
vicinity with respect to each other.

Fig. 3. Maximum allowable transmit power in adjacent channel case as a function of minimum
separation distance with different types of building wall materials.
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Future research is needed to introduce the micro operator concept with local
spectrum micro licensing into the mainstream 5G development. In particular, the
development of the entire micro licensing model including its rules and conditions as
well as steps is currently an open topic. Future research is also needed in characterizing
the interference from multiple base stations and mobile terminals between the different
micro licensee deployments in co-channel and adjacent channel cases. As the carrier
frequency significantly influences the propagation loss and resulting interference levels,
it is important to properly characterize the frequency band and the systems in question
to derive actual protection requirements. In determining the actual license conditions
that guarantee the operators free from harmful interference, there is a need for accurate
propagation loss modeling based on radio channel measurements that characterizes the
different interference scenarios. Moreover, since the propagation loss is significantly
larger at millimeter wave bands, there is a need to study the use of highly directive
antennas at base station and model them properly in the interference studies at the
higher frequency bands.
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Abstract. Predicting short-term cellular load in LTE networks is of great
importance for mobile operators as it assists in the efficient managing of network
resources. Based on predicted behaviours, the network can be intended as a
proactive system that enables reconfiguration when needed. Basically, it is the
concept of self-organizing networks that ensures the requirements and the
quality of service. This paper uses a dataset, provided by a mobile network
operator, of collected downlink throughput samples from one cell in an area
where cell congestion usually occurs and a Deep Neural Network (DNN) ap-
proach to perform short-term cell load forecasting. The results obtained indicate
that DNN performs better results when compared to traditional approaches.

Keywords: LTE � SON � Machine learning � Deep learning � Forecasting

1 Introduction

With the constant demanding for high-speed data applications (e.g., high-quality
wireless video streaming, social networking, machine-to-machine communication, IoT,
etc.), LTE micro and femto cells, as well as relay nodes, are being relied upon to ensure
that the required overall network capacity can be met. This, however, increases the
challenges in terms of network planning and specially on management. As the network
complexity increases, mobile network operators (MNOs) are required to invest more in
network optimization processes and automation. Hence, reducing operational costs can
be done automatically through Self-Organizing Networks (SON) strategies, which
allow the network to heal and improve itself, based, for example, on forecasted
behaviours. SON, therefore, minimizes rollout delays and operational expenditures
associated with ongoing LTE deployments.

The fast-technological development rate, we have been assisting on the last years,
had led to a strong interdependence of the new emerging technologies, examples are: 5G
mobile broadband (5G), IoT, Big Data Analytics (Big Data), Cloud Computing (Cloud)
and SDN. For the MNO, new interests are related to knowing more information on their
costumers (e.g., known locations, used services and other customer related patterns such
as data consumption trends).
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One key task for MNOs is the correct dimensioning of their network capacity.
Network load forecasting can assist in guaranteeing network resources are available to
consumers, ensuring quality of service is met, therefore, avoiding consumer com-
plaints. Improving the accuracy of load forecasting in a short period of time is a
challenging open problem due to the variety of factors that influence data traffic and
throughput.

Forecasting has been widely studied in deafferents areas, since the 1970s. Tradi-
tional methods introduced linear models for time series forecasting, such as autore-
gressive (AR), autoregressive with moving average (ARMA) and the derivations of
these [1]. Currently, nonlinear forecasting models have generally obtained better
accuracy than linear models. These nonlinear models are based on machine learning
methods such as neural networks [2] or support vector machines [3]. Neural networks
have been used widely in data forecasting due to their ability to approximate complex
nonlinear relationships. However, neural network methods have some potential
drawbacks such as overfitting of the model, sensitivity to random weight initialization
and tendency to convergence to local optima. To address these limitations, recently
new approaches, called Deep Neural Networks (DNN) [4], have been proposed. DNN,
with additional nonlinear levels, can better represent complex features from their inputs
and obtain a more general model with the ability to learn, from the data, these complex
features.

One potential use for DNN based forecast methods, that we foresee in this paper, is
to predict data access patterns on mobile networks, as MNOs heavily invest in network
dimensioning to avoid congestion. Typical actions include: making use of additional
spectrum carriers (whenever possible), installing more cell sites and performing traffic
offloading onto other networks such as Wi-Fi. In the identification of cell congestion
two things need to be considered: throughput and latency. For subscribers, when an
access node is near capacity, the rapid increase in latency causes a substantial deteri-
oration of QoE for latency-sensitive applications. One of the most common congestion
detection mechanisms is based on real-time measurements of access round trip time
(RTT).

In the literature, there are currently not many works related to forecasting cell
congestion, however there are some research studies addressing similar topics. In [6]
the authors are motivated by the fact that cellular radio networks are seldom uniformly
loaded, hence propose a reactive load-balancing algorithm that adjusts the cell indi-
vidual offset parameter between the serving cell and all its neighbours by a fixed
step. The authors claim that the best step depends on the load conditions in both the
serving cell and its neighbours as well as on the serving cell’s user distribution. This is
the basis for their proposed Q-Learning algorithm, that learns the best step values to
apply for different load conditions and demonstrate that the Q-Learning based algo-
rithm performs better than the best fixed u algorithm in virtually all scenarios. In [5]
the authors analyse different algorithms to match traffic demands with network
resources. The compared techniques are implemented by a modified version of the
Q-Learning algorithm, called the reinforcement Q-Learning algorithm, that forecasts
load status for every node and that when combined with the SON may improve
network performance. In [7] the autoregressive integrated moving average (ARIMA)
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model and exponential smoothing model are used to predict the throughput in a single
cell and whole region in a LTE network.

This paper, on the other hand, describes a deep learning approach to predict cell
congestion events based on the downlink average throughput. A cell congestion event
was considered when we measured a drop of at least 50% (based on Service Level
Agreement values) on the average download speed per user (considering an average of
20 Mbps per user during off-peak hours).

This work was developed in the scope of MUSCLES project (Mobile Ubiquitous
Small Cells for Low-cost Energy and Spectrum efficient cloud service delivery) [8].
MUSCLES aims to research, implement and test a platform of LTE mobile networks
autonomous management, with capabilities of self-organization, detection and auto-
matic troubleshooting which are still being manually addressed by many MNOs. These
capabilities have the potential to substantially reduce operational costs and are to be
aligned with the new developments of SON technology proposed by 3GPP standard-
ization organization.

The remaining of the paper is organized as follows: Sect. 2 summarizes the state of
the art in what respects forecasting with focus in the classical methods and new deep
learning trends; Sect. 3 explains the used methodology and methods; Experimental
results are described and presented in Sect. 4 and; the conclusions are given in Sect. 5.

2 State of the Art Related to Forecast

In the context of forecasting, a time series is a sequence of periodic observations of a
random variable (e.g., monthly energy consumption, the annual number of passengers
in an airport, the daily temperature). Time series are important for applied-research
because they are often the drivers of decision models. Time series analysis provides
tools for selecting a model that best describes the time series and the model is then used
to forecast future events in the time series. Modelling the time series is a statistical
problem because observed data is used in computational procedures to estimate the
coefficients of a supposed model. Models assume that observations vary randomly
about an underlying mean value that is a function of time. In this work, the downlink
average throughput of a single LTE cell was considered an observation of a time series.
Next subsections introduce the time series forecasting traditional methods and the new
trends based on deep neural networks.

2.1 Classical Framework

The classical forecasting framework uses traditional methods that are exhaustively
described in the literature and with good practical applications demonstrated. Typically,
these methods consist of defining a parametric model that is supposed to generate data.
Based on a given sample, the unknown parameters of the model are estimated and the
estimated model is used to make predictions. The following are the most popular
classical methods.
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An autoregressive (AR) model specifies that the output variable depends linearly on
its own previous values and on a stochastic term (an imperfectly predictable term).
AR pð Þ model is a linear generative model based on the pth order Markov assumption:

8t; Yt ¼
Xp

i¼1

aiYt�i þ et ð1Þ

where et are zero mean uncorrelated random variables with variance r. a1; . . .; ap are
autoregressive coefficients. Yt is observed stochastic process.

The moving-average (MA) model specifies that the output variable depends linearly
on the current and various past values of a stochastic (imperfectly predictable) term.
MA qð Þ model is a linear generative model for the noise term based on the q th order
Markov assumption:

8t; Yt ¼ et þ
Xq

j¼1

bjet�j ð2Þ

where b1; . . .; bq are moving average coefficients.
Combined AR pð Þ and MA qð Þ models can be obtained through the autoregressive-

moving-average (ARMA p; qð Þ) model:

8t; Yt ¼
Xp

i¼1

aiYt�i þ et þ
Xq

j¼1

bjet�j ð3Þ

ARMA model is a weakly stationary process. When data show evidence of
non-stationarity, an initial differencing step (corresponding to the “integrated” part of
the model) can be applied one or more times to eliminate the non-stationarity and we
are in the presence of an autoregressive integrated moving average (ARIMA) model.

Other extensions can be extensively used, such as models with seasonal compo-
nents (SARIMA), models with side information (ARIMAX), models with
long-memory (ARFIMA), multi-variate time series models (VAR), models with
time-varying coefficients and other non-linear models.

There are different methods for estimating model parameters, such as Maximum
likelihood estimation, method of moments or Conditional and unconditional least
square estimation.

2.2 Deep Neural Networks

Another branch of time series forecasting consists in using machine learning tech-
niques, such as support vector machines or artificial neural networks (ANN) [9]. The
most common type of ANNs is a multilayer perceptron (MLP) that forecasts a profile
using previous data. A deep neural network (DNN) [10] is an ANN with more layers
than the typical three layers of MLP. The deep structure increases the feature
abstraction capability of neural networks. Deep learning algorithms use multiple-layer
architectures or deep architectures to extract inherent features in data from the lowest
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level to the highest level, and they can discover huge amounts of structure in the data.
Figures 1 and 2, illustrate typical architectures of the ANN and DNN.

3 Methodology and Methods

3.1 Methodology

The methodology used in this work consists of analysing the historical throughput data
coming from one cell to train the forecasting methods to learn trends and predict future
events, considering also the seasonality. Our dataset consists of hourly samples over a
period of a month. The dataset was broken into 2 parts for training (75% of the dataset
size) and validation and testing (25%). A Recurrent Neural Network (RNN) [11] using
the Long Short-Term Memory (LSTM) [12] architecture was implemented using
TensorFlow [13] to train and create our model.

A summary on the used methodology:

• Use of a dataset of historic measurements (four weeks), coming from 1 cell;
• The measurements were collected through an automated process and averages were

computed on each hour;
• The measurements were used as the input for forecasting future network behaviour

(time series analysis);

Fig. 1. Traditional neural network architecture, perceptron node

Fig. 2. Deep Neural Network architecture
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• The forecasting approach is to train by three weeks and computed for the 4th week;
• Forecasting is computed and validated, by comparing the obtained results with the

real measurements, obtained for the 4th week;
• Results are ready to be exploited by the MNOs SON strategies.

3.2 Method

The deep learning method used consists in a RNN with a LSRM architecture.
The LSTM network is a type of recurrent neural network used in deep learning because
very large architectures can be successfully trained.

In a traditional RNN, during the gradient back-propagation phase, the gradient
signal can end up being multiplied many times (as many as the number of timesteps) by
the weight matrix associated with the connections between the neurons of the recurrent
hidden layer. This means that, the magnitude of weights in the transition matrix can
have a strong impact on the learning process.

If the weights in this matrix are small (or, more formally, if the leading eigenvalue
of the weight matrix is smaller than 1.0), it can lead to a situation called vanishing
gradients, where the gradient signal gets so small that learning either becomes very
slow or stops working altogether. It can also make more difficult the task of learning
long-term dependencies in the data. Conversely, if the weights in this matrix are large
(or, again, more formally, if the leading eigenvalue of the weight matrix is larger than
1.0), it can lead to a situation where the gradient signal is so large that it can cause
learning to diverge. This is often referred to as exploding gradients.

These issues are the main motivation behind the LSTM model which introduces a
new structure called a memory cell (see Fig. 3 below).

A memory cell is composed of four main elements: an input gate, a neuron with a
self-recurrent connection (a connection to itself), a forget gate and an output gate. The
self-recurrent connection has a weight of 1.0 and ensures that, barring any outside
interference, the state of a memory cell can remain constant from one timestep to
another. The gates serve to modulate the interactions between the memory cell itself
and its environment. The input gate can allow incoming signal to alter the state of the

Fig. 3. LSTM memory cell, with input, output and forget gates
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memory cell or block it. On the other hand, the output gate can allow the state of the
memory cell to influence other neurons or prevent it. Finally, the forget gate can
modulate the memory cell’s self-recurrent connection, allowing the cell to remember or
forget its previous state, as needed.

In LSTM, the update of a layer of memory cells, at every timestep t, can be
described as follows:

1. Compute the values for it, the input gate, and ~Ct the candidate value for the states of
the memory cells at time t:

it ¼ r Wixt þ Uiht�1 þ bið Þ ð4Þ
~Ct ¼ tanh Wcxt þ Ucht�1 þ bcð Þ ð5Þ

2. Compute the value for f t, the activation of the memory cells forgets the gates at
time t:

ft ¼ r Wf xt þ Uf ht�1 þ bf
� � ð6Þ

3. Given the value of the input gate activation it, the forget gate activation ft and the
candidate state value ~Ct, we can compute Ct the memory cells’ new state at time t:

Ct ¼ it � ~Ct þ ft � Ct�1Þ ð7Þ

4. With the new state of the memory cells, we can compute the value of their output
gates and, subsequently, their outputs:

Ot ¼ r WOxt þ WOht�1 þ VOCt þ bOð Þ ð8Þ

ht ¼ Ot � tanh Ctð Þ ð9Þ

where xt is the input of the memory cell layer at time t. Wi; Wf ; WC; WO;
Ui; Uf ; UC; UO and VO are weight matrices. bi; bf ; bc and bO are bias vectors.

The model is composed of a single LSTM layer followed by an average pooling
and a logistic regression layer as illustrated in Fig. 4 below. Thus, from an input
sequence x0; x1; . . .; xn, the memory cells in the LSTM layer will produce a repre-
sentation sequence h0; h1; . . .; hn. This representation sequence is then averaged over
all timesteps resulting in representation h. Finally, this representation is fed to a
logistic regression layer whose target is the class label associated with the input
sequence.
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4 Experimental Results

This section presents the forecasting results obtained with a Deep Learning approach
and the comparison with two classical methods, ARIMAX model and Naïve persis-
tence model [14]. The goal is to forecast one entire week of the cell average downlink
(DL) throughput, with a resolution of one hour. The input dataset for our model was
provided by a MNO, originating from 1 cell in a dense urban area, where congestion
problems typically occur. Three weeks of historical collected measurements have been
used for training the prediction models and one week was used to compare the
observed throughput with the forecast values.

Figure 5 depicts the forecasting results obtained from the deep learning method.
The dataset is split, the data is separated into training datasets, where 75% of the dataset
size was used to train the model, leaving the remaining 25% for validating the results.

Fig. 4. Concept for the DNN based LSTM forecast model used in this paper. It is composed of a
single LSTM layer followed by mean pooling over time and logistic regression

Fig. 5. Downlink average throughput observation for cell 1 (blue line) with the training (orange
line) and forecast (green line) results. (Color figure online)
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To measure the model accuracy, the Mean Squared Error (MSE) is computed and
compared with 2 classical methods. The results presented in Table 1, show that the
deep learning method is more accurate than the other methods, for this dataset.
However, the computational cost associated to this method is higher in comparison to
the classical methods.

Based on the more detailed forecasting results, in Fig. 6, it is possible predicted
situations of cell congestion and proactively actuate in the network through SON
functions that can change key network configuration parameters. For example, for this
cell the average download speed, per user, on an LTE network on off-peak hours is
around 20 Mbps. Cell congestion was considered when we observed a 50% reduction
of this speed (identified in Fig. 6 by the asterisk symbol). Furthermore, measured
values of 10 Mbps or lower, have been consistently observed on short periods (30 min
to 1 h) during commonly identified peak-hours (e.g., 7:00 a.m. to 9:00 p.m.). In such
cases, the network configuration parameters, for example a network carrier activation
(if available), could be activated 1 h before the predicted event. The dots in Fig. 6
represent this decision point where something must be changed in the network to avoid
the identified problems (asterisks) in the network.

Table 1. Forecasting errors (MSE) expressed in Mbps

Method MSE [Mbps]

ARIMAX model 7.16
Naïve persistence model 6.90
Deep learning 1.01

Fig. 6. Identification of cellular congestion (asterisks) and decision points (dots) to actuate on
the network in order to avoid congestion. In the provided example, the actuation event occurs 1 h
before the predicted congestion event.
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It is important to note that the cellular congestion does not only depend on the
download speed, it is however a very important key performance indicator (KPI) to be
considered. The same method can be applied to forecast other network KPIs and the
correlation between the different KPIs further improves the problem detection
algorithm.

5 Conclusions

This work describes a deep neural network data analytics methodology and model,
capable of forecasting the average downlink throughput of one LTE cell based on
historic measurements. The obtained results have shown that, in comparison with other
traditional forecasting methods, if an appropriate dataset of samples is provided, the
proposed model is able to forecast with high accuracy the cell downlink throughput.
We were able to predict a cell congestion event up to 30 h in advance which provides
SON strategies enough time to react (e.g., by shifting coverage and capacity to areas in
need), before subscribers have been impacted by dropped calls or reduced data speeds
and therefore making MNOs happy by anticipating network problems and avoiding
customer complaints. The current model is still prone to further improvements by
refining the deep neural network algorithm. Furthermore, the authors are currently
implementing the algorithm in an LTE system-level simulator to quantify network
performance improvements based on cell congestion prediction and SON strategies.

Acknowledgments. This work is funded by the Operational Competitiveness and Internation-
alization Programme (COMPETE 2020) [Project Nr. 17787] (POCI-01-0247-FEDER-
MUSCLES).
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Abstract. Diverse wireless standards, designed for diverse traffic types, operate
in the same wireless environment without coordination, often leading to inter-
ference and inefficient spectrum usage. Although C-RAN (Cloud/centralized
RAN) is a promising architecture to achieve intra-operator network coordina-
tion, the architecture encounters challenge when low latency services and
diverse access technologies are expected over non-fiber fronthaul. So,
multi-standard multi-channel access point with low processing latency is pre-
ferred to be at the edge of network instead of central cloud. But, developing this
kind of equipment is difficult as multiple radio chips and drivers have to be
integrated and coordinated. In ORCA (Orchestration and Reconfiguration
Control Architecture) project, a SDR architecture is developed on a single chip
radio platform including hardware accelerators wrapped by unified software
APIs, which offer the following capabilities: (1) concurrent data transmission
over multiple virtual radios; (2) runtime composition and parametric control of
radios; and (3) radio resource slicing, supporting independent operation of
multiple standards in different bands, time slots or beams. Such an architecture
offers a fast development cycle, as only software programming is required for
creating and manipulating multiple radios. The architecture further achieves an
efficient utilization of hardware resources, as accelerators can be shared by
multiple virtual radios.

Keywords: Coexistence � SDR � Resource slicing � FPGA � C-RAN
Virtualization � CPRI

1 Introduction

Our world is increasingly defined by software. Even sectors that used to rely mainly on
hardware are evolving rapidly. From use cases like self-driving cars to the inspection of
factory plants, digital assets make the difference.

Software Defined Radio (SDR) [1] is a typical case of “softwarized” hardware:
transceiver components (such as mixers, demodulators or decoders) that are typically
implemented on hardware are now possible to be implemented by means of software.
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C-RAN (Cloud/centralized Radio Access Network) [2] is a typical application of
SDR in wireless industry. In C-RAN architecture, RRH (Remote Radio Head,
including antennas) is connected to software BBU (Base Band Unit) in cloud center via
digitalized IQ sample fiber link (CRPI or OBSAI) [3]. Each RRH covers a sector or a
cell. Because all cells’ BBUs are resident in the same cloud center, it brings benefits [4]
to operator, such as allocating processing and frequency resources to different cell
dynamically according to traffic variation (day VS night; street VS stadium; etc.);
coordinate interference among different cells in a more efficient way; multi-cell
cooperated transmitting and receiving for UE (User Equipment) and etc. A drawback of
C-RAN for operator is that high quality fronthaul is needed to connect RRH at antenna
side and BBU in the cloud. The link needs to be low latency and low jitter [5]. When
there isn’t fiber available, fronthaul will be challenging.

Advanced technologies in computer science, such as virtualization [4], can be
easily applied to C-RAN, since all layers of RAN protocol, including L1 – physical
layer, are implemented in software running in cloud center. By virtualization, it is no
longer necessary to map each BBU software instance to one physical server. Multi-
ple BBU instances can share the same physical server, or multiple physical servers can
serve as a super computer to run an ultra-high bandwidth BBU. BBU instance can be
created, destroyed or migrated according to dynamic requirement.

In parallel with operators’ RAN, there are many other types of wireless
networks/standard, such as Wi-Fi [6] for internet or intranet access, 802.15.4/Zigbee [7]
and 802.11ah [8] for short-to-middle range IoT (Internet of Things) applications, as well
as LoRa [9] and SigFox [10] for long range IoT, remain competitive. In addition, new
applications are emerging, serving as driving force of network technologies, which
include robot or UAV (Unmanned Aerial Vehicle) control, vehicle-to-vehicle commu-
nication for autopilot, Virtual Reality (VR) and real-time gaming. So, new standards or
new features are needed over existing standards to interact with diverse physical world.

Furthermore, spectrum sharing is a common issue for many technologies men-
tioned above, especially for those operating in the ISM (Industrial, Scientific and
Medical) bands. In practice, the coordination among these technologies is either very
hard to achieve or not present at all. Unlike the case of C-RAN, an operator can run
multiple standards and base stations at one location – cloud center, the application here
run in different physical access-point/gateways, which are owned by different enter-
prises or even private home. This situation may lead to inefficient usage of spectrum,
and severe QoS (Quality of Service) degradation for specific application due to
interference from heterogeneous technologies.

An equipment supporting parallel operation of multiple standards and multiple
channels is a promising approach to deliver services with diverse QoS, in terms of
optimized wireless access and spectrum utilization efficiency. For low latency appli-
cation, hardware solution, which could be ASIC (Application-Specific Integrated Cir-
cuit) or FPGA (Field-Programmable Gate Array), is more appropriate than software.
A problem is that, one chip always is implemented for one or few standard, and operates
on one frequency channel at a time. One option is to construct an equipment with
multiple chips to support multiple standards and channels, though this will be not only
costly but also inconvenient to program and coordinate from the perspective of the
developer—ASICs with dedicated configurations, drivers and inter-chip communication
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link become necessary prerequisites. For a multi-chip design, features commonly sup-
ported in C-RAN, such as dynamic computing resource sharing and migrating among
cells/channels, are very hard to realize (if not impossible). This is because multi-chip
hardware design implies fixed hardware resources allocation. An integrated new ASIC
could be designed to merge multiple chips to single chip, but simply chip merging won’t
give dynamic resource manipulation among intra ASIC blocks. In addition, long design
cycle and high development cost of ASIC would be a big obstacle on the road.

In this paper, an architecture supporting low latency processing via hardware
(FPGA) accelerators, which is still flexible enough to support multi-standard
multi-channel virtualization, is proposed to meet the requirement of diverse wireless
access at the network edge. An initial demo is also implemented based on SDR plat-
form composed by Xilinx Zynq SoC and Analog devices RF frontend.

2 Latency Analysis

Latency is one of key factors for different types of standards and application. System
architecture of wireless technology is influenced by the latency requirements and
implementation feasibility of specific latency target. In this section, we first investigate
the latency requirements of mainstream wireless standards (Sect. 2.1), and then present
the latency measurements of two types of SDR platforms, namely the USRP
(Sect. 2.2), and Xilinx Zynq SoC based SDR (Sect. 2.3).

2.1 Latency Requirement of Wi-Fi and LTE

According to Wi-Fi standard [6], the most critical latency requirement is from SIFS
(Short Interframe Space). The concept of interframe space is shown in Fig. 1, which is
from “Fig. 10-4—Some IFS relationships” of 802.11-2016 standard.

Fig. 1. 802.11 interframe space relationships
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As explained in the standard: “The SIFS is the time from the end of the last symbol,
or signal extension if present, of the previous frame to the beginning of the first symbol
of the preamble of the subsequent frame as seen on the WM. The SIFS shall be used
prior to transmission of an Ack frame…”. The SIFS specified in the standard is 10 ls or
16 ls, depending on band (2.4 GHz or 5 GHz) and PHY type (DSSS, OFDM, etc.). For
the 60 GHz band system, which has directional multi-gigabit ability, SIFS is only 3 ls.

Unlike Wi-Fi’s CSMA/CA MAC mechanism, in LTE system everything is sched-
uled in advance, including acknowledgement of HARQ (Hybrid Automatic Repeat
Request) process. Figure 2 shows LTE uplink HARQ procedure (Fig. 10.14 of [11]).

In uplink HARQ, base station has 3 ms to make acknowledgement in downlink
PHICH (Physical Hybrid ARQ Indicator Channel) after it receives uplink IQ samples
of PUSCH (Physical Uplink Shared Channel). According to the C-RAN white paper
[2], base station needs 800–900 ls after receiving IQ samples of each 1 ms. So the
round trip latency budget between RRH and BBU is around 100–200 ls.

According to CPRI over fiber specification [3], maximum one-way latency of CPRI
link is 5 ls. Besides CPRI latency, other latency overheads between RRH and
BBU include physical distance, buffers, switches, cloud computer interface (Ethernet/
PCIe/OS), etc. All together should less than round trip latency budget of C-RAN
fronthaul. CPRI over Ethernet [12] is a hot topic in C-RAN fronthaul area, because not
every places/areas have fiber coverage.

2.2 Latency Measurement Results of USRP + Host Computer

USRP (Universal Software Radio Peripheral) [13] SDR platform is the most widely
used platform in research community. In most cases, it is used jointly with host
computer, which can be (to some extent) regarded as a minimum version of C-RAN.
The latency test is provided by the UHD (USRP Hardware Driver) [14] native example:
latency_test [15]. Table 1 shows the measurement results of different USRPs combined
with different computer communication links. Each latency result is measured and
averaged over 10 round tests of 5 M, 10 M and 25 M sampling rates.

Fig. 2. Timing diagram of the uplink HARQ (SAW – Stop And Wait) protocol
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The latency measurement results show that the host computer based SDR archi-
tecture can’t meet SIFS requirement of Wi-Fi system, but it is good enough to be used
for current LTE system, because latency of *100 ls only consumes tiny portion of
LTE processing time needed by HARQ process. That is why there are already several
host-computer based LTE systems, such as srsLTE [16], OAI (Open Air Interface) [17]
and amarisoft [18], which work quite well. On the contrary, almost all Wi-Fi SDR
implementations, such as NI 802.11 Application Framework [19] and WARP (Wireless
Open-Access Research Platform) [20], use FPGA to do processing instead of host
computer.

2.3 Latency Measurement Results of Xilinx Zynq-7000 SoC

Xilinx Zynq-7000 All Programmable SoC (System on Chip) [21] includes two parts:
PL (Programmable Logic) and PS (Processing System). PL actually is a traditional
FPGA, which can do computation intensive operation and latency critical tasks. PS is a
multi-cores ARM cortex AP (Application Processor), which is suitable to run control
program, higher layer protocol and oeprating system. PL and PS are connected by
multiple AXI (Advanced eXtensible Interface) high speed buses, which have low
latency and high throughput performance. We evaluate its latency using a dummy
FPGA block interacting with an ARM testing program in bare metal mode.

The testing system was constructed as in Fig. 3. The dummy FPGA acceleration
block was designed by Xilinx HLS (High Level Synthesis) tool. The block receives data
from PS in streaming manner via Xilinx DMA (Direct Memory Access) module, and
stream the processed result (same amount of data as input) back to PS via DMA. It takes
654 clock cycles for this FPGA block to process 128 input samples, each sample is
represented as a 32-bit word on the 32-bit AXI stream bus. The configuration interface
between PS, PL and DMA controller is AXI_LITE, which is connected to M_AXI_GP
port of ARM. Data link is AXI stream, which is connected to S_AXI_HP port of ARM.
A DMA controller was used to convert AXI Memory Mapped interface (needed by PS)
to AXI Stream interface (needed by streaming mode FPGA accelerator).

ZC706 Evaluation Board [22] for the Zynq-7000 XC7Z045 SoC is used to do the
evaluation. Clock speeds of our design are as follows: AXI buses and PL run at
200 MHz, and ARM cortex-A9 processor run at 800 MHz. Xilinx ILA (Integrated
Logic Analyzer) is inserted to the design for event recording with 5 ns resolution.
The ARM software event is recorded by writing special value to PL register and
detecting this value via ILA. The latency profiling result is shown in Fig. 4.

Table 1. Round trip latency between RF frontend and host computer software.

USRP type Link type Latency (us) Host computer configuration

X310 PCIe 79 Intel i7-6700 3.4 GHz, NI PCIe �4 card
X310 10 Gbps Ethernet 106 Intel E5-2650 v4 2.2GH, Qlogic 57810 Eth
X310 1 Gbps Ethernet 101 Intel i7-6700 3.4 GHz, Intel i219-v Eth
B210/200mini USB 3.0 66 Intel i7-6700 3.4 GHz, Intel controller
N210 1 Gbps Ethernet 103 Intel i7-6700 3.4 GHz, Intel i219-v Eth
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Figure 4 shows the event log of the entire round trip delay test captured by
Xilinx ILA. First, the software start DMA transmission at −0.135 ls; then DMA
controller receives the instruction at 0 ls via AXI LITE register interface; After some
internal preparation and buffering operation, the actual DMA transmission on the AXIS
bus starts at 0.3 ls; After 3.295 ls, which is caused by the accelerator processing
latency of 654 clocks at 200 MHz, the accelerator completes the data transfer of
processing results back to DMA controller in streaming manner; Then DMA controller
raises interrupt to PS at 4.48 ls; Finally, software becomes aware of this event at
4.595 ls. So the round trip latency between the FPGA accelerator and software in PS is
4.595 + 0.135 − (3.595 − 0.3) = 1.435 ls. Note that this is superior performance
comparing to the latency of USRP variants, and it is even not a significant overhead
compared to the Wi-Fi SIFS requirement (16 ls or 10 ls).

3 Architecture Design

Hardware/FPGA implementation or hardware/FPGA accelerated software is necessary
to achieve realtime operation of certain wireless standards, such as Wi-Fi. Even for
mobile operator, in the era of beyond LTE, 5G is also considering much lower latency

Fig. 3. Diagram of Latency test for Zynq-7000 Platform. M_* – master AXI interface; S_* –

Slave AXI interface; AXIS – AXI streaming interface; *_GP – General Purpose (for register
read/write); *_HP – High Performance (for data transfer)

Fig. 4. Latency test result of Zynq-7000 SoC Platform
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(at sub millisecond) than LTE. All these trends imply that pure centralized/cloud based
software solution won’t be the silver bullet. However, simply using pure ASCI/FPGA
design to meet performance/latency requirement will lose software-like flexibility, such
as virtualization and effective coordination among channels and standards. Exploring
an architecture, which has both hardware/FPGA performance and software flexibility,
would be a more attractive option for next generation wireless network.

Figure 5 shows an architecture design to meet diverse requirements in a flexible
way. First, the wideband multi-antenna RF frontend is connected to a resource slicing
module. Then, resource slicing module handles IQ samples to/from specific slice, such
as a channel, time slot, antenna/beam, under the software control of PS. Next, slice
specific IQ samples are routed via on chip network to/from different destinations
according to latency requirements. If the IQ samples belong to a low latency service
(UAV/self-driving-car control) or standard (Wi-Fi), their destination/source will be
likely other on-chip hardware accelerators. For IQ samples of radio slices which carry
mid-long latency service (watching TV) or standard (LTE), they can be routed to pure
software domain: either on-chip processor system or off-chip network interface (Eth-
ernet, CPRI, etc.) until a processing unit in a host computer is reached.

To support pure-software-like virtualization and flexibility characteristic for the
on-chip hardware accelerator, the accelerator design and on-chip real-time scheduling
are the two key enablers. Besides the fact that the accelerator itself needs to meet
latency/performance requirement, but also be general enough so that it can be shared by
multiple standards. Thanks to that OFDM has been widely adopted by many standards,
different standards do share some common processing units. Furthermore, a special
issue needs to be addressed when sharing accelerators among multiple slices, this is
context saving and restoring of the accelerators. Because when an accelerator is used
among multiple slices in TDM (Time Division Multiplex) mode, it has to maintain
context internally for each slice it serves. This is necessary to resume accelerator
execution for a specific slice from its previous state before interruption. Needless to
say, the software design to schedule diverse accelerators for different slices is also a
challenging task on its own. This software is essential to achieve effective spectrum
utilization with multiple standards/channels coordinated.

Fig. 5. ORCA Architecture supports both hardware-like low latency performance and
software-like flexibility
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4 Demonstration

A demo is setup as shown in Fig. 6 to proof the concept of radio hardware virtual-
ization. The SDR platform is composed by Xilinx zc706 evaluation board together with
Analog Devices fmcomms2 RF front end [23]. A host computer is connected to the
SDR platform for visualization and processing mid-long latency task. Three standards
are covered in the demo: Wi-Fi/802.11 20 MHz mode, Zigbee/802.15.4 2.4 GHz
version, and BLE.

Ten virtualized preamble detection instances and one BLE (Bluetooth Low Energy)
[24] broadcaster instance are created from resource slicing module and a dual-mode
preamble detector (as accelerator) in FPGA under the scheduling software in ARM
processor. RF front end has two receiving antennas and two transmitting antennas(rx0,
rx1 and tx0, tx1 in Fig. 6), and works in 40 MHz bandwidth mode. For each rx
antenna, resource slicing module creates one 20 MHz Wi-Fi channel and four 5 MHz
Zigbee channels (overlapped with Wi-Fi) by five DDC (Digital Down Converter).
Central frequency of each rx antenna’s DDC can be tuned independently inside the
range of 40 MHz bandwidth. In the demo, rx0 is tuned to cover upper 20 MHz of
40 MHz; rx1 is tuned to cover lower 20 MHz of 40 MHz. Ten (five per rx antenna)
slices’ IQ sample are routed to ARM processor, then fed one by one to the preamble
detector by control software for preamble searching. 9.6Gbps AXI bus is used to
construct on chip network. Dedicated AXI links are setup between resource slicing,
preamble detector and ARM processor.

ARM reports Wi-Fi and Zigbee packet counting results of each slice to host
computer via Ethernet. A program in computer analyzes channel status according to

Fig. 6. Radio hardware virtualization demo setup
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packet counting report, then it will: (1) select a good BLE broadcasting channel from
three options: 2402 MHz, 2426 MHz, 2480 MHz; (2) generate IQ samples for BLE
broadcasting packet [25] with Wi-Fi and Zigbee packet counting information encoded;
(3) Send BLE IQ samples to ARM processor in the SDR platform via Ethernet.
Resource slicing module broadcasts the BLE packet into the air via the right tx slice
(frequency, timing and antenna) under ARM software control. Finally, a user can read
the BLE message, which contains Wi-Fi and Zigbee packet counting information, on
their equipment (phone, pad) screen by general purpose BLE scanner App, for instance,
LightBlue and BLE Scanner. In the demo, BLE broadcasting is an example of mid-long
latency service which is handled by host computer instead of FPGA.

A dual-mode preamble detector (16-sample auto-correlation algorithm) is designed
based on similar structure of Wi-Fi and Zigbee’s preamble. According to the standards,
at Wi-Fi baseband rate 20 Msps and Zigbee half baseband rate 1 Msps, both preambles
have the form of repeating 16-sample random signal. The only difference is that: Wi-Fi’
preamble has 160 samples which is generated by repeating 16-sample signal 10 times;
Zigbee repeats 8 times, which results in 128-sample preamble.

C language is used to develop both FPGA and ARM software. By Xilinx HLS C,
resource slicing and preamble detector blocks achieve 200 MHz clock speed. AXI bus
run at 64-bit 200 MHz mode. Each AXI 64-bit word contains two IQ samples (16-bit I
and 16-bit Q sample for each antenna). To process 512 samples, which means 25.6 ls
under Wi-Fi baseband rate, 512 ls under half Zigbee baseband rate, preamble detector
needs only 1094 clocks, i.e. 5.47 ls, according to FPGA synthesis report. So, it is fast
enough to handle two Wi-Fi slices and ten Zigbee slices. Because the speed of
accelerator consuming IQ sample is higher than speed of ten rx slices generating IQ
sample. The whole processing system won’t lose any IQ-sample/signal, as if there are
ten preamble detector running in fully parallel (logically). Different from technology in
[26], multiple virtual AP (Access Point) share one Wi-Fi channel by time division, our
implementation allows running multiple APs in multiple channels concurrently without
implementing standalone FPGA block for each channel.

For the control software, a basic control slot length is 25.6 ls (512 samples of
Wi-Fi), which is also the basic time slot length of resource slicing. 20 slots compose a
control period. Different tasks, such as ten preamble detection tasks, one BLE broad-
casting task, host computer communication task, tx/rx frequency tuning task, are
scheduled in different time slots according to upstream producing rate and latency
requirement, just like a computer running multiple programs. By carefully arranging
the schedule, there are ten rx instances and one tx instances running in fully parallel
from the end user point of view. In this way, a set of radio hardware resources (RF front
end, accelerator, etc.) get virtualized to multiple instances.

5 Conclusion and Future Work

ORCA project tries to push the virtualization in cloud/host-computer domain to radio
hardware level to solve the spectrum sharing issue under diverse wireless access sce-
nario. By building a platform with a software-hardware co-design philosophy, devel-
oper can use the platform to create multiple concurrent virtualized instances from the
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low latency high performance hardware/FPGA accelerator. A hierarchical latency
handling methodology is proposed to utilize different characters of hardware/FPGA
and host computer. With this architecture, multiple wireless accesses run fully in
parallel, just like running multiple programs on the same CPU, to maximize utilization
of FPGA accelerators. A demo showcase is made to proof the concept by running
concurrent two Wi-Fi, eight Zigbee and one BLE instances in 40 MHz bandwidth from
the same set of FPGA resource. During the demo development, high level synthesis
and processor controlled on chip network are used to shorten the development cycle
significantly compared with traditional HDL (Hardware Description Language) based
development method. Demonstration results show that this high level design
methodology can also generate high performance FPGA blocks.

In the future, software framework and API will be refined in a more formatted way
to abstract on chip resources, such as accelerator and on-chip high-speed network. By
doing so, FPGA developer and software developer can design platform compatible
accelerator and virtualized wireless access service in the more efficient and coordinated
way.
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Abstract. The spectrum “scarcity” problem can be tackled by promot-
ing a more efficient use of this resource. Spectrum sharing techniques, e.g.
TV White Spaces (TVWS) and Licensed Shared Access (LSA), are good
solutions for this problem and there are already regulation and stan-
dardization efforts worldwide. The Brazilian regulatory scenario is not
that advanced regarding spectrum sharing, but there are already some
actions towards the adoption of this concept for the Brazilian reality.
This paper gives an overview of the spectrum sharing concept and the
Brazilian telecommunications regulatory scenario. Case studies regard-
ing the employment of both TVWS and LSA in the Brazilian scenario
are also presented as a way to bring more attention to the adoption of
those concepts in the country.

Keywords: Spetrum sharing · TVWS · LSA

1 Introduction

There is a considerable increase in mobile data traffic. According to forecasts [8],
this traffic will grow sevenfold between 2016 and 2021, and it will reach, by
the end of 2021, 49 exabytes per month. This extra boom is mainly due to
the popularization and proliferation of devices worldwide, like smartphones and
tablets, as well as the development of data-hungry applications.

On one hand it is expected that there will be 29 billion connected devices in
the whole world by 2022, thanks to the advancements in technology and devel-
opment of concepts, like Machine-to-Machine (M2M), Internet of Things (IoT),
and Internet of Vehicles (IoV), to name a few [9]. On the other hand, appli-
cations which demand high data rate, like video streaming and online gaming,
are becoming more common. In order to be capable of dealing with this high
traffic, the next generation of communication systems, Fifth Generation (5G),
predicted to be launched by 2020, expects to provide a capacity increase of one to
ten thousandfold compared to the previous generation, Fourth Generation (4G)
technology [24]. As a consequence of this, a huge demand on Radio Frequency
(RF) spectrum is also expected. However, this natural resource is limited, and
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currently it is suffering from scarcity. Actually, this is an apparent scarcity, since
there are lots of bands (generally high GHz bands) not explored by any service.

The easiest way of trying to solve this “scarcity” problem is to explore the
higher frequency bands, in particular cm and mm wave bands, which have a
lot of spectrum available [2]. However, this approach does not cover all use
cases, since waves in high bands present hostile propagation characteristics, e.g.
strong pathloss, atmospheric and rain absorption, low diffraction around obsta-
cles, etc.; and therefore may not always be compatible with all applications, for
example, communications where devices are found in a mobile and very dynamic
environment.

The massive Multiple Input Multiple Output (MIMO) technique is a very
good approach to deal with the propagation characteristics in higher bands.
The utilization of large antenna arrays allows a better steering of the signal
transmission power towards the direction of interest, enhancing the transmission
gain. Furthermore, it allows the interference to be better managed, which also
improves the wireless communication in a network [2].

Another solution is to promote a more efficient spectrum use in frequencies
which are overused, typically the lower ones. The traditional way the spectrum
is managed in most countries, even in Brazil, is through the granting of spec-
trum licenses for exclusive use on a long-term basis. However, in some cases, a
spectrum owner does not use the resource assigned to him during all the time
and in all geographical areas. Despite the fact that this static approach is very
robust in the avoidance of harmful interference among services, it leads to the
underutilization of spectrum.

Spectrum sharing comes out as a very good option to solve this inefficiency
problem, enabling a more dynamic access to the RF spectrum and allowing this
resource to be shared in a flexible way. This concept should not be confused
with the unlicensed use of spectrum, e.g. Industrial, Scientic and Medical (ISM)
applications, where the spectrum in specific bands is shared without the need of
license and with services being subject to interference of other services.

This work is focused on two concepts of different generations of spectrum
sharing: TV White Spaces (TVWS), being part of the first generation, and
Licensed Shared Access (LSA), of the following one. Each one having its partic-
ularities and well-defined use cases.

Brazil, as a geographically extensive country, has serious problems regard-
ing the digital inclusion, mostly in rural or remote parts of it. In these regions,
generally, there is no broadband Internet access or it is expensive and with poor
quality.

Either TVWS or LSA could be used in different use cases, as it is presented
in this work, to solve the problems previously exposed. It should be emphasized
that the contributions of this work related to both techniques are focused on the
Brazilian context.

The rest of the paper is organized as follows. Section 2 discusses about the
spectrum sharing concept and describes TVWS and LSA approaches. Section 3
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presents the spectrum regulatory scenario in Brazil. A discussion about the appli-
cation of spectrum sharing concepts in the Brazilian scenario is made in Sect. 4.
The paper is finally concluded in Sect. 5.

2 Spectrum Sharing

Spectrum Sharing has different meanings. For a National Regulatory Authority
(NRA), it means to provide more spectrum for a service without interfering or
bringing harm to the existing users of that resource.

The focus of this work is on Dynamic Spectrum Access (DSA), where the
sharing is organized among users and depends on demands of systems that share
the resources, with the allocations changing with time in a dynamic manner.
This branch of spectrum sharing should not be confused with the co-existence
concept, where the shared spectrum is provided in a fixed or static manner,
in a way that there is no interference among users using the same or adjacent
spectrum [22].

The main problem that comes with the DSA employment is the interference
that new users (also called secondary users) of the spectrum can bring to the
original users (or primary users) of this resource. For the traditional case where a
service has an exclusive license to the spectrum, the unwanted emissions that can
cause interference in other services in the same or adjacent bands are regulated
through spectral masks, which are generally harmonized across the world regions.
For DSA, there is a sharing of spectrum in different radio technologies, then some
limits should be established regarding the transmit power and/or the sharing
distance, so that one service does not cause interference to the others and vice-
versa, compromising the communication.

The two spectrum sharing techniques addressed in this section are TVWS
and LSA.

2.1 TVWS

TVWS is a portion of spectrum in the range of Very High Frequency (VHF) and
Ultra High Frequency (UHF) that is not in use at a particular time and loca-
tion and, therefore, it represents a new opportunity for wireless communication
systems in a frequency band that has good propagation characteristics. They
emerge as a by-product of the Digital Switchover (DSO), also known as the digi-
tal television transition; a process in which analog Television (TV) broadcasting
is replaced by the digital one. The DSO has been successfully completed in vari-
ous countries and it is still in progress in some others. In Brazil, for example, the
Ministry of Communications established in 2014 a DSO plan, starting in 2015
and gradually to be implemented until December 2018 [25].

The basic principle of TVWS consists of allowing unlicensed, secondary
users to access spectrum at specific geographic locations and/or during spe-
cific time intervals, not interfering with terrestrial TV transmission or reception,
or any other primary service. Importantly, the TVWS regulations require White



TVWS and LSA Applied to the Brazilian Context 301

Space Devices (WSDs) to obtain authorization before they can transmit, and
require those devices to cease operation when they are located within protected
areas [26].

Since waves at the frequency range of TVWS have good propagation charac-
teristics, the application of this concept is more envisioned for use cases where
there is a need for wireless coverage extension. For example, TVWS can be used
to improve the coverage of a 4G network of a mobile operator in rural locations.

The potential uses of TVWS are still being considered by the industry and
regulatory bodies, because there are still uncertainties about what sort of TVWS
availability is realistic, and the amount of TVWS spectrum available can change
significantly from one country to another [17]. Many countries have studied the
use of TVWS, but only two of them currently have a proper regulation model
that permits the license-exempt use of TVWS: the United States of America
(USA) with Federal Communications Commission (FCC), and the United King-
dom (UK) with Office of Communications (Ofcom).

The extension of spectrum occupancy of TVWS has opened up a new dimen-
sion for a variety of potential applications. The merit of TVWS exploitation is
to provide innovative applications not fully supported by existing technologies,
and to offer resource expansion to existing applications for enhanced perfor-
mance [1]. One company that has begun developing rural broadband equip-
ment using TVWS is Carlson Wireless Technologies1 from USA. The company
has more than a decade of experience in developing effective rural solutions.
These wireless radios can provide broadband data rate over much larger dis-
tances than the existing Wireless Fidelity (Wi-Fi) routers, and in December
2013, FCC approved its commercial and unlicensed use in the USA.

2.2 LSA

While TVWS is considered a technology of the first generation of spectrum
sharing, LSA is the key example of a concept of the next generation [24].

LSA, firstly known as Authorized Shared Access (ASA), is defined as a new
complementary regulatory framework which was developed in Europe as a joint
effort of the Electronic Communications Committee (ECC), the European Con-
ference of Postal and Telecommunications (Conférence Européenne des admin-
istrations des Postes et des Télécommunications, CEPT) and the European
Telecommunications Standards Institute (ETSI). This framework allows the so-
called LSA licensee (secondary user) to access additional spectrum resources,
which are underutilized by its incumbent user. It is based on an agreement
called sharing framework which is defined by three stakeholders: incumbent user
(primary user), LSA licensee, and NRA. The sharing framework includes tech-
nical and operational conditions which the users are subject to, aiming at the
protection from harmful interference for both incumbent and LSA licensee.

The main feature which differentiates LSA from the other spectrum sharing
techniques is its individual licensing regime, which means that the licensee in

1 http://www.carlsonwireless.com/.

http://www.carlsonwireless.com/
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order to use the spectrum needs an individual authorization that contains its
rights and obligations. The advantage of this regime is that these sharing rules,
which the licensees must follow, guarantee that the interference might be man-
aged, enabling protection from interference and predictable Quality of Service
(QoS) for both primary and secondary users [15].

Differently from TVWS, LSA is not expected to be applied to enhance wire-
less coverage. The application of this concept is more related to the provision
of additional spectrum access and predictable QoS for services. The first use
case of LSA is the application of the concept to provide additional spectrum
for mobile broadband services in the 2300 MHz to 2400 MHz band. This band
is defined by the Generation Partnership Project (3GPP) as Long-Term Evolu-
tion (LTE) Band 40, allocated to mobile services and identified for International
Mobile Telecommunications (IMT) globally in the International Telecommunica-
tion Union (ITU) Radio Regulations [11]. It should be mentioned that the basic
principles for the LSA operation are not dependent on the frequency, allowing
it to be applied to other bands [24].

The system components are standardized by ETSI and described in [11]. The
system requirements and architecture are specified in [10,12].

The basic architecture of the LSA system is composed by a database called
LSA repository, which manages the LSA spectrum. Besides that entity, there is
the LSA controller, which communicates directly with the LSA repository and,
according to the information in the last entity, it grants access or requests the
evacuation of the band by an LSA licensee through a control mechanism.

3 Brazilian Regulation Scenario

The NRA in charge of the regulation of telecommunications in Brazil is the
National Telecommunications Agency (Agncia Nacional de TelecomuniÇões,
Anatel) which was created in 1997 by the (Lei Geral de TelecomunicaÇões, LGT),
a very important law for the regulation of this sector, providing the ground rules
for the telecommunications market and contributing to the development of the
country [4].

Anatel is an independent agency linked to the former Ministry of Commu-
nications (currently Ministry of Science, Technology, Innovation and Communi-
cations), which is in charge of establishing the public policy of the telecommu-
nications sector in Brazil.

Among the attributions of the Brazilian NRA, can be highlighted, the
management of the RF spectrum, being Anatel responsible for its rules and
regulation. Anatel designs and updates the RF spectrum allocation, distribu-
tion and destination plan. The attributions follow the ITU recommendations
defined for region 2. The distribution and destinations of RF bands for the ser-
vices and telecommunications activities consider the present needs and future
expansion [28].

According to the LGT and established by Anatel, as previously mentioned,
RF bands are designated to specific telecommunications services, and, hence,
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companies exploiting a service using a given band can only be granted license
for a spectrum designated for that band. Furthermore, as the RF spectrum is a
limited resource and a public property, its economic exploitation is only allowed
by Anatel grant through concession, permit, or authorization [4], obtained gen-
erally through bidding processes, so that there is fairness in the competition
among stakeholders.

Still, according to the LGT, there are two exceptions where the exploitation
of the RF spectrum is allowed without the need of authorization: the use of this
resource by the army and by restricted radiation equipment.

Regulation for the use of the RF spectrum went through recent modifica-
tions in 2016 under an Anatel Resolution [5]. From that time on there are some
possibilities for a kind of secondary market of spectrum, since it enables the
spectrum that was licensed to a primary user to be explored in a secondary
basis by another player upon a prior authorization of Anatel, if the incumbent
is not yet utilizing the resource properly.

Another step towards spectrum sharing was recently taken by Anatel, when
two mobile operators were allowed to perform an agreement in the sharing of a
Radio Access Network (RAN) of the 450 MHz band in order to improve rural
coverage. With that, Anatel considered the benefits, like price reductions, and
gain in QoS, that the sharing of infrastructure and spectrum could bring to the
telecommunications sector through efficient resources usage [28].

These efforts show a certain progress towards a more efficient RF spectrum
management in Brazil, and it places both TVWS and LSA in the Brazilian
regulation horizon, since these concepts are very good options for more efficiency
in the utilization of the spectrum.

4 Spectrum Sharing Trends in Brazil

The access to information and knowledge are essential for a country to be com-
petitive in a globalized economy. In this sense, broadband Internet becomes a
very important element for the country infrastructure nowadays [14]. Hence,
the economic, social and political development of Brazil can be accelerated by
improving the broadband access, speed, quality and decreasing its cost. This
enhancement can be translated into technological advances, cost reduction and
service quality improvements in various areas, e.g. health, education, and public
security. Furthermore, it can be considered an investment in the research field.

Brazil has achieved considerable advances in broadband, but in comparison
with other countries, it is still expensive, slow and usually of poor quality. In [13]
the rank of Brazil in 2015 with regard to other countries can be seen for different
categories, like fixed broadband Internet prices, fixed and mobile broadband
Internet subscriptions, mobile network coverage, etc. The status of broadband
in Brazil is shown in [20], comparing some statistics from 2006 to 2014. It can be
noticed a certain progress in digital inclusion but at a slow pace, and the situation
in rural and remote regions and for poor people is still far from being acceptable.
While there is Internet access in 54% of urban households, this percentage is just
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22% in rural ones. Furthermore, in households of economically disadvantaged
individuals, there is Internet access in just 14% of cases.

For rural or remote areas, a critical reason that makes the broadband access
very difficult is the lack of interest from service providers in such areas. Brazil
is a geographically extensive country, hence, an investment on providing such
service in various regions (mostly rural or remote) would imply in an enormous
expenditure on telecommunications infrastructure, what makes this practice very
unattractive. As it can be seen in [25], there is poor coverage of Third Generation
(3G) and 4G services of a Brazilian mobile operator in an important state of the
country.

One way to increase the provision of wireless broadband in general is the
employment of techniques or technologies to allow the RF spectrum to be used
more dynamically and efficiently, so a broader range of stakeholders could have
access to and explore wireless broadband. Either TVWS or LSA are very good
tools for reaching this efficiency and dynamism of spectrum use.

At the moment, it seems that Anatel is particularly interested in fostering the
development of telecommunications/broadband in rural and remote areas. This
can be attested in the Anatel regulatory agenda, which indicates a movement
towards the regulation of the use of TVWS for the development of broadband
of Brazilian rural areas, as a regulatory impact analysis on the use of white
spaces in VHF and UHF bands is expected to happen by the second semester of
2018 [30].

In Brazil, there is still no ongoing regulatory actions related to LSA, but
there is already research regarding the application of this concept in the Brazilian
scenario. In [27] there is a spectrum sharing proposal based on the LSA concept
with its specificities, in order for it to be more appropriate to the Brazilian reality.
The candidate frequency bands for LSA in Brazil are: 1.4 GHz (L-Band), 2.7 GHz
(2500 MHz to 2690 MHz) and 3.5 GHz (3565 MHz to 3650 MHz). Furthermore,
the effort in the direction of TVWS regulation is the first step towards the
use of the spectrum sharing concept, hence there is some hope in the Brazilian
regulatory scenario for LSA implementation in the near future.

4.1 TVWS Case Study

As previously mentioned, Brazil presents some problems related to Internet
access in rural and remote areas. With the DSO in Brazil happening and
expected to be concluded by the end of 2018, the opportunity for reallocat-
ing the TV spectrum is a reality, which opens opportunities to introduce new
business models, players and technologies like TVWS into the Brazilian mar-
ket [25]. One of the major obstacles to providing mobile broadband connectivity
in semi-urban and rural areas of Brazil is the weak economic appeal of such areas
for operators to deploy their telecommunications infrastructure.

This case study idealizes the use of TVWS to address the challenge in provid-
ing mobile broadband to rural or remote areas in the Ceará state in the regions
around the Digital Belt of Ceará (Cinturão Digital do Ceará, CDC), since there
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are many white space channels available in such areas [25]. The good propaga-
tion characteristics at the TVWS band compared with the current band used in
LTE in Brazil means less base stations covering larger spaces, which is a better
scenario to attract the attention of mobile operators to invest in such areas.

The CDC was implemented in 2010 and the investments in such infrastruc-
ture were about R$ 70 million. The project managed to reach 48% reduction in
expenditures with Ceará state Operational Expenditure (OPEX), attending, at
the beginning, Governing bodies, schools, hospitals and police departments. The
“excess” of fibers enabled partnerships with the private sector, which brought
financial and technological development to some rural and suburban regions of
the state. The CDC infrastructure is made of redundant fiber optic ring and
ramifications comprising more than 3000 km, with 24 optical fiber cables and
branches with 12 fibers; and the access in the last mile is made through World-
wide Interoperability for Microwave Access (WiMAX) technology [29]. The use
case consists in using the CDC infrastructure to provide LTE services using
the white space channels available in each location (LTE over TVWS scenario).
This case serves as a basis to be implemented in any other region with similar
characteristics.

Since the locations of licensed Digital TV (DTV) transmitters and their corre-
sponding service areas are known, it is reasonable to assume that a database with
maps of possible locations for TVWS networks could be implemented (Geolo-
cation Database (GLDB)). In this scenario, the WSDs obtain the available TV
channels via querying a certified GLDB, instead of sensing the local spectrum
environment. Due to this fact, the GLDB needs to have updated information
about the TVWS availability.

The TVWS applied along with the CDC infrastructure opens up a new
dimension for a variety of potential applications. Another possibility to provide
digital inclusion in such regions could be the deployment of a Super Wi-Fi sce-
nario using the TVWS as backhaul, following the idea implemented in India [21].
This solution could use modems in indoor environments to receive TVWS signal
sent by Internet service providers. The receiving equipment would process this
signal and forward it to 2.4 GHz or 5.8 GHz, providing wireless Internet services
to the end users.

4.2 LSA Case Study

Brazil is very rich in natural resources, holding a very large mineral repository.
The Brazilian mining industry has a great importance worldwide, producing and
exporting high quality ores, which makes mining a very important activity for the
Brazilian economy. Brazil is very well ranked in the world for different minerals
regarding its production and reserves. Forecasts show excellent perspectives for
this economic activity for the next decades [23].

The importance of the mining industry makes the development of this activ-
ity crucial for Brazilian economy growth. In the current globalized world, to
face competition, the industry must be in constant development so that the



306 R. B. Evangelista et al.

productivity is maximized. The Industry 4.0 is the concept used for the fol-
lowing industrial revolution that is about to happen and which was defined in
Germany, one of the world top competitive manufacturing industries. This con-
cept is expected to improve the “industrial processes involved in manufacturing,
engineering, material usage and supply chain and life cycle management” [19].

The key feature of Industry 4.0 and the enabler of such improvements is
what has been called the smart factory, which is a factory that assists people
and machines in performing their tasks through the awareness of the physical and
virtual world. This awareness is allowed thanks to a network compatible equip-
ment called Cyber-Physical Systems (CPS) supplied with sensors and actuators,
which monitor physical industrial processes, helping to decentralize decisions. In
the smart factories, these CPSs are interconnected using the concept of IoT, so
the industry is a network of automated machines and people, with the possibility
of some activities being controlled remotely by the latter [16].

Regarding the automation process envisioned by Industry 4.0, the wireless
factory automation is recently drawing more interest than the wired one, since
the former presents attractive advantages, e.g. low installation and maintenance
cost, higher flexibility.

One main challenge of wireless factory automation is its requirements regard-
ing communications latency and reliability. Industrial applications like packag-
ing machines need very strict requirements (latency less than 1 ms and block
error probability around 10−8 or 10−9) [3]. Such services with very rigorous
requirements, mainly in respect to latency and reliability, were defined by ITU
as Ultra-Reliable and Low-Latency Communications (uRLLC) [18].

In recent years, there were some advances in wireless technologies for factory
applications, e.g. WirelessHART, ISA 100.11a, Industrial WLAN [7]. However,
these solutions together with other proprietary ones operate mostly on unlicensed
RF spectrum, and, hence, there are no QoS guarantees, since there is interference
from other services using the shared band.

The employment of the Industry 4.0 concept to the mining industry in Brazil
is a process that needs to occur in order to keep this sector competitive in the
world market [6], and the application of the LSA framework concept is a good
approach to address the challenges mentioned previously. The LSA band would
be made available to the mining companies with QoS guarantees, since this
is a key feature of the exclusive licensing basis of this concept. Despite that,
this solution facilitates the granting of spectrum license to the companies, in
comparison with the traditional bidding process, which happens not so often
and has quite expensive bids.

The flexibility of LSA is another advantage for this case study. The definition
of the sharing framework by the stakeholders facilitates that the conditions of
the parts are met. For example, a mining company would require the spectrum
just for a specific part of the country, for a certain time and with a particular
bandwidth size.

The interference that one service could generate on another is an issue that
needs to be considered carefully, since the interference management is made using
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data that is present at the LSA repository (e.g., incumbent location, maximum
Effective Isotropic Radiated Power (EIRP)) together with a propagation model.
Since the mining sites are very particular, with a irregular relief and big depres-
sions, the propagation model is very different from the ones already studied and
available in the literature. Therefore, it represents a critical part for which a
certain importance must be given.

Using this approach, all the stakeholders are contemplated. The financial
investment of the mining company would be addressed to the incumbent. The
LSA licensee would have the access to the licensed spectrum with the QoS guar-
antees that it needs. The advantage for Anatel would be a more efficient use of
the spectrum, alleviating, in this sense, the spectrum “scarcity” problem.

The same idea could also be employed to other industrial activities in which
the application of the concept of Industry 4.0 is envisioned, e.g. agriculture and
metallurgy.

5 Conclusions

Significantly more spectrum and much wider bandwidth than what is available
today will be needed in order to reach the targets of future mobile broadband
systems. It is visible that the fixed allocation scheme of frequency has resulted
in an underutilization of the spectrum both spatially and temporally.

The spectrum sharing concept is an innovative option to solve the spectrum
“scarcity” problem by promoting a more efficient use of this resource.

Brazil still has a lot to advance in the adoption of the spectrum sharing
concept, as there were very few regulatory actions in that direction. The mod-
ifications in the regulation for the use of RF spectrum demonstrates a mod-
est progress towards the secondary market, and TVWS regulation studies are
already expected to happen by 2018. Nevertheless, there is still no visible effort
related to the employment of the LSA concept in the Brazilian scenario.

This paper presents two case studies about the application of TVWS and
LSA concepts for the Brazilian context. It is expected that this work brings the
attention of Anatel and other Brazilian stakeholders to the application of those
concepts and the benefits they could bring not only for the telecommunications
sector, but also for the whole country economy.

As a future work, it can be performed a more quantitative approach, evalu-
ating the case studies presented in this paper in terms of Capital Expenditure
(CAPEX) and OPEX. Similar studies could not be found in literature, what
makes such work of relevant importance for the development of spectrum shar-
ing concept in the country.
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and future. Novo Século Editora (2016)

21. Kumar, A., et al.: Toward enabling broadband for a billion plus population with
TV white spaces. IEEE Commun. Mag. 54(7), 28–34 (2016). https://doi.org/10.
1109/MCOM.2016.7509375. ISSN 0163-6804

22. Matyjas, J.D., Kumar, S., Hu, F. (eds.) Spectrum Sharing in Wireless Networks.
Fairness, Efficiency, and Security. CRC Press, Boca Raton (2017). ISBN 978-1-
4987-2635-1
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Abstract. The fifth generation (5G) of wireless networks is currently
under investigation in order to address the well-known challenges of the
high capacity demands and traffic volume. The promising solutions to
meet these targets can be achieved through ultra-densification, efficient
use of spectrum and advanced filtered modulation techniques. In this
paper, we present an enhanced MAC protocol for 5G small cells operating
at 5GHz and assuming an FBMC physical layer. The proposed MAC
design consists of scheduled-based and contention-based access schemes
and involves a listen before talk (LBT) procedure to comply with ETSI
regulations. The performance of the proposed FBMC-MAC design is
then evaluated in dense deployment scenarios under different PHY/MAC
parameter settings. Moreover, we study the performance of FBMC-MAC
systems in the context of coexistence with WiFi systems.

Keywords: 5G · FBMC · Multiple access MAC design · LBT · LBE
Dense small cell networks · Contention access · Scheduled access
CSMA/CA

1 Introduction

The ever increasing demand for higher data rate and reliable communications
poses significant challenges for the existing wireless networks. Fifth generation
(5G) cellular networks are expected to meet these intense demands as well as to
support different kinds of applications and quality of service (QoS) requirements.
Those included, enhanced mobile broadband, ultra-reliable and low-latency com-
munications, and massive machine-type communications [1].

As far as capacity improvement is concerned, the common approaches are
based on ultra-densification, exploitation of heterogeneous resources in available
licensed, lightly-licensed and unlicensed spectrum bands; the spectrum resources
being possibly used assuming traffic steering or aggregation mechanisms.

Moreover, relying on a modulation technique with higher efficiency than the
one used in 4G is another key aspect of 5G network design. Among different
possibilities, filter-bank multi-carrier (FBMC) modulation is considered as a
candidate for 5G systems [2]. Indeed, FBMC through the use of well-designed
prototype filters overcomes the limitations of the widely-used orthogonal fre-
quency division multiplexing (OFDM) technique in terms of tight timing and
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frequency synchronization requirements. It can provide a very sharp frequency
confinement of the signal which translates into a better spectrum utilization.

In this paper, we first present an overview of FBMC modulation and physi-
cal layer assumptions considered through our work. Consequently, we propose a
medium access control (MAC) protocol for dense small cell networks operating
in 5 GHz unlicensed band. This MAC design is based on beacon enabled super-
frame similar to existing solutions [3,4] with novel extension in order to support
broadband traffic, multi-user channel access and to take advantage of FBMC sig-
naling mainly to facilitate the resource allocation and channel access in uplink.
In particular, the design is a mix of contention-based and scheduled-based access
schemes that enable flexible use of radio resources and spectrum. Since the unli-
censed 5 GHz band is considered, the proposed MAC performs listen before talk
(LBT) in order to comply with the ETSI regulatory requirements [5] and to
ensure fair coexistence with neighboring technologies. In this band, two vari-
ants of channel access mechanisms are possible to comply with the regulation:
frame-based equipment (FBE) and load-based equipment (LBE). LBE has been
recently adopted by 3GPP within the licensed-assisted access (LAA) framework
for component carriers in 5 GHz band [6]. Similarly, in the proposed MAC design
we rely on LBE as the channel access method used by the small cell to perform
clear channel assessment (CCA) before transmitting. Second, we investigate the
impact of PHY configuration parameters and MAC-related parameters on the
performance of the proposed MAC design in dense deployment scenarios. Addi-
tionally, we analyze the fairness of coexistence of FBMC-MAC system when
sharing the channel with a WiFi system.

The remainder of the paper is organized as follows. Section 2 describes the
main features of FBMC modulation and physical layer assumptions. Section 3
presents the proposed MAC design and describes the frame structure as well as
channel access modes. In Sect. 4, the simulation results related to the PHY-MAC
designs are shown. Finally, the conclusions are given in Sect. 5.

2 FBMC and PHY Assumptions

FBMC is a multi-carrier modulation considered as a 5G waveform candidate in
order to address the OFDM limitations of reduced spectral efficiency and strict
synchronization requirements [2]. Indeed, OFDM filters the sub-carriers using a
rectangular pulse in the time domain leading to large side-lobes, thus important
adjacent channel leakages. It requires the insertion of cyclic prefix (CP) inducing
a loss in the spectral efficiency. Moreover, OFDM suffers from high sensitivity
to carrier frequency offset and high peak-to-average power ratio (PAPR) that
limit uplink multi-user transmissions. In contrast, FBMC modulation uses a set
of filters that synthesize and analyze each sub-carrier individually [7]. A proper
design of the prototype filter can provide a very sharp spectral localization that
allows multiple access and broadband data transmission.

The prototype filter is characterized by its overlapping factor K, which is the
number of multi-carrier symbols that overlap in the time domain. The overlap-
ping factor K has an impact on determining the optimum spectrum utilization,
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the level of adjacent channel leakage (ACL) and the residual inter-symbol inter-
ference. In particular, offset quadrature amplitude modulation (OQAM) com-
bined with Nyquist constraints on the prototype filter is considered to guarantee
orthogonality between adjacent symbols and adjacent carriers while providing
maximum spectral efficiency [2].

Figure 1 shows the power spectral density for OFDM and FBMC for several
values of K. As it can be seen in the figure, a larger value of K (K = 4) is
able to achieve better frequency localization and lower out-of-band emissions on
adjacent channel (< −100 dBc). At the contrary, for K = 2, the leakage level
increases significantly, and is only 10 dB lower than OFDM.
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Fig. 1. Power spectral density of OFDM and FBMC with several values of K (left)
and FBMC parameters for a 20 MHz carrier (right)

Compared to CP-OFDM, this excellent spectral localization of FBMC signal
implies a set of characteristics that can exploited at MAC layer to optimize the
medium access:

– Relaxed synchronicity: In CP-OFDM, simultaneous transmissions in contigu-
ous bands have to respect a timing misalignment smaller than the CP length
in order to avoid inter-carrier interference. By contrast, FBMC can gracefully
tolerate asynchronous uplink communications on contiguous band, because
of the very small level of adjacent carrier interference if a guard band of at
least one sub-carrier spacing is introduced [8].

– Efficient use of allocated spectrum: In FBMC, the insertion of CP is not
required and very low adjacent channel leakage ratio (ACLR) is achieved.
Consequently, the MAC layer can manage in an efficient way the allocation
of (thin) resource blocks, even if they are fragmented and spread in the band.

– Relaxed uplink power control: Along the same idea of very low ACLR, the
uplink signal in contiguous bands can be transmitted without a strict power
control. Indeed, provided that ACLR is more than 60 dB, two simultaneous
signals on contiguous channels can arrive on a small cell with a very large
difference of uplink received power.
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In this work, the FBMC physical layer is assumed to rely on a particu-
lar implementation of FBMC called frequency spreading FBMC (FS-FBMC)
according to the parameters specified in Fig. 1 for 20 MHz channel bandwidth.
The total number of sub-carriers is set to 512 with sub-carrier spacing of 60 kHz
and overlapping factor of 4. These parameters allow to reach the same level of
performance of LTE-PHY with 2048 sub-carries and 15 kHz sub-carrier spac-
ing [8]. We note that the reduction of the number of sub-carriers by a factor
of 4 reduces the PAPR which presents another advantage for uplink communi-
cation and allows also to reduce the complexity of FFT implementation. More
details about the FBMC modulation and the filter coefficients can be found
in [2], whereas implementation issues are presented in [9].

3 FBMC-MAC Protocol Design

This section presents the design of MAC protocol for 5G small cells to sup-
port broadband traffic operating in 5 GHz unlicensed spectrum. Compared to
the state of the art of PHY/MAC systems [3,4], this design supports the use
of FBMC physical layer, multiple access operation and incorporate LBT mech-
anisms to comply with ETSI regulatory requirements in the 5 GHz band [5].

3.1 MAC Superframe Design

The MAC design is based on a beacon-enabled superframe, that specifies a com-
bination of contention-based and scheduled-based access schemes close to the
existing systems [3,4]. The basic network operation mode is a master-slave mode,
with the small cell (SC) being the master of user equipments (UEs) within the
radio range. More specifically, the superframe consists of a beacon period, a con-
tention free period (CFP), a contention access period (CAP) and an idle period
as illustrated in Fig. 2. The length of the active superframe part is the channel
occupancy time (COT) that is subdivided into multiple time slots, each slot has
a duration of 1 ms.

In the beacon period, the SC transmits beacon frames spanning on the whole
band during one time slot. The beacon frames provide the basic timing for UEs
synchronization and carry the control information for device discovery, network
organization and resource allocations.

CFP is the scheduled access period composed of variable time slots that are
especially allocated to downlink and uplink data communications. The alloca-
tion of resources is generally based on UE priority, QoS requirements and the
availability of resources, the allocation being described in the beacon. We note
that uplink data traffic is usually initiated by UE through sending an uplink
grant request to the SC in a previous superframe, whereas downlink data traffic
may be either requested by UE or initiated by the SC.

Meanwhile, the CAP is composed of small number of slots and used by UEs
to send control and command frames such as association requests, ACK/NACK,
channel quality indicator (CQI) reports and service establishment requests. On
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the other hand, control information, e.g. CQI, ACK, may be multiplexed with
data in an uplink CFP slot when an active UE has both scheduled uplink and
downlink traffic, thus allowing more flexibility in resource allocation.

As far as scheduled uplink traffic is concerned, the SC may configure an ACK
slot at the end of the CAP in order to send grouped acknowledgments, if any,
for the uplink received data in the CFP.

At the end of the superframe, an idle period is considered that can be advan-
tageously used by SCs to sense the channel and feed the spectrum manager with
sensing report accordingly.

It is interesting to note that the superframe structure can be dynamically
adjusted depending on the traffic type and network load. Indeed, the length
of CFP can be tuned to support a given traffic profile like a possible traffic
imbalance between uplink and downlink. Alternatively, the CAP duration can
also be tuned to provide a better reliability to ACK and CQI updates when the
number of active UEs is getting large.
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Fig. 2. MAC superframe structure for broadband access in 5 GHz

3.2 Multiple Access

In the proposed FBMC-MAC design, multiple user access is supported both in
CFP and CAP to allow efficient and dynamic share of the allocated spectrum.

In the CFP, multiple access is based on OFDMA-like approach for both
uplink and downlink channels, using the same concept of resource block (RB) of
LTE systems but applied to FBMC modulation. In FBMC-MA, a RB is an allo-
cation of 3 active sub-carriers, i.e. 180 kHz, during a time slot. In this MAC, the
scheduler is in charge of allocating both uplink and downlink resource blocks to
active UEs, assuming the same kind of schedulers as those used in LTE. Interest-
ingly, as FBMC tolerates asynchronous transmissions with the aforementioned
guard interval constraint, uplink resource allocation can be done quite straight-
forwardly by the small cell using the same modulation scheme for both uplink
and downlink communication. Figure 3 depicts the multiple access scheme on
the superframe, for the scheduled access parts.

On the other hand, the multiple access in the CAP is based on multi-channel
contention scheme. The CAP is therefore subdivided into several sub-channels,
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where each elementary sub-channel is composed of 17 active sub-carriers and one
inactive sub-carrier as a guard band (6 resource blocks). Thus, 9 sub-channels
and 18 sub-channels are assumed available for a system bandwidth of 10 MHz
and 20 MHz, respectively. UEs attempt to access the channel both in time and
frequency domains using a multi-channel carrier sense multiple access with colli-
sion avoidance (CSMA/CA) algorithm [10]. Prior to transmission, UE first per-
forms channel sensing to identify the set of idle sub-channels. If all sub-channels
are busy, UE defers access until a sub-channel becomes available. Otherwise, UE
selects one sub-channel and initiates a random back-off counter. Next, UE should
perform CCA using a back-off procedure. If the channel is found busy during a
back-off slot, UE may switch to another available sub-channel by maintaining
the back-off counter. Otherwise, UE decrements the counter and transmits the
frame when this counter reaches zero.
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Fig. 3. Multiple access scheme in the scheduled part of the MAC superframe

3.3 Shared Spectrum Utilization Modes

Since the operation in the 5 GHz band is assumed, the SC has to comply with
the LBT rule and shall perform a CCA procedure before the transmission of a
MAC superframe to avoid interference with others systems. As stated before,
the MAC design proposed in this paper can comply with the 2 access options
specified by ETSI, which are namely FBE and LBE [5].

FBE defines a fixed timing frame for channel access, where the SC performs
CCA in a fixed frame period. This access mode can induce unfair channel access
in dense environment since a SC may get a definitive access to the channel and
may block the activity of surrounding SCs.

In contrast, LBE relies on a flexible contention scheme prior to triggering
the superframe emission that guarantees a better fairness in dense deployments.
This channel access scheme has been retained for the LAA procedure in 3GPP
specifications [6]. In our design, we have defined a set of parameters for LBE,
based on the 3GPP specifications; they are shown in Fig. 4. In this access mode,
the SC performs an initial CCA over mp slot durations of a defer duration Td.
If the channel is found busy during one slot, the SC repeats the initial CCA.
Otherwise, the SC shall perform an extended CCA (E-CCA) check over N con-
secutive time periods of duration Ts. N is randomly selected in the interval
[1, CW ], where CW is the length of the contention window. If an E-CCA turns
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out to be negative, i.e. channel is busy, an initial CCA is performed maintain-
ing the current value of N . Otherwise, the SC decrements the counter N and
performs transmission of the superframe during COT when N reaches zero. We
assume that COT = 10 ms and Ts = 9 µs. The LBE procedure is shown in
Fig. 4 for an example of N = 3. More details about access priority of LBE access
mode, the contention window size and the duration of the superframe can be
found in [6].

Fig. 4. LBE channel access for N = 3 and access mode parameters

4 Performance Evaluation

In this section, we first describe the system-level simulation scenarios and various
PHY/MAC parameters considered for assessing the performance of the proposed
MAC design. Simulation results are presented and analyzed in a second step.

4.1 Simulation Assumptions

We consider an outdoor deployment scenario based on regular hexagonal grid
composed of 3 rings of 37 SCs, applying the wrap-around technique [11]. For each
SC, we consider 10 UEs with distances to the SC being randomly distributed.
The simulations are carried out in non-fading channel, using an extension of the
Urban Micro (UMi) model [12], with spatial correlation of the LOS/NLOS and
shadowing [11]. Several inter-site distances (ISDs) are considered to evaluate the
performance of MAC design in different degrees of network densification and
different energy detect (ED) thresholds ranging from −62 dBm to −82 dBm are
considered to evaluate the impact of the CCA sensitivity with respect to densi-
fication. In terms of traffic, 100% downlink full buffer pattern is considered as
a worst case scenario. Adaptive modulation and coding (AMC) scheme is used
by the SC similarly to LTE system based on CQI reports sent by UEs. Con-
sequently, the SC assigns a suitable modulation and coding scheme (MCS) for
each UE depending on channel conditions, that determines the transport block
(TB) size to be transmitted on one slot. The interference between adjacent chan-
nels is modeled using out-of-band emissions masks for the considered underlying
PHYs, e.g. FBMC and OFDM. For FBMC with K = 4, no out-of-band emission
is assumed. In case of OFDM and FBMC with K = 2, the average of interference
level on adjacent channel is assumed equal to −37 dBc and −44 dBc for 20 MHz
band, respectively. The main simulation parameters are summarized in Table 1.

In addition, two main coexistence scenarios are considered: non-coexistence
and coexistence scenarios. In the non-coexistence scenario, we evaluate the per-
formance of MAC design when it operates without any other interfering system.
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In case of the coexistence scenario, we focus on investigation the impact of WiFi
system (operator B) on the performance of FBMC-MAC system (operator A)
using the same 20 MHz channel. In this case, we assume that WiFi APs are ran-
domly dropped in the area with one AP per SC. WiFi uses standard distributed
coordination function (DCF) CSMA/CA (without RTS/CTS signaling) with
exponential back-off mechanism and transmission duration of 5 ms are assumed.

The performance metrics used in the evaluation are as follows: per-UE
throughput, UE transmission delay, and channel occupancy statistics. Per-UE
throughput is defined as the ratio of the number of correctly received bits over
the given simulation time. The transmission delay is the averaged time required
to successfully deliver a packet once it is at the head of the MAC queue. The
mean channel occupancy is defined as the average of the total transmission time
of SCs or WiFi APs over the simulation time, which is considered to evaluate
the fairness of coexistence between FBMC-MAC and WiFi systems.

Table 1. Simulation parameters

Parameter Value

Network layout Hexagonal grid, 1 sector by side

3 rings / Wrap-around [11]

Inter-site distance (ISD) 30 m, 50 m, 100 m

Carrier frequency 5 GHz

System bandwidth 20 MHz

Frequency reuse 1 and 3

UE density 10 UEs per SC randomly dropped

Path loss model Extended ITU-R UMi [12]

Shadow fading model UMi correlated log-normal shadowing [12]

Channel fading model No fading

SC Tx power 24/12/9 dBm for ISD = 100/50/30 m

UE Tx power 20/12/8 dBm for ISD = 100/50/30 m

SC/UE antenna pattern 2D Omni-directional

SC/UE antenna height 1.5 m/10 m (ISD = 100,50 m) 6 m (ISD = 30 m)

SC/UE antenna Gain 0 dBi/5 dBi

SC/UE noise figure 9 dB/5 dB

Traffic model Full Buffer 100 % DL (no retransmission)

Application packet size = 1500 Bytes

Inter-cell interference model Explicit

Inter-channel interference model FBMC K = 4, no leakage

FBMC K = 2, ACL = -44 dBc/20 MHz

OFDM-LTE, ACL = -37 dBc/20 MHz

FBMC-MAC parameters Scheduler: Round Robin

CCA-ED : -82 dBm, -62 dBm

COT = 10 ms, mp = 3, CFP/CAP = 6/3 slots
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4.2 Simulation Results

Non-coexistence Scenario. In the non-coexistence scenario, the impact of
inter-cell interference on the MAC performance is investigated assuming various
system parameter settings.

Figure 5 shows CDFs of per-UE throughput and UE delay of FBMC-MAC,
given different ISDs and ED thresholds. It is observed that per-UE throughput
decreases while transmission delay increases as the network is getting denser.
This is due to the increase in UE density which leads to an increase of the offered
load per km2 resulting in higher level of interference. This higher level of inter-
ference affects the channel quality leading to reducing the per-UE throughput
and increasing the channel access delay. The impact of varying ED threshold
is also depicted in Fig. 5. The results show that lowering ED threshold from
−62 dBm to −82 dBm improves per-UE throughput performance for dense sce-
narios (ISD = 30 m and 50 m) due to the reduction of interference level and
collision probabilities coming from the overall activity of cells. However, with
ISD = 100 m, this increase of ED sensitivity improves the throughput of cell-edge
UE, still because of interference level reduction, while degrading the throughput
of cell-center UE because more often SCs defer their transmissions. We notice
that increasing ED thresholds results in reducing UE transmission delay, due to
the increase of channel access opportunities of SCs.
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Fig. 5. CDFs of per-UE throughput (left) and transmission delay (right)

Figure 6 depicts per-UE throughput performance of FBMC with K = 4,
K = 2 and ODFM using frequency reuse 3, where adjacent SCs are assigned
to different 20 MHz channels. Comparing to the results with single channel in
Fig. 5, it is observed that using a frequency reuse 3 significantly improves the
performance as the contention for superframes is applied on more resource by
the SCs. The increase of UE throughput is approximately 2.5 to 3 times higher
compared to a single channel. The mean transmission delay is also significantly
reduced as well as better channel access fairness is achieved. The impact of PHY
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modulation is illustrated in Fig. 6. The results show that using FBMC with K = 2
or OFDM reduces the throughput performance compared to FBMC K = 4,
especially for cell edge UEs. This stems from the adjacent channel interference
caused by OFDM and FBMC with K = 2, which affects the channel conditions as
the level of interference is increased, this is particularly true for dense networks.
Consequently, lower MCS will be assigned to UE data resulting in throughput
degradation. The average UE throughput improvement of FBMC with K = 4
compared to CP-OFDM is about 7.5%, 14% and 13% with ISD = 30, 50 and
100 m, respectively. In case ISD = 100 m, the curves tend to reach a saturation
throughput since the majority of UEs experience good channel conditions, and
are assigned the higher MCS. It is also observed that there is no significant
impact on UE delay since the traffic load in the system has not been changed
regardless of adjacent channel leakages.
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Fig. 6. CDFs of per-UE throughput (left) and transmission delay (right) using different
PHYs (FBMC K = 4, 2, OFDM), ED = −62 dBm, Frequency reuse 3

Coexistence Scenario. Herein we investigate the impact of WiFi system on
FBMC-MAC performance and we evaluate the fairness of coexistence by com-
paring the mean channel occupancy of both systems.

Figure 7 shows the impact of WiFi on the per-UE throughput of FBMC-
MAC system and the impact on the channel occupancy of WiFi APs. Due to
the shared channel nature and the existence of additional interference caused
by WiFi system, we observe significant throughput degradation compared to
non-coexistence scenario in Fig. 5. We can see that lowering ED threshold to
-82 dBm improves throughput performance and results in reducing the channel
occupancy of WiFi system (Fig. 8). Indeed, using an ED threshold of −62 dBm
for both systems may result on severe interference and collision and degrade
significantly the throughput performance of FBMC-MAC system.

The effect of using similar and asymmetrical ED thresholds of both systems is
shown in Fig. 8. The results show that using asymmetrical ED threshold improves
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the performance of one system at the expense of the other system whose activity
is almost zero. On the contrary, using same ED threshold allows fair channel
occupancy, in which better FBMC-MAC performance is achieved by lowering
ED threshold of both systems to −82 dBm as shown in Fig. 7.

Moreover, we have investigated the impact of FBMC-MAC (operator A) on
the performance of WiFi (operator B) by considering that both operators deploy
WiFi (i.e., FBMC-MAC SCs are replaced by WiFi APs). Although this is not
shown in this paper, we have observed that the mean channel occupancy of
operator B is similar if operator A deploys either WiFi or FBMC-MAC systems.
It indicates that the LBT feature of FBMC-MAC is an efficient mechanism to
provide fair coexistence with other systems operating in the same band.

5 Conclusion

In this paper, a MAC protocol for 5G small cells operating in 5 GHz band has
been presented. The proposed design exploits the benefit of FBMC modulation
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and allows asynchronous multi-user communications and efficient use of spec-
trum. It is based on beacon enabled superframe with scheduled-based and
contention-based access schemes, in which superframe transmission is triggered
by LBT procedure to coexist with others systems in the 5 GHz band. The per-
formance of the proposed FBMC-MAC design in case of non-coexistence and
coexistence scenarios has been investigated for various network densities, phys-
ical layer configurations and LBT sensitivities. The results show that FBMC-
MAC design using well designed filter outperforms CP-OFDM systems in dense
situations. We show also that FBMC-MAC design provides promising features
for throughput improvement and fair coexistence with other systems (WiFi)
through adjusting LBT thresholds. Future steps include further investigation of
the performance of FBMC-MAC design, considering other network layouts (e.g.
indoor hotspots), and others traffic models like uplink traffic where FBMC PHY
features may provide additional gains compared to CP-OFDM systems.
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Abstract. In the context of Low Power Wide Area (LPWA) networks, termi-
nals are expected to be low cost, to be able to communicate over a long distance,
and to operate on battery power for many years. In order to support a wide range
of LPWA applications, the next generation of LPWA technologies is expected
to provide faster throughput, be more resilient, and guarantee lower levels of
latency for a similar battery lifetime. These contradictory requirements, lead to
consider the design of a flexible physical layer with the aim to be efficient for the
identified operating modes from “low data rate, low power consumption, long
range” to “high data rate”. Performance of waveform candidates is assessed in
terms of PER, range and also power consumption in order to obtain the best
compromise between operating modes. A new flexible waveform based on
frequency domain processing is finally proposed to address the large scale of
requirements of new LPWA applications.

Keywords: Low Power Wide Area (LPWA) � Internet of Things
Physical layer � Flexibility

1 Introduction

Machine type communications (M2M) are rapidly expanding: more than twenty five
billion devices are expected to be connected through wireless systems by 2020 [1]. So
far, different wireless technologies have been considered to connect objects to the
Internet of Things (IoT). Before the advent of Low Power Wide Area (LPWA) network
technologies in 2013, short-range radio connectivity (e.g., Bluetooth and ZigBee) was
widely adopted for low power applications but coverage was limited. M2M solutions
based on cellular technology provided large coverage, however excessive power
consumption has limited their adoption. LPWA has provided a low power wireless
connectivity alternative to current generations of cellular systems (2G, 3G and 4G) [2].
Some of these new LPWA systems operate in unlicensed bands, which opened the door
to new market opportunities and new operators. LPWA is a generic term for a group of
technologies that enable wide area communications at low cost and long battery life
(Sigfox, LoRa, RPMA, NB-IoT, Weightless-P, IEEE 802.11ah) [2]. Among them,
LoRa and NB-IoT are two leading emergent technologies [3]. LoRa usually operates in
a non-licensed band below 1 GHz for long-range communication link operation. It uses
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a proprietary spread spectrum modulation scheme that is derived from chirp spread
spectrum modulation (CSS) and trades data rate for sensitivity within a fixed channel
bandwidth. CSS, which was developed in the 1940s, was traditionally used in military
applications because of its long communication distances and interference robustness
[4]. NB-IoT is a new IoT technology set up by 3GPP as a part of Release 13 [5]. It uses
the same licensed frequency bands used in Long Term Evolution (LTE) and employs
OFDM-based (Orthogonal Frequency Division Multiplexing) modulation together with
QPSK (we can also note a mode with only one active sub-carrier). Although it is
sometimes regarded as a new air interface, its physical layer is a low power long range
derivation of LTE [5]. Many features of LTE, including handover, measurements to
monitor the channel quality, carrier aggregation, and dual connectivity have been
removed to reduce device costs and minimize battery consumption.

The first generation of LPWA systems has brought coverage for a long battery life,
future generations are expected to provide faster data rates and/or lower latency for
similar battery lifetime to extend the range of applications the technology can deliver.
These new requirements of LPWA have led to reconsider the physical layer for these
types of systems. The aim of this paper is to investigate which physical layer should be
considered for future generations of LPWA systems by analyzing range, power con-
sumption and throughput performance.

The paper is structured as follows: Sect. 2 introduces the selection of possible
waveforms for LPWA systems and presents the propagation hypotheses that have been
considered for performance evaluation. Section 3 compares the performance results of
the waveform candidates in terms of range, power consumption and throughput. It
leads to Sect. 4, where a new waveform candidate for LPWA systems is proposed.
Section 5 concludes the paper.

2 Waveform Candidate Selection and Evaluation Models

The authors of [6] identified that turbo processing is highly recommended to provide
long-range operation in an energy efficient way. Waveforms adapted to turbo pro-
cessing have thus been considered for this study. Multicarrier modulation techniques
such as Orthogonal Frequency Division Multiplexing (OFDM) have proven to be very
effective for mobile wireless communications (WLAN, LTE) and are considered for
LPWA systems (NB-IoT). By dividing a frequency selective fading channel into a
number of narrow-band flat fading sub-channels, multicarrier systems can easily
compensate the channel effects using a simple one-tap frequency domain equalizer.
However, the main drawback of OFDM is its high Peak-to-Average Power Ratio
(PAPR). Waveforms with high PAPR values increase the linearity requirements
imposed on the power amplifier and are therefore less power efficient. Single Carrier
Frequency Division Multiplexing (SC-FDM) adds frequency spreading to reduce the
PAPR level of OFDM. It combines the benefits of a simple equalization process as
performed for OFDM but with a lower PAPR. In the context of LPWA systems,
constant envelope waveforms are attractive alternatives as power consumption of the
transmitter is contained due to a low PAPR level. Single Carrier with Frequency
Domain Equalization (SC-FDE) combines the benefits of single carrier modulations
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(i.e. very low PAPR levels) with an equalization process in the frequency domain
similar to OFDM. Finally, Turbo-FSK is a new waveform introduced in [6] that meets
performance close to the Shannon limit for the lower spectral efficiency. It is a constant
envelope modulation, and therefore has a PAPR equal to 0 dB. Turbo-FSK combines
an orthogonal modulation with a convolutional code.

Therefore, OFDM, SC-FDM, SC-FDE associated with turbo-coding and Turbo-
FSK are considered for performance comparison in the context of LPWA. It should be
noted that CSS currently used by LoRa systems has not been selected. The scheme,
which may be considered as an orthogonal modulation, can be combined with a turbo
decoding but this architecture is relatively far from the Shannon limit [6].

In order to compare the performance of the different waveform options in terms of
range and throughput, a channel model has to be considered. A simple way to model
the channel is to separate two of its main effects into different parts: path loss and
impulse response. Path loss model emulates the signal attenuation as a function of its
propagation range and central frequency. Impulse response represents the effects of
multipath by a discrete number of impulses as follows:

w tð Þ ¼
XN
n¼1

ffiffiffiffiffi
pn

p
gn tð Þz t � snð Þ; ð1Þ

– where z tð Þ is the transmit signal
– N is the number of path replica
– sn is the delay of the nth replica
– pn is the relative power strength of the nth replica
– gn tð Þ is the weight of the nth replica and vary with time
– w tð Þ is the received signal

The values of pn and sn are dependent of the environment that is modeled.
Empirical models of path loss are simple and efficient to use: the model provides a

first order result for a wide range of locations. One family of empirical models was
derived by Okumura from extensive measurements in urban and suburban areas [7]. It
was later put into equations by Hata in [8] and is referred to as the COST 231-Hata
model [9]. The model provides good path loss estimates for a large range of distance (1
to 20 km), and a wide range of parameters such as carrier frequency, base station height
(20 to 200 m), and environment (rural, suburban or dense urban). It is expressed by (2).

LHata dð Þ ¼ c0 þ cf log fð Þ � b hbð Þ � a hMð Þ
þ 44:9 � 6:55 log hbð Þð Þ log dð Þ þ CM ;

ð2Þ

where f is the carrier frequency in MHz, d the distance between the transmitter and the
receiver in km, hb the height of the base station/access point (in m), hM the height of the
mobile (in m), c0, cf, b, a and CM are function of the propagation environment.

In the following of the paper, Open Rural environment has been considered as it
provides an upper limit of propagation range for LPWA systems, with the following
parameters:
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– carrier frequency, f = 868 MHz
– height of the base station/access point, hb = 15 m
– height of the mobile, hM = 1 m

This upper limit is of particular interest in less densely populated areas where
infrastructure density is much lower and thus range performance is particularly nec-
essary to guarantee connectivity.

For the impulse response of the channel, the power delay profile of the 3GPP
extended typical urban (ETU) channel model has been considered. It emulates the
impulse response of a signal received in a strong multipath environment with a
root-mean square (RMS) delay spread of around 991 ns. Its coherence bandwidth, the
frequency bandwidth for which the channel characteristics remain similar, is equal to
160 kHz. Its parameters are given in Table 1.

ETU delay profiles have been used to evaluate the resilience of the candidate
waveforms for this LPWA application. The channel models here described are used in
Sect. 3 for performance evaluation.

3 Performance Evaluation

3.1 Range Performance Comparison

In this section, the performance (PER, sensitivity) of the waveform candidates under
realistic frequency selective channels is studied and evaluated in terms of range and
power consumption. These aspects represent critical elements for the LPWA systems.
The performance investigation has been performed thanks to a link simulator and the
simulation has been operated using the following parameters:

– Tone spacing Df = 15 kHz (only for OFDM, SC-FDM and Turbo-FSK)
– Nfft = 128, cyclic Prefix of size Ncp = 9 or 4.7 µs
– Packet size: 1008 bits of information
– Perfect synchronization and channel estimation.

Table 1. Parameters of the power delay profile for the ETU channel model.

Excess tap delay sn (ns) Relative power pn (dB)

0 −1.0
50 −1.0
120 −1.0
200 0.0
230 0.0
500 0.0
1600 −3.0
2300 −5.0
5000 −7.0
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Performance in terms of packet error rate (PER) as a function of the Eb/N0 for the
waveform candidates is given in Fig. 1. For these simulations, excepted for the
turbo-FSK, the bandwidth and the throughput are equivalent to around 180 kHz and
170 kb/s respectively. This corresponds to 12 active carriers when multicarrier mod-
ulations are considered (OFDM, SC-FDM) with QPSK modulation and 1/3 for the
coding rate. For the Turbo-FSK, a configuration with a 240 kHz bandwidth or 16
active carriers and throughput of 27 kb/s has been used. This is because the number of
carriers has to be a power of 2. Turbo-FSK has been designed as an intrinsically low
spectral efficiency waveform. In order to compare these air interfaces operating at
different throughput and spectral efficiency, PER curves are provided as a function of
Eb/N0. Figure 1 compares the amount of energy necessary to transmit an information
bit for each technology with a limited and controlled amount of transmission errors.

OFDM presents the best performance compared to the other waveforms with a
maximum gap of almost 4 dB with SC-FDE modulation for a PER of 10−2. SC-FDM is
slightly less performant than OFDM, followed by Turbo-FSK and SC-FDE.

One key feature of LPWA connectivity is to achieve long-range transmission.
Hence performance of Fig. 1 should be revisited in terms of transmission range. We
define the transmission range, d, as:

Fig. 1. PER as the function of the Eb/N0 for OFDM, SC-FDM, SC-FDE and Turbo-FSK.
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djPdBm
TX � LHata dð Þ ¼ q ð3Þ

where PdBm
TX is the transmit power in dBm, LHata(d) the path loss for a transmission

range of d and q the receiver sensitivity which is defined by (4).

q ¼ Eb

N0

� �dB

þ 10 log10 Bgð Þ þ N þ NF; ð4Þ

where B is the signal bandwidth in Hz, η the spectral efficiency in b/s/Hz, N the power
spectral density of the thermal noise (N = −174 dBm/Hz), and NF the noise figure of
the receiver. A NF equal to 6 dB has been considered in the following of the paper.

Since LHata(d) is an increasing function of the transmission range, and assuming
PTx
dBm is fixed and independent from the selected waveform, the transmission range can

only be increased by reducing the receiver sensitivity. Since N and NF are constant,
transmission range can be increased by selecting the waveform that exhibits the lowest
Eb/N0 for a targeted level of PER or by reducing the signal bandwidth and/or the
spectral efficiency.

Transmission range has been evaluated and is given in Fig. 2 using the Open rural
Hata model. Simulations have been performed for the proposed waveforms with
bandwidths ranging from 45 kHz to 1 MHz and a spectral efficiency of 2/3 b/s/Hz for
OFDM, SC-FDM and SC-FDE (QPSK, Rc = 1/3). Transmit power of 14dBm and a

Fig. 2. Range as the function of throughput for communications through ETU channel for the
waveform candidates, OFDM, SC-FDE, SC-FDMA and Turbo-FSK.
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carrier frequency of 868 MHz has been assumed. Turbo-FSK has also been plotted, but
the waveform exhibit a much lower spectral efficiency. In order to provide a fair
comparison with Turbo-FSK, the performance of OFDM (i.e. the best performing
waveform) has been added with symbol repetitions in such a way that the spectral
efficiency is equivalent (8 repetitions have been used i.e. approximately 1/12 b/s/Hz). It
can be observed that for the high bit rates, OFDM presents the best performance with
the best range for any given data rate with a range of around 2 km at 700 kb/s.
Concerning the low bit rates, OFDM and turbo-FSK have similar ranges between
4.5 km and 5 km with a slight advantage for OFDM for the very low throughput. For a
given data rate (e.g. 30 kb/s, OFDM with and without repetition), best ranges are
obtained for the modes with the wider bandwidth waveforms and with a lower spectral
efficiency. This is because theses modes can take advantage of the frequency diversity
brought by bandwidths significantly wider than the coherence bandwidth of the channel
(160 kHz).

In this section, the performance in terms of PER and range has been assessed for
each candidate waveform. OFDM associated with turbo coding seems to give the best
performance for LPWA applications. However, the results presented so far did not take
the impact of power consumption introduced by the different PAPR of the various
waveforms. In the next section, an evaluation of the impact of the selected waveforms
can bring on the power consumption is evaluated.

3.2 Power Consumption

Minimizing energy consumption is a very important design consideration for LPWA
communication systems and therefore the impact of the physical layer on the power
consumption must be investigated. The power consumption at the transmitter is con-
sidered as the dominant effect, notably the power consumption necessary to operate the
power amplifier (PA) [10]. It has been shown in [11] that the energy consumption per
information bit depends on the following parameters: the transmission duration, the
PAPR, the drain efficiency of the radiofrequency PA and the circuit power con-
sumption of internal electronic functions. If we denote E the total energy consumption
required to send N bits, then the energy consumption per information bit Ea can be
expressed by [11]:

Ea ¼ E
N

�
e
c

� �
Et þPcTon þ 2PsynTtr

N
; ð5Þ

with Pc the circuit power consumption, Psyn the frequency synthesizer power con-
sumption, Ton the transmission duration, Ttr the transient mode duration, Et ¼ PtTon
the transmission energy, e the PAPR and c the drain efficiency of the radiofrequency
PA. Pc, Psyn and Ttr can be considered as constants defined by the particular transceiver
structure in use. From this model, it is necessary to find the best tradeoff between the
transmission duration and the PAPR in order to optimize the power consumption. This
tradeoff depends on the modulation/constellation scheme. We will assess the evolution
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of the “estimated power consumption” as a function of the throughput (and/or the
waveform used). The following parameters have been applied in order to evaluate Ea:

– Pc = 100 mW
– Psyn = Pc/2
– Ttr = 250 ms
– Et = Pt Ton, Pt = 14 dBm (25.12 mW).

The characteristic used for the PAPR and the drain efficiency of the RF PA is
given in Fig. 3a [11].

The energy consumption per information bit as a function of the data rate for
different waveforms with different configurations is shown in Fig. 3b. For a given
waveform exhibiting a constant PAPR, the energy consumption per information bit
linearly decreases when the data rate increases. This is because Ton is a linear function
of the data rate. This can be explained as the transmitted power consumption is mainly
dependent on the transmission duration of each data bit. This trend is particularly
relevant for SC-FDE and for Turbo-FSK. For multicarrier modulations (OFDM and
SC-FDM) the PAPR increases with the number of used sub-carriers and the modulation
order (Cf Table 2). The energy consumption saved by the reduction of Ton is not fully
compensated by the increase of number of carriers necessary to increase the
throughput. As a consequence the PAPR increase has a larger impact on power con-
sumption than the transmission duration and the energy per transmitted bit is increased
at the same time as the data rate (e.g. for OFDM, a data rate of 40 kb/s gives a Ea of
around 2.10−2 mJ while a data rate of 200 kb/s gives an energy of 4.10−2 mJ per bit).
Turbo-FSK provides the most energy efficient option for low bit rates (around 10 kb/s).
For the medium and the high bit rates, single carrier (SC-FDE) presents the lowest
energy consumption per transmitted information bit as Turbo-FSK does not provide
higher spectral efficiency options.

Fig. 3. (a) PA drain efficiency as a function of the PAPR (left). (b) Energy consumption per
information bit for the selected waveforms (right).
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In Sect. 3.1, it was concluded that OFDM provided the best range for any given
data rate assuming a given transmit RMS power. However, in this section, we con-
cluded that OFDM was the least power efficient of the four selected modulations. This
has led to analyze which compromise should be considered in the context of LPWA
communications. It seems notably that, for low data rate, constant envelope modula-
tions such as Turbo-FSK are more suitable as performance level is similar while power
consumption is much lower than for OFDM. For higher, data rates, OFDM seems to
give an unrivalled performance gain.

3.3 Performance for LPWA Applications

Since power consumption, operating range and throughput are key parameters for
LPWA operations, it is necessary to further analyze which waveform is most adapted to
the LPWA context. Power consumption per information bit as a function of the
throughput for a given fixed range of respectively 1 km and 6 km has then been
investigated. In this context, instead of considering fixed transmit power (of 14 dBm)
and evaluate the associated reachable propagation range for a given selected waveform,
power of the transmitter has been increased or reduced to reach the targeted propa-
gation range (of respectively 1 km or 6 km) and a PER = 10−2. Results have been
summarized in Fig. 4 ((a) for 1 km range and (b) for 6 km range).

For 1 km range, energy consumption per information bit is dominated by the circuit
and frequency synthesizer power consumption (see (5)), transmit power evaluated to be
equal to approximately −7 dBm for OFDM, −7.8 dBm for Turbo-FSK and, −2.4 dBm
for SC-FDE for 14 kb/s. Hence, the energy consumption per transmitted information
bit is for lower data rates almost the same independently of the selected waveform. As
the data rate is increased, the PAPR of the waveform is increased notably because the
number of active carriers (and the bandwidth) of the multicarrier waveform is also
increased. Difference of energy consumption per information bit is increased almost
according to the subsequent increase in PAPR between Turbo-FSK and multicarrier
modulations when the data rate is increased. For 6 km range, the system energy budget
is rather different. Power consumption is dominated by the required transmission
energy, Et. Estimated required transmit power is between 21 dBm and 37 dBm for the
highest data rates of OFDM. The required increase of power when data rate is increased
is often not compensated by the shorter transmission duration. This is particularly the
case for OFDM and SC-FDM.

Table 2. PAPR for OFDM and SC-FDM according to the number of active carriers.

Number of active carriers PAPR OFDM (dB) PAPR SC-FDM (dB)

3 4.6 4.5
6 7.6 5.8
9 8.7 6.7
12 9.5 7.1
72 10.4 7.2
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Assuming this scenario, Turbo-FSK provides for data rates lower than 60 kb/s the
best energy compromise. OFDM is the least attractive waveform in terms of power
consumption. SC-FDM and SC-FDE have intermediate power consumption levels but
with level closer to OFDM than Turbo-FSK in particular when the range is larger than
1 km.

The performance results summarized in this section concluded that the most
adapted waveform for LPWA operation is therefore highly dependent on the consid-
ered propagation scenario. When data throughput is preferred, OFDM should be
considered. When range and good energy efficiency should be guaranteed, Turbo-FSK
is better (for the low throughputs). Finally, when power consumption is of most
importance, but without compromise on data throughput, SC-FDE or SC-FDM should
be considered. This imposes some level of flexibility for the choice of the LPWA
waveform. We introduce in the next Section an architecture of a physical layer adapted
to the four here mentioned modes.

4 A New Physical Layer for LPWA

The level of flexibility and performance required by the LPWA scenarios for the
physical layer leads us to exploit different waveforms. The set of selected waveforms
are based on frequency domain processing with a prefix cyclic insertion in order to
have a simple and robust equalization. These waveforms employ then common ele-
ments such as FFT/IFFT, frequency equalization, coder/decoder. Hence, a physical
layer with multiple waveforms support using “frequency processing” can be considered
as a new physical layer with an extended set of parameters for LPWA applications.

The block diagram of this new waveform is shown in Fig. 5. This block diagram
corresponds to the merge of the four selected waveform candidates for LPWA appli-
cations: Turbo-FSK, SC-FDE, SC-FDM and OFDM. With a particular parameteriza-
tion of each block we can provide the targeted waveform with the most adapted

Fig. 4. Energy consumption per information bit as the function of the throughput and for a given
range of: (a) 1 km (left), and (b) 6 km (right).
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Modulation Coding Scheme. Its transmitter is composed of FEC encoding, interleaving
and constellation mapping. A precoding DFT is solely used for SC-FDM and bypassed
by the other modes. It is followed by a carrier mapping and IFFT: these modules are
only applied to multicarrier modulations (SC-FDM, OFDM and Turbo-FSK). Finally,
the insertion of a cyclic prefix and transmit filter common to all schemes complete the
transmitter physical layer architecture.

The architecture overview of the receiver is given in Fig. 6. And follows the reverse
structure of the receiver. It is interesting to note that in this case, the FFT is not
bypassed for receiving any of the selected waveforms. This is because SC-FDE con-
siders equalization in the frequency domain. IDFT is then applied for SC-FDM and
SC-FDE modes.

Finally, although this paper does not analyze the overhead in complexity introduced
by the support for multiple waveforms, the flexibility introduced should not lead to
significant cost overhead in comparison to a less flexible approach. Hardware com-
plexity of a physical layer is often dominated by its receiver. IDFT is the main block
that should be bypassed at the receiver when not required (Turbo-FSK, OFDM).
Since FFT and IDFT modules are highly optimized for implementation, these blocks
have often limited complexity impact on the design [12]. This preliminary analysis
should however be confirmed by a more hardware complexity thorough study.

5 Conclusion

The first generation of LPWA systems have brought coverage for a long battery life.
Future generations are expected to provide faster data rates and/or lower latency for
similar battery lifetime to extend the range of applications the technology can deliver.

Fig. 5. Block diagram for a flexible physical layer transmitter adapted to LPWA system.

Fig. 6. Block diagram for physical layer the receiver of the LPWA-CB system.
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These new requirements for LPWA applications have led to reconsider the physical
layer for these types of systems. A new flexible approach for LPWA has been intro-
duced and is imposed by the contradictory requirements of long-range, low power
consumption and higher throughput. A performance analysis has concluded that
OFDM is the most appropriate waveform for throughput performance when the con-
straints on the power consumption are relaxed, while Turbo-FSK presents the best
performance in terms of range and energy efficiency when the throughput is low.
Finally, if a compromise between range, throughput and power consumption is desired,
either SC-FDE or SC-FDM is more appropriate. A block diagram of transmission and
reception for this new approach has been proposed and described.

Future work should further study common approaches of synchronization mecha-
nisms for the different options of the physical layer. This include timing and frequency
synchronization and channel estimation. This should be completed and refined before
hardware architecture implementation and its associated complexity evaluation of the
flexible concept.
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Abstract. We present a new approach for mobility load balancing (MLB) and
user association in dense small cell scenarios. This Self Organizing Network
(SON) approach relies on Knapsack Optimisation (KO) to evenly distribute
users across participating cells subject to constraints. It is shown that the new
technique referred to as (MLB-KO) achieves substantial improvements (better
than three times reduction) in blocking ratios for the studied use cases.

Keywords: Small cells � Self-Organizing Networks (SON)
Mobility Load Balancing (MLB) � Knapsack Optimisation (KO)
Wireless network planning and optimisation
Cognitive networks � 5G

1 Introduction

The ever increasing demands for advanced and bandwidth hungry broadband services
as well as enhanced Quality of Experience (QoE) for the end users together with
spectrum efficiency and reduced energy consumption, have resulted in several chal-
lenges in designing and planning next generation “5G” wireless networks [1, 2]. The
use of network densification through the deployment of low power small cells, whether
by a mobile network operator or an end user, is recognised as one of the key strategies
towards achieving the 5G vision and targets. By densely deploying additional small cell
[3–5] nodes within the local area range and bringing the network closer to end users,
the performance and capacity are significantly improved. This in turn allows future
systems to achieve higher aggregate data rates at lower energy levels, while retaining
seamless connectivity and mobility resulting in improved QoE and user satisfaction of
the services being delivered by the network.

SESAME (Small cEllS coordination for Multi-tenancy and Edge services) [6] is a
project that targets innovations around three central elements in 5G: (i) the placement
of network intelligence and applications in the network edge through Network Func-
tions Virtualisation (NFV) and Edge Cloud Computing; (ii) the substantial evolution of
the Small Cell concept, already mainstream in 4G but expected to deliver its full
potential in the challenging high density 5G scenarios; and (iii) the consolidation of
multi-tenancy in communications infrastructures, allowing several operators/service
providers to engage in new sharing models of both access capacity and edge computing
capabilities resulting in a Small Cell as a Service (SCaaS) concept. Typical examples of
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use cases include deployment of small cell nodes to serve a busy large business or
shopping centre, service provision to a sudden concentration of users in hotspots such
as in a stadium, a conference centre, an exhibition or a carnival venue with users
generating high data rate real time multimedia content.

With the dense and dynamic deployment of a large number of small cell nodes in a
network, there is an essential need to adopt Self Organizing Networks (SON) tech-
nologies and advanced radio resource management capabilities [7–9] to facilitate
network management and to reduce or ultimately remove the need for human inter-
vention in the planning, deployment, optimisation and maintenance of the network
infrastructure. Adoption of SON techniques also known as Self-X (self-planning,
self-optimization and self-healing) result in rapid and efficient deployment of network
nodes and considerable reduction in capital (CAPEX) and operational (OPEX) costs.

SESAME proposes the Cloud-Enabled Small Cell (CESC) concept, a new
multi-operator enabled Small Cell that integrates a virtualised execution platform (the
Light DC (Data Center)) for deploying Virtual Network Functions (NVFs), supporting
powerful Self-X management and executing novel applications and services within the
access network infrastructure.

One of the main self-optimisation strategies in a SON is Mobility Load Balancing
(MLB) [10, 11]. MLB addresses the problem of uneven traffic distribution in mobile
networks. The main target of MLB and traffic steering algorithms is to enable over-
loaded cells to re-direct a percentage of their load to neighbouring less loaded cells
hence alleviating congestion problems. The expected gains from MLB algorithms are
highest when participating cells exhibit different usage patterns with respect to time. The
resulting increased network efficiency using MLB, postpones the deployment of addi-
tional network capacity hence reducing capital costs (CAPEX). This is traditionally
done through Cell Range Expansion (CRE), achieved by either cell coverage and/or
mobility parameter adjustments. The CRE based distributed approach may lead to
network performance degradation due to the frequency reuse of one adopted in LTE
based networks. Re-allocating a user to a base station other than the one offering the
highest signal level, as CRE sometimes does, may result in increased interference levels.
Suitable self-organizing MLB strategies should automatically react to varying traffic and
dynamic mobility patterns and should also take into account multiple tenancy as
neighbouring cells can generally belong to any tenant or operator. In multi-tenant Radio
Access Network (RAN) deployments, where shared resources are allocated based on
static or dynamic Service Level Agreements (SLA), the formulation of the “user-
association” problem needs to take full account of multiple (and possibly conflicting)
service types and requirements, as additional/new sets of constraints need to be met.

We present in this paper, a new Knapsack Optimisation (KO) approach to MLB and
the user association problem for dense small cell deployments. The generality of this KO
based centralised approach makes it suitable to answer the several constraints that need
to be met in a cluster of small cells densely deployed network wide and also suitable for
implementation in a Light DC as proposed by SESAME. The paper is organized as
follows: Sect. 1 sets the scene and highlights the need for new optimized MLB tech-
niques specifically targeting small cells. Section 2 presents the mathematical framework
of the used MLB-KO approach. Section 3 presents examples of simulation use cases
highlighting the effectiveness of the approach. Finally, Sect. 4 concludes the paper.
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2 Knapsack Optimisation for MLB in Small Cells

2.1 Background

The main modelling approaches for the user association problem are based on a
“utility” cost function maximisation that quantifies the satisfaction that a certain metric
is met. Examples of such approaches include game theory, stochastic geometry and
combinatorial optimisation.

Combinatorial optimisation has the advantage of being a generalised approach for
the utility maximisation problem. Several techniques relying on combinatorial opti-
misation were previously investigated and reported e.g. [12–21] all tackling the user
association problem from different perspectives and with different targets.

KnapsackOptimisationKO [22] is a combinatorial optimisation technique that, to our
knowledge has not been reported previously for the target application of this paper (MLB
for dense small cell deployments). KO is a natural solution to the problem of associating a
number of end users to a number of small cells with the aim of achieving efficient MLB
throughout the network under specific constraints as will be described below.

The knapsack problem can be described as follows: Given a knapsack with a fixed
capacity and a set of items, each item is associated with an individual profit and a weight.
The problem is to select a subset of items such that the total profit of the selected items is
maximised without exceeding the capacity. A more generalised form is the Multiple
Knapsack Problem (MKP) where a set of knapsacks are considered rather than one.

2.2 System Model

Given N end users and M small cell base stations, then the generalised MKP can be
formulated as follows:

Assign each user i with a weight wi to exactly one small cell base station j such that
the total capacity or throughput (i.e. the total profit in the context of MKP) of the
network C is maximised and without assigning user weights greater than the individual
capacity cj of any individual small cell base station j.

For LTE networks, the weight of user i if assigned to base station j: wij is defined as
the required Physical Resource Blocks (PRB) by the user to achieve a certain target
individual Quality of Service (QoS) while the profit pij is the achieved individual
throughput which is a function of the Signal to Interference plus Noise Ratio (SINR) of
user i when connected to base station j. This can be formulated as follows:

max C ¼ Pm

j¼1

Pn

i¼1
pijxij

subject to
Pn

i¼1
wijxij � cj; j 2 M ¼ f1; . . .; mg

Pm

j¼1
xij¼1; i 2 N ¼ f1; . . .; ng

with xij ¼ 1 if user i is assigned to small cell base station j;
0 otherwise

�

ð1Þ

Knapsack Optimisation for MLB in Dense Small Cell Deployments 339



The SINR of user i associated with small cell base station j can be written as:

SINRij ¼ Pj Hij

�
�

�
�2

Pm

k¼1;k 6¼j
Pk Hikj j2 þ r2i

ð2Þ

where P is the transmission power of the base station, H is the channel transfer function
between the user and the base station and includes the effects of path loss, shadowing,
antenna patterns and other losses and r2 is the thermal noise power at the user’s
receiver.

An additional constraint is added to the optimisation problem to ensure that the
individual user’s SINR is above a certain minimum threshold value to reject users
suffering from excessively bad radio channel conditions and/or interference from
unnecessarily overloading the target small cell base station.

SINRij � SINRthreshold ð3Þ

When N and M increase, the MKP problem becomes NP-hard [22]. A possible
approach to solve the above optimisation problem is to use the Greedy algorithm. This
is implemented by sorting all the users in a decreasing order of their profit to weight
ratios before associating them to individual small cells. Examples highlighting the
effectiveness of the KO approach for MLB in dense small cells are presented in the
following section.

3 Simulation Results and Discussion

We first consider a relatively simple case of a two small cell LTE network. Users are
randomly located around the centre of each cell with a uniform distribution. The load
(weight) of each user is obtained through a uniformly distributed random variable with
an average value of 5 PRB. Users’ speeds are randomly generated using a uniform
distribution with an average speed of 30 km/h. Log normal shadowing with a mean
value of 4 dB is considered. The first cell is intentionally made to be heavily over-
loaded (>cell maximum capacity) while the second cell has a spare capacity. An
illustration of the simulation scenario is shown in Fig. 1 and a summary of the main
simulation parameters is shown in Table 1.

The metric used to assess the effectiveness of Mobility Load Balancing using
Knapsack Optimisation (MLB-KO) is the Blocking Ratio (BR). BR is defined as the
number of blocked (unserved) users Ub divided by the total number of users Ut in the
network.

BR ¼ Ub

Ut
� 100% ð4Þ

Figure 2(a) shows the load of the two cells before implementing the KO approach.
Cell 1 is overloaded and exceeds the maximum allowed capacity. The MLB-KO
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technique redistribute the users across the two cells subject to the above constraints
to balance the loads resulting in a more even distribution as shown in Fig. 2(b). The
technique is tested taking into account the effect of the variation of path loss and subse-
quently the individual SINRvalue of each user due to shadowing and randomuser speeds.
The blocking ratio is calculated for every simulation time sample. It is concluded that
the average blocking ratio drops from 26.06% to 5.89% with MLB-KO resulting in more
than four times improvement for the studied network topology as shown in Fig. 2(c).

Table 1. Main simulation parameters for the two cell scenario

Parameter Value

Number of cells 2
Cell radius 20 and 10 m
Number and location of users 35 and 10 users uniformly distributed
Cell maximum capacity 100
User load Variable with uniform distribution

Average = 5 PRB
User speed Variable with uniform distribution

Average = 20 km/h
Carrier frequency 2 GHz
Bandwidth 20 MHz
Small cell transmit power 23 dBm
Noise power spectral density (PSD) −174 dBm/Hz
Path loss (in dB) 140.1 + 36.7 Log10 (distance in km)
Log normal shadowing mean value 4 dB
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Fig. 1. Network topology example with two cells and 45 users
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Table 2. Main simulation parameters for the seven cell scenario

Parameter Value

Number of cells 7 (randomly located)
Cell radius Variable 10 to 20 m
Number and location of users Variable 5 to 35 users per cell uniformly distributed
Cell maximum capacity 100
User load Variable with uniform distribution

Average = 5 PRB
User speed Variable with uniform distribution

Average = 30 km/h
Carrier frequency 2 GHz
Bandwidth 20 MHz
Small cell transmit power 23 dBm
Noise power spectral density (PSD) −174 dBm/Hz
Path loss (in dB) 140.1 + 36.7 Log10 (distance in km)
Log normal shadowing mean value 4 dB
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Fig. 3. Network topology example with seven cells and 120 users
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A more challenging use case is now considered with a seven small cell scenario and
120 users unevenly distributed as illustrated in Fig. 3. A summary of main simulation
parameters is presented in Table 2.

Figure 4 shows the load distribution for each of the seven cells (a) before and after
MLB-KO (b). Figure 4(c) shows the variation in BR resulting from path loss dynamics
due to shadowing and users’ speed with sampling time. It is concluded that the
MLB-KO technique achieves approximately 3.5 times improvement in blocking ratio
compared to the case where no MLB scheme is implemented for the studied seven cell
scenario.

4 Conclusions

A new approach for user association and MLB in dense small cells based on Knapsack
Optimisation was presented. Example simulation scenarios targeting dense small cells
deployments show that the MLB-KO technique is capable of achieving three to four
times improvement in blocking ratios compared with the case where no MLB strategy
is deployed in a network or a cluster of small cells. The generality of the technique
makes it suitable to support multi-tenancy and the vision for Small Cells as a Service
(SCaaS) as advocated by the SESAME project. The future work aims at comparing the
performance of MLB-KO with enhanced Inter Cell Interference Cancellation (eICIC)
techniques relying on Cell Range Expansion (CRE) and Almost Blank Subframes
(ABS) and investigating signaling overheads.
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