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Experimental Technique and Working
Modes

Sascha Sadewasser and Thilo Glatzel

Abstract Kelvin probe force microscopy (KPFM) is a scanning probe microscopy

technique providing the capability to image the surface potential of a sample with

high spatial and energy resolution. It is based on non-contact atomic force microscopy

(nc-AFM) and continuously minimizes the electrostatic interaction between the

scanning tip and the surface. Compared to electrostatic force microscopy (EFM)

which also measures the electrostatic properties KPFM compensates these force

contributions. The two main working modes are the amplitude modulation and the

frequency modulation technique, in which the electrostatic force or the electrostatic

force gradient are minimized by the application of an appropriate dc-bias voltage,

respectively. For metals and semiconductors, the contact potential difference is deter-

mined, which is related to the sample’s work function, while for insulators infor-

mation about local charges and dipoles is obtained. This chapter provides a brief

introduction to nc-AFM, EFM, and various KPFM techniques.

1.1 Introduction

Surface science was revolutionized in 1982 by the invention of the scanning

tunneling microscope (STM) by Binnig and Rohrer [1]. In 1986 the invention of the

atomic force microscope (AFM) widened the range of samples from conductive to

non-conductive ones [2]. Further development lead to the non-contact (or dynamic)

mode of the AFM [3], where a cantilever supporting a sharp tip at its end is vibrated

close to its resonance frequency and changes in the vibration due to tip-sample

interaction are used to maintain a constant distance to the sample surface while
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scanning across the sample. Forces exerted by the tip on the sample are minimal

in non-contact mode.

A wide field of applications has been opened by the combination of the AFM with

other measurement methods, thus providing additional sample properties on a lateral

scale in the nanometer range. The electrostatic interaction between tip and sample

is measured by two AFM variations, the electrostatic force microscope (EFM) and

the Kelvin probe force microscope (KPFM). In EFM, the electrostatic forces are

measured qualitatively, while in KPFM a dc-bias voltage is applied between tip and

sample to compensate the electrostatic forces. The KPFM was first developed by

Nonnenmacher et al. [4] and it allows to image surface electronic properties, namely

the contact potential difference (CPD). The name “Kelvin probe force microscope”

originates from the macroscopic method developed by Lord Kelvin in 1898 using

a vibrating parallel plate capacitor arrangement, where a voltage applied to one

vibrating plate is controlled such that no current is induced by the vibration [5].

The reduction of this exact principle to the microscopic scale, however, results in

a poor sensitivity, since the size of the capacitor plates is too small to generate a

sufficient current. Therefore, in KPFM the electrostatic force is measured instead.

The cantilever in an AFM is a very sensitive force sensor allowing to measure forces

down to the pN range, thus the CPD can be measured with high spatial and energy

sensitivity. A dc bias applied to the sample (or the tip) is controlled in such a way

that the electrostatic forces between tip and sample are minimized.

This chapter will initially describe the working principle of non-contact atomic

force microscopy (nc-AFM) and then explain the EFM and KPFM techniques. Two

main working modes of KPFM will be described which are both widely applied in

research laboratories. At the end of the chapter some notes on other working modes

are given.

1.2 Non-contact Atomic Force Microscopy

An AFM consists of a sharp tip supported at the end of a cantilever serving as a force

sensor [2]. The sample’s topography is imaged by scanning the tip across a sample

surface while maintaining a constant force or force gradient by a feedback loop.

Different modes for AFM operation can be used. In contact mode the tip is brought

into contact with the sample, and repulsive tip-sample interaction is measured. In

non-contact mode (also called dynamic mode) the tip is oscillated at or near its fun-

damental resonance frequency [3]. The oscillation is mechanically excited using a

piezoelectric element on which the cantilever-chip is mounted. Interaction forces

between tip and sample cause a shift in the resonance frequency. A third mode uses

an oscillating cantilever, however, the regime of repulsive tip-sample interaction is

reached in the lower turn-around point of the oscillation cycle, while in the rest of the

oscillation cycle attractive forces dominate the interaction. In this tapping or inter-

mittent contact mode and in the non-contact mode the forces exerted by the scanning

tip on the sample are considerably reduced with respect to the contact mode.
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In nc-AFM or dynamic AFM (DFM) the cantilever is oscillated at or near its reso-

nance frequency and the change in the oscillation is monitored in dependence of the

tip-sample interaction. Figure 1.1 shows the basic AFM experimental setup consist-

ing of the cantilever and tip, the sample on a xyz-stage with piezo control, and the

detection system with a laser and a position sensitive photodiode. Alternatively to the

displayed beam-deflection detection an interferometric technique or a piezoelectric

and piezoresistive detection can be used [6].

The oscillation of the cantilever can be described by its equation of motion, which

in general is a three dimensional problem. By considering the tip as a point-mass

spring the equation of motion for the tip can be represented as [7]:

mz̈ +
m𝜔0

Q
ż + kz = Fts + F0 cos(𝜔dt), (1.1)

where k denotes the spring constant, Q the quality factor, Fts the tip-surface inter-

action, F0 and 𝜔d the amplitude and angular frequency of the driving force, respec-

tively. The free resonance frequency f0 (without tip-surface interaction, Fts = 0) is a

function of the spring constant k and the effective mass m∗
, which also accounts for

the specific geometry of the cantilever:

𝜔0 = 2𝜋f0 =
√

k
m∗ . (1.2)

When the tip is approached to the surface, forces act between tip and sample.

This tip-surface interaction may consist of various contributions, short range repul-

sive and chemical binding forces, the van der Waals force FvdW , and the long-range

electrostatic and magnetic forces, Fel and Fmag, respectively. The short-range inter-

action is usually described by the empirical Lennard-Jones type interaction potential,

which is illustrated in Fig. 1.2 [8]. The repulsive force in a distance r can be described

by a power law interaction potential:

Urep =
(
𝜎0
r

)n
, (1.3)
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Fig. 1.2 Lennard-Jones
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where the exponent is usually set to n = 12. Frequently, this repulsive part is also

described by an exponential dependence:

Urep = c ⋅ e
−r∕𝜎′

. (1.4)

Here 𝜎0 and 𝜎

′
are characteristic lengths, where 𝜎

′
is on the order of 0.02 nm.

At larger distance, the interaction potential becomes attractive, goes through a

minimum and then approaches zero towards large tip-sample distances. The total

short-range interatomic interaction potential comprising the repulsive and attractive

part can thus be described by a Lennard-Jones potential [8]:

ULJ = −4𝜖
[(

𝜎0
r

)6
−
(
𝜎0
r

)12
]
, (1.5)

as illustrated in Fig. 1.2.

The repulsive force at very small tip-sample distances results from the Pauli

exclusion principle for the overlapping electron clouds of the tip and sample atoms.

The chemical forces are due to the bonding state of a quantum mechanical over-

lap of the electron wave functions of tip and sample. These chemical interactions

obey an exponential distance dependence and are only relevant at distances below

∼5 Å [9].

An additional contribution to the attractive part of the short-range interaction

force is the van der Waals force. It is an always present interaction between atoms

and molecules due to the interaction between induced electrostatic dipoles, i.e. as a

result of electromagnetic field fluctuations. For the case of AFM, it can be approxi-

mated by considering a sphere of radius R in front of an infinite plane, representing

the sample surface and is usually expressed as [7, 8]:

FvdW = −HR
6r2

, (1.6)



1 Experimental Technique and Working Modes 7

where H is the Hamaker constant, and r the closest distance between the sphere

and the plane (the tip and the sample). For tip-sample distances smaller than an

intermolecular distance a0, FvdW is replaced by the adhesion force Fadh. For the

case of a stiff contact and a small tip radius the adhesion force can be described by

Fadh = −4𝜋R𝛾 , where 𝛾 is the surface energy [7, 10, 11]. As indicated by the gray

area of the interaction potential in Fig. 1.2, nc-AFM is typically operated in the attrac-

tive region of the interaction.

The relevant force for EFM and KPFM is the electrostatic force Fel. It can be

expressed by considering the tip-sample system as a capacitor. Thus, with the energy

of a capacitor, Uel = 1∕2CV2
, the force can be written as:

Fel = −∇Uel =
1
2
𝜕C
𝜕r

V2 + CV 𝜕V
𝜕r

, (1.7)

where C is the capacitance and V the total voltage. For simplicity, a metallic tip and

sample can be considered. In the case of AFM, the most significant contribution

is due to the forces perpendicular to the sample surface (denominated z-direction),

therefore (1.7) simplifies to:

Fel =
1
2
𝜕C
𝜕z

V2
, (1.8)

which is always attractive because 𝜕C∕𝜕z < 0 [12], see also Chap. 8.3.3. A detailed

discussion of the electrostatic force will follow in the next section. The magnetic

forces are only relevant if tip and/or sample material are magnetic. Generally, for

KPFM this is not the case and therefore these forces will not be considered here.

When approaching the tip to the sample, the interaction forces will cause a shift

of the resonance curve of the cantilever. For small oscillation amplitudes the system

can be regarded as a weakly perturbed harmonic oscillator. In this case the shift of

the resonance curve can be approximated by introducing an effective spring constant

keff [7]:

keff = k −
𝜕Fts

𝜕z
. (1.9)

The spring constant is lowered by the force gradient. For small force gradients this

shifts the resonance curve, in the case of attractive forces to lower frequencies and

vice versa. The frequency shift can be approximated by [7, 13]:

𝛥f0 = −
f0
2k

𝜕Fts

𝜕z
. (1.10)

Equations (1.9) and (1.10) are approximations to the solution of the equation of

motion (1.1) for small oscillation amplitudes and small force gradients. In many

situations they provide a quick and easy way to interpret the experiments. However,

in many practical cases of KPFM, large oscillation amplitudes are used, and thus

throughout the oscillation cycle the tip-sample interaction continuously varies. The

above approximations are no longer valid in this case and more elaborate methods

http://dx.doi.org/10.1007/978-3-319-75687-5_8
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have to be used. In classical first-order perturbation theory the solution to the equa-

tion of motion gives the frequency shift 𝛥f0 as a function of the tip-sample distance d,

the oscillation amplitude A0, the spring constant k and the free resonance frequency

f0 as [7, 14]:

𝛥f0 = −
f0

kA2
0

1
T0 ∫

T0

0
Fts

(
d + A0 + A0cos(2𝜋f0t)

)
A0cos(2𝜋f0t) dt. (1.11)

Two different detection modes can be applied in AFM. Mainly in the intermit-

tent contact mode the amplitude modulation technique is used [3] where the can-

tilever is excited at a constant frequency slightly off resonance. A change in the tip-

sample distance leads to a change of the force gradient, which results in a shift of

the resonance peak; thus, the oscillation amplitude at the fixed driving frequency

changes. A feedback loop adjusts the tip-sample distance to maintain a constant

amplitude. This detection method is usually applied in air, where the quality fac-

tor Q of the cantilever is on the order of 1–103. When operating an AFM in vacuum,

the quality factor increases by several orders of magnitude (typically above 105)

due to the reduced damping and the nc-AFM mode can be used. This results in a

reduced bandwidth in the amplitude detection mode and a very slow response time

of the system is the consequence [13]. Albrecht et al. [13] have introduced the fre-

quency modulation technique (FM-mode) for tracking the resonance frequency in

these cases. In this mode, the change of the resonance curve is detected by directly

measuring the frequency shift of the resonance peak. The cantilever serves as the fre-

quency determining element and is always excited at its resonance frequency using

a feedback loop. Through an additional controller the oscillation amplitude is kept

constant as well allowing to directly distinguish conservative and dissipative force

contributions. The resonance frequency is measured using a frequency demodulator,

or a phase locked loop (PLL), for example. For a change of the tip-sample distance

during the scan the resonance frequency changes and the z-controller adjusts the

tip-sample distance to maintain a constant frequency shift 𝛥f0 with respect to the

free resonance of the cantilever. The experimental set-up of this FM-mode is illus-

trated in Fig. 1.5 in Sect. 1.4.3 below. For both modes, according to (1.10), the mea-

sured surface topography approximately corresponds to a surface of constant force

gradient.

1.3 Electrostatic Force Microscopy

The electrostatic forces (1.7 and 1.8) contributing to the total force between can-

tilever and sample surface can be measured by electrostatic force microscopy (EFM).

The most elegant way to separate the electrostatic from other force contributions

is to modulate the force field by an ac-voltage Vacsin(𝜔act) at the frequency 𝜔ac
inducing an electrostatically driven oscillation of the cantilever at the frequency 𝜔ac.

This approach will also be valid for all major KPFM modes discussed later and will
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therefore be introduced in more detail. Considering the tip-sample system as a capac-

itor, the electrostatic force in (1.8) can now be expressed as:

Fel =
1
2
𝜕C
𝜕z

[Vdc − VCPD + Vacsin(𝜔act)]2, (1.12)

where 𝜕C∕𝜕z is the capacitance gradient of the tip-sample system and the CPD is

the difference in work function 𝛷 between sample and tip:

VCPD = 𝛥𝛷∕e = (𝛷sample −𝛷tip)∕e, (1.13)

where e is the elementary charge.
1

Equation (1.12) can be written as Fel = Fdc +
F
𝜔ac

+ F2𝜔ac
, where the spectral components are:

Fdc =
𝜕C
𝜕z

[
1
2
(Vdc − VCPD)2 +

V2
ac

4

]
, (1.14)

F
𝜔ac

= 𝜕C
𝜕z

(Vdc − VCPD)Vacsin(𝜔act), (1.15)

F2𝜔ac
= −𝜕C

𝜕z
V2

ac

4
cos(2𝜔act). (1.16)

Here, Fdc induces an additional static force contribution influencing the topography

signal, F
𝜔ac

modulated at the ac-frequency is used to measure the CPD in KPFM

mode, and F2𝜔ac
can be used for capacitance microscopy (see Sect. 1.4.4) [15]. The

amplitude at the frequency 𝜔ac which can be detected by lock-in technique is there-

fore directly related to the magnitude of the electrostatic forces induced by the

applied ac-voltage. By recording the magnitude of the lock-in signal variations of

the electrostatic force can be measured. Typically EFM is performed in a two pass

mode, measuring in the first pass the topography (typically including influences of

the uncompensated electrostatic forces) and in the second pass lifting the cantilever

typically several 10 nm up exciting the cantilever electrically or mechanically and

measuring the electrostatic force while following the recorded topography trace with

an applied dc-bias voltage offset [16]. A simultaneous measurement of the the topog-

raphy and the electrostatic force signal is also possible by using different frequencies

or even resonances for both channels. The acquired signal always contains influences

from the capacitance gradient as well as the CPD and can therefore not easily be

1
In principle, the definition of the CPD could also be selected as VCPD = (𝛷tip −𝛷sample)∕e, which

corresponds to −VCPD of (1.13). Typically the definition of (1.13) is selected such that the changes

in VCPD directly correspond to changes in the work function. Thus, images of VCPD represent the

same contrast as images of the sample’s work function 𝛷sample, just with a constant absolute offset,

which is equal to the work function of the tip. In the experimental realization this would correspond

to a situation, where the voltage is applied to the sample and the tip is grounded (see Sect. 1.4.3).
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related with absolute work function values. Another clear disadvantage of the EFM

beside the lack of a quantitative measurement of the CPD are the influences of the

uncompensated electrostatic force on the topography [17, 18]. Nevertheless, the lit-

erature reports many EFM studies, likely motivated by the fact, that experimentally

the EFM technique is simpler to handle and requires less equipment, namely it does

not require an additional feedback loop, as does KPFM.

1.4 Kelvin Probe Force Microscopy

KPFM combines nc-AFM and EFM with the Kelvin probe technique. The macro-

scopic Kelvin technique was developed in 1898 by Kelvin [5] for the measurement

of surface potentials: the sample constitutes one plate of a parallel plate capacitor,

with a known metal forming the other plate, which is vibrated at frequency 𝜔. Due

to the changing distance between the plates, the capacitance changes, resulting in

an alternating current in the circuit connecting the plates. This current is reduced to

zero by applying a dc-voltage to one of the plates. This voltage corresponds to the

contact potential difference of the two materials.

The KPFM employs the same principle, applying a dc-voltage to compensate the

CPD between the AFM tip and the sample [19]. However, instead of the current as

the controlling parameter, the electrostatic force is used as described above for the

EFM. As the cantilever of an AFM is a very sensitive force probe, this technique

results in a high sensitivity of the CPD measurement, even for the very reduced size

of the capacitor formed by the tip and the sample. Compared to EFM, in KPFM

an additional dc-voltage (Vdc) between tip and sample is applied to minimize the

electrostatic forces resulting in a zero amplitude at the frequency 𝜔, see (1.15). For

that purpose an additional feedback loop is required.

While the KPFM measurement results in the determination of the CPD, which

is the work function of the sample relative to that of the tip, (1.13) can be used to

deduce the sample’s work function on an absolute scale. Using a calibrated tip with

a known work function, the work function of the sample can be calculated from

the CPD measurement according to (1.13). However, for absolute work function

measurements, operation under ultra-high vacuum (UHV) conditions is mandatory

[20], as it is well known that the work function is highly sensitive to the surface

cleanness [4].

As in the case of the topography measurement, also for the CPD measurement

two different modes can be distinguished. The amplitude modulation technique (AM-

mode) controls the applied dc-bias by reducing the amplitude of the induced oscilla-

tion at the ac-frequency to zero, and the frequency modulation technique (FM-mode)

minimizes the variation in the frequency shift 𝛥f0 at the ac-frequency.
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1.4.1 AM-KPFM

In the AM-mode, the amplitude of the cantilever oscillation at the ac-frequency 𝜔ac
is measured; it is induced by the electrostatic force and is proportional to it. The

amplitude is detected using the beam deflection signal and a lock-in amplifier tuned

to the frequency of the ac-bias (see also Sect. 1.4.3). As can be seen from (1.15), this

signal is minimized by controlling Vdc to match the contact potential difference VCPD.

Recording Vdc while scanning the topography, an image of the CPD is obtained.

Some KPFM systems use this technique with ac-frequencies of several kHz to several

tens of kHz. To get sufficient sensitivity, ac-voltages of 1–3 V are typically used

[21, 22].

An improvement to this technique is obtained by tuning the ac-frequency to an

eigenmode of the cantilever. In this way a resonance-enhanced detection is achieved,

providing the possibility to lower the ac-voltage maintaining a high sensitivity to the

electrostatic force. An elegant way to use resonance-enhanced KPFM is to tune the

ac-frequency to the second eigenmode of the cantilever [23, 24]. While the funda-

mental resonance is mechanically excited and used for topography detection, the ac-

voltage simultaneously excites electrostatically a cantilever oscillation, for example

of the second eigenmode, which is used for the CPD detection. Then the oscilla-

tion at 𝜔ac is amplified by the quality factor Q of the respective eigenmode. This

enhances the sensitivity and permits to use lower ac-voltages, down to the order of

100 mV. Working with the resonance-enhanced detection, also the response time of

the system is determined by the quality factor. This can be quantitatively expressed

in a similar way as for the fundamental resonance used for the topography detection

[13]. The system reacts to a change (for example a change in the CPD upon scanning

the tip) with a response time 𝜏 until a new stable state is reached, where [13, 25]:

𝜏 = Q
𝜋f2

. (1.17)

Using typical values of Q = 5000 − 15000 and f2 = 450 − 1200 kHz the response

time results to a view ms. This means that scanning is easily possible with scan

speeds on the order of SI1s/line.

The limiting factor in this mode is the bandwidth of the photodiode used for the

detection of the cantilever oscillation. This bandwidth depends on the specific type

and manufacturer of the AFM system. In many commercial systems a photodiode

with a bandwidth of ∼500 kHz is used; therefore, the stiffest cantilevers used for

detection on the second oscillation mode have the fundamental resonance frequency

in the range of 70–80 kHz, and the second resonance around 400–470 kHz (f2 ∼
6.3f0, due to the geometry of the cantilever [26]). Typical resonance curves for the

fundamental and second oscillation mode are shown in Fig. 1.3. The amplitude of the

second resonance mode is smaller by about a factor of 10 when the same excitation

amplitude is used for the mechanical excitation of the dither-piezo.
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Fig. 1.3 Resonance peaks of the fundamental and second eigenmode of a typical cantilever for

force modulation AFM (Nanosensors PPP-EFM). The Q-factors for the two resonances are also

given

Thus, the resonance-enhanced AM-mode KPFM has two advantages: (i) a simul-

taneous measurement of topography and CPD is possible due to the use of two inde-

pendent resonance modes and (ii) the resonance enhancement provides a higher sen-

sitivity to the electrostatic force and therefore allows to use smaller ac-voltages. This

in turn has two additional advantages. First, the ac-amplitude affects the topography

image by inducing a constant electrostatic background, as can be seen by the V2
ac∕4-

term in (1.14). Second, large ac-voltages possibly induce band bending at the surface

of semiconductors [27], which would cause an incorrect determination of the work

function.

1.4.2 FM-KPFM

In the frequency modulation mode, the applied ac-bias voltage induces a modulation

of the electrostatic force, which results in an oscillation of the frequency shift 𝛥f0 at

the frequency fac of the ac-bias. This oscillation is detected by a lock-in amplifier

tuned to the frequency of the ac-bias. The measured signal is approximately propor-

tional to the force gradient, as can be concluded from (1.10) and (1.15):

𝛥f0(𝜔ac) ∝
𝜕F

𝜔ac

𝜕z
= 𝜕

2C
𝜕z2

(Vdc − VCPD)Vacsin(𝜔act). (1.18)

As was shown in [28], the frequency 𝜔ac has to be chosen in an appropriate range.

The lower limit is dictated by an increasing crosstalk to the topography signal: if the

frequency is too low, the tip-sample distance control follows the additional electro-

static force and the tip-sample distance starts to oscillate at the frequency 𝜔ac. The

higher the frequency the lower the coupling to the topography. On the other hand,

the bandwidth of the frequency demodulator or the PLL determines the upper limit
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Fig. 1.4 a Dependence of the amplitude of the frequency shift 𝛥f0 and the height control signal

of the topography, Vz, at the frequency 𝜔 of the ac voltage. The measurements were obtained on

a HOPG sample with a bias slightly above the CPD using a room temperature UHV-AFM system

by Omicron Nanotechnology, reprinted from Publication Appl. Surf. Sci. 210, 84, (2003), with

permission from Elsevier [28]. b Amplitude and phase dependence of the frequency shift 𝛥f0 at the

ac frequency 𝜔ac from the PLL bandwidth of the phase controller experimentally obtained with a

metal-coated cantilever on a Cu(111) sample with a Nanonis Control System (RC 4.5)

of the frequency range. Figure 1.4a shows the amplitudes at 𝜔ac of the oscillation of

𝛥f0 and of the oscillation of the piezo voltage Vz, which controls the tip-sample dis-

tance as well as the dependence of the signal on the demodulator bandwidth. With

increasing frequency 𝜔ac the crosstalk to the topography signal decreases but also

the signal intensity of the electrostatic force decreases due to the restricted band-

width of the frequency demodulator. Also in this mode, higher Vac results in higher

sensitivity at the cost of an influence on the topography and a possibly induced band

bending on semiconductor samples (see above). Typical values for fac = 𝜔ac∕2𝜋 and

Vac are in the range of 1–3 kHz and 1–3 V, respectively. Increasing the bandwidth

of the PLL by tuning the phase controller time constant to higher frequencies allows

to use higher ac frequencies fac as presented for four different values in Fig. 1.4b.

The data have been measured with a metal coated cantilever on a Cu(111) surface

with a UHV-AFM at room temperature by a Nanonis Control System (RC 4.5). A

typical bandwidth for high resolution measurements is 200 Hz which allows still fast

enough measurements by rejecting high frequency noise.

1.4.3 Technical Realization

Figure 1.5 shows a typical setup of the electronic system of a KPFM. The cantilever

oscillation is detected by a beam deflection method using a laser, reflected from the

backside of the cantilever onto a position sensitive photodiode. The signal is fed
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Fig. 1.5 Block diagram of the electronic realization of a KPFM. The dashed line indicates the FM-

mode and the dashed-dotted line the AM-mode setup. Dark grey boxes are the regular non-contact

AFM topography part and the light gray boxes are the KPFM part of the setup. In the AM-KPFM

part an additional attenuator combined with a phase shifter can be used to compensate for capacitive

crosstalk. See text for details

into a frequency detector, as for example a phase locked loop (PLL) or a frequency

demodulator, which mechanically excites the cantilever oscillation on the fundamen-

tal resonance frequency fres. For the detection of the electrostatic forces a frequency

generator feeds the desired ac-voltage into an adder element, and at the same time

provides the reference frequency for the lock-in amplifier. Depending on the used

lock-in amplifier, also the reference output voltage can be used directly as the ac

bias for the sample. In FM-mode KPFM, the 𝛥f0 signal from the PLL is directly

fed into the lock-in amplifier (see dashed arrow in Fig. 1.5), which then detects the

magnitude of the frequency shift at the ac frequency, induced by the electrostatic

forces. The lock-in output, the x-component or the in-phase signal after appropriate

phase adjustment, serves as input to the Kelvin controller, which adjusts a dc volt-

age such that the input signal (S
𝜔ac

) goes towards zero. This dc voltage Vdc is the

second input to the adder, which provides then the complete voltage to the sample,

consisting of the sum of ac- and dc-bias. On the other hand, as was shown above, the

dc-bias matches the CPD and thus the dc-bias is recorded with the scan to provide

the spatially resolved CPD image.

Figure 1.5 shows also the setup for the AM-mode KPFM. In this case, the out-

put signal from the position sensitive photodiode is connected to the input of the

lock-in amplifier, as shown by the dashed-dotted line in Fig. 1.5. The rest of the

setup is identical to the FM-mode setup. Thus, in the AM-mode, the amplitude of

the induced oscillation of the cantilever is measured directly, as described above in

Sect. 1.4.1. For a better separation of the fundamental resonance frequency from the
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Fig. 1.6 Frequency shift (blue) and lock-in signals (amplitude (green) and x-component or in-

phase signal (red)) used for KPFM. The in-phase signal is used as in input for the Kelvin controller.

a A capacitive crosstalk might induce an offset in the amplitude and in-phase signal, leading to a

false CPD value. A phase change or inappropriate adjusted phase might even enhance this effect.

b This error can and should be compensated by an appropriate circuit if necessary, see Fig. 1.5,

since already small offsets can induce severe changes and artefacts in the measured CPD

ac-frequency signal from the photodiode a high and/or low-pass filter might option-

ally by used. AM-KPFM measurements can be influenced by capacitive crosstalk

between the ac-bias voltage and the deflection output signal of the photodiode or

the z-piezo signal [27, 29, 30]. As depicted in Fig. 1.6a this kind of crosstalk results

in an offset of the detected KPFM signal. The main KPFM signal is the measured

amplitude R (green) which is shifted up to positive values inducing also a shift of the

x-component used as the input for the Kelvin controller. As can be seen in the red

curve in Fig. 1.6a this will result in a false CPD value which can even be enhanced by

an inappropriate phase adjustment. The best way to reduce this capacitive coupling

is an appropriate shielding of the signal lines inside the UHV chamber as well as

different feedthroughs for signal and bias lines [27, 31]. As shown by Diesinger

et al. [30] an additional active compensation of the crosstalk by an externally applied

ac-bias reduces the crosstalk down to the noise level [29]. This ac-bias crosstalk com-

pensation needs to have exactly the same frequency 𝜔ac as the ac-bias excitation and

its phase and amplitude are fitted to the capacitive crosstalk measured between the

photodiode and the Kelvin signal. However, for well-shielded AFM systems such

crosstalk influences are negligible especially for measurements on metallic or semi-

conducting samples since the strength of the elctrostatic forces (slope of the lock-in

amplitude in Fig. 1.6) is strongly enhanced compared to insulating surfaces like KBr

used for the measurements in Fig. 1.6, which might induce CPD-offsets of several V.
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1.4.4 Other Modes and Additional Experimental Options

The capability of KPFM to acquire images of the CPD relies on (1.15), as discussed

above. A closer examination of (1.15) shows that the electrostatic force component

at the ac frequency 𝜔ac not only exhibits the dependence on the voltage difference

(Vdc − VCPD), but also a possible contribution of the capacitance gradient 𝜕C∕𝜕z
has to be considered. Local variations of this contribution possibly affect measure-

ments. This effect should be severe for EFM imaging, where the CPD is not compen-

sated and therefore variations in the EFM signal obtained from the lock-in amplifier

might erroneously be attributed to CPD variations. However, the effect on KPFM

images should be much smaller or even negligible, as the Kelvin controller reduces

the (Vdc − VCPD) part of (1.15) to zero. Therefore, the 𝜕C∕𝜕z contribution should not

affect AM or FM-KPFM imaging. Moreover, considering (1.16), it is seen that by

monitoring the induced oscillation of the cantilever at the frequency 2𝜔ac it becomes

possible to aquire an image of 𝜕C∕𝜕z [32, 33]. In the case of applying the FM-mode

imaging, the corresponding second derivative would be imaged: 𝜕C2∕𝜕2z. As (1.16)

is independent of the applied dc-bias Vdc and VCPD, the only dependence of this

force component stems from variations in the capacitance gradient. In the experi-

mental set-up, such a measurement can be realized by using an additional lock-in

amplifier with the reference tuned to 2𝜔ac, which then as an output signal provides

the capacitance gradient [15].

Hochwitz et al. [15] have used this capacitance imaging to study complemen-

tary metal-oxide-semiconductor (CMOS) gates. Comparing individual devices in a

CMOS chip, the monitored CPD did not show a clear distinction between properly

functioning gates and gates that failed in operation. However, the capacitance gradi-

ent provided a clear signal difference between functional and non-functional CMOS

gates. The authors concluded therefore, that the mechanism for the failure is beneath

the surface. While the KPFM imaging is highly surface sensitive, the capacitance

gradient provides also information from a region below the surface.

The subsurface sensitivity of the capacitance imaging is explained by the fact that

for semiconductors the application of the ac-bias Vac affects the charge distribution

at the surface and subsurface region below the tip. Depending on the doping type of

the sample and whether the ac-bias is in the positive or negative half of the oscil-

lation cycle, the surface will undergo accumulation or depletion, respectively. The

magnitude of the resulting change in the capacitance gradient depends on the charge

carrier concentration [16, 34], similar to the way scanning capacitance microscopy

works [35].

Recently several publications appeared using the so called Kelvin probe force

spectroscopy (KPFS) method based on the fact that dynamic compensation during

measurement is hindered by strong electrical coupling of the used tuning fork sen-

sors [36–47]. This method can also be beneficial for cantilever based systems as for

example presented on a Si(111) surface by Sadewasser et al. [48]. Figure 1.7 shows

the basic principle of these measurements. First an area of interest is located and a

grid of specific measurement points is defined. In between every single measurement
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Fig. 1.7 Kelvin probe force spectroscopy. a The area of interest is selected and a grid of measure-

ment points (i) is defined. To avoid thermal drift the relative tip-sample position can be adjusted

by atom tracking (e.g. at position (ii)). b Example of a single bias-voltage dependent curve of the

frequency shift. c Two dimensional maps of the extracted local contact potential difference (V∗
)

and the frequency shift at the CPD (𝛥f ∗) calculated with a parabolic fit. Adapted with permission

from ACS Nano 7, 9098 (2013) [36]. Copyright (2013) American Chemical Society

(i) an atom-tracking step (ii) [49] might be used to avoid thermal drift artefacts even

at temperatures as low as 5K. In every point a dc-bias spectroscopy will be performed

at constant height and the resulting frequency shift curve as shown in Fig. 1.7b will

be fitted by a parabolic function to extract the coordinates V∗
and 𝛥f ∗ of the maxi-

mum. V∗
corresponds to the LCPD while 𝛥f ∗ is the frequency shift corresponding

to the electronically uninfluenced interaction force. The results for such a measure-

ment on a molecular assembly of donor-acceptor molecules arranged on a Au(111)

surface are presented in Fig. 1.7c [36].

Another interesting new KPFM mode is the so called dissipation KPFM

(D-KPFM) presented recently by Miyahara et al. [50, 51] and also discussed in detail

in Chap. 2. This technique enables force and force-gradient sensitive KPFM by using

the dissipation signal of standard nc-AFM for the dc-bias voltage feedback. It avoids

low ac-voltage frequency oscillation and the need of an additional lock-in detection

circuit enabling faster scanning and a straight-forward implementation. However,

specific attention has to be paid to the correct adjustment of the excitation phase and

occurring dissipation due to inelastic tip-sample interactions. The resulting CPD val-

ues are comparable to the ones obtained by the AM- or FM-KPFM techniques.

One way to avoid completely the compensation or even application of a dc-bias

voltage is the so called open-loop KPFM approach. This technique was presented by

N. Kobayashi et al. in 2010 focusing on the need to measure surface potentials in liq-

uid environments [52, 53]. It is based on the measurement of the two electrostatically

excited components 𝜔ac and 2𝜔ac and the calculation of the CPD by eliminating the

influence of the capacitance gradient. Therefore, this approach is not only limited

to the application to liquids but can also be applied to sensitive samples like insu-

lators or low-doped semiconductors to avoid dc-bias induced effects. Many details

and different approaches for the accurate detection can be found in several chapters

http://dx.doi.org/10.1007/978-3-319-75687-5_2
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of this book: band excitation and G-mode KPFM in Chap. 3 by S. Jesse et al., an

introduction to liquid KPFM in Chap. 4 by K. Kobayashi et al., and the application

of liquid KPFM in Chap. 13 by L. Collins et al.

1.5 Additional Remarks

Due to the extremely short-range nature of the tunneling current, the scanning tun-

neling microscope provides a high sensitivity to the sample topography; the tunnel-

ing current passes almost exclusively through the outer-most tip atom. In contrast

to this, in KPFM the electrostatic forces are relevant for the imaging process. Since

those have a long-range character, it is not anymore the outer-most tip atom, but the

whole tip, which determines the interaction between tip and sample, possibly also the

cantilever itself. Therefore, the tip shape plays a role in KPFM imaging and several

authors have studied the influences. Colchero et al. [54] have analytically investigated

the influence of the tip and the cantilever in electrostatic force microscopy. Based on

their analysis, the cantilever plays an important role in EFM and AM-KPFM imag-

ing, despite the fact that the distance between cantilever and sample is ∼104 times

larger than the distance between the tip apex and the sample. However, due to the

much larger surface area of the cantilever with respect to the tip apex, its role remains

important. Their suggestion to avoid a reduction in spatial resolution due to interac-

tion with the cantilever is to use FM-KPFM. Due to the shorter interaction range of

the force gradient, the influence of the cantilever is considerably reduced, providing

a better spatial resolution. This was later confirmed quantitatively by Zerweck et al.

[55], who performed finite element simulations to describe the electrostatic interac-

tion between the tip and a sample and extract the spatial resolution from scan lines

of model structures. Basically, the resolution in FM-mode imaging is limited by the

tip radius [56, 57]. However, both studies did not consider the resonance-enhanced

AM-mode KPFM, which in many experimental studies has also provided very high

resolution on the order of the tip radius [31, 58], even down to the submolecular and

atomic scale [59–62].

The influence of the cantilever on EFM and KPFM imaging was also studied by

investigating the dependence of the relative contribution of the capacitance deriva-

tive for the tip and the cantilever. Hochwitz et al. [63] numerically simulated the

influence of the tip-to-cantilever area and the relative tip-to-cantilever distance to

the sample on the ratio
(
𝜕Ctip∕𝜕z

)
∕
(
𝜕Ccantilever∕𝜕z

)
. The relative area of the can-

tilever to the tip was varied between 101 and 109 and the ratio between the tip-sample

distance and the cantilever-sample distance was varied between 10−1 and 10−4. As is

shown in Fig. 1.8a, the ratio of tip to cantilever capacitance gradient varies in form of

a relative sharp step function. The authors find an optimal working region for KPFM

or EFM with the cantilever to tip area in the range between 103 and 106 and the tip-

sample distance to cantilever-sample distance to be less than 10−3. This last criterion

means that for a typical tip height of ∼10 𝜇m a tip-sample distance of 10 nm or less

http://dx.doi.org/10.1007/978-3-319-75687-5_3
http://dx.doi.org/10.1007/978-3-319-75687-5_4
http://dx.doi.org/10.1007/978-3-319-75687-5_13
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Fig. 1.8 a Surface plot showing the relative contribution of the tip/sample capacitance compared

to the total probe/sample capacitance as functions of the area and sample spacing over a topograph-

ically flat surface. Ac∕At is the ratio of the cantilever area to the tip area and Zt∕Zc is the ratio of the

tip-sample distance to the cantilever-sample distance. Reprinted with permission from J. Vac. Sci.

Technol. B 14, 457, (1996) [63]. Copyright 1996, American Vacuum Society. b Role of the can-

tilever in quantitative Kelvin probe force microscopy (KPFM) using the boundary element method

to calculate the point spread function of the entire probe. The figure shows that the cantilever has a

very strong effect on the absolute value of the measured contact potential difference but the spatial

resolution is mainly restricted by the front most part of the tip. Reprinted with permission from

Beilstein Journal of Nanotechnology 2, 252,(2011) [64]

should be maintained. On the other hand, the first criterion leads to the conclusion,

that the intuitive guess that a finer tip results in a finer resolution only applies to a

certain limit. If the tip gets too sharp, a decrease in resolution results, since the ratio

of cantilever area to tip area increases. Thus, long, slender, and slightly blunt tips

should provide better resolution [63].

An experimental study confirming the simulations of Hochwitz et al. [63] was

presented by Glatzel et al. [28]. Different cantilever types were comparatively used

for the imaging of gold islands on a HOPG substrate. For the nominally same tip

radius, short tips provide less potential contrast between Au and HOPG as compared

to measurements with tips with a 3–5 times larger tip height. For the latter tips, the

cantilever is further away from the sample and therefore the averaging due to the

long-range electrostatic force is reduced. Experimentally, the CPD contrast between

gold and graphite was about twice as large for the longer tips. Furthermore, as shown

in Fig. 1.8b, it was shown by Elias et al. [64] that different parts of the cantilever beam

and the tip cone have weighted contributions to the spatial and energy resolution.

While the spatial resolution is mainly influenced by the tip apex size the energy

resolution is also influenced by the cantilever beam.

Sadewasser and Lux-Steiner [17] showed the impact of the electrostatic forces

on the topography imaging with regular nc-AFM imaging at fixed sample bias. For

a fixed sample bias the electrostatic force acting on the tip is different depending

on the local CPD under the present tip position, as can be seen from (1.12). Thus,

these uncompensated electrostatic forces contribute to the topography contrast, in

addition to the van-der-Waals forces. For a sample consisting of only two materials
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with different CPD, correct topography imaging is possible, when the sample bias is

selected to correspond to the average CPD of the two materials. However, for more

than two materials, it is not possible to apply a fixed bias and maintain a correct

imaging of the topography in nc-AFM [17]. In such a case, KPFM has to be used

to provide a local compensation of the electrostatic forces and allow imaging of

the topography based on purely van der Waals forces. These conclusions apply to

KPFM imaging in the AM- as well as in the FM-mode. Thus, KPFM not only allows

imaging the CPD structure of a sample, but also provides for a topography imaging

free from the influence of electrostatic forces. The relevance of electrostatic forces

for topography imaging in nc-AFM was also addressed by Dianoux et al. [65].
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