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With the development of the internet and the advent of community sites like
social networks (e.g., Facebook and Twitter) and blogs, more and more people
share their opinions and express their sentiments towards a considerable variety
of topics. Every day, there is an ever-increasing number of textual data expressing
users’ sentiments. The explosion of online opinionated texts, gives rise to new
research areas; opinion mining and sentiment analysis. These areas have been
actively developing recently. An important and motivating research direction of
sentiment analysis boils down to an automatic classification problem. Sentiment
classification aims to group the subjective texts according to the opinion or
judgment which they express by assigning a polarity label to texts (binary:
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Abstract. With the advent of Web 2.0, social networks (like, Twitter
and Facebook) offer to users a different writing style that’s close to the
SMS language. This language is characterized by the presence of emotion
symbols (emoticons, acronyms and exclamation words). They often man-
ifest the sentiments expressed in the comments and bring an important
contextual value to determine the general sentiment of the text. More-
over, these emotion symbols are considered as multilingual and universal
symbols. This fact has inspired us to research in the area of automatic
sentiment classification. In this paper, we present a new vector repre-
sentation of text which can faithfully translate the sentimental orien-
tation of text, based on the emotion symbols. We use Support Vector
Machines to show that our emotional vector representation significantly
improves accuracy for sentiment analysis problem compared with the well
known bag-of-words vector representations, using dataset derived from
Facebook.
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There are two main kinds of sentiment classification approach. The first one is
the linguistic approach (lexicon-based), which consists of calculating the seman-
tic orientation (valence) of texts by obtaining word polarities from a lexicon.
Thus, this approach requires to construct a properly labelled sentiment lexicon
in order to classify texts (using the manual method [19], the dictionaries-based
method [8], the corpora-based method [2], the method combining the last two
ones [12] or the concept-based method [3]). The second one is the statistical
approach, (learning-based), which involves using the machine learning methods
(like Support Vector Machines, Naive Bayesian classifiers, Maximum Entropy,
Neural Networks, etc.) to produce automated classifiers and generate the class
labels for opinionated texts.

In this paper, we focus on the statistical approach to classify texts into posi-
tive or negative. This approach adopts machine learning classification techniques
with feature selection. A critical task of learning-based sentiment analysis system
is how to find a representation (set of features) which can faithfully capture and
translate the sentimental characteristics of a text. [13] were the first who applied
a machine learning in sentiment analysis. They evaluated the contribution of
different features including uni-grams, bi-grams and part-of-speech tags. Alter-
natively, words can be counted as booleans as shown in [13], or weighted by their
TF-IDF score like [9], TF-AIDF score [10]. We introduce a novel way to repre-
sent words by distinguishing eight different emotional states which formulate the
vector space. We propose vector representations of words and sentences based
on the notion of emoticons, in order to represent numerically their semantic and
sentimental characteristics. In fact, the emoticons are considered as multilingual
and universal symbol. We perform the evaluation using the Facebook dataset
to see the effect of emoticons as sentence feature on polarity determination.
Throughout the evaluation, we show how this improves accuracy.

The content of this paper is organized as follows: First, in Sect. 2, we review
the related work for sentiment analysis. In Sect. 3, we elaborate on our proposed
method for sentiment classification. We present the proposed emotional vector
representations. Next, we report the experimental results in Sect. 4. First, we
provide the datasets collected from Facebook and the subsequent process of its
pre-treatment. Finally, we conclude the paper with future works.

2 Related Works

Owing to the limited space and our contribution which is a statistical approach
(learning-based), we only describe relevant related work at this approach. Most
studies have been focused on the statistical methods based on machine learn-
ing algorithms (Supervised methods). This kind of algorithm requires a set of
well-classified sentences (manually labeled data: training corpus). Supervised
methods aim to discover a model using labeled examples which must be able
to generalize the classification learned on a wider dataset. Then, it comes to
learning a machine how to assign a class to a new unlabeled sentence among
the predefined classes in the learned model. The popular algorithms in machine
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learning, such as Support Vector Machines [5,13,19] and Naive Bayes [6,13], are
used to train the sentiment classifier.

In order to perform machine learning, it is necessary to transform the text
into numerical representations that may lead to correct classification. In the
literature, the most common and useful feature is binary representation that
indicates word presence or absence [12,13]. Binary representation is very sim-
ple, but it is not very informative since it does not inform about the frequency
of words which can be an important information. Frequency-based feature
representation is a natural extension of the binary representation, where the
number of occurrences of words in a sentence is counted. In sentiment classifica-
tion, frequency representation has been used in several works, such as [14], but
it presents the disadvantage of not taking into account the length of processed
sentences and hence a long sentence may be represented by a vector whose norm
is greater than that of the representation of a short sentence. It is therefore very
interesting to work with a normalized frequency representation where each sen-
tence is presented by a vector weighted by its size whose each component code
the proportion of the term in the sentence.

[17] used Latent Semantic Analysis LSA which learns semantic word vec-
tors by applying singular value decomposition to factor a term-document co-
occurrence matrix. The TF-IDF representation attempts to be more informa-
tive than the previous representations (used by [9,14]). The value TF (Term
Frequency) corresponds to the frequency of a term in a sentence. It essentially
refers to the importance of the term in this sentence. Nevertheless, the value
IDF (Inverse Document Frequency) measures its importance in the set of sen-
tences by calculating the logarithm of the inverse documentary frequency. [10]
proposed a supervised variant of IDF weighting for sentiment analysis, named
AIDF, in which the IDF calculation is done for each text class and then one
value is subtracted from the other. They assigned feature values for a document
by calculating the difference of those words TFIDF scores in the positive and
negative training corpus.

Recently, another type of representation is proposed by [16], named Dis-
tributed vector representations which associate similar vectors with similar words
and phrases. These vectors provide useful information for the learning algorithms
to achieve better performance in Natural Language Processing tasks [11]. To
compute the vector representations of words for sentiment analysis, [1] used the
skip-gram model of Word2Vec [11]. The Skip-gram model aims to find word
representations that are useful for predicting the surrounding words in a sentence
or document [11].

[18] proposed bag-of-sentiwords vector representations of text which cap-
ture the presence of sentiment-carrying words derived from a sentiment lexicon.
In other work, text has been represented as a bag-of-opinions, where features
denote occurrences of unique combinations of opinion-conveying words, ampli-
fiers, and negators [15]. Other features capture the length of a text segment, and
the extent to which it conveys opinions [7].
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3 Proposed Method

Most of the existing methods for sentiment classification based on machine learn-
ing algorithms use the bag-of-words representation of a text. Thus, these repre-
sentations focus often on presence or frequency of lexicon words or specific words
(frequent words, sentiment lexicon, opinion-conveying words,...). In this paper,
we aim to determine the polarity of text by using a vector representation that
uses words as well as emoticons.
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Fig. 1. The different steps of our sentiment classification method.

3.1 Vector Representation of Words

The statistical approach that we adopted in this paper, revolves essentially
around the numerical representations of linguistic units (words and comments).
These units are generally represented in a vector form which is characterized
by associating each unit with its dimension within the vector space. In the sta-
tistical approach, the text is presented with a set of words that are considered
as equivalent and unordered entities (bag-of-words). Thus, their semantic and
sentimental aspects are not taken into account. Therefore, the main objective of
our work is to find a representation that preserves the maximum of these two
aspects.

In order to preserve the sentimental characteristic of comment, we need to
represent it by an adequate vector which can faithfully translate the sentimental
aspect of its words. Therefore, It is necessary to begin by associating a vector
representing each word composing this comment.

Emotional Vector. In the text bearers sentiments, a word can have many
features, but it is very difficult to select those which can give it a complete
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sentimental representation. Unfortunately, the exact algorithm for finding best
features does not exist. It is thus required to rely on our intuition and the domain
knowledge for choosing a good feature. It is impossible to represent a word with
a feature vector that contains all the words that exist in the language. For the
simple reason that the vocabulary in Web 2.0 is very dynamic, handling new
words is still not possible.

Due to the richness of the corpus with emoticons, we propose to represent
each word according to the emotion symbols present in the comment. In fact, a
word can have a different polarity degree with each emotion symbol. Therefore,
we present word with a vector which takes account of the relations of a word
with all of these symbols. The challenge of our method is the choice of emotion
symbols that are appropriate to become features.

Satisfied Semot1= {(y)}

Happy Semot2= {),:),=):],:],~ 4~ :D, D, ;D, ( Mesure(wi’ semo’l )
=D, XD, xD,xd, mdr, h, haha, .
e e Mesure(w;,Semot,)

Gleeful Semot3= {;),:3,;P, :-p,:p,=P, 8],8], .
B-|,B|,B-),B),8-D,, A, %} 3 .

: = . .
Romantic  Semotd= {*, %<3, ¥, @} Mesure(w;,Semot )
Disgusted Semot5= {pf, pfet, pfr, B, s} .

Angry Semot6= {>:0,>-0,>:(, >, 3:),3:),3/>, \ :
()11} Mesure(w;,Semotg)
Sad semot7= L(:(, -, =(,:[}
Disappointed Semot8= {:/, :-/, :\, :\,:]}

Fig. 2. The sets of used emotion symbols.

In the proposed vector representation, we granted to element number j of
the vector representing a word, the value of its similarity to the set of emotion
symbols Semot;, with j € [1..8] (see Fig.2). In the Fig.2, we consider that
each set of emotion symbols is an emotional state that can reach every word.
Indeed, we distinguish 8 emotional states (satisfied, happy, gleeful, romantic,
disappointed, sad, angry and disgusted). To do this, we collect the emotion
symbols which determine each emotional state. The Fig.2 shows that the 4
first sets of symbols Semot express positive sentiments, and the 4 following
Semot express negative sentiments. Therefore, our emotional vector contains 8
dimensions. It represents the similarity degree between the word w; and each set
of emotion symbols (emotional state).

Eventually, it’s noteworthy to define the effective similarity measures allowing
to quantify sentimental relations between words and the emotion symbols. Here,
we describe two similarity measures: Normalized co-occurrence and Emotional
TF-IDF weighting.
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— Normalized cooccurrence

This measure relies on the calculating of a number of co-occurrences of w; and
Semot; which is equal to the number of times that w; and one of the Semot;
appear together in the same comment. In order to highlight the similarities
between the examined word and the emotion symbols having the same polarity
as Semot;, we normalized the number of co-occurrences of w; and Semot; by
the number of co-occurrences of all words and the emotion symbols having the
same polarity as Semot; by using the following formula:

~ CoOcc(w;, Semot;)
B > ke CoOcc(w;, Semoty,)

NormCO(w;, Semot;) (1)

where: CoOcc(w;, Semot;) is the number of co-occurrences of the word w; and
the set of emotion symbols Semot;. f =1 andn =4 (if j € [1..4], f =5 and
n=8(if j € [5.8]).

— Emotional TF-IDF weighting

This measure is inspired from the TF-IDF measure (see Sect. 2) and it attempts
to be more informative than the previous measure. Indeed, we propose this
measure in order to take into account the distribution of emotion symbols in
the comments of our corpus. Thus, it weights the CoOcc(w;, Semot;) by the
number of comments containing the emotion symbols Semot; in the corpus. It
is calculated by using the formula 2.

N
Emotional TFIDF (w;, Semot;) = CoOcc(w;, Semot;) x log — (2)
Ny

where: CoOcc(w;, Semot;) is the number of times that w; and one of the Semot;
appear together in the same comment. N is the total number of comments in the
corpus containing emotion symbols. n; is the number of comments that contain
only emotion symbols of the Semot; set.

Thus, we can notice that, as in the emotional TF-IDF representation, log 7%
will have a high value with the emotion symbols that appear in a few comments,
and vice versa.

Up to this point, we proposed two emotional vector representations for
words. These representations are based on similarity measures that are calcu-
lated according to the number of co-occurrences of word and emotion symbols,
noted CoOce(w;, Semot;). In fact, if this number is important, we can deduce,
then, that w; has the same polarity as Semot;, otherwise, w; has a different
polarity.

Negation Handling. The lexicon words are represented by emotional vectors
containing 8 elements. Each element means the degree of similarity of the word
with a set of emotion symbols Semot. The general principle of these represen-
tations is based on calculating the number of times where we encounter the
considered word with an emotion symbol in a comment. However, a word can
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be sometimes preceded by a negation particle (such as, ne, n, pas, ni, jamais,
aucun, no, none, not, neither, never, ever). Hence, it is necessary to consider
the presence of this type of information in the calculation of the number of co-
occurrences, CoOcc(w;, Semotj). It comes to cutting the comment in segments
by considering the emotion symbols as separators. We thus assume that the
number of co-occurrences will be decremented when we encounter the consid-
ered word preceded by a negation particle, with one of the emotion symbols in
a comment segment. Thereby, we propose the Eq. 3 to calculate the number of
co-occurrences of the word w; and the set of emotion symbols Semot;.

CoOcc = CoOcc(w;, Semot ;) — CoOcc(wNFC Semot;) (3)

NE

where: w; @ is the word w; when it is preceded by a negation particle.

3.2 Vector Representation of Comments

Once the vector representations of the words are ready, we can represent the
comments in the same vector space (with a vector containing 8 elements). We
proposed a simple strategy that involves attaching the feature vectors of the
words that compose each comment of the corpus. We proceeded to represent the
comments by averaging the vectors of all words which compose them and exist
in the lexicon. The component V¢ of the vector representing the comment is
thus given by the following formula:

N
vg = iy 8

where N is the number of words constituting the comment C' and each word w;
is represented by a vector w; = (Si1, 8i2, - -+, Sijy- -+ Si8)-

The comments can contain emotion symbols, it is therefore very important
to consider them at the level of the vector representation step. For this reason,
we considered the emotion symbol as a word by associating it with a binary
vector. Thus, we assign the value 1 to the position Semot; of the vector, where an
emotion symbol of the set of symbols 7 exists in the treated comment, (i € [1..8]).
For example, the emoticon :) will be represented by the vector: (0,1,...,0).

Sometimes, a comment can contain unknown words that do not exist in the
lexicon and are not represented by feature vectors. However, these words are
indirectly represented by vectors whose components are null. At this point, we
come to represent the comments of the corpus by two representations (Normal-
ized co-occurrence and Emotional TF-IDF weighting). These representations are
used in order to apply sentiment classification methods which described in the
following section.

3.3 Comment Classification

In this paper, our main objective is to classify subjective texts (comments) into
two classes (positive and negative). To achieve this objective, we propose two
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classification methods: by summation of elements of its vectors and by using a
supervised algorithm SVM.

Classification by Summation. We start by using the elements constituting
the vector of the comment in a simple and intuitive way without recourse to
classical classification methods. The idea is to combine the elements of the vec-
tor having the same polarity, in order to calculate the positive and negative
scores (see 5). Then, we compare the two scores to determine the polarity of the
comment.

4 8
Scorepos = Z s¢j, Scorepeg = Z 50; (5)
i=5

=1

Supervised Classification with SVM. According to the literature, Naive
Bayes classifier and Support Vector Machines are the most celebrated algorithms
in the field of supervised classification which provide better results in most cases.
We introduce in this paper a method which aims to classify texts (comments) as
positive or negative using Support Vector Machines, a well-known and powerful
tool for classification of vector of real-valued features [13]. To do this, we must
perform labelling manually in advance and prepare the comments that will be
used for the training step to obtain a model. The goal is to automatically identify
the class of a new comment of the test corpus using the learned SVM-model.

SVM is a machine learning classification technique which uses a function
called a kernel to map a space of data points in which the data is not linearly
separable onto a new space in which it is, with allowances for erroneous classi-
fication. At the implementation level, we used the libsvm tool' developed and
updated by [4]. This tool provides several kernel types, kernel parameters and
optimization parameters. In order to achieve best performing SVM, we empiri-
cally adjust these parameters. We choose to classify data with polynomial kernel
(defined as (gammaxu’* v+ coef0)9¢97¢¢) type and change the parameter values
related to this type (degree, gamma and coefficient).

4 Experiment Results and Discussion

To implement our proposed methods, we firstly prepare the dataset derived from
Facebook. Indeed, we collect a set of comments from the political Tunisian pages.
Then, we evaluate and validate the proposed sentiment classification methods
by using external evaluation measure (F-score).

4.1 Facebook Dataset

Collection. The first step of our work is to collect huge amount of data, as shown
in the Fig.1. We chose to collect our corpus from social network Facebook in
order to achieve a specific sentiment classification system to Facebook comment.

! SVM library available on the net (http://www.csie.ntu.edu.tw/cjlin/libsvm/).
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The choice of this corpus is not due to coincidence, but to the fact that the Face-
book user uses the emotion symbols in the majority of their comments. Facebook
provides an API? that brings us a simple and consistent information about the
comment object. We extracted the comments from the political Tunisian pages
in the period [1-Jan-2011, 1-Aug-2012]. We used 22 political pages among the
most popular in Tunisia during the revolution period.

We present our collected corpus as a set of multilingual comments (Tunisian
dialect, standard Arabic, French, etc.) organized in a well structured XML file.
We decompose our corpus into two sub-sets of comments. The first is based
only on comments containing emotion symbols (7000 comments), for generating
the emotional vectors of lexicon words. The second is based on 3000 comments
manually examined and annotated by an expert (1314 positive comments and
1686 negative comments). It serves to the evaluation and validation of our system
classification and the proposed representations. We divided the set of comments
into two disjoint sub-sets: 2100 comments used to perform the training step, and
900 comments used to perform the test step.

Pre-processing Corpus. Before beginning our sentiment classification process,
it is necessary to pre-process and homogenize the corpus. This step aims to
avoid the noise (presence of the words deemed unnecessary). Thereby, it allows
us to select the most significant and relevant words which express the sentiment
clearly. In this step, we performed: Character normalization: we replace spe-
cific characters with a space. Indeed, we prepared a set of unpronounced charac-
ters that haven’t any influence on the sentimental information. These characters
can be attached to words or differently listed as sequences. For this reason,
we replace them with a space. Filtering: we avoid the hyperlinks to external
resources and @target user in order to keep only the useful words that reflect the
semantic and sentimental content of the comments. Translation into French:
We prepare an automatic program which uses the translation tool (Google trans-
lator which is the most popular), in order to render all the comments written in
the same language French and unify the future treatment. Lemmatization: It
consists in encompassing the words which have the same primary entity (lemma).
Stopwords removal: we prepared our own Stopwords file containing the empty
words as grammatical words and linking words.

4.2 Evaluation Results

In this paper, we propose two emotional vector representations for text based
on emotion symbols, namely: normalized co-occurrence and emotional TFIDF.
In order to evaluate these representations and test our proposed sentiment clas-
sification methods, we used the external evaluation techniques by measuring the
global efficiency F-score® (see Table 1). From Table 1, we conclude that the best
results are obtained with the handling of negation particles step. This step was

2 https://developers.facebook.com/docs/reference/apis/ .
3 http://blog.onyme.com/apprentissage-artificiel-evaluation- precision-rappel-{-
mesure/.
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one of the factors that contributed significantly to the efficiency of our classi-
fier. In fact, negation handling aims to reverse the polarity of all words directly
preceded by one of these particles. Despite its simple idea, we found that the
negation handling step improves the results with the two proposed representa-
tions of text. We can also notice that the emotional TFIDF weighting provided
superior results when compared against normalized co-occurrence.

Using the method of comment classification by summation of the elements
of the vector having the same polarity, we obtained an efficiency of 72.71% with
the emotional TFIDF weighting and 70.46% with the normalized co-occurrence
vector. This shows that the performance of our grouping of emotion symbols
that are used to form the vector features (emotional states which represent the
positive and negative sentiments). However, when we use the SVM classifier, the
vector representation of comments plays its proper role in the statistical classifi-
cation approach. We achieve more important results than using the classification
by summation. We obtained an efficiency of 81.08% with the emotional TFIDF
weighting and 75.18% with the normalized co-occurrence vector.

Table 1. The efficiencies achieved by the summation SUM and SVM methods using
different vector representations of words with and without negation handling.

Normalized co-occurrence | Emotional-TFIDF weighting
Wo/Neg | W/Neg Wo/Neg | W/Neg

SUM | 35.50% | 70.46% 45.44% | 72.71%

SVM | 54.64% | 75.18% 60.11% |81.08%

To evaluate the effectiveness of our emotional vector representation based on
emoticons, we compared them with baselines representations previously reported
in the literature. To do this, we implemented several alternative bag-of-words
vector representations that are conceptually similar to our own, as discussed in
Sect. 2 (see Table1):

Latent Semantic Analysis LSA: we used the package R (Isa*) which provides
us with a sentence-term matrix.

Binary: We developed the program which takes, as input, the lexicon words and
generates, as output, a binary sentence-word matrix (1: presence, 0: absent).
TF*IDF: we used the TFIDF score [17] to generate the sentence-word matrix.
TF*AIDF: we used the sentimental score proposed by [10] to generate the
sentence-word matrix.

Word2Vec: we used the open-source distributed deep-learning library written
in Java®, to compute the vector representations of words. In addition, we chose
to apply the skip-gram model of word2Vec [11]. In fact, the skip-gram model
aims to find word representations that are useful for predicting the surrounding

* https://cran.r-project.org/web/packages/lsa/lsa.pdf.
5 http://deeplearning4j.org/word2vec.html.
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words in a sentence. We constructed 100-dimensional word vectors for all lexi-
con words. Then, we compute the averaging of vectors representing the words
which constitute a given comment. After this, supervised learning with SVM
was performed using these vector representations.

Table 2. The efficiencies achieved by SVM classifier with different baseline vector
representations and our emotional vectors.

SVM classifier F-score
Baselines features

LSA (Sentence-Word matrix) 67.24%
Bag of words (binary) 63.07%
TF*IDF Weighting 69.65%
TF*AIDF Weighting 71.78%
Word2Vec + Average 71.09%
Our features

Normalized co-occurrence 4+ Negation 75.18%
Emotional TF-IDF weighting 4+ Negation | 81.08%

Table 2 shows the obtained results (F-score) using SVM classifier with differ-
ent representations of text based only on words (baseline feature) and our emo-
tional vector representations based on emoticons. In baseline representation, we
find that the TF*AIDF and word2vec work well in sentiment analysis problem.
We also notice that our emotional vector representation clearly outperform those
baseline representations. This shows that the usage of the emotion symbols in
the text representation increases the performance of sentiment classification.

5 Conclusion and Future Work

In this paper, we presented a new vector representation of text for sentiment
classification. First of all, we started by representing the words in an emotional
vector based on the emoticons. The ultimate goal is to represent the different
comments by numerical vectors capable of faithfully translate their sentimental
orientations. Then, we proposed comment classification methods, namely: the
classification by summing the vector elements and the supervised classification
with the SVM. Finally, we presented the experimental results obtained by our
proposed method. Our results are also effective and consistent. In the word
representation step, we used only the comments having emotion symbols. Thus,
we kept all infrequent words because these words have the chance to be known
from other comments and to have higher frequencies. For this reason, it is very
interesting to think of an enrichment step. Therefore, we thought, in future work,
to take advantage of the other comments which haven’t got any emotion symbol
in order to adjust the feature vectors of words and comments and to add new
words to the lexicon.
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