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Abstract. Pseudo-Relevance Feedback is one of the methods for
improving search engine results. By automatically extracting informa-
tion from a previous search result, a new query is posed as an expansion
of the original query, and then it is searched again. In this paper, we
apply a genetic algorithm to improve the Pseudo-Relevance Feedback
method in searching medical texts. First, a set of candidate terms is con-
structed by extracting keywords from the documents returned from the
initial search using the original query. Then, the seed terms are selected
from the candidate term set using our proposed genetic algorithm, to be
merged with the original query to create a new query. The new query is
searched again, returning a final ranked list of documents. Experimental
results on the TREC 2014 CDS dataset show that the proposed method
outperforms the baseline method that does not use a genetic algorithm
for Pseudo-Relevance Feedback.
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1 Introduction

Information retrieval focuses on organization of a collection, and storage and
communication of different kinds of data structures (e.g. texts, images and
sounds) [1]. The purpose of an information retrieval system is to provide users
with those documents that satisfy their information need without taking much
time. There are search engines that may be available to the public, such as
Educational Resources Information Center1 system for education research and
information, or FinAstronomy2 and Infotopia3 systems in the domains of science
and biology, etc.
1 http://eric.ed.gov.
2 http://www.findastronomy.com.
3 http://www.infotopia.info.
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In the medical domain, relevant biomedical documents to a patient case
report are searched by search engines [2]. For example, a case report may describe
information such as a patient’s current symptoms, the patient’s medical history,
the patient’s diagnosis, or the steps taken by a physician to treat the patient.
The challenges of medical information retrieval include the followings [3]:

– Highly specialized information.
– Different kinds of medical information.
– Medical documents in multiple languages.

Today, users can access online search engines to search for medical information.
For instance, PubMed was developed by the National Center for Biotechnol-
ogy Information (NCBI) at the National Library of Medicine. PubMed consists
of more than 26 million citations for biomedical literature. PubMed is a free
resource and also provides access via websites.

Entrez4 is the online search engine developed by the NCBI to search on
PubMed. This search engine requires a user to enter search terms that are used
to search for relevant documents. Therefore, physicians can easily seek out infor-
mation about how to best care for their patients to make a clinical decision.

Usually, a user’s query is not expressive enough to represent the actual user’s
information need. Therefore, the initial list of search results may not be sat-
isfactory. There are some methods to improve the search effectiveness due to
incomplete representation of a query.

The relevance feedback method performs the interaction between the search
system and users, in which a user gets improved retrieval performance thanks to
their feedback to the system. The idea behind relevance feedback is using the user
intervention and feedback to the initial search results to pose a revised query. When
this automatic technique works without the user interaction, it is called Pseudo-
Relevance Feedback (PRF), also known as Blind Relevance Feedback [4,5].

Query expansion is often combined with PRF where the original query is
expanded with some terms automatically extracted from selected documents in
the initial search results [5–7]. Further, genetic algorithms (GA) have also been
applied to extract those added terms, which are crucial to improve the search
performance [8]. However, to the best of our knowledge, GA-based PRF has not
been employed for medical information retrieval.

Therefore, in this paper, we propose a genetic algorithm used with PRF for
searching medical texts. The main role of GA is to select the seed terms in the
top-ranked documents resulted from the initial search, based on their similarity
with all of their context terms. A new query is then generated by adding the seed
terms to the original query. Finally, the new query is searched again to return
the final ranked list of documents.

The remainder of the paper is organized as follows. Section 2 defines the
problem of discourse and describes the system architecture, baseline method, and
proposed method. Section 3 presents details of the dataset, evaluation methods,
and the main experiments. Finally, the conclusion and future work are given in
Sect. 4.
4 https://www.ncbi.nlm.nih.gov/gquery/.

https://www.ncbi.nlm.nih.gov/gquery/
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2 Proposed Method

2.1 Problem Definition

To approach and extract the information from biomedical literatures, some mod-
ern search engines have been developed. In some cases, the needs of physicians
may be found in a document or collection of documents. However, when the
medical information become large and overlap, finding the relevant information
for patient care becomes a significant challenge.

The focus of the TREC 2014 Clinical Decision Support Track is to retrieve
relevant biomedical articles for answering generic clinical questions about medi-
cal records [9]. A detailed description of its input and output is presented below.

Input. The input data are divided into two parts: the first part is a docu-
ment collection and the second is a query, also called as a topic. The document
collection for the track is an open access subset of PubMed Central, an online
repository of free available full-text biomedical literature. A database is created
by indexing the text of the articles in the collection.

Each topic consists of a medical case report and one of the three generic
clinical question types as follows:

– Medical case report: A case report typically describes a challenging medical
case and is represented in the free-text format.

– Clinical question type: The three most common generic clinical question types
are diagnosis, test, and treatment, which account for a majority (52.72%) of
the clinical questions posed by primary care physicians [10]. Each case report
has one associated clinical question type. Table 1 describes the meanings of
these clinical question types.

Table 1. Description of the clinical question types.

Question type Description

Diagnosis Question about determining the diagnosis of the patient

Test Question about suggesting relevant interventions for
diagnosing the patient

Treatment Question about suggesting the best treatment plan for the
condition exhibited by the patient

For each of the clinical question types, the resulting documents should be
relevant to it. A topic with the diagnosis label, for example, requires the system
to retrieve those documents that a physician would find useful for determining
the diagnosis for the patient described in its case report. Meanwhile, for the test
label, the search results should suggest required medical tests to be conducted
for the patient. Finally, for the treatment label, the retrieved documents should
suggest to a physician appropriate treatment plans for the condition exhibited
by the described patient.
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Output. The expected search result is a ranked list of retrieved documents
based on their relevance to the query. As in [9], our method evaluates results in
1,000 top-ranked documents for each topic.

2.2 System Architecture

To solve the problem defined above, we first present a general architecture for
full-text medical information retrieval systems. Moreover, we briefly describe
the baseline method used for each module [11]. This architecture has six main
modules, as illustrated in Fig. 1 and presented below.

User DataCollection

Clinical
Question Type
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(Summary)

doc

Query
Operations

Psedo Rele-
vance Feedback

Indexer

Matching

Reranking

Rank
Aggregation

Final
ranked list
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Fig. 1. System architecture for medical information retrieval.

Module 1. Indexing is the process of tagging search terms or phrases to each
document to facilitate faster search and retrieval. As in [11], the raw documents
is indexed by using Lucene5.

Module 2. The query operations include two stages: query preprocessing and
query expansion. The preprocessing stage may include the steps such as spelling
checking, identification of words, phrases, sentences, stop words elimination,
stemming, etc. Next, query expansion is the process of reformulating the origi-
nal query such as finding synonyms or various morphological forms of words, in
5 https://lucene.apache.org/.

https://lucene.apache.org/
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order to better represent the meaning of the query. As in [11], the second stage
expands queries by using the Medical Subject Headings (MeSH)6 thesaurus.

Module 3. This module matches documents and query terms. In this module,
[11] employed the Vector Space Model (VSM) [12], Language Model (LM) [13,
14], Best Matching (BM) with the two variants BM25L and BM25+ in [15,16].

Module 4. Based on the clinical question type of a query, this module reranks
the search results. The method in [11] counted the number of occurrences of can-
didate terms by using the MeSH thesaurus for each question type. If a document
contains more candidate terms corresponding to the query’s question type, it is
more relevant.

Module 5. The PRF module is for simulating the user behaviour to select seed
terms for query expansion from initial search results. In this work, we apply GA
with PRF to improve the system’s performance.

Module 6. The rank aggregation module is to combine multiple ranked docu-
ment lists into a single ranked list to improve the rankings produced by individual
systems. The Reciprocal Rank Fusion (RRF) algorithm in [17] is used for this
module.

2.3 Genetic Algorithm in Pseudo-Relevance Feedback

For PRF, [18] shows that using a search process is more effective than simply
using terms from initially retrieved documents. In this paper, we propose to
use GA for this searching to select seed terms from a set of candidate terms in
medical information retrieval.

Specifically, each document in the initial search results is represented by a
string of 0’s and 1’s as a chromosome, in which each word is a gene. A set of
chromosomes together with their associated fitness values is called a population.
The population size (N) is the number of chromosomes in each generation.

Specifically, the steps using GA [8] to select the seed terms for PRF are as
follows:

– Step 1: Generate an initial population of documents from the top of the
search result list.

– Step 2: Encode retrieved documents into chromosomes in the binary format.
– Step 3: Create a new population by carrying out the genetic operations

selection, crossover, and mutation on the previous population.
– Step 4: Verify the fitness of the new generation of individuals. If converged,

stop. Otherwise go to Step 3.
– Step 5: Decode the optimized chromosomes to obtain the seed terms for

PRF.

6 https://www.nlm.nih.gov/mesh/.

https://www.nlm.nih.gov/mesh/
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Details of each step is presented below.

Initial Population. A candidate set is initialized with the top-30 ranked doc-
uments.

Chromosome Representation. Each chromosome encodes a binary string.
The length of chromosomes depends on the size of the candidate set. When a key-
word is present in a document, the corresponding bit is set to 1; otherwise, it is 0.

Fitness Function. As in [8], the fitness of each chromosome in a population is
evaluated using the Jaccard similarity measure, which ranges between 0 and 1.

Selection Operation. As in [19], the selection process is to remove some bad
(with low fitness) chromosomes. It is based on spinning the roulette wheel in N
times.

Crossover Operation. As in [19], let Pc be the crossover probability. This
probability gives us the expected number Pc ∗ N of chromosomes

Mutation Operation. Let Pm be the mutation probability. This probability
gives us the expected number of Pm ∗ N of chromosomes. Every bit in all chro-
mosomes of the whole population has an equal chance to undergo mutation, that
is, change from 0 to 1 or vice versa. According to [8], typically Pc ranges between
0.7 and 0.9 and Pm ranges between 0.01 and 0.03.

3 Experiments

In this section, we evaluate and compare empirical performances of the baseline
method and the proposed method on the TREC 2014 Clinical Decision Support
(CDS) dataset [20].

3.1 Dataset

The focus of TREC 2014 CDS Track is retrieval of biomedical articles relevant to
generic clinical question about medical records. The track dataset is divided into
two separate parts: the first part includes medical documents such as full-text
biomedical articles and the second part contains case reports as topics. Details
are presented below.

Documents. The document dataset is an open access subset from PubMed
Central (PMC)7. This set contains the abstracts, full texts, and other metadata
of 733,138 articles (47.2 GB) in the biomedical domain. The articles are presented
in the NXML format using the National Library of Medicine’s Journal Archiving
and Interchange Tag Set [9].

Each article in the collection is uniquely identified by the PubMed Cen-
tral Identifier (PMCID) number, which is specified by the <article-id> element
within its NXML file. The article is named using the same PMCID number.
7 https://www.ncbi.nlm.nih.gov/pmc/.

https://www.ncbi.nlm.nih.gov/pmc/
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Topics. The query set of the dataset includes 30 different topics in total, with 10
topics for each of the query types diagnosis, test, and treatment. Each topic con-
sists of a summary which describes a patient’s case report created by expert topic
developers at the U.S National Library of Medicine maintaining actual medical
records. Figure 2 shows examples of the three topics types used in the task.

<topic number="3" type="diagnosis">

58-year-old female non-smoker with left lung mass on x-ray. Head

CT shows a solitary right frontal lobe mass.

</topic>

<topic number="12" type="test">

25-year-old woman with fatigue, hair loss, weight gain, and cold

intolerance for 6 months.

</topic>

<topic number="26" type="treatment">

Group traveling to the Amazon rainforest, including 3 pregnant

women. All members’ immunizations are up-to-date but they require

malaria prophylaxis.

</topic>

Fig. 2. Three of 30 topics from the TREC 2014 CDS Track.

3.2 Evaluation Methods

In this section, we present some methods to evaluate information retrieval sys-
tems. According to [21], Precision and Recall are the basic measures expressed
as percentages. Precision and Recall are set-based measures in unordered sets of
documents. However, the quality of a search engine is also expressed via ranking
of relevant documents retrieved. That is, more relevant documents are expected
to be at higher positions in the result list. Therefore, other measures such as
P@k and R-precision are introduced, as in [22].

3.3 Experimental Results

We conduct 4 experiments on the dataset presented in Sect. 3.1. The first two
experiments (Method 1, Method 2) use the baseline method and the others
(Method 3, Method 4) use the proposed method. Following the TREC standard,
the 1,000 top-ranked documents are retrieved for each query in the evaluation.
Also, in the experiments, we set Pc = 0.783, Pm = 0.029, and N = 30 (i.e.,
top-30 ranked documents).

As shown in Table 2, in the experiments we apply various algorithms such
as BM25L, BM25+, VSM, LM in the matching module. Method 1 uses BM25L
model while Method 2 combines multiple models by using the RRF algorithm as
introduced above. The first two experiments expand queries by using the MeSH
thesaurus and PRF. The PRF module in Method 1 and Method 2 only extracts
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keywords from the top-3 documents as in [11]. In contrast, we combine GA and
PRF in Method 3 and Method 4 that correspond to Method 1 and Method 2,
respectively.

Table 2. The overall performance of different methods.

Method ID Method description R-prec P@10

Method 1 BM25L, MeSH, PRF 0.1850 0.3533

Method 2 RRF:
(BM25L, MeSH, PRF)
(BM25+, MeSH, PRF)
(VSM, MeSH, PRF)
(LM, MeSH, PRF)

0.1913 0.3667

Method 3 BM25L, MeSH, PRF, GA 0.1950 0.3733

Method 4 RRF:
(BM25L, MeSH, PRF, GA)
(BM25+, MeSH, PRF, GA)
(VSM, MeSH, PRF, GA)
(LM, MeSH, PRF, GA)

0.2036 0.3933

As one can see, for R-prec, Method 3 outperforms Method 1 by 5.4% (0.1950
vs 0.1850), and Method 4 outperforms Method 2 by 6.4% (0.2036 vs 0.1913).
Meanwhile, for P@10, the improvement of Method 3 over Method 1 is by 5.6%
(0.3733 vs 0.3533), and the improvement of Method 4 over Method 2 is by 7.2%
(0.3933 vs 0.3667).

In addition, Fig. 3 shows the R-prec measures for each clinical question types.
As compared to Method 2, Method 4 outperforms it on all of the three query
types. However, Method 3 is only better than Method 1 with the test query
type. It could be due to different initial search results in different runs and on
different question types, where Method 2 and Method 4 use a different matching
model from that of Method 1 and Method 3.
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Fig. 3. The overall performance of different methods for each query types.
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4 Conclusions

We have first proposed and presented the use of GA in PRF for medical infor-
mation retrieval. First, relevant documents are retrieved and ranked for the
initial search. Second, a set of candidate terms is extracted from the set of top-k
retrieved documents. Third, the seed terms are selected from the candidate set
by the GA and added to the original query. Finally, the system matches the new
query and documents in the database, and returns the final ranked list.

We have experimented the proposed GA method on the TREC 2014 CDS
dataset. Unlike traditional information retrieval datasets, here each query is
associated with a medical question type. The results show that the proposed
method improves the system performance, in comparison with the use of PRF
without GA.

For the future work, we suggest using semantic relations between medical
terms in query expansion and content matching. Besides, we are applying and
adapting the proposed method to information retrieval on Vietnamese medical
documents.

Acknowledgments. This work is funded by Vietnam National University at Ho Chi
Minh City under the grant number B2016-42-01.
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