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 123

LN
AI

 1
07

51

10th Asian Conference, ACIIDS 2018
Dong Hoi City, Vietnam, March 19–21, 2018
Proceedings, Part I

Intelligent Information
and Database Systems



Lecture Notes in Artificial Intelligence 10751

Subseries of Lecture Notes in Computer Science

LNAI Series Editors

Randy Goebel
University of Alberta, Edmonton, Canada

Yuzuru Tanaka
Hokkaido University, Sapporo, Japan

Wolfgang Wahlster
DFKI and Saarland University, Saarbrücken, Germany

LNAI Founding Series Editor

Joerg Siekmann
DFKI and Saarland University, Saarbrücken, Germany



More information about this series at http://www.springer.com/series/1244



Ngoc Thanh Nguyen • Duong Hung Hoang
Tzung-Pei Hong • Hoang Pham
Bogdan Trawiński (Eds.)

Intelligent Information
and Database Systems
10th Asian Conference, ACIIDS 2018
Dong Hoi City, Vietnam, March 19–21, 2018
Proceedings, Part I

123



Editors
Ngoc Thanh Nguyen
Wrocław University of Science
and Technology

Wrocław
Poland

Duong Hung Hoang
Quang Binh University
Dong Hoi City
Vietnam

Tzung-Pei Hong
National University of Kaohsiung
Kaohsiung
Taiwan

Hoang Pham
Rutgers University
Piscataway, NJ
USA

Bogdan Trawiński
Wrocław University of Science
and Technology

Wrocław
Poland

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Artificial Intelligence
ISBN 978-3-319-75416-1 ISBN 978-3-319-75417-8 (eBook)
https://doi.org/10.1007/978-3-319-75417-8

Library of Congress Control Number: 2018931885

LNCS Sublibrary: SL7 – Artificial Intelligence

© Springer International Publishing AG, part of Springer Nature 2018
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, express or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

Printed on acid-free paper

This Springer imprint is published by the registered company Springer International
Publishing AG part of Springer Nature
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-75417-8&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-75417-8&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-75417-8&amp;domain=pdf


Preface

ACIIDS 2018 was the tenth event in a series of international scientific conferences on
research and applications in the field of intelligent information and database systems.
The aim of ACIIDS 2018 was to provide an international forum for scientific research
in the technology and application of intelligent information and database systems.
ACIIDS 2018 was co-organized by Quang Binh University (Vietnam) and Wrocław
University of Science and Technology (Poland) in co-operation with the IEEE SMC
Technical Committee on Computational Collective Intelligence, European Research
Center for Information Systems (ERCIS), University of Newcastle (Australia),
Bina Nusantara University (Indonesia), Yeungnam University (South Korea),
Leiden University (The Netherlands), Universiti Teknologi Malaysia (Malaysia),
Ton Duc Thang University (Vietnam), and Vietnam National University, Hanoi
(Vietnam). It took place in Dong Hoi City in Vietnam during March 19–21, 2018.

The conference series ACIIDS is already well established. The first two events,
ACIIDS 2009 and ACIIDS 2010, took place in Dong Hoi City and Hue City in
Vietnam, respectively. The third event, ACIIDS 2011, took place in Daegu
(South Korea), followed by the fourth event, ACIIDS 2012, in Kaohsiung (Taiwan).
The fifth event, ACIIDS 2013, was held in Kuala Lumpur in Malaysia while the sixth
event, ACIIDS 2014, was held in Bangkok in Thailand. The seventh event, ACIIDS
2015, took place in Bali (Indonesia), followed by the eight event, ACIIDS 2016, in Da
Nang (Vietnam). The last event, ACIIDS 2017, was held in Kanazawa (Japan).

We received more than 400 papers from 42 countries all over the world. Each paper
was peer reviewed by at least two members of the international Program Committee
and international reviewer board. Only 133 papers with the highest quality were
selected for an oral presentation and publication in the two volumes of the ACIIDS
2018 proceedings.

Papers included in the proceedings cover the following topics: knowledge engi-
neering and Semantic Web; social networks and recommender systems; text processing
and information retrieval; machine learning and data mining; decision support and
control systems; computer vision techniques; advanced data mining techniques and
applications; multiple model approach to machine learning; intelligent information
systems; design thinking-based R&D; development techniques; and project-based
learning; modelling, storing, and querying of graph data; computational imaging and
vision; computer vision and robotics; data science and computational intelligence; data
structures modelling for knowledge representation; intelligent computer vision systems
and applications; intelligent and contextual systems; intelligent biomarkers of neu-
rodegenerative processes in the brain; sensor networks and Internet of Things; intel-
ligent applications of Internet of Thing and data analysis technologies; intelligent
systems and algorithms in information sciences; intelligent systems and methods in
biomedicine; intelligent systems for optimization of logistics and industrial applica-
tions; analysis of image, video, and motion data in life sciences.



The accepted and presented papers highlight new trends and challenges facing the
intelligent information and database systems community. The presenters showed how
new research could lead to novel and innovative applications. We hope you will find
these results useful and inspiring for your future research work.

We would like to extend our heartfelt thanks to Jarosław Gowin, Deputy Prime
Minister of the Republic of Poland and Minister of Science and Higher Education, for
his support and honorary patronage of the conference.

We would like to express our sincere thanks to the honorary chairs, Prof. Cezary
Madryas (Rector of Wrocław University of Science and Technology, Poland),
Prof. Huu Duc Nguyen (Vice-Rector of National University Hanoi, Vietnam), and
Dr. Tien Dung Tran (Vice-President of Quang Binh Province, Vietnam), for their
support.

Our special thanks go to the program chairs, special session chairs, organizing
chairs, publicity chairs, liaison chairs, and local Organizing Committee for their work
for the conference. We sincerely thank all the members of the international Program
Committee for their valuable efforts in the review process, which helped us to guar-
antee the highest quality of the selected papers for the conference. We cordially thank
the organizers and chairs of special sessions who contributed to the success of the
conference.

We would like to express our thanks to the keynote speakers: Thomas Bäck from
University of Leiden, The Netherlands, Lipo Wang from Nanyang Technological
University, Singapore, Satoshi Tojo from Japan Advanced Institute of Science and
Technology, Japan, and Nguyen Huu Duc from Vietnam National University, Hanoi,
Vietnam, for their world-class plenary speeches.

We cordially thank our main sponsors, Quang Binh University (Vietnam),
Wrocław University of Science and Technology (Poland), IEEE SMC Technical
Committee on Computational Collective Intelligence, European Research Center for
Information Systems (ERCIS), University of Newcastle (Australia), Bina Nusantara
University (Indonesia), Yeungnam University (South Korea), Leiden University
(The Netherlands), Universiti Teknologi Malaysia (Malaysia), Ton Duc Thang
University (Vietnam), and Vietnam National University, Hanoi (Vietnam). Our special
thanks are due also to Springer for publishing the proceedings and sponsoring awards,
and to all the other sponsors for their kind support.

We wish to thank the members of the Organizing Committee for their excellent
work and the members of the local Organizing Committee for their considerable effort.

We cordially thank all the authors, for their valuable contributions, and the other
participants of this conference. The conference would not have been possible without
their support.

Thanks are also due to many experts who contributed to making the event a success.

March 2018 Ngoc Thanh Nguyen
Duong Hung Hoang

Tzung-Pei Hong
Hoang Pham

Bogdan Trawiński
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Abstract. In most knowledge-based systems, the guarantee of consistency is
one of the essential tasks to ensure them to avoid the trivial cases. Because of
this reason, a wide range of approaches has been proposed for restoring con-
sistency. However, these approaches often correspond to logical, or
probabilistic-logical framework. In this paper, we investigate a model for
restoring the consistency of probabilistic knowledge bases by focusing on the
method of changing the probabilities in such knowledge bases. To this aim, a
process to restore the consistency based on inconsistency measures is intro-
duced, a set of rational and intuitive axioms to characterize the restoring oper-
ators is proposed, and several logical properties are investigated and discussed.

Keywords: Probabilistic knowledge bases � Inconsistency measure
Restoring operator

1 Introduction

In the design of expert systems in the artificial intelligence field, one of vital problems
is to ensure consistency of the knowledge bases [1]. It is hard to indicate the incon-
sistency of knowledge as well as to solve this inconsistency. However, the whole
management process may become impossible if the inconsistency is not resolved. In
literature, some strategies have been developed to address inconsistencies by adjusting
the structure of elements in the knowledge base, ruling out parts of the knowledge base
[2], or employing inconsistency measures to assess the extent of inconsistency [3–8].
Those strategies often build a family of operators to modify an inconsistent knowledge
base into a consistent one. Nowadays, in order to solve inconsistency of knowledge,
using inconsistency measures is one of the most common approaches. A class of basic
inconsistency measures for probabilistic knowledge bases have been introduced in [9].

The classical approaches of handling inconsistency in propositional knowledge
bases through removing formulas were proposed in [10]. Those approaches are per-
formed by building operators which based on discarding some formulas from minimal
inconsistent sets [11] but without requiring that the withdrawal be minimal. Minimal
inconsistent sets [12] or maximal inconsistent sets [13] have to find before building
such operators.
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In a probabilistic logic environment, the technique of removing formulas has also
been applied in [14]. Some algorithms have been developed with linear programming
features for calculating the probability of realistic size. The technique of using mea-
sures for evaluating the level inconsistency of a probabilistic knowledge base has been
presented in [7]. The approach in [5] is similar in nature to that defined in [7]. The idea
of this approach is based on the quantification of the minimal adjustment for changing
the probabilities in an inconsistent base to obtain a consistent one. In [15], another
operator that modifies the original probabilities of the conditionals by employing
measures from [6, 7] also developed. The family of operators in [5, 15] satisfies some
desirable properties which stem from [16], but it is just applied only to precise the
probabilistic knowledge base.

In a probabilistic environment, apart from the removal of probabilistic conditionals,
the method of modification of probabilities has been applied in [17]. This work
incorporated integrity constraints, applied the family of minimal violation measures
from [6], and proposed a family of generalized entailment problems for probabilistic
knowledge bases as well as the solutions for such problems. Instead of changing point
probability, a class of operators in [3] was proposed by altering probability intervals.

The main contribution of this paper is threefold. First, we make a deeply survey on
how to calculate inconsistency measures for the probabilistic framework. Second, we
propose two families of operators which are used to deal with the task of resolving the
inconsistency. Then, a set of axioms is introduced and the logical properties of the
proposed families of operators are investigated and discussed.

This paper is organized as follows. In Sect. 2 we start with some necessary pre-
liminaries about the probability, the probability function, probabilistic constraint, the
representation of knowledge bases in probabilistic framework, and some equivalence
relations for such knowledge bases. Afterwards, in Sect. 3 we propose a model to
change an inconsistent probabilistic knowledge base into a consistent one. This model
is based on two inconsistency measures, namely, the minimal violation measure and
the unnormalized inconsistency measure. The logical properties for each operator are
also introduced and discussed in Sect. 3. Some conclusions and future work are pre-
sented in Sect. 4.

2 Probabilistic Knowledge Bases

Let S be a sample space that includes all possible outcomes of a statistical experiment.
Let E ¼ E1; . . .;Enf g be a finite set of events, where each event is a subset of the
sample space S. For F;G 2 E, the intersection of two events F and G, denoted by FG,
is the event containing all elements that are common to Fand G; negation of F, denoted
by :F, is abbreviated by F. A complete conjunctionH of E is an expression of the form
H ¼ eE1; eE2; . . .:; eEn with eEi ¼ Ei;Ei

� �
. Let CðEÞ be the set of all complete con-

junctions of CðEÞ ¼ H1; . . .;H2nf g, therefore CðEÞ ¼ H1; . . .;H2nf g. A complete
conjunction H 2 CðEÞ satisfies an event F, denoted by H�F, if and only if F posi-
tively appears in H. Let SMðHÞ ¼ H 2 CðEÞjH�Hf g, where H is an event or a set of
events. Let m ¼ CðEÞj j be the numbers of complete conjunctions of E. Let R� 0 be the
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set of non-negative real values including +∞. Let R 0;1½ � be the set of all real values
from 0 to 1. Let : CðEÞ ! R 0;1½ � be a probability function of a complete conjunction.
Let PðEÞ be the set of all probability functions P, defined by PðEÞ ¼ P H1ð Þ;f
. . .;P H2nð Þg. Let ~x ¼ x1; . . .;xmð ÞT be a column vector, where an auxiliary variable
xi corresponding to a probabilisty P Hið Þ.

With F 2 E,

PðFÞ ¼
X

H2CðEÞ:H� F
PðHÞ:

Definition 1. Function d H;Hð Þ is called an indicator function whenever it is defined
as follows: d : E� CðEÞ ! R 0;1½ �,

dðH;HÞ ¼ 1 if H�H
0 otherwise

�

Definition 2. Let F;G 2 E and q 2 R 0;1½ �. A probabilistic constraint is an expression
of the form FjGð Þ q½ �.

If G is tautological, G � |, we abbreviate Fj|ð Þ q½ � by Fð Þ q½ �. We also denote j b½ � ¼
FjGð Þ b½ � for each constraint j ¼ FjGð Þ q½ � and b 2 R 0;1½ �.

Definition 3. Probabilistic knowledge base K is a finite set of probabilistic constraints
defined as: K ¼ j1; . . .; jnh i where ji ¼ FijGið Þ qi½ � for all i ¼ 1; . . .n.

Let n ¼ Kj j be numbers of constraints in K. Let K ¼ K1; . . .;Khf g be a set which

includes probabilistic knowledge bases. Let R Kj j
0;1½ � be a set which includes all real values

from 0 to 1 that is the probabilities of the constraints in K. Let SC Kð Þ be a set which
includes all probabilistic constraints appearing K, defined by SC Kð Þ ¼ j1; . . .; jnf g.
Let~q ¼ q1; . . .; qnð ÞT be a column vector, where an auxiliary variable qi corresponding
to the probabilistic value of constraint ji.

Definition 4 (Characteristic Function). Let K 2 K. Function @K ~b
� �

: R
Kj j
0;1½ � ! K is

called a characteristic function whenever it is defined as follows: @K ~b
� �

¼
j01; . . .; j

0
n

� �
, where j0i ¼ FijGið Þ qi½ � for all i ¼ 1; . . .n and ~b ¼ b1; . . .; bnð Þ 2 R

Kj j
0;1½ �.

A probability function P 2 P Eð Þ satisfies a probabilistic constraint FjGð Þ q½ �, denoted
by P � FjGð Þ q½ �, if and only if P FGð Þ ¼ qP Gð Þ. Let ~x ¼ x1; . . .; xnð ÞT be a column

vector, where each auxiliary variable xi corresponds to a probability bi 2 b:
!

A prob-
ability function satisfies K; denoted by P �K; if and only if P �j8j 2 K: Let
SM Kð Þ ¼ P 2 P Eð ÞjP �Kf g: Therefore, if SM Kð Þ 6¼ £ then K is inconsistent,
denoted by K�?. Otherwise, K is consistent, denoted by K2?. Let j1; j2 2 K,
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it said that probabilistic constraints are equivalent, denoted by j1 � j2, if and only if
SM j1f gð Þ ¼ SM j2f gð Þ. Knowledge bases K1;K2 are extensionally equivalent,
denoted by K1 ,K2, if and only if SM K1ð Þ ¼ SM K2ð Þ. Knowledge bases K1;K2 are
semi-extensionally equivalent, denoted by K1$K2, if 9u : K1 ! K2 such that j �
u jð Þ for each j 2 K1. Knowledge bases K1;K2 are qualitatively equivalent, denoted

by K1 ffi K2, if and only if K1j j ¼ K2j j and 9~b 2 R
K1j j
0;1½ � : K1 ¼ @K2

~b
� �

.

3 Model for Restoring the Consistency of Probabilistic
Knowledge Bases

In this work, consistency restoring problem is defined in the context of priority as
follows:

(1) Input: An inconsistent probabilistic knowledge base.
(2) Output: A consistent probabilistic knowledge base.
(3) Scope of problem: The knowledge base is represented in a probabilistic

framework.
(4) Restoring process:

• Step 1: Computing inconsistency measure
• Step 2: Calculating new probability for each probabilistic constraint

(5) Result: A consistent probabilistic knowledge base.

We first study how to compute inconsistency measure:

Definition 5 (Inconsistency measure). Inconsistency measure IM is a function IM :
K ! R� 0 such that IM Kð Þ ¼ 0 if and only if SM Kð Þ 6¼ £, K 2 K.

3.1 The Minimal Violation Measure

Definition 6 (Distance Function). Function dpK is called the distance of a probability
function P to a knowledge base K with respect to a p-norm (p � 1) whenever it is
defined as follows:

dpK ¼ z1; . . .; znð Þk kp¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

zij jpp

s

for each FijGið Þ qi½ � : P FiGið Þ � qiP Gið Þ ¼ zi.

Definition 7 (Characteristic Matrix). AK is called a characteristic matrix of K
whenever it is defined as follows:

AK ¼ aij

 � 2 R

n�m

where aij ¼ d FiGi;Hj

 �

1� qið Þ � d FiGi;Hj

 �

qi.
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Let~aj be the j-th column vector of matrix AK. Let BK ¼ AT
K ¼ bij


 � 2 R
m�n.

Definition 8 (Exponential Constraint Vector). Let K 2 K. Function~aK : Rnþ 1 ! R
m

is called an exponential constraint vector of K whenever it is defined as follows:

~aK ~x; yð Þ ¼ a1 ~x; yð Þ; . . .; am ~x; yð Þð ÞT

where

aj ~x; yð Þ ¼ exp
Xn

i¼1
xibij þ y� 1

� �
8j ¼ 1; . . .;m

Definition 9 (Minimal Violation Inconsistency Measure). IMp
K is called minimal

violation inconsistency measure of K with respect to a p-norm (p � 1) whenever it is
defined as follows:

IMp
K ¼ min dpKjAKP ¼~z

� �
Let~k ¼ k1; . . .; knð ÞT be a column vector, where an auxiliary variable ki corresponding
to a constraint ji. Let~1 2 R

n be a column vector that consists only ones. Let~0 2 R
n be

a column vector that consists only zeros.

Proposition 1. Minimal Violation Inconsistency Measure IMp
K is the solution of the

following optimization problem:

min~x2Rm AK~xk kp ð1Þ

subject to :
Xm

i¼1
xi ¼ 1;~x�~0 ð2Þ

Proposition 2. Minimal Violation Inconsistency Measure IM1
K is the solution of the

following optimization problem:

min ~x;~kð Þ2Rmþ n

Xn

i¼1
ki ð3Þ

subject to : AK~x�~k	~0;AK~xþ~k�~0;
Xm

i¼1
xi ¼ 1;~x�~0;~k�~0 ð4Þ

Proposition 3. Minimal Violation Inconsistency Measure IM1
K is the solution of the

following optimization problem:

min ~x;kð Þ2Rmþ 1 k ð5Þ

subject to : AK~x�~1k	~0;AK~xþ~1k�~0;
Xm

i¼1
xi ¼ 1;~x�~0; k� 0 ð6Þ
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Proposition 4 (p-norm Probability Vector of K). p-norm probability vector of K,
noted ~xp

K, corresponding to ~x
 of the solution of the following optimization problem:

arg min~x2Rm AK~xk kp ð7Þ

subject to (2).

Proposition 5 (1-norm Probability Vector of K). 1-norm probability vector of K,
noted ~x1

K, corresponding to ~x
 of the solution of the following optimization problem:

arg min ~x;~kð Þ2Rmþ n

Xn

i¼1
ki ð8Þ

subject to (4).

Proposition 6 (∞-norm Probability Vector of K). ∞-norm probability vector of K,
noted ~x1

K , corresponding to ~x
 of the solution of the following optimization problem:

arg min ~x;kð Þ2Rmþ 1 k ð9Þ

subject to (6).

Proposition 7 (Violation Vector). Let K be a knowledge base. Violation vector of K
with respect to p-norm (p� 1), noted~mpK, defined as:

~mpK ¼ AK~x
p
K

3.2 The Unnormalized Inconsistency Measure

Definition 10. AK is called a diagonal double matrix of K whenever it is defined as
follows:

AK ¼ �aij

 � 2 R

n�2n

where

aij ¼
1 if i ¼ j and i; j ¼ 1; . . .; n
�1 if i ¼ j and i; j ¼ nþ 1; . . .; 2n
0 otherwise

8<:
Let ~D ~‘;~f

� �
¼ ‘1; . . .; ‘n; f1; . . .; fnð ÞT be a column vector.

Definition 11. Unnormalized inconsistency measure IMu
K is called an unnormalized

measure of K whenever it is defined as follows:
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IMu
K ¼ c

where c is the solution of the following optimization problem:

min ~x;~Dð Þ2Rm�2n

Xn

i¼1
‘i þ

Xn

i¼1
fi

� �
ð10Þ

subject to : AK~D	~1�~q;AK~D� �~q;
Xm

i¼1
xi ¼ 1;~x�~0; ð11Þ

qi þ ‘i � fið Þ
X

H2SM FiGið Þ xi �
X

H2SM Gið Þ xi ¼ 0; for i ¼ 1; . . .n ð12Þ

Proposition 8. IMu
K is an inconsistency measure of probabilistic knowledge base K.

Proposition 9. Unnormalized probability vector of K, noted ~xu
K, corresponding to ~x


of the solution of the following optimization problem:

arg min
~x;~Dð Þ2Rm�2n

Xn

i¼1
‘i þ fið Þ ð13Þ

subject to (11)–(12).

3.3 The Families of Restoring Operators

We second study the families of operators as well as their logical properties for
restoring the inconsistency of a probabilistic knowledge base.

Definition 12 (Logical Properties of Restoring Operator). Let K1;K2;K 2 K. Func-
tion g : K ! K is called restoring operator iff the following properties hold:

(SUC) 8K 2 K : g Kð Þ2?
It states that for all probabilistic knowledge bases then after restoring, we should
have the result as consistent ones.
(SPR) 8K 2 K : g Kð Þ ¼ @K ~b

� �
for some b 2 R

Kj j
0;1½ �

The property SPR assures that the structure of constraints needs no modification.
(VAC) If K 2 ? then g Kð Þ ¼ K
The property VAC requires that result of the restoring not modify a consistent
knowledge base.
(IRS) If K1 $K2 then g K1ð Þ$g K2ð Þ
This property states that if two probabilistic knowledge bases are semi-extensionally
equivalent then the result of the two restoring will be semi-extensionally equivalent.
(NOD) If j ¼ FjGð Þ q½ � and G 6� | then 9K : j 2 K; j 62 g Kð Þ
The property NOD states that if a probabilistic constraint is non-tautological, it
should belong to a probabilistic knowledge base but it does not belong to the result of
this ones restoring.
(WIA) If SC K1ð Þ \ SC K2ð Þ ¼ £ then g K1 [K2ð Þ, g K1ð Þ [ g K2ð Þ
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Demanding WIA implies that if the restoring of the union of two knowledge bases that
does not have a constraint subset should be extensionally equivalent to the restoring
of two disjoint knowledge bases.
(MIA) If g K1ð Þ [ g K1ð Þð Þ2? then g K1ð Þ [ g K1ð Þ, g K1 [K2ð Þ
This property MIA demands that the restoring of two disjoint knowledge bases that is
consistent should be extensionally equivalent to the restoring of of their union.

Definition 13 (p-norm Restoring Operator). Let K 2 K. Function gp : K ! K is
called p-norm restoring operator (p � 1) whenever it is defined as follows:

gp Kð Þ ¼ @K b1; . . .; bnð Þ

where

bi ¼ P FijGið Þ if P Gið Þ[ 0
qi otherwise

�
for i = 1,…,n

Proposition 11. Vector b
!

corresponding to x!

which is the solution of the following

unconstrained optimization problem:

argmin ~x;yð Þ2Rnþ 1

Xm

j¼1
~aK ~x; yð Þð Þj � x!T

~mpK � y
� �

ð14Þ

Proposition 12. The restoring operator gp fulfills SPR, SUC, VAC, WIA, and MIA if
p � 1 but only fulfills NOD when p > 1.

Definition 14 (Unnormalized Restoring Operator). Let K 2 K. Function gu : K ! K

is called restoring unnormalized operator whenever it is defined as follows:

gu Kð Þ ¼ @K b1; . . .; bnð Þ

where bi ¼ qi þ ‘
i � f
i
�� �� for ‘
i ; f



i 2 ~xu

K and i = 1,…,n.

Proposition 13. The restoring operator gu fulfills SPR, SUC, VAC, IRS, NOD, MIA,
and WIA

3.4 Example

A hospital makes a survey of drug test. It assigns two independent groups to this
survey.

• The first group provides the results in which the probability that people test posi-
tively (denoted by T) is P(T) = 0.7; the probability that people are drug user (de-
noted by D) is P(D) = 0.4; and the probability that a person is a drug user, given
that his test is positive, is P(D|T) = 0.8.
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• The second group provides the results in which the probability that people test
positively (denoted by T) is P(T) = 0.5; the probability that people are drug user is
P(D) = 0.5; and the probability that a person test positive when that person who is a
drug user is P(T|D) = 1.

According to the above results, we have the probabilistic knowledge bases as
follows:

K1 ¼ ðTÞ 0:7½ �; ðDÞ 0:4½ �; DjTð Þ 0:8½ �h i;K2 ¼ ðTÞ 0:5½ �; Dð Þ 0:5½ �; TjDð Þ 1:0½ �h i:

By Definition 5, because SM K2ð Þ 6¼ £, we have K2 �|, and then IM1
K2

¼
IM2

K2
¼ IM1

K2
¼ IMu

K2
¼ 0: While SM K1ð Þ ¼ £, thus we have K1 �?, and then

we will now compute measures, vectors of K1 as follows:

Step 1: Computing inconsistency measure:

• Finding characteristic matrix AK1 and diagonal double matrix AK1

AK1 ¼
0:3 0:3 �0:7
0:6 �0:4 0:6
0:2 �0:8 0

�0:7
�0:4
0

0@ 1A;AK1 ¼
1 0 0
0 1 0
0 0 1

�1 0 0
0 �1 0
0 0 �1

0@ 1A
• Computing IM1

K1
, IM2

K1
; IM1

K1
; IMu

K1

We have ~k ¼ k1; k2; k3ð ÞT;~x ¼ x1;x2;x3;x4ð ÞT, ~D ¼ ‘1; ‘2; ‘3; f1; f2; f3ð Þ,
~q ¼ 0:7; 0:4; 0:8ð Þ
– By Proposition 2, IM1

K1
is the solution of the following linear problem

min ðk1 þ k2 þ k3Þ ð15Þ

subject to : AK1 :~x�~k	~0;AK1 :~xþ~k�~0;
X4

i¼1
xi ¼ 1;~x�~0;~k�~0 ð16Þ

– By Proposition 1, IM2
K1

is the solution of the following optimization problem

min AK:~xp
  ð17Þ

subject to :
X4

i¼1
xi ¼ 1;~x�~0 ð18Þ

– By Proposition 3, IM1
K1

is the solution of the following linear problem

min k ð19Þ

subject to : AK1
~x�~1k	~0;AK1

~xþ~1k�~0;
X4

i¼1
xi ¼ 1;~x�~0; k� 0 ð20Þ

– By Proposition 8, IMu
K1

is the solution of the following optimization problem
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minð‘1 þ ‘2 þ ‘3 þ f1 þ f2 þ f3Þ ð21Þ

subject to : AK~D	~1�~q;AK~D� �~q;
X4

i¼1
xi ¼ 1;~x�~0 ð22Þ

0:7þ ‘1 � f1 � x1 � x3 ¼ 0; 0:5þ ‘2 � f2 � x1 � x2 ¼ 0 ð23Þ

0:8þ ‘3 � f3ð Þ x1 þx2ð Þ ¼ 0 ð24Þ

Therefore, we have IM1
K1

¼ 0:16; IM2
K1

¼ 0:14; IM1
K1

¼ 0:057; and
IMu

K1
¼ 0:18.

Step 2: Calculating new probability for each probabilistic constraint

• Finding violation vectors: By Propositions 5, 4, 6, and 9, ~x1
K1
;~x2

K1
; ~x1

K1
; and ~xu

K1

are the values of the argument of the solution of the optimization problems (15),
(17), (19), and (22), respectively. Therefore, we have ~x1

K1
= (0.56, 0.14, 0, 0.3),

~x2
K1

= (0.46, 0.19, 0, 0.35), ~x1
K1

= (0.46, 0.19, 0, 0.36) and ~xu
K1

¼ 0; 0:18; 0; 0ð Þ.
Finding probability vectors: By Proposition 7, ~m1K1

¼ 0; 0:16; 0ð Þ,
~m2K1

¼ �0:05; 0:06;�0:06ð Þ, and ~m1K1
¼ �0:057; 0:057;�0:057ð Þ.

• Finding new probability:

– By Proposition 11, ~b corresponds to x!

which is the solution of the uncon-

strained optimization problems (15), (16), and (17) corresponding to p = 1, 2,
and ∞:

argmin
X4

i¼1
ai ~x; yð Þ � 0:16x3 � y

� �
ð24Þ

arg min
X4

i¼1
ai ~x; yð Þ � 0:05x1 þ 0:06x2 � 0:06x3 � y

� �
ð25Þ

argmin
X4

i¼1
ai ~x; yð Þ � 0:057x1 þ 0:057x2 � 0:057x3 � y

� �
ð26Þ

where

a1 ~x; yð Þ ¼ exp 0:3x1 þ 0:6x2 þ 0:2x3 þ y� 1ð Þ;

a2 ~x; yð Þ ¼ exp 0:3x1 � 0:4x2 � 0:8x3 þ y� 1ð Þ;

a3 ~x; yð Þ ¼ exp �0:7x1 þ 0:6x2 þ y� 1ð Þ;

a4 ~x; yð Þ ¼ exp �0:7x1 � 0:4x2 þ y� 1ð Þ:

For p = 1, 2, and ∞, we have: ~b ¼ 0:7; 0:6; 0:8ð Þ;~b ¼ 0:65; 0:55; 0:75ð Þ, and
~b ¼ 0:68; 0:56; 0:77ð Þ, respectively.
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– By Definition 14, we have ~b ¼ 0:7; 0:58; 0:8ð Þ:
We have employed Mathlab Software to compute
IM1

K1
; IM2

K1
; IM1

K1
; IMu

K1
, ~x1

K1
;~x2

K1
;~x1

K1
, and ~xu

K1
.

Table 1 shows the new probability of knowledge bases K1 after using restoring
operators g1;g2;g1; and gu.

4 Conclusion

In this paper, we have investigated two inconsistency measures for probabilistic-logical
framework and adapted them to the probabilistic framework. We also introduced
problems for computing such inconsistency measures and new probability of each
probabilistic constraint in original base. In proportion to each inconsistency measure,
we proposed a family of restoring operators as well as the assessment of desirable
properties for altering probability to obtain a consistent one. However, two such
operators are only applicable to a probabilistic knowledge base. Therefore, in the future
we will go on investigating to apply these operators to merge a set of inconsistent
probabilistic knowledge bases into a consistent one.

Acknowledgment. The authors would like to thank Professor Quang Thuy Ha, Faculty of
Information Technology, Hanoi University of Engineering and Technology, Vietnam and Pro-
fessor Ngoc Thanh Nguyen, Faculty of Computer Science and Management, Wroclaw University
of Science and Technology, Poland for their expertise support.

References

1. Nguyen, N.T.: Advanced Methods for Inconsistent Knowledge Management. Springer,
London (2008). https://doi.org/10.1007/978-1-84628-889-0

2. Finthammer, M., Kern-Isberner, G., Ritterskamp, M.: Resolving inconsistencies in
probabilistic knowledge bases. In: Hertzberg, J., Beetz, M., Englert, R. (eds.) KI 2007.
LNCS (LNAI), vol. 4667, pp. 114–128. Springer, Heidelberg (2007). https://doi.org/10.
1007/978-3-540-74565-5_11

3. Bona, G.D.: Measuring inconsistency in probabilistic knowledge bases. Ph.D. thesis,
University of Sao Paulo (2016)

4. Kern-Isberner, G. (ed.): Conditionals in Nonmonotonic Reasoning and Belief Revision.
LNCS (LNAI), vol. 2087. Springer, Heidelberg (2001). https://doi.org/10.1007/3-540-
44600-1

Table 1. New probabilistic of K1

ji g1 g2 g1 gu

(T)[0.7] 0.7 0.65 0.68 0.7
(D)[0.4] 0.6 0.55 0.56 0.58
(D|T)[0.8] 0.8 0.75 0.77 0.8

Solving Inconsistencies in Probabilistic Knowledge Bases 13

http://dx.doi.org/10.1007/978-1-84628-889-0
http://dx.doi.org/10.1007/978-3-540-74565-5_11
http://dx.doi.org/10.1007/978-3-540-74565-5_11
http://dx.doi.org/10.1007/3-540-44600-1
http://dx.doi.org/10.1007/3-540-44600-1


5. Muiño, D.: Measuring and repairing inconsistency in probabilistic knowledge bases. Int.
J. Approx. Reason. 52(6), 828–840 (2011)

6. Potyka, N.: Linear programs for measuring inconsistency in probabilistic logics. In:
Proceedings of the Fourteenth International Conference on Principles of Knowledge
Representation and Reasoning, KR 2014, pp. 568–577. AAAI Press ©2014 (2014)

7. Thimm, M.: Measuring inconsistency in probabilistic knowledge bases. In: Uncertainty in
Artificial Intelligence (UAI 2009), pp. 530–537. AUAI Press (2017)

8. Thimm, M.: Inconsistency measures for probabilistic logics. Artif. Intell. 197, 1–24 (2013)
9. Nguyen, V.T., Tran, T.H.: Inconsistency measures for probabilistic knowledge bases. In:

Proceedings of KSE 2017, pp. 156–161. IEEE Xplore (2017). https://doi.org/10.1109/kse.
2017.8119450

10. Hansson, S.O.: A Textbook of Belief Dynamics. Springer, Dordrecht (1999). https://doi.org/
10.1007/978-94-007-0814-3. pp. 5, 3, 11, 35, 51-55, 69, 107

11. Hunter, A., Konieczny, S.: Measuring inconsistency through minimal inconsistent sets. In:
Proceedings of Principles of Knowledge Representation and Reasoning (KR 2008), pp. 358–
366. AAAI Press (2008)

12. Marques-Silva, J.: Minimal unsatisfiability: models, algorithms and applications. In:
Multiple-Valued Logic (ISMVL), pp. 9–14. IEEE (2010)

13. Liffiton, M.H., Sakallah, K.A.: On finding all minimally unsatisfiable subformulas. In:
Bacchus, F., Walsh, T. (eds.) SAT 2005. LNCS, vol. 3569, pp. 173–186. Springer,
Heidelberg (2005). https://doi.org/10.1007/11499107_13

14. Klinov, P.: Practical reasoning in probabilistic description logic. Ph.D. thesis, The University
of Manchester, Manchester, UK (2011)

15. Potyka, N.: Solving reasoning problems for probabilistic conditional logics with consistent
and inconsistent information. Ph.D. thesis, FernUniversitat, Hagen (2016)

16. Potyka, N., Thimm, M.: Consolidation of probabilistic knowledge bases by inconsistency
minimization. In: Proceedings of ECAI 2014, pp. 729–734. IOS Press (2014)

17. Potyka, N., Thimm, M.: Probabilistic reasoning with inconsistent beliefs using inconsistency
measures. In: International Joint Conference on Artificial Intelligence 2015 (IJCAI 2015),
pp. 3156–3163. AAAI Press ©2015 (2015)

14 V. T. Nguyen and T. H. Tran

http://dx.doi.org/10.1109/kse.2017.8119450
http://dx.doi.org/10.1109/kse.2017.8119450
http://dx.doi.org/10.1007/978-94-007-0814-3
http://dx.doi.org/10.1007/978-94-007-0814-3
http://dx.doi.org/10.1007/11499107_13


The Assessing of Influence of Collective
Intelligence on the Final Consensus Quality

Adrianna Kozierkiewicz(&), Van Du Nguyen, and Marcin Pietranik

Wrocław University of Science and Technology, Wybrzeże Wyspiańskiego 27,
50-370 Wrocław, Poland

{adrianna.kozierkiewicz,van.du.nguyen,

marcin.pietranik}@pwr.edu.pl

Abstract. Knowledge integration is a task of providing a unified, single version
of knowledge through a process of joining several, independent knowledge
bases. It involves not only providing a summary of available information, but
also resolving any potential inconsistencies. Our previous research showed that
in the context of the increasing amount of heterogeneous data, the approach to
the aforementioned integration that decomposes it into smaller subtasks which
outcomes are eventually combined in order to achieve the expected result, has
been proved useful. This approach is called a multi-level knowledge integration.
The biggest problem that we encountered was choosing a criterion on which an
initial decomposition should be based on and preliminary we have investigated
measuring the inner diversity of created groups. In this paper, we extend our
ideas to reflect the intelligence degree of a collective and how it can impact the
quality of the final integration. We use our previously developed function that
measures such intelligence and perform a series of experiments to determine the
impact it can have on the process of multi-level knowledge integration.

Keywords: Intelligent collective � Consensus � Multi-level consensus

1 Introduction

Nowadays, in the context of social media and a high diversity of information sources,
we cannot expect that making a decision about some issue will be based solely on an
opinion of a one expert. Even a task as simple as checking a weather for the next day,
involves analysing several different forecasting systems that can differ in their pre-
dictions. The same applies when analysing opinions originating from a group of people
e.g. during elections.

Members of such group (hereafter referred to as the collective) can have a plethora
of different opinions on a given subject. Every opinion can be equally good or wrong
(because we assume that members of a group are actual experts and not random people
stating their judgments on an unfamiliar topic) and the final opinion of the collective is
a result of the integration of opinions of its members. It can be understood as a method
of providing a unified, single version of knowledge through a process of joining
several, independent opinions.
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Performing such integration entails two problems. The first one concerns the
necessity of evaluating the obtained consensus. In the literature a wide array of func-
tions that can be indicated the quality of the integrations result can be found. These
functions are based on comparing the resulting collective’s consensus with opinions of
its members. The second major problem may appear as a consequence of a cardinality
of the collective. The higher the number of experts the more difficult it may be to
perform the integration of their opinions (especially with a complex formal structure
used to express such opinions).

A potential remedy can be based on designating a final consensus in stages. In such
approach, the collective is initially divided into a several, smaller groups, the inte-
gration of opinions of experts from these groups is performed. Eventually, a desired
result is the integration of the outcomes of the partial integrations. The biggest difficulty
is the initial decomposition of the collective into subgroups.

In our previous research [5], we have proved that grouping the collective of experts
into groups that are characterized by high inner diversity gives the best results. In other
words – if a group contains as much disagreeing experts as possible the better the
outcome and eventually the better the final integration. It is consistent with an intuition
– the higher the diversity of every group the better they represent the whole population
from which they have been extracted.

In this paper, we show results of a set of experiments that we performed to
investigate another grouping criterion. It is based on a function that can measure the
intelligence of a collective (that in this context can be interpreted both as a group of
experts and any of their subgroups). This function was presented in [10] and is used to
accurately reflect the intelligence of a collective. Such intelligence is understood
twofold: (i) as the degree to which a final consensus of experts’ opinions is different to
the reality and (ii) the degree to which members of the collective were wrong. This
approach also takes into a consideration a cardinality of the collective, eventually
becoming a very powerful method of measuring the quality of experts in any given
collective and any of its sub-collectives.

The paper is organized as follows. Section 2 contains an overview of related works
and the research that has been done in the considered field. Section 3 can be treated as
an introduction to consensus theory and contains basic notions used throughout the rest
of the paper. In Sect. 4 we briefly overview a multi-level approach to consensus
determination. Section 5 is a broad description of conducted experiments and the
statistical analysis of gathered results. The last section serves as a summary and a brief
description of our upcoming research ideas.

2 Related Work

In the age of Big Data and Internet of Thing more and more data gets produced [14].
Using MapReduce, a cloud-based technology, the data processing task is split into
smaller tasks that can be run in parallel across several nodes in the cluster. Its effec-
tiveness has been revealed in a wide range research problems such as large-scale
machine learning problems, clustering problems, etc. [2]. Recently, many MapReduce
architectures have been developed for handling with challenges of Big Data. For
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instance, Hadoop was inspired by Google’s MapReduce for an analysis of large
datasets [13] which uses a distributed user-level filesystem to manage the storage of
resources across the cluster [7]. Meanwhile, Apache Spark is an open source cluster
computing framework. Spark has several advantages compared to other big data and
MapReduce technologies like Hadoop and Storm in terms of supporting many data
types, processing time [1].

As mentioned earlier, research problems on the multi-level integration have not yet
been widely investigated in the literature. Almost all of the consensus-based knowledge
integration algorithms are often based on a one-level approach [9]. However, in the age
of Big Data, such a naive solution may entail limitations related to a data processing
time and a memory usage. In this case, an input is often very large and the multi-level
approach can be a useful approach for such consensus determination [8]. The general
idea of the multi-level approach is based on dividing a large knowledge profile into
smaller ones (clustered profiles). Then the process of consensus determination is
applied to each of extracted profiles to determine their representatives. After that, these
representatives will be treated as elements of a new profile. These steps are repeated
until a predefined number of levels is reached.

The preliminary research problems on multi-level integration have been presented
in [3, 4]. In these papers, authors have investigated the problems of a one-level and a
two-level consensus determination, which is one of methods of integration. Therefore,
these two terms (consensus determination and integration methods) will be used
interchangeably. A formal framework for designating the consensus in the one-level
and the two-level approaches for the assumed macro- and micro-structures has been
developed. The results given by the one-level and the two-level algorithms are worse
by 1% and 5% respectively in comparison to the optimal solution. In [11, 12] authors
have investigated on the problem of two-level integration. In [11] k-means algorithm is
used for clustering a large knowledge profile into smaller ones. Then the process of
consensus determination is used to determine the representatives of clustered collec-
tives. In the second level of consensus determination, the representative of each
clustered profile has been assigned a weight value depending on the number of
members in the corresponding profile. The experimental results have shown that the
weighted approach is helpful in reducing the difference between the results of the
two-level and the one-level of consensus determinations in comparison with the
non-weighted approach. Later, in [12], authors have presented an improvement of the
two-level consensus choice by taking into account the susceptibility to consensus. By
means of experimental analysis, the proposed method is proved useful.

In [5], the problem of the multi-level integration has been investigated by con-
sidering Fleiss’ kappa measure. The main concern of the paper is to determine the
impact that the internal consistency of the classified profiles on the quality of the final
integration. The experimental results have indicated that to achieve a higher quality of
the final integration the grouping approach should be based on the lowest value of
Fleiss’ kappa measure. From this finding, it can be concluded that the diverse collective
has a positive impact on the quality of the final integration.

Furthermore, the multi-level idea has also been applied in the ontology integration
task [6]. By means of analytical analysis, the results have revealed that there is no
difference between the results of the one-level and the multi-level integration processes.
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Even the time of processing data in case of using the multi-level approach is decreased
by 20% in comparison to the one-level approach. It can be concluded that this finding is
especially important in the emerging context of Big Data.

In addition to these research problems, this paper presents the results of applying
the intelligence function proposed in [10] used as a grouping criterion in the problem of
the multi-level knowledge integration.

3 Basic Notions

Let U be a set of objects representing the potential elements of knowledge referring to a
concrete subject in the real world. Let 2U be the powerset of set U that is the set of all
subsets of U. Then the set of all k-element subsets (with repetitions) of set U is

Q
k Uð Þ

(for k 2 N), and let
Q

Uð Þ ¼ S1
k¼1

Q
k Uð Þ be the set of all non-empty finite subsets with

repetitions of set U. A set X 2 Q
Uð Þ is called a knowledge profile involving the

knowledge states given by members on the same subject in the real world. Elements of
U have two structures (i.e. macrostructure and microstructure). The microstructure is
considered as the representations of elements in the set U such as: linear orders, n-tree,
tuples, etc. The macrostructure is understood as relationship between elements and
often defined as a distance function with a signature d : U � U ! 0; 1½ �. In this paper,
the function d only satisfies a part of the metric conditions (without transitive condi-
tion), called a half-metric. In [9] many consensus-based postulates have been proposed
for a consensus determination. However, there exist two most popular ones are “1-
Optimality” and “2-Optimality” (or O1 and O2 for short).

Definition 1. Let U; dð Þ be a distance space, a consensus of a profile X 2 Q
Uð Þ is

determined based on:

• criterion O1 if: d x�;Xð Þ ¼ miny2U d y;Xð Þ
• criterion O2 if: d

2 x�;Xð Þ ¼ miny2U d2 y;Xð Þ
where x* represents the consensus of profile X, d(x*, X) represents the sum of distances
from x* to the knowledge states of collective X. Similarly, d 2(x*, X) is the sum of
squared distances from x* to knowledge states of the collective X.

Definition 2. Let U; dð Þ be a distance space, the intelligence degree of a profile X is
described by a function Int as follows:

Int :
Y

Uð Þ ! 0; 1½ �

As mentioned in [10], the intelligence function should satisfy the following criteria:

1. 8X 2 Q
Uð Þ:

(a) 8xi 2 X: If r ¼ xið Þ ^ r ¼ x�ð Þ, then Int Xð Þ ¼ 1.
(b) 8xi 2 X: If d r; xið Þ ¼ 1ð Þ ^ d r; x�ð Þ ¼ 1ð Þ, then Int Xð Þ ¼ 0.

2. 8X; Y 2 Q
Uð Þ:
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If dðr; x�Þ ¼ dðr; y�Þð Þ ^ dðr;XÞ
cardðXÞ � dðr;YÞ

cardðYÞ
� �

, then Int Xð Þ� Int Yð Þ.
where x*, y* represent the consensuses of profiles X and Y respectively, r represents the
real state.

Definition 3. The function Int of a collective X satisfying the above criteria has the
following definition:

Int Xð Þ ¼ 1� 1� að Þ � d r;Xð Þ
cardðXÞ þ a� d r; x�ð Þ

� �

where a presents the intelligent coefficient of the group’s consensus a 2 0; 1½ �ð Þ.
Definition 4. For a given profile X 2 Q

Uð Þ, the quality 1 of a consensus x* is defined
as follows:

Qi
1ðx;XÞ ¼ 1� diðx�;XÞ

cardðXÞ

where i 2 f1; 2g.
Definition 5. For a given profile X 2 Q

Uð Þ, the quality 2 of a consensus x* is defined
as follows:

Qi
2ðx; rÞ ¼ 1� diðr; x�Þ

where i 2 f1; 2g and r represents the real state.
The quality 1 measures how the final consensus (final experts’ decision) differs

from the elements of profile. The quality 2 measures how the final consensus differs
from the real value.

4 Multi-level Consensus Determination Method

All systems for a decision support require knowledge databases which are further
processing or integrating. In many cases, we need to store and process a big set of data
what is a very difficult or even impossible to do in one step. In this work, we assumed
that to make a decision regarding some problem we collect experts’ opinions from
many sources and based on collected data we make a final decision. In this paper,
experts’ opinions, will be called a knowledge of a collective and the designated
decision a consensus. As it was said in the previous Section, these problems are
equivalent to the data integration problem and their names can be used interchangeably.

The general idea of the multi-level consensus determination method is based on an
initial division of the sequence of n experts’ opinions into k classes. For each class,
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these opinions are integrated using an ordinary integration algorithm (see Algorithm 1).
The final consensus is designated as a consensus of these partial consensuses. The
procedure can be repeated many times where outputs obtained in the previous stage
serve as inputs of subsequent steps. The elements of the multi-level consensus deter-
mination approach are described in more details below.

4.1 The Formal Representation of Experts’ Opinions

We assume that the profile X contains the experts’ opinions stored as binary vectors of
the length equal to N. The cardinality of profile X is equal to n. Thus, the microstructure
of set U is defined as: U ¼ fu1; u2; . . .:g where elements of the universe are binary

vectors. By dðx; yÞ ¼ PN
j¼1

jx j � y jj we denote a macrostructure of set U, where

x ¼ ðx1; x2; . . .; xNÞ; y ¼ ðy1; y2; . . .; yNÞ; xi; yi 2 f0; 1g; i 2 f1; . . .;Ng. Therefore, the
profile is formally presented as: X ¼ fx1; x2; . . .; xng 2 QðUÞ, where
xi ¼ ðxi1; xi2; . . .; xiNÞ; i 2 f1; . . .; ng.

The assumed distance space (U, d) can model many objects, situations, tasks taken
from any universe of discourse. We can interpret it as the problem considered by the
group of workers, experts, etc. where each member of the collective is asked about their
opinion concerning N different objects or answering N different questions. Each
member of the collective can choose from two possible options(i.e. yes or no) because
the profile consists of binary vectors. The consensus determined based on the collected
data is the final opinion of the group of experts.

4.2 Criterion of Classification of Experts’ Opinions

In our approach, we assume that the profile X is primarily divided into k classes. The
criterion of classification is the Int(X) function presented in the previous Section. For
simplicity, the classes are created using a brute force method.

4.3 Consensus Determination Method

As it was mentioned in the previous Section, a consensus can satisfy the 1- or 2-
optimality postulate. For the assumed distance space (U, d) the consensus determina-
tion method is based computing the number of occurrences of zeros and ones in the
experts’ opinions. The final decision is constructed from the most popular opinions
(most frequently chosen). As easily seen, the method satisfying 1-optimality consensus
is based on a democracy and is very straightforward. Therefore, only this algorithm
(presented below) will be considered in this paper.

5 The Results of Experiment

The described approach to the multi-level consensus determination was implemented
and tested in a special dedicated environment. The main aim of our research is answer
to the question: how the intelligence of a collective as the classification criterion
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influences the quality of the final consensus determined using the multi-level method?
For this purpose, some experimental assumptions have been done. Firstly, we have
assumed that the group of experts could be mistaken maximum 5% to the real state.
Additionally, the number of experts n = 9 and the number of class k = 3 and the
number of objects N = 10 have been chosen. The odd number of the cardinality of a
profile consisting of binary vectors ensure that determined consensus will be reliable
[9]. The experiments have been done for a uniform distribution of zeros and ones when
the proportion of zeros to ones have been equal 5:5, 6:4, 7:3, 8:2, 9:1, respectively. All
calculations have been repeated 100 times.

5.1 The Influence of Grouping Strategy

In the first step the quality of the final consensus has been compared in relations with
the distribution of the input experts’ opinions and the methods of grouping experts in
the first level. The results of conducted experiments have been graphically presented in
Fig. 1.

The obtained results have been statistically analysed on the significance level
a = 0.05. The collected data have been divided into 10 groups composed of three
samples each: Max Collective Intelligence, Min Collective Intelligence, Random. For
each group of data, analysis has been made separately. Before selecting a proper test,
we have analysed the distribution of all obtained data by using the Lilliefors’ test. At
least one sample from each group does not come from the normal distribution (p-values
have been smaller than 0.00001), therefore for the further analysis the Kruskal-Wallis
test has been used. The p-value for each ten group is less than 0.00001 then we reject
the null hypothesis stating that the criterion of grouping the experts’ opinion on the first
level has no influence on the quality of the final consensus. The analysis of the means
of the ranks allowed to decide that the worst grouping strategy of input experts’
opinions is the one based on the minimal value of collective intelligence. The obtained

Algorithm 1 Consensus determination method
Input: X={x1, x2, ...,xn}
Output:  consensus x*

1:
2:
3:
4:
5:
6:
7:
8:
9:

10:
11:
12:
13:

for j =1 to N do
fj=0;
for i=1 to n do

if xij=1 then  
fj++;

end if
end for
if fj ≥ n/2 then

xj*=1;
else

xj*=0;
end if

end for
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results are presented in Table 1. The post-hoc analysis demonstrated also the statistical
difference between Random and Max Collective Intelligence samples but only in cases
where the proportion of zeros to ones are 50%/50%, 60%/40% and 70%/30%. Such
results allow to draw a general conclusion that to improve the quality of the final
consensus we should consider grouping strategy on the first level based on the col-
lective intelligence function.

5.2 The Influence of Grouping Strategy in Case of Different Group
of Experts

In Sect. 5.1 we have assumed that the group of experts could be mistaken by maximum
5% to the real state. In this part of our research we would like to verify how the
fallibility of group of experts influences on the final consensus quality. Figure 2 pre-
sents obtained results.

It is obvious, that if experts are more wrong it has no influence on the value of the
quality 1. However, the analysis of the graph presented in Fig. 2 (the right sight), allow
us to suppose that the probability of experts’ mistake in comparison to the real value
has a big influence for the value of the quality 2 and for a different grouping strategy.
To prove a mentioned hypothesis some analysis has been done. For deeper analysis, we
split data into two classes: first containing 6 samples concerning with the Max Col-
lective Intelligence and second with 6 samples relative with the Random criterion.

Fig. 1. The influence of grouping strategy

Table 1. The mean of the ranks for samples and two quality measures

Distribution Quality 1 Quality 2
Max
collective
intelligence

Min
collective
intelligence

Random Max
collective
intelligence

Min
collective
intelligence

Random

50%/50% 171.32 71.86 208.32 161.715 73.09 216.695
60%/40% 178.31 56 217.19 160.77 58.665 232.075
70%/30% 183.15 55.23 213.255 174.52 52.675 224.3
80%/20% 187.14 57.505 206.85 190.29 52.225 208.98
90%/10% 179.69 82.3 189.51 194.74 66.53 190.23
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In the first step we checked the normal distribution of tested samples. At least one
sample in each class does not come from the normal distribution (p-values have been
smaller than 0.00001), therefore for the further analysis the Kruskal-Wallis test has
been used. We obtain the value of statistical test equal 20.345629, p-value 0.0011 for
Max Collective Intelligence samples and 263.28 and p-value less than 0.00001 for
Random samples, respectively. The results of post-hoc Dunn tests pointed out that for
Max Collective Intelligence samples only two pair of samples differ statistically: 10%
with 50% and 20% with 50%. However, for Random samples, all pairs of samples
differ significantly. The analysis of the mean of the ranks for Random samples pre-
sented in Table 2 suggests that if the fallibility of group experts increase then the
quality 2 of the final consensus decrease.

Fig. 2. The influence of grouping strategy in case of different group of experts

Table 2. The mean of the ranks for particular samples and different probability of experts’
mistake in comparison to real value

5% 10% 15% 20% 25% 50%

Max collective 301.235 342.79 313.415 321.81 276.86 246.89
Random 430.72 389.165 348.805 282.63 270.92 80.76

6 Conclusions and Future Works

This paper is devoted to applying a group intelligence function to the multi-level
consensus determination method as the criterion of the initial classification of the
experts’ opinions. The performed experiments and the statistical analysis demonstrated
that the choice of grouping strategy on the first level has a statistical influence on the
quality of the final consensus. Our research demonstrated that the worst grouping
strategy is based on the minimum value of the collective intelligence. Such results are
consistent with an intuition stating that experts with the smallest intelligence determine
the worst final decisions. The better quality of the final consensus is possible to obtain if
on the first level experts’ opinions are grouped based on the maximum value of the
group intelligence function or simply in a random way, where the intelligence of a
collective is diverse. However, this conclusion is valid, only if experts from the group
are correct. In a situation, where the group of experts is less reliable, to ensure the
highest quality of the final consensus, a classification criterion based on the maximum
value of a group intelligence should be used.
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In our upcoming publications, we plan to address data representations more
expressive than binary vectors, such as tuples of natural numbers, value ranges, etc. We
would also like to perform more comprehensive experiments involving surveys taken
from real people.
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Abstract. Selecting an appropriate design pattern for a given design
problem is often difficult. We propose an automatic approach for recom-
mending and ranking design patterns to facilitate design pattern selec-
tion. A similarity score is calculated between an input design problem
and the problem types addressed by each design pattern, which are repre-
sented in Kampffmeyer’s design pattern intent ontology. Design patterns
are then ranked according to the obtained similarity scores. Experiments
were conducted to evaluate the proposed approach with 24 input problem
descriptions. With appropriate parameter settings, the actual answers to
70.83% of the input problems are included by the top five recommended
patterns. By incorporation of additional knowledge sources for improving
similarity calculation, the actual answers to 91.67% of the input problems
can be recommended within the top-five ranks.

Keywords: Design pattern · Design pattern recommendation
Cosine similarity · Design pattern intent ontology

1 Introduction

A design pattern provides a general design solution to a commonly occurring
problem in software design [3]. Gang-of-Four (GoF) patterns are the most popu-
lar and most widely used design patterns for object-oriented software design. An
approach for formalizing GoF design patterns was introduced in [5] and further
elaborated in [6], in which design patterns are represented in an ontology, called
the design pattern intent ontology (DPIO). The DPIO representation focuses
on types of problems that are addressed by design patterns, where a problem
type is characterized by pairs of constraints and concepts. A constraint and a
concept together describe an action performing some specific task, e.g., ‘select
algorithm’ and ‘handle state’.

A design pattern wizard tool was developed in [6] to facilitate design pat-
tern selection using the formalized DPIO. A user is asked to select one or more
pairs of constraints and concepts. A query is then constructed to retrieve design
patterns that are solution to the problem types characterized by the selected

c© Springer International Publishing AG, part of Springer Nature 2018
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constraint-concept pairs. Selecting appropriate constraints and concepts is how-
ever a nontrivial task. There are many constraints and concepts in the DPIO
and the user might not understand their meanings clearly. When only a few
constraint-concept pairs are selected, too many design patterns may be retrieved
since the selected pairs may characterize many design problems, each of which
may be solved by many design patterns. When many pairs are selected, there
may be no problem type characterized by the conjunction of all the selected
pairs and, as a result, no pattern may be retrieved.

To assist a system analyst in designing object-oriented software, we propose
an automatic approach for selecting and ranking design patterns based on the
DPIO [6]. A vector representing a design pattern is constructed based on the
problem types solved by the pattern. When an input design problem from a
user is given, an input problem vector is created based on matching key terms
extracted from the input problem to constraints and concepts characterizing
problem types. Similarity scores between the input problem vector and design
pattern vectors are computed. The design patterns are then ranked and recom-
mended based on the computed scores. Experiments were conducted to evaluate
the proposed framework. By appropriate parameter settings and incorporation
of some additional knowledge sources for enhancement of key term matching,
the obtained experimental results are promising. We restrict our attention in
this work to the 13 GoF design patterns in the category “performing a domain-
specific task other than object creation”, which is the largest and most compli-
cated category in the pattern usage hierarchy described in [12].

The paper is organized as follows: Sect. 2 reviews related works on design
pattern recommendation. Section 3 describes the proposed framework. Section 4
presents the experiments and results. Section 5 provides conclusions.

2 Related Works

Hasheminejad and Jalili [4] presented a two-phase selection method to assist
software developers with design pattern selection. Each design pattern is repre-
sented by a vector of words appearing in the descriptions of the pattern taken
from design pattern textbooks. In the first phase, a binary classification model
is constructed for each category of patterns, e.g., creational, structural, and
behavioural GoF patterns. The obtained classifiers are used for predicting the
category of a given input design problem, which is encoded as a vector of words
occurring in the textual description of the problem. In the second phase, the
word vector representing the problem is compared with the word vectors repre-
senting design patterns in the predicted category using cosine similarity. Design
patterns are recommended based on the resulting similarity scores. An evalua-
tion model was introduced in [4] to select the best learning technique for pattern
category classification in the first phase. Evaluation of pattern recommendation
in the second phase was however not presented. In contrast to our work, where a
design pattern is represented in a conceptual level in terms of the problem types
addressed by it, occurrences of words representing a pattern in [4] are low-level
features that may not clearly express its true characteristics.
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Bouassida et al. [1] proposed an interactive toolset for recommending an
appropriate design pattern. Semantic correspondences were determined between
element names in an input class diagram and the participant names of design
patterns provided by the GoF book [3]. Based on the obtained correspondences,
predetermined recommendation rules were used for finding and instantiating a
suitable design pattern. A user may interact with the rules to provide additional
necessary information for choosing an appropriate pattern. No experimental eval-
uation was reported in [1].

Palma et al. [11] presented a design pattern recommender using a Goal-
Question-Metric (GQM) approach. Knowledge of design patterns, e.g., intents
and applicabilities described in the GoF book [3], was transformed into textual
conditions and sub-conditions, which were subsequently formulated as questions.
A user was asked to answer the formulated questions with three types of answers,
i.e., ‘yes’, ‘no’, ‘do not know’, and a total metric weight of the obtained answers
for each design pattern is calculated. The design pattern with the highest total
weight is recommended. Eight evaluators, i.e., six undergraduate students and
two IT professionals, were asked to simulate and evaluate the GQM model with
11 input questions, with the accuracy of 50% being reported.

3 Methodology

Figure 1 shows an overview of the proposed framework. As a preparation process,
design pattern vectors (DPVs), representing types of problems solved by design
patterns, are constructed based on the design pattern intent ontology (DPIO)
provided by [6]. When an input design problem description is presented, an input
problem vector (IPV) is created. A cosine similarity is computed between the
IPV and the DPV for each pattern. Design patterns are then ranked based on
the computed similarity scores. Each process is detailed below.

3.1 Preparation: Design Pattern Vector Construction

A design pattern is a solution to one or more types of design problems. Based on
the DPIO [6], Table 1 shows design problem types and Table 2 shows the problem

Cosine Similarity
Calculation

IPV
Input Problem 

Description

Design Pattern 
Ranking

Design Pattern
Intent Ontology 

(DPIO)

Preparation

DPVs

Input Problem Vector 
(IPV) Construction

Design Pattern Vector 
(DPV) Construction

Fig. 1. An overview of the proposed approach



28 C. Bou et al.

Table 1. Types of design problems

Type Description Type Description

D1 Abstraction implementation decoupling D16 Operation decoupling

D2 Access control D17 Placeholder decoupling

D3 Adaption D18 Protocol variation

D4 Algorithm decoupling D19 Request decoupling

D5 Algorithm selection D20 Sender/receiver decoupling

D6 Algorithm variation D21 State change notification

D7 Behavioral problem D22 State control

D8 Complexity hiding D23 State dependency

D9 Control undo D24 State duplication

D10 Dynamic functionality control D25 State memorization

D11 Event dependency D26 State objectification

D12 Event notification problem D27 Structural problem

D13 Interaction control D28 Time control

D14 Interface decoupling D29 Time decoupling

D15 Inversion of control problem D30 Virtual machine problem

Table 2. Types of design problems solved by each design pattern

Design pattern Problem types Design pattern Problem types

Bridge D1, D14, D27 Memento D7, D23, D24, D25, D26, D29

CoR D7, D18, D20 Observer D7, D11, D12, D21, D23

Command D7, D9, D19, D28, D29 Proxy D2, D17, D27

Decorator D10, D27 State D7, D22, D23, D26

Facade D3, D8, D27 Strategy D4, D5, D6, D7

Interpreter D12, D30 Template method D6, D7, D13, D15

Mediator D7, D8, D13, D16

types that are solved by each design pattern. The types of design problems solved
by a pattern are represented as a vector, called a design pattern vector (DPV).

A DPV for a design pattern p is a vector v = [v1 v2 v3 . . . v30], where for
each i ∈ {1, 2, . . . , 30}, vi = 1 if Di is solved by the pattern p, and vi = 0
otherwise. For example, referring to Table 2, since the Strategy pattern is a
solution to the problem types D4, D5, D6 and D7, the values in the DPV for
this pattern are determined by: v4 = v5 = v6 = v7 = 1 and for each j ∈
{1, 2, . . . , 30} − {4, 5, 6, 7}, vj = 0.
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3.2 Input Problem Vector Construction and Cosine Similarity
Calculation

An input problem description is represented as an input problem vector (IPV),
which takes the form u = [u1 u2 u3 . . . u30], where for each i ∈ {1, 2, . . . , 30}, ui

is the score obtained by matching key terms extracted from the input problem
description with the problem type Di. Figure 2 depicts an IPV construction
process. We explain key term extraction and key term matching in this process
below, followed by cosine similarity calculation between an IPV and DPVs.

Key Terms

Matching Key Terms 
with Problem Types

IPV

Synonym
Hypernym
Hyponym

u30u2u1 ...

Input Problem 
Description

WordNet
Design Pattern
Intent Ontology 

(DPIO)

Key Term 
Extraction

Constraints
& Concepts

Design
Problem

Fig. 2. An IPV construction process

Key Term Extraction. Key terms are extracted from a textual input descrip-
tion by using the Stanford Dependency parser [9] to generate types of dependen-
cies (TDs) representing grammatical relations between pairs of words occurring
in each sentence. Among 50 TDs provided by the parser, only four TDs that
provide entities and intentions associated with the input problem are consid-
ered, i.e., nominal subject (nsubj), nominal subject in passive (nsubjpass), noun
modifier (nmod), and direct object (dobj). Word stemming is applied to the
extracted key terms to obtain their base forms. Table 3 illustrates grammati-
cal relations and pairs of key terms extracted from an input sentence. The TD
dobj (selects/VBZ, algorithm/NN), for example, indicates that the noun ‘algo-
rithm’ acts as the direct object of the verb ‘selects’.

Table 3. Key terms extracted from the sentence “The user selects an algorithm at
runtime or defines a configuration in a file”

TD Grammatical relation Extracted key terms

nsubj nsubj (selects/VBZ, user/NN) ‘user select’

nsubj (defines/VB, user/NN) ‘user define’

nmod nmod:at(selects/VBZ, runtime/NN) ‘select runtime’

nmod:in(configuration/NN, file/NN) ‘configuration file’

dobj dobj (selects/VBZ, algorithm/NN) ‘select algorithm’

dobj (defines/VB, configuration/NN) ‘define configuration’
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Matching Key Terms with Problem Types. A problem type is described
in the DPIO [6] by pairs of constraints and concepts, e.g., the problem type D5

is described by ‘select algorithm’, ‘control algorithm’, and ‘control behavior’. A
constraint represents an action verb, e.g., ‘control’, while a concept represents a
noun, e.g., ‘algorithm’. The pairs of key terms extracted from an input problem
are matched with constraints and concepts describing each problem type.

Each of constraint (verb) matching and concept (noun) matching gives a
score of 1. To increase the possibility of matching, synonyms, hypernyms (general
terms), and hyponyms (specific terms) of constraints and concepts, provided by
WordNet [10], which is a lexical database for English, are considered. A penalty
value is deducted from a matching score when a hypernym or a hyponym is used
for matching. Since a verb-noun pair is more informative than a verb or a noun
alone, an extra value is added when the constraint and concept in a problem type
description are both matched with a pair of key terms. For example, a matching
score between the key terms ‘determine algorithm’ and the constraint-concept
pair ‘select algorithm’ is computed as follows: (i) since ‘determine’ is a hypernym
of ‘select’, matching the key term ‘determine’ with the constraint ‘select’ gives
1 − PS, where PS is a penalty score, (ii) matching the key term ‘algorithm’
with the concept ‘algorithm’ itself gives 1, and (iii) since both constraint and
concept are both matched, an extra value of 1 is added. The resulting score is
thus (1 − PS) + 1 + 1.

Suppose that m pairs of key terms pk1, pk2, . . . , pkm are extracted from an
input problem description and a problem type Di, where i ∈ {1, 2, . . . , 30}, is
described by n constraint-concept pairs cc1, cc2, . . . , ccn. The value ui in the
IPV u = [u1 u2 . . . u30] representing the input problem is calculated by

n∑

j=1

m∑

k=1

(match(pkk, ccj)), (1)

where for any j and k such that 1 ≤ j ≤ n and 1 ≤ k ≤ m, match(pkk, ccj) is
the score obtained by matching pkk with ccj .

Cosine Similarity Calculation. The DPV for a design pattern and the IPV
representing an input problem are normalized. The cosine similarity score is
computed between the normalized DPV for each design pattern and the nor-
malized IPV. Let u = [u1 u2 . . . u30] be an IPV and v = [v1 v2 . . . v30] be the
DPV for a design pattern p. The normalized IPV and the normalized DPV for
p are u′ = [u′

1 u
′
2 u

′
3 . . . u′

30] and v′ = [v′
1 v

′
2 v

′
3 . . . v′

30], respectively, where for
each i ∈ {1, 2, . . . , 30}, u′

i = ui/(
∑30

j=1 uj) and v′
i = vi/(

∑30
j=1 vj). The cosine

similarity for the pattern p is then determined by:
∑30

i=1(u
′
i × v′

i)√∑30
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′
i)2 ×

√∑30
i=1(v

′
i)2
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Many different objects within an application may need the ability to log messages. The
logging feature may be put into a separate class. A message can be logged to different
types of destinations such as a file, console and others by using different algorithms. The
algorithm can be selected at runtime. There are two types of the messages; text messages
and encrypted messages. These log messages should be displayed on the console or written
down to a file, depending on the configuration at runtime.

Fig. 3. An example of an input problem

4 Experiments and Results

4.1 Experiment Settings and Basic Results

An experiment was conducted to evaluate the proposed approach. We collected
24 input problems, referred to as Q1–Q24, from three software design pattern
books [2,7,8]. For each i ∈ {1, 2, . . . , 24}, the pattern that should be applied
to the input problem Qi is called the actual answer to Qi. Figure 3 shows an
example of an input problem, to which the Strategy pattern should be applied.

Eight parameter settings, differing on the usage of synonyms, hypernyms, and
hyponyms, are considered. They are denoted by P(syn, hyper, hypo), where each
of syn, hyper, and hypo is either ‘0’ or ‘1’. When syn (respectively, hyper and
hypo) is ‘1’, synonyms (respectively, hypernyms and hyponyms) are used, and
they are not used otherwise. For example, synonyms, hypernyms, and hyponyms
are all used in the parameter setting P(1,1,1), while only synonyms and hyper-
nyms are used in the setting P(1,1,0). A penalty score (PS) taken from the set
{0.2, 0.4, 0.6, 0.8} is used.

Table 4. The results obtained using the parameter settings P(1,1,1) and P(1,1,0)

(a) P(1,1,1)

The percentage of correct answers

PS Top-1
rank

Top-2
ranks

Top-3
ranks

Top-4
ranks

Top-5
ranks

0.2 20.83% 37.50% 54.17% 62.50% 62.50%

0.4 25.00% 45.83% 58.33% 62.50% 62.50%

0.6 33.33% 45.83% 66.67% 66.67% 66.67%

0.8 33.33% 50.00% 66.67% 66.67% 66.67%

(b) P(1,1,0)

The percentage of correct answers

PS Top-1
rank

Top-2
ranks

Top-3
ranks

Top-4
ranks

Top-5
ranks

0.2 29.17% 37.50% 54.17% 66.67% 70.83%

0.4 25.00% 37.50% 58.33% 62.50% 70.83%

0.6 25.00% 33.33% 66.67% 66.67% 70.83%

0.8 25.00% 41.67% 66.67% 66.67% 70.83%

Compared to other parameter settings, P(1,1,1) and P(1,1,0) yield better
experimental results. Table 4 shows the results obtained from these two settings
with different penalty scores. For each integer n such that 1 ≤ n ≤ 5, the column
“Top-n Ranks” shows the percentage of problems to which the actual answers
are included by the patterns recommended in the top-n ranks. The row in which
PS = 0.6 in Table 4b, for example, shows that the actual answers to 66.67%
(16/24) of the problems are recommended within the top-three ranks, and the
actual answers to 70.83% (17/24) of them are recommended within the top-five
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ranks. The setting P(1,1,0) yields the highest accuracy for the top-five ranks.
The penalty score of 0.8 gives better overall performance compared to the other
penalty scores.

4.2 IPV Construction with Additional Knowledge Sources

Even with the best setting, i.e., P(1,1,0), the actual answers to seven prob-
lems are not recommended within the top-five ranks. To improve the results, we
extend IPV construction by incorporation of two additional sources of informa-
tion.

Additional Constraints and Concepts (ACC). Pattern usage descriptions
in the pattern usage hierarchy proposed in our previous work [12] provide an
additional knowledge source for determining constraints and concepts. A pat-
tern usage description describes an intention or a characteristic of a problem
that is solved by a design pattern. Each pattern usage description is manu-
ally and semantically mapped to the problem types in Table 1. Constraints and
concepts extracted from a pattern usage description are then associated with
its corresponding problem type. Table 5 shows the resulting mapping and the
constraints/concepts additionally associated with problem types. For example,
the pattern usage description ‘Accessing external resources (hard-disk, internet,
etc.)’ is more specific than and thus mapped to the problem type D2 (i.e., ‘Access
control’), and then the constraints/concepts ‘access resource’, ‘hard-disk’, and
‘internet’ extracted from this description are assigned to D2. Similarly, the pat-
tern usage description ‘Working with grammar and text parsing’ is mapped to
the problem type D30 (i.e., ‘Virtual machine problem’) since the meaning of this
description is related to some constraint-concept pair that characterizes D30 in
the DPIO [6], i.e., ‘interpret grammar’.

Additional Term Correspondences by Experts (ATE). From the exper-
iment with the setting P(1,1,0) and PS = 0.8 in Sect. 4.1, the actual answers
to the input problems Q6, Q7, Q13, Q16, Q17, Q18 and Q24 are not included by
the top-five recommended patterns. On closer examination, several of them con-
tain terms that technically correspond to constraints or concepts in the context
of object-oriented design, but WordNet does not include their correspondences.
For example, the term ‘instance’ refers to the concept ‘object’, but they are not
related in terms of synonyms, hypernyms, or hyponyms in WordNet. Likewise,
the term ‘method’ technically means an ‘algorithm’ provided by an object, but
this correspondence is not presented in WordNet. To improve key term matching,
we provide the additional term correspondences shown in Table 6.

Results. We referred to the original IPV construction described in Sect. 3.2 as
‘Core’, and refer to its extension with only ACC, with only ATE, and with both
ACC and ATE as ‘Core+ACC’, ‘Core+ATE’, and ‘Core+ACC+ATE’, respec-
tively. Table 7 shows the results obtained by the extensions using P(1,1,1) and
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Table 5. Mapping pattern usage descriptions in [12] with problem types

No. Pattern usage description Problem type Additional
constraints/concepts

1 Accessing external resources
(hard-disk, internet, etc.)

D2 ‘access resource’, ‘hard-disk’,
‘internet’

2 Working with grammar and text
parsing

D30 ‘parse grammar’, ‘parse text’

3 Reducing retrieval time from
external resources/Data caching

D2

D25

‘reduce time’, ‘resource’
‘cache data’

4 Changing an algorithm flow D6 ‘change algorithm’, ‘change
flow’

5 Selecting an algorithm
depending on an environment

D5

D23

‘select algorithm’
‘depend on environment’

6 Working with many alternative
algorithms

D5 ‘algorithm’

7 Choosing an appropriate
algorithm on object creation

D5 ‘choose algorithm’

8 Determining an algorithm at
runtime

D5 ‘determine algorithm’,
‘runtime’

9 Changing algorithms based on
the current computation state

D6

D23

‘change algorithm’
‘based on state’

10 Storing object data D25 ‘store data’

11 Storing an object operation D25 ‘store operation’

12 Working with an undo functions D9 ‘undo function’

13 Working with communication
among objects

D13 ‘communication’

14 Notification of information
change

D21 ‘notify information’, ‘notify
change’

15 One-to-many object
communication

D13 ‘communication’

16 Centralized object
communication

D13 ‘centralize communication’

Table 6. Additional term correspondences

Constraint/concept Key term Constraint/concept Key term

Algorithm Method Interaction Communication

Control Handle, management Method Operation

Function Method, operation Object Instance

Functionality Task Operation Method
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Table 7. The results obtained using the extensions

Parameter setting Method The percentage of correct answers

Top rank Top-2 ranks Top-3 ranks Top-4 ranks Top-5 ranks

P(1,1,1) Core 33.33% 50.00% 66.67% 66.67% 66.67%

Core+ACC 41.67% 54.17% 70.83% 75.00% 79.17%

Core+ATE 29.17% 58.33% 83.33% 83.33% 83.33%

Core+ACC+ATE 29.17% 54.17% 83.33% 87.50% 91.67%

P(1,1,0) Core 25.00% 41.67% 66.67% 66.67% 70.83%

Core+ACC 33.33% 50.00% 62.50% 70.83% 70.83%

Core+ATE 29.17% 58.33% 79.17% 83.33% 83.33%

Core+ACC+ATE 33.33% 62.50% 79.17% 87.50% 87.50%

P(1,1,0), with the penalty score of 0.8. Compared to Core, each of Core+ACC,
Core+ATE, Core+ACC+ATE improves the recommendation performance. The
extensions with the setting P(1,1,1) yield better improvement compared to those
with P(1,1,0). With P(1,1,1), the results for the top-five ranks are improved from
66.67% (16/24) to 79.17% (19/24), 83.33% (20/24), and 91.67% (22/24) using
Core+ACC, Core+ATE, and Core+ACC+ATE, respectively.

5 Conclusions

To assist a system analyst in an object-oriented software design phase, an app-
roach for recommending appropriate GoF patterns is presented. A design pat-
tern is represented as a vector indicating the problem types it addresses. Cosine
similarity is calculated between an input problem vector and each design pat-
tern vector. Design patterns are then ranked and recommended based on the
similarity scores. Experiments were conducted to evaluate the proposed frame-
work with 24 input problems taken from three design pattern books [2,7,8].
With appropriate parameter settings, 66.67% (16/24) of the actual answers to
the input problems are recommended within the top-three ranks and 70.83%
(17/24) of them are recommended within the top-five ranks. By using additional
knowledge sources to improve key term matching for input problem vector con-
struction, the percentage of recommending correct patterns within the top-three
ranks and that within the top-five ranks increase to 83.33% (20/24) and 91.67%
(22/24), respectively.
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Abstract. A query-answering problem (QA problem) is concerned with
finding all ground instances of a query atomic formula that are logical
consequences of a given logical formula describing the background knowl-
edge of the problem. Based on the equivalent transformation (ET) solu-
tion method, a general framework for solving QA problems on first-order
logic has been proposed, where a first-order formula representing back-
ground knowledge is converted by meaning-preserving Skolemization into
a set of clauses typically containing global existential quantifications of
function variables. The obtained clause set is then transformed succes-
sively using ET rules until the answer set of the original problem can be
readily derived. In this paper, we extend the space of clauses by intro-
ducing constraints and invent three ET rules for simplifying problem
descriptions by using interaction between clauses and constraints. This
extension provides a general solution for a larger class of QA problems.

Keywords: Query-answering problem · Function variable
Model-intersection problem · Constraint
Equivalent transformation rule

1 Introduction

It is well known that built-in constraint atoms play a crucial role in knowledge
representation and are essential for practical applications [5]. In this paper, we
consider first-order formulas that possibly include built-in constraint atoms. The
set of all such formulas is denoted by FOLc. A query-answering problem (QA
problem) on FOLc is a pair 〈K, a〉, where K is a formula in FOLc and a is a user-
defined query atom [2]. The answer to a QA problem 〈K, a〉 is defined as the set
of all ground instances of a that are logical consequences of K. Characteristically,
a QA problem is an “all-answers finding” problem, i.e., all ground instances of
a given query atom satisfying the requirement above are to be found.

QA problems have been researched extensively in the logic-programming
community [7,8] and in the semantic-web community [9,10]. The problem class
being addressed has been, however, rather small. For example, Prolog in logic
c© Springer International Publishing AG, part of Springer Nature 2018
N. T. Nguyen et al. (Eds.): ACIIDS 2018, LNAI 10751, pp. 36–47, 2018.
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programming deals mainly with only definite clauses, and knowledge represen-
tation in semantic web takes rather small expressive power compared with full
first-order formulas, although it can also represent some formulas corresponding
to non-definite clauses.

The lack of solution for QA problems on full FOLc in the conventional
research stems from the contradiction of the satisfiability-based approach and
the conventional Skolemization for FOLc. The conventional Skolemization does
not generally preserve the satisfiability nor the logical meanings of formulas in
FOLc, which is a fatal limitation of the conventional first-order logic and logic
programming [1,3]. To overcome the difficulty, we developed a new theoretical
framework for computational logic [1,4].

For transformation of QA problems in FOLc into equivalent clausal forms,
meaning-preserving Skolemization has been developed in [1] together with a new
extended space, called the ECLSF space, over the set of all first-order logical
formulas. This extended space includes function variables, which are variables
ranging over function constants.

When we transformed a QA problem on FOLc into a new problem on clauses,
we discovered model-intersection problems (MI problems) on ECLSF. A MI prob-
lem is a pair 〈Cs, ϕ〉, where Cs is a set of extended clauses and ϕ is a mapping,
called an extraction mapping , used for constructing the output answer from the
intersection of all models of Cs. More formally, the answer to a MI problem
〈Cs, ϕ〉 is ϕ(

⋂
Models(Cs)), where Models(Cs) is the set of all models of Cs and⋂

Models(Cs) is the intersection of all elements of Models(Cs).
The set of all MI problems on extended clauses in ECLSF constitutes a very

large class of problems and is of great importance. The class of MI problems
on ECLSF is the first one that enables structural embedding of the full class
of proof problems on FOLc and the full class of QA problems on FOLc. As
outlined by Fig. 1, all proof problems and all QA problems on FOLc can be
mapped, preserving their answers, into MI problems on ECLSF. By solving MI
problems on ECLSF, we can solve proof problems and QA problems on FOLc.

Fig. 1. MI-problem-centered view of logical problems

We have proposed a general schema for solving MI problems on ECLSF by
equivalent transformation (ET), where problems are solved by repeated problem
simplification using ET rules [4]. We take a general approach to dealing with MI
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problems, which is based on the ET solution method, i.e., a given MI problem
is transformed equivalently into simpler forms until its answer set can be read-
ily obtained. This will be illustrated by the Agatha puzzle (the “Dreadsbury
Mansion Mystery” problem) in Sect. 2 of this paper.

However, there is some MI problem that cannot be solved by equivalent trans-
formation in the space ECLSF, i.e., ET transformation sequence starting from
the MI problem reaches some terminal point in ECLSF that is not a solution,
which will also be shown by the Agatha example. This motivates an extension
of the theory by devising a new space and making ET rules in the new space.

This paper extends our theory by (i) introduction of constraints for function
variables, resulting in a new clause space, and (ii) invention of new ET rules for
dealing with func-atoms and constraints. The new clause space is called ECLSFC.
This space and the new rules make it possible to solve a larger class of MI (and
thus QA) problems, including the Agatha puzzle.

2 An Introductory Example

2.1 Dreadsbury Mansion Mystery: Formalization

Consider the “Dreadsbury Mansion Mystery” problem, which is described as
follows: Someone who lives in Dreadsbury Mansion killed Aunt Agatha. Agatha,
the butler, and Charles live in Dreadsbury Mansion, and are the only people
who live therein. A killer always hates his victim, and is never richer than his
victim. Charles hates no one that Aunt Agatha hates. Agatha hates everyone
except the butler. The butler hates everyone not richer than Aunt Agatha. The
butler hates everyone Agatha hates. No one hates everyone. The problem is to
find who is the killer.

Assume that eq and neq are predefined binary constraint predicates and
for any ground usual terms t1 and t2, (i) eq(t1, t2) is true iff t1 = t2, and (ii)
neq(t1, t2) is true iff t1 �= t2. The background knowledge of this mystery is
formalized as the conjunction of the first-order formulas in Fig. 2, where (i)
the constants A, B, C, and D denote “Agatha”, “the butler”, “Charles”, and
“Dreadsbury Mansion”, respectively, and (ii) for any terms t1 and t2, live(t1, t2),
kill(t1, t2), hate(t1, t2), and richer(t1, t2) are intended to mean “t1 lives in t2”,
“t1 killed t2”, “t1 hates t2”, “t1 is richer than t2”, respectively.

2.2 Formalization of the Puzzle

We understand the Agatha puzzle (“who killed aunt Agatha?”) as finding all
persons who killed Agatha. Formalizing this puzzle is to specify the answer (the
set of all killers) in terms of the background knowledge of the puzzle.

Let K be the conjunction of the first-order formulas in Fig. 2 and let
q = killer(x). The Agatha puzzle is formalized as a QA problem 〈K, q〉. The
answer to this QA problem, denoted by answer(K, q), is the set of all ground
instances of q that follows logically from K. K is converted into the set Cs
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∃x : (live(x,D) ∧ kill(x, A))
∀x : (live(x,D) ↔ (eq(x,A) ∨ eq(x,B) ∨ eq(x,C)))
∀x∀y : (kill(x, y) → hate(x, y))
∀x∀y : (kill(x, y) → ¬richer(x, y))
¬(∃x : (hate(C,x) ∧ hate(A,x) ∧ live(x,D)))
∀x : ((neq(x,B) ∧ live(x,D)) → hate(A,x))
∀x : ((¬richer(x,A) ∧ live(x,D)) → hate(B,x))
∀x : ((hate(A,x) ∧ live(x,D)) → hate(B,x))
¬(∃x : (live(x,D) ∧ (∀y : (live(y,D) → hate(x, y)))))
∀x : (kill(x,A) → killer(x))

Fig. 2. Background knowledge represented by first-order formulas

C1: live(x,D) ← func(f0, x)
C2: kill(x,A) ← func(f0, x)
C3: ← live(x,D), neq(x,A), neq(x,B), neq(x,C)
C4: live(A,D) ←
C5: live(B,D) ←
C6: live(C,D) ←
C7: hate(x, y) ← kill(x, y)
C8: ← kill(x, y), richer(x, y)
C9: ← hate(A,x), hate(C,x), live(x,D)
C10: hate(A,x) ← neq(x,B), live(x,D)
C11: richer(x,A), hate(B,x) ← live(x,D)
C12: hate(B,x) ← hate(A,x), live(x,D)
C13: ← hate(x, y), func(f1, x, y), live(x,D)
C14: live(y,D) ← live(x,D), func(f1, x, y)
C15: killer(x) ← kill(x, A)

Fig. 3. The initial state with extended clauses

consisting of the fifteen extended clauses C1–C15 in Fig. 3 by applying meaning-
preserving Skolemization [1]. Let Gu be the set of all ground user-defined atoms.
The QA problem 〈K, q〉 is then reformulated as a model-intersection (MI) prob-
lem 〈Cs, ϕ〉, where ϕ is a mapping from the power set of Gu to the power set
of {A,B,C}, defined by ϕ(G) = {t | killer(t) ∈ G} for any G ⊆ Gu. In other
words, we have

answer(K, q) = ϕ(
⋂

Models(Cs)).

Our plan for solving the Agatha puzzle is to simplify ϕ(
⋂
Models(Cs)) mainly

by transforming Cs preserving Models(Cs) or
⋂
Models(Cs).

2.3 Computation for Solving the Dreadsbury Mansion Mystery

In order to simplify the set of the clauses in Fig. 3, we use many ET rules, includ-
ing unfolding, definite-clause removal, and side-change transformation, given in
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f0 : {}
f1 : {}
C44: ← neq(x,B), func(f1, B, x)
C45: ← func(f1, B,A)
C46: ← func(f1, B,C)
C47: ← func(f0, C)
C48: killer(x) ← func(f0, x)
C49: ← func(f1, B, x), func(f0, x)
C50: ← func(f1, x, A), func(f0, x)
C51: ← neq(x,A), neq(x,B), neq(x,C), func(f0, x)
C52: ← neq(x,A), neq(x,B), neq(x,C), func(f1, C, x)
C53: ← func(f1, A,A)
C54: ← func(f1, A,C)
C55: ← neq(x,B), func(f1, A, x)

Fig. 4. Clauses obtained by unfolding live-atoms after specAtom

f0 : [ ], {A,B,C
f1 : [B], {B , [C], {A,B,C , [A], {B
C56: ← func(f1, B,A)
C57: ← func(f1, B,C)
C58: ← func(f0, C)
C59: killer(x) ← func(f0, x)
C60: ← func(f1, B, x), func(f0, x)
C61: ← func(f1, x, A), func(f0, x)
C62: ← func(f1, A,A)
C63: ← func(f1, A,C)

Fig. 5. Clauses obtained by positive-function-variable restriction

our previous papers [2,4–6]. The transformation process is shown below together
with important final steps in Sect. 2.5.

1. By unfolding using the definition of kill (C2), all body atoms with the pred-
icate kill are removed. By definite-clause removal, the definition of kill (C2)
is removed. By unfolding, three body atoms with patterns hate(A, x) or
hate(C, x) are removed.

2. By side-change transformation for richer, the richer-atoms in some clauses
are removed and not richer-atoms are obtained in the other side of these
clauses.

3. By unfolding, not richer-atoms and hate-atoms in clause bodies are removed.
The definitions of not richer and hate are removed.

4. Unfolding with respect to live-atoms has been suspended since one of the
definite clauses defining live introduces a new live-atom with a pure variable
as its first argument. To remedy the situation, the atom live(x,D) in the body
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of a clause is specialized into three clauses, which enable further application
of unfolding.

5. By unfolding live-atoms and definite-clause removal, all live-atoms are
removed and the clauses in Fig. 4 are obtained.

At this stage, unfolding and definite-clause removal were applied 19 times.
Other rules that were also applied and their application counts are as follows:
elimination of subsumed clauses 22 times, elimination of true body atoms 10
times, elimination of duplicate atoms 5 times, constraint solving for neq 4
times, side-change transformation 1 time, and atom specialization 1 time. Fifteen
clauses consisting of 35 atoms are reduced to twelve clauses with 23 atoms.

2.4 The Main Objective of the Paper

Except for the killer-atom in C48, the clauses in Fig. 4 contain only two kind of
atoms, i.e., neq-atoms and func-atoms. We cannot apply unfolding to the clauses
in Fig. 4 since there is no killer-atom in the body of these clauses. We cannot
apply the definite-clause-elimination rule to remove the definition of killer (C48)
since the answer to this QA problem is concerned with killer-atoms. We cannot
transform these clauses further by the ET rules that have been developed so far.

The main objective of this paper is to extend the theory by

1. introduction of constraints for function variables, and
2. invention of new ET rules for dealing with func-atoms and constraints.

This extension makes it possible to solve a larger class of QA problems, including
the Agatha puzzle.

2.5 Transformation with Function Variables and Constraints

We will introduce constraints for function variables in Sect. 3 and invent three
ET rules, i.e., (i) positive function-variable restriction, (ii) negative function-
variable restriction, and (iii) func-atom evaluation. After the completion of this
theory extension, we can have a complete solution to the Agatha puzzle.

The function variables in Fig. 4 can be freely instantiated without any con-
straint, which is represented explicitly in the first two lines of the figure. Further
transformation is done with the interaction between clauses and constraints as
follows:

1. Refer to Fig. 4. By positive function-variable restriction, C51 changes f0 to
f0 : {〈[ ], {A,B,C}〉}, which means f0 ∈ {A,B,C}. By positive function-
variable restriction, f1 is changed sequentially to

– f1 : {〈[A], {B}〉} by C55,
– f1 : {〈[A], {B}〉, 〈[B], {B}〉} by C44, and
– f1 : {〈[A], {B}〉, 〈[B], {B}〉, 〈[C], {A,B,C}〉} by C52.

The constraint on f1 in the last line above means f1(A) ∈ {B} and f1(B) ∈
{B} and f1(C) ∈ {A,B,C}. The clauses C44, C51, C52, and C55 are then
removed. The clauses in Fig. 5 are obtained.
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2. C56, C57, C62, and C63 are removed by func-atom evaluation.
3. The clause C58 changes f0 into f0 : {〈[ ], {A,B}〉} by negative function-

variable restriction, and it is removed. At this stage the remaining clauses
are C59, C60, and C61.

4. Since func(f1, B,B) is true, the clause C60 is transformed into:

C64 : ← func(f0, B)

5. The clause C64 changes f0 further into f0 : {〈[ ], {A}〉} by negative function-
variable restriction, and the clause is removed.

6. Since func(f0, A) is true and func(f1, A,A) is false, C61 is removed by func-
atom evaluation.

7. Since func(f0, A) is true, C59 is transformed into:

C65 : killer(A) ←

The only remaining clause is C65, from which the answer can be readily
obtained, i.e., Agatha is the killer.

3 An Extended Space with Constraints for Function
Variables

3.1 User-Defined Atoms, Constraint Atoms, and func-Atoms

We consider an extended formula space that contains three kinds of atoms, i.e.,
user-defined atoms, built-in constraint atoms, and func-atoms. A user-defined
atom takes the form p(t1, . . . , tn), where p is a user-defined predicate and the ti
are usual terms. A built-in constraint atom, also simply called a constraint atom
or a built-in atom, takes the form c(t1, . . . , tn), where c is a predefined constraint
predicate and the ti are usual terms. Let Au be the set of all user-defined atoms
and Ac the set of all constraint atoms.

A func-atom [1] is an expression of the form func(f, t1, . . . , tn, tn+1), where
f is either an n-ary function constant or an n-ary function variable, and the ti
are usual terms. It is a ground func-atom if f is a function constant and the ti
are ground usual terms.

3.2 Constraints for Function Variables

To enrich the expressive power of clauses and obtain more flexible transforma-
tion, we introduce constraints for function variables.

Let FVar be the set of all function variables and FCon the set of all function
constants. Let Gt denote the set of all ground usual terms. Each n-ary function
constant is associated with a mapping from Gn

t to Gt. There are two types of
variables: usual variables and function variables. A function variable can be
instantiated into any function constant, but not into a usual term.
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A constraint set is a set of pairs each of which takes the form 〈seq, G〉, where
seq is a sequence in seq(Gt) and G is a set of terms in Gt. A constraint set S
is attached to each occurrence of a function variable f ∈ FVar and such an
occurrence is denoted by the pair 〈f, S〉. When the attached constraint set S is
empty, f is called a pure function variable and is often denoted simply by f itself.
The set S in 〈f, S〉 specifies constraints for instantiation that should be satisfied
by any substitution σ for function variables that is applied to f , i.e., if fσ is a
function constant, say fc, and 〈[t1, . . . , tn], G〉 ∈ S, then fc(t1, . . . , tn) ∈ G.

3.3 Extended Clauses

An extended clause C on Au ∪ Ac is a formula of the form

a1, . . . , am ← b1, . . . , bn, f1, . . . , fp,

where each of a1, . . . , am, b1, . . . , bn is a user-defined atom in Au or a constraint
atom in Ac, and f1, . . . , fp are func-atoms. All usual variables occurring in C
are implicitly universally quantified and their scope is restricted to the extended
clause C itself. The sets {a1, . . . , am} and {b1, . . . , bn, f1, . . . , fp} are called the
left-hand side and the right-hand side, respectively, of the extended clause C,
and are denoted by lhs(C) and rhs(C), respectively. C is said to be pure iff each
function variable occurring in C is pure.

Let ECLSFC be the set of all extended clauses, possibly containing function
variables with constraints. ECLSFC is an extension of ECLSF, which is the space
of extended clauses with only pure function variables. Let Cs ⊆ ECLSFC. Cs is
said to be pure iff all clauses in Cs are pure. Cs is said to be normal iff for any
function variable f ∈ Fvar, if 〈f, S1〉 and 〈f, S2〉 are occurrences of f in Cs, then
S1 = S2.

4 ET Rules for Processing Function Variables

4.1 Positive Function-Variable Restriction

Let 〈Cs, ϕ〉 be a MI problem on ECLSFC. Assume that Cs is normal and contains
an extended clause C such that

C = (eq(x, t1), . . . , eq(x, tn) ← func(f, s1, . . . , sm, x)),

where x is a usual variable, t1, . . . , tn, s1, . . . , sm are ground terms, and f is a
function variable. C gives a positive restriction for f . More precisely, 〈Cs, ϕ〉
can be equivalently transformed into 〈Cs′, ϕ〉, where Cs′ is obtained from Cs as
follows:

1. Cs′ = Cs − {C}.
2. For each attached constraint set S of f in Cs′, change S as follows:

(a) If 〈[s1, . . . , sm], G〉 ∈ S, then change S into

(S − {〈[s1, . . . , sm], G〉}) ∪ {〈[s1, . . . , sm], G ∩ {t1, . . . , tn}〉}.
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(b) If there is no pair of the form 〈[s1, . . . , sm], G〉 in S, then change S into

S ∪ {〈[s1, . . . , sm], {t1, . . . , tn}〉}.
The correctness of this transformation is shown as follows: The constraint

imposed by the clause C means that f(s1, . . . , sm) ∈ {t1, . . . , tn}. Hence,
in Step 2a, elements outside {t1, . . . , tn} are removed from G. In Step 2b,
nonexistence of 〈[s1, . . . , sm], G〉 means that f(s1, . . . , sm) is arbitrary. So
〈[s1, . . . , sm], {t1, . . . , tn}〉 should be added to S.

4.2 Negative Function-Variable Restriction

Let 〈Cs, ϕ〉 be a MI problem on ECLSFC. Assume that Cs is normal and contains
an extended clause C such that

C = (← func(f, s1, . . . , sm, s)),

where s1, . . . , sm and s are ground terms and f is a function variable whose
attached constraint set contains 〈[s1, . . . , sm], G〉 for some G ⊆ Gt. C gives a
negative restriction for f . More precisely, 〈Cs, ϕ〉 can be equivalently transformed
into 〈Cs′, ϕ〉, where Cs′ is obtained from Cs as follows:

1. Cs′ = Cs − {C}.
2. For each attached constraint set S of f in Cs′, if 〈[s1, . . . , sm], G〉 ∈ S, then:

(a) If G = {s}, then add the empty clause (←) to Cs′.
(b) If G �= {s}, then change S into

(S − {〈[s1, . . . , sm], G〉}) ∪ {〈[s1, . . . , sm], G − {s}〉}.
The correctness of this transformation is shown as follows: Assume that

〈[s1, . . . , sm], G〉 ∈ S. Since the negative clause C imposes a constraint
fσ(s1, . . . , sm) �= s for any substitution σ for function variables such that fσ is
a function constant, basically G becomes G − {s}. Since G cannot be the empty
set, we have a contradiction when G = {s}, which is represented by the empty
clause (←).

4.3 func-Atom Evaluation

Assume that f is a function variable and s1, . . . , sm are ground terms in Gt.
Suppose that there is a func-atom func(f, s1, . . . , sm, t) in the right-hand side
of a clause C in a clause set Cs, and that the constraint set S attached to f
contains 〈[s1, . . . , sm], G〉. The set G imposes a constraint on possible values of
fσ(s1, . . . , sm) for any substitution σ for function variables, i.e., fσ(s1, . . . , sm)
must belong to G. Since the function variable f is existentially quantified, the
condition G = ∅ means the nonexistence of fσ, from which we can immediately
know the answer to an MI problem concerning Cs, i.e., ϕ(

⋂
Models(Cs)) = ϕ(∅).

When G is not empty, we have func-atom evaluation rules, which produce the
following equivalent transformation:
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C1: live(f0, D) ← C13: ← hate(x, f1(x)), live(x,D)
C2: kill(f0, A) ← C14: live(f1(x), D) ← live(x,D)

Fig. 6. Clauses obtained by the conventional Skolemization

1. If there is a ground func-atom func(f, s1, . . . , sm, s) in the right-hand side of a
clause C in Cs and the constraint set attached to f contains 〈[s1, . . . , sm], {s}〉,
then func(f, s1, . . . , sm, s) can be removed from C.

2. If there is a func-atom func(f, s1, . . . , sm, v) in the right-hand side of a clause
C in Cs and the constraint set attached to f contains 〈[s1, . . . , sm], {s}〉,
then C can be specialized by instantiating v into s and the true func-atom
func(f, s1, . . . , sm, s) in the resulting clause can be removed.

3. If there is a ground func-atom func(f, s1, . . . , sm, s) in the right-hand side of a
clause C in Cs and the constraint set attached to f contains 〈[s1, . . . , sm], G〉
such that s /∈ G, then C can be removed from Cs.

The correctness of this transformation is shown as follows: Assume that the
constraint set attached to f contains 〈[s1, . . . , sm], G〉. The above transformation
is correct since func(f, s1, . . . , sm, s) is true if G is a singleton set {s} and it is
false if s /∈ G.

5 Experiments

We have constructed an experimental MI-problem solver by directly implement-
ing the theory, and have tried to apply it to solve many QA and proof problems,
many of which are not large but impossible to solve with theories and techniques
developed in the logic programming and semantic web communities.

The Agatha puzzle, which is formalized as a QA problem (cf. Sect. 2.2), was
solved by 102 applications of ET rules, consisting of unfolding and definite-clause
removal, constraint solving for neq, elimination of subsumed clauses, elimination
of duplicate atoms, side-change transformation, elimination of independent satis-
fiable atoms, finite specialization of atoms, positive function-variable restriction,
negative function-variable restriction, and func-atom evaluation [2,4–6].

The following three Agatha proof problems were also successfully solved by
our MI-solver: (i) “did Agatha kill herself?”, (ii) “didn’t the butler kill Agatha?”,
and (iii) “didn’t Charles kill Agatha?” These three proof problems are repre-
sented as the conjunctions of the first-order formulas in Fig. 2 and ¬killer(A),
killer(B), and killer(C), respectively. The empty clause (←) was produced from
each of them, thereby proving that Agatha is the killer, not the other ones.

The Agatha puzzle cannot be truly solved by the conventional methods.
When we transform the conjunction of the first-order formulas in Fig. 2 by using
the conventional Skolemization, we obtain the clause set consisting of C3–C12

and C15 in Fig. 3 and C ′
1, C ′

2, C ′
13, and C ′

14 in Fig. 6. Our MI-solver transforms
this clause set into the singleton set of the empty clause (←), which shows
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that the clause set has a contradiction. This contradiction is due to incorrect
transformation by the conventional Skolemization. Moreover, none of the three
Agatha proof problems listed above can be solved by the conventional methods.

6 Conclusions

The ET solution method provides a basis for solving a very large class of QA
problems on FOLc. The first step of the solution is to transform QA problems on
FOLc into a set of extended clauses on ECLSF by meaning-preserving Skolem-
ization preserving the logical meanings of formulas. This has led to discovery of
a class of MI problems. Each QA problem is transformed into an equivalent MI
problem. The conventional Skolemization is a major hindrance to development
of a general solution for QA problems on ECLSF since it does not generally pre-
serve satisfiability nor logical meanings, and thus does not preserve the answers
to QA problems. We can improve solutions for a very large class of QA problems
by investigating general solutions for MI problems. Many equivalent transfor-
mation rules working on the ECLSF space have been invented [2,4–6], such as
unfolding, definite-clause removal, resolution, factoring, side-change, elimination
by subsumption, which have increased the power of solving a large class of MI
(and QA) problems. This paper made clear similar creation steps again, i.e.,
(i) the space extension from ECLSF to ECLSFC by addition of constraints on
function variables, and (ii) rule introduction relating to function variables and
constraints. This extension has strengthened the power of solving a large class
of MI (and thus QA) problems.
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Abstract. The data stored in many distributed sources is often used in
decision making processes. However, the determination of a one, consis-
tent version of its elements (called in this paper as a consensus) could be
a very time- and cost-consuming. Therefore, the balance between these
factors and the quality the results is needed. This paper is devoted to
designing and analysing some methods of the consensus determination.
The main aim of conducted experiments is to find the most efficient
algorithm which achieves the best quality of the results in the shortest
possible time.
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1 Introduction

Nowadays, an importance of the information is very fundamental. Unless the
most essential, information is one of the most valuable resources in the World.
Information increase speed is enormous high, however the evolution of the tech-
nology allows to collect it. The task of processing a large set of data is still a
big problem. Information becomes from distributed, inconsistent resources and
the form of storage it can be completely different. The determination of a one,
consistent and reliable version seems to be an essential problem. It can be solved
by using Consensus Theory [17], thus, a result of the aforementioned integration
can be called a consensus.

Solving such problem, at first requires establishing a structure which is used
to store data. Complex structures allow to reflect the elements and relationships
of real world better, however they can also complicate their processing. In this
paper, we have assumed that data is represented by binary vectors. Although
such structure is quite simple, many processes, that take place in the real world,
can be easily and conveniently modelled using them.

The final consensus should represent all of the input data in the best way.
In this paper, we would like to obtain the most “fair” consensus. Such result is
only possible to obtain if the sum of squared distances between the designated
c© Springer International Publishing AG, part of Springer Nature 2018
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consensus and input data is the smallest. Thus, the mentioned distance is the
most uniform. In the literature [18], a consensus which fulfils this condition is
called the 2-optimality consensus. Unfortunately, it is the NP-complete problem
and only a brute-force method allows to find the optimal solution, which entails
that for the large set of input data, the time of execution of such algorithm
is not acceptable. Therefore, heuristic algorithms for the determination of the
2-optimality consensus are desirable.

The main aim of this paper is finding the effective heuristic method which
allows maintain the balance between the time of performance and the quality of
the final consensus. In this work, some algorithms are proposed. The developed
methods are compared with heuristics known from the literature [17,18]. All of
the obtained results are statistically analysed and general conclusions are drawn.

The article is structured as follows. In the next Section, the short overview
about similar researches is described. In Sect. 3 authors present the basic notions
of the Consensus Theory. Section 4 contains the description of the proposed
heuristics. In Sect. 5 the results of the experimental verification with the statis-
tical analysis are presented. Section 5 concludes the paper.

2 Related Works

The data integration problem is very common and known in the literature for
a long time. The main problem of choosing a proper theory can be formulated:
for a given set X being a subset of a universe U the consensus choice concerns
on a selection of a subset of X. The choosing of the subset of X is not random
because some criteria must be satisfied.

There are many approaches to data integration. One of them is a widely
known the Consensus Theory. Barthelemy and Monjardet [5] proposed two
classes of problems connected with this theory:

– problems, in which a certain and a hidden structure is searched
– problems, in which inconsistent data related to the same subject is unified.

In this paper, we focus on problems described in the second class. Considering
solving the consensus problem we can follow one of four known approaches:
axiomatic, constructive, optimisation and boolean reasoning.

In the axiomatic approach, the set of axioms is given and it specifies all
conditions, which must be fulfilled by a consensus choice function. Form and
structure of the axioms are related with a problem being solved. In [16,18] 10
postulates for the consensus choice function were proposed: reliability, unanim-
ity, simplification, quasi-unanimity, consistency, Condorcet consistency, general
consistency, proportion, 1-optimality, 2-optimality.

In the constructive approach, a consensus determination problem is solved
by considering a microstructure and a macrostructure of the universe U . A
microstructure of U is defined as a structure of its elements and a macrostruc-
ture as a relation between elements of U . Many different microstructures have
been investigated yet: linear orders [1,15]; semi-lattices [3]; n-tree [2,8]; ordered
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partitions and coverings [7,18]; non-ordered partitions [4]; weak hierarchies [14],
ontologies [10,11] and binary vectors [9,12,13].

The optimisation approach is based on some optimality rules. They are clas-
sified into one of the following groups: global optimality rules, Condorcet’s opti-
mality rules and maximal similarity rules.

The last approach, the boolean reasoning, look upon the consensus problem
as an optimisation problem, which is coded as Boolean formulas. The first part
of those determines a solution of the problem [6,19].

Analysis of the 2-optimality consensus determination problem has been con-
ducted in some articles yet. Due to the fact that determination of the 2-optimality
consensus is NP-complete problem authors proposed heuristic algorithms solving
this task [17].

In our previous works [9,12,13], for the assumed micro- and macrostructure,
investigations of the mean error for a different number of vectors in the pro-
file and vectors’ length was conducted. Researches showed, that the difference
between optimal result achieved using the brute-force method and the consensus
determined using methods mentioned in [17] is less than 5%. So far, no other
methods solving the 2-optimality consensus problems have not been investigated
in details. Therefore, this paper is the extension of the previous works.

3 Basic Notions

The Consensus Theory is widely used in many problems like data and knowledge
integration, the determination of a consistent decision based on experts’ opinions,
the determination the empty value of attributes in databases and many others.
Below, some basic definitions which are used in this paper are presented.

By U we denote a finite, nonempty set of a universe of objects. Each object
can reflect the potential elements of a knowledge referring to a certain world.
The set of all subsets with repetitions of U can be marked as 2U . Let Πb(U) be
the set of all b-element subset (with repetitions) of the set U for b ∈ N . Thus
Π(U) =

⋃

b∈N

Πb(U) is the set of all nonempty subsets with repetitions of the

universe U . By a knowledge profile (or shortly, a profile) we call each X which
belongs to Π(U).

The consensus determination problem requires finding x from the universe
of objects U which can be treated as the best representation of a profile X. It
can be found only if the micro- and macrostructure of the universe are known.

Definition 1. The macrostructure of the set U is a distance function δ : U ×
U → [0, 1] which satisfies the following conditions [17]:

1. ∀v,u∈U , δ(v, u) = 0 ⇔ v = u
2. ∀v,u∈U , δ(v, u) = δ(u, v)

Definition 1 lacks a transitive condition because it is too strong for many
practical situations. Therefore, a space (U, d), defined as above, does not need
to be a metric space. We call it a distance space.
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Definition 2. For the assumed distance space (U, δ), the consensus choice prob-
lem requires establishing the consensus choice function. A consensus choice func-
tion in space (U, δ) is defined in the following way:

C : Π(U) → 2U (1)

By C(X) we denote the representation of X ∈ Π(U). By c ∈ C(X) we call a
consensus of a profile X.

In [17,18] authors presented some postulates for a consensus choice functions.
In this paper, we have only focus on 2-optimality. The 2-optimality criterion can
be referred as the most ’fair’ consensus. Formally, this postulate is defined in the
following way:

Definition 3. For a profile X ∈ Π(U) a consensus choice function C satisfies
the postulate of 2-optimality iff (x ∈ C(X) ⇒ (δ2(x,X) = min

y∈U
δ2(y,X)), where

δ2(x,X) =
∑

y∈X(δ(x, y))2.

4 Heuristics for the 2-Optimality Consensus
Determination

Considering the consensus problem we have to establish a micro- and a
macrostructure of universe U . In this paper, we assume that the profile X,
belonging to this universe, consists of n binary vectors, which length is equal
to N . Formal definition is as follows: universe U = {u1, u2, . . . }, where each
element is a binary vector, the profile X = {a1, a2, ..., an} ∈ Π(U), where:
ai = (a1

i , a
2
i , ..., a

N
i ), i ∈ {1, ..., n}, aj

i ∈ {0, 1}, j ∈ {1, ..., N}. The distance

function is defined as: δ(w, v) =
N∑

j=1

|wj − vj | for such w, v ∈ U that w =

(w1, w2, ..., wN ), v = (v1, v2, ..., vN ), vq, wq ∈ {0, 1}, q ∈ {1, ..., N}.
For the assumed distance space (U, δ) we use four different algorithms deter-

mining the 2-optimality consensus. The first algorithm [17], denoted in the future
as h1, is presented as Algorithm 1.

The second heuristic algorithm (denoted as h2) considered in this paper,
is a modification of the first one. Instead of choosing x in a random way, it
computes as the 1 − optimality consensus [17]. Steps of the method are shown
as Algorithm 2.

Another method applied to determine the 2-optimality consensus is a genetic
algorithm. The basic idea is presented in Algorithm 3. In this paper we use
two different selection methods. In the first example, denoted as gen1, we use
a roulette-wheel selection and f(x) = 1

δ(x,X)+1 as the fitness function. In the
second one, denoted as gen2, we use a tournament selection with the size of
tournament equal to 3 and the fitness function defined as: f(x) = δ(x,X).

We propose our own heuristic algorithm (h3) of determining the 2-optimality
consensus, which is based on the method h1. Results are computed using Algo-
rithm4.
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Algorithm 1. Basic heuristic algorithm h1
Require: X = {a1, a2, ..., an}
1: Random x
2: md = δ2(x, X)
3: for i = 1 to N do
4: x[i] = x[i] ⊕ 1
5: if δ2(x, X) < md then
6: md = δ2(x, X)
7: else
8: x[i] = x[i] ⊕ 1
9: end if

10: end for

Algorithm 2. Heuristic algorithm h2
Require: X = {a1, a2, ..., an}
1: Compute x using 1-optimality algorithm
2: md = δ2(x, X)
3: for i = 1 to N do
4: x[i] = x[i] ⊕ 1
5: if δ2(x, X) < md then
6: md = δ2(x, X)
7: else
8: x[i] = x[i] ⊕ 1
9: end if

10: end for

Algorithm 3. Genetic algorithm determining 2-optimality consensus gen

Require: X = {a1, a2, ..., an}, pop size, iterations, p cross, p mut
1: Fill an initial population P with pop size random binary vectors
2: Compute a fitness function for each individuals of population P
3: for i = 1 to iter num do
4: newP = select individuals from P with the best value of fitness function
5: Crossover individuals from new population newP in pairs with probability equal

to p cross
6: Mutate individuals from new population newP on one position with probability

p mut
7: P = newP
8: Compute a fitness function for each individuals of population P
9: end for

10: x = best individual from population P
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Algorithm 4. Proposed heuristic h3
Require: X = {a1, a2, ..., an}
1: sum = 0
2: for i = 1 to N do
3: f [i] = 0
4: x[i] = 0
5: for all a in X do
6: if a[i] = 1 then
7: f [i] = f [i] + 1
8: sum = sum + 1
9: end if

10: end for
11: end for
12: to change = round(sum/n)
13: positions = choose to change positions from f with the highest value
14: for all position in positions do
15: x[position] = 1
16: end for
17: md = δ2(x, X)
18: for i = 1 to N do
19: x[i] = x[i] ⊕ 1
20: if δ2(x, X) < md then
21: md = δ2(x, X)
22: else
23: x[i] = x[i] ⊕ 1
24: end if
25: end for

5 Experimental Evaluation of Heuristic Algorithms
for 2-Optimality Consensus Determination

The experiment was conducted using a special dedicated environment. We per-
formed two experiments: in the first one, we compared genetics algorithms gen1
and gen2 with the heuristic h1 and the brute-force method (bf), which is the
only optimal algorithm. In the second, we investigated the performance of meth-
ods h1, h2 and h3 in comparison to the brute-force approach. As in the previous
works [9,12], we used the length of vectors equal to N = 12 and N = 15 for
the first evaluation. For the second, the parameters where equal to N = 10 and
N = 15. The number of vectors is equal to n = 3000 for the first experiment
and respectively n = 15015, n = 14175 for second. The datasets consisted of
randomly generated vectors from a uniform distribution. All statistical analysis
were made using a significance level α = 0.01.
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5.1 Statistical Analysis Genetic Algorithms in Comparison to h1
and Brute-Force Method

The consideration of the first experiments’ results for shorter vectors we start
with an analysis of normalised consensus distance from profile, received from

algorithms and defined as:
∑

y∈X δ2(x,y)

n . Before selecting a proper test we anal-
ysed the distribution of the obtained data by using the Shapiro-Wilk test. The
received p−value greater than α suggests, that we cannot reject the null hypoth-
esis and claim that the data comes from a normal distribution. Equality of the
variance for each sample allows us to use the one-way ANOVA test for inde-
pendent samples. The statistic test value F = 21.557 and p − value < 0.000001
less than α suggests that we should reject the null hypothesis that samples are
from the same distribution. In the next step, we analyse the difference between
samples’ average distance in pairs by using the Tamhane’s T2 post-hoc test. As
the result, we get that the genetic algorithm gen1 is worse than the genetic algo-
rithm gen2 by 1.43%, worse then the heuristic h1 by 1.34% and 1.43% then the
optimal solution. The genetic algorithm gen2 returns result equal to brute-force
and better than the heuristic h1 by 0.1%. The algorithm h1 is worse than the
brute-force by 0.1%.

Next, we analyse the performance time of this algorithms. The Shapiro-Wilk
test for all samples points out that samples do not come from a normal dis-
tribution. The statistical value H = 72.984 for the Kruskal-Wallis test and
p − value < 0.000001 suggests, that at least one sample is different. We com-
pare then medians for samples in pairs. Conducted computations show, that the
genetic algorithm gen1 is faster by 16.98% than the genetic algorithm gen2 and
by 40.23% than the brute-force, however by 99.47% slower then the heuristic
h1. The algorithm gen2 is slower by 99.56% than the heuristic h1 and faster
than the brute-force by 28.01%. The heuristic h1 is faster by 99.68% than the
brute-force.

In a similar way, we conduct tests for longer vectors. We start with an analysis
of distributions of samples’ distance by using the Shapiro-Wilk test. Results
show, that samples come from the normal distribution (p−value > α). The one-
way ANOVA test for independent samples points out, that samples do not come
from the same distribution because F = 37.457 and p − value < 0.000001. The
comparison of averages distance achieved using the Tamhane’s T2 post-hoc test
shows, that the genetic algorithm gen1 is worse than the genetic algorithm gen2
by 1.79%, by 1.73% than the heuristic h1 and by 1.8% then the optimal result.
The genetic algorithm gen2 returns result better by 0.07% then the heuristic h1
and worse by 0.01% then the brute-force. The algorithm h1 is worse than the
brute-force by 0.08%.

In the last step of this experiment, we investigate the performance time for
algorithms. P − value > α = 0.01 achieved for each sample using the Shapiro-
Wilk test suggests that samples come from a normal distribution. Results of the
multiple-sample test suggest that samples have different variances, therefore for
the further analysis we use the Welch and Brown-Forsythe one-way ANOVA test
for independent samples. F = 6523.529 and p − value < 0.000001 allow us to
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reject the null hypothesis, that all samples come from the same distribution. At
the end, we compare samples’ average distance in pairs by using the Tamhane’s
T2 post-hoc test. Results show, that the genetic algorithm gen1 is faster than the
algorithm gen2 by 36.27% and by 90.48% then the brute-force, however slower
than the heuristic h1 by 99.5%. The genetic algorithm gen2 is slower than the
heuristic h1 by 99.68% and faster then the optimal algorithm by 85.07%. The
heuristic h1 is faster than the brute-force by 99.95%. Results of the average
distance for samples and the average performance time for both vector’s length
are presented in the Fig. 1.

Fig. 1. Average distance between consensus and elements of profile and algorithms
performance time for genetic algorithm comparison

5.2 Statistical Analysis the Proposed Heuritic Algorithms

In the second stage of our research, we analyse the distance between consensus
and profile’s elements achieved using methods h1, h2, h3 and the brute-force, as
well as the performance time for these algorithms. We start with a study of the
distance for short vectors. The p−value of the Shapiro-Wilk test for all samples is
greater than α, therefore we claim that samples come from a normal distribution.
The equality of samples’ variances allows to use the one-way ANOVA test for
independent samples. The statistical value F = 0.130954 and p − value = 0.941
suggest, that there is no reason to reject the null hypothesis, and we claims,
that all samples come from the same distribution. Therefore all methods return
results with the similar quality.

Next, we analyse the performance time for all methods. For one sample the
Shapiro-Wilk test returns p − value < α. This sample does not come from the
normal distribution. We use the Kruskal-Wallis test to investigate equality of
distributions. H = 53.037 and p − value < 0.000001 show that samples are
different. Then, we compare medians of samples in pairs. Results show, that the
heuristic h1 is faster by 4.19% then the heuristic h2, by 5.92% by the heuristic h3
and by 98.92% in comparison to the brute force. The heuristic h2 is faster than
the heuristic h3 by 1.81% and by 98.87% then the brute-force. The heuristic h3
is faster than the optimal algorithm by 98.85%.

In the second stage of this experiment, we analyse longer vectors. p − value
for each distance sample is greater than α, therefore we claim, that samples



56 A. Kozierkiewicz and M. Sitarczyk

come from a normal distribution. All conditions are satisfied to use the one-
way ANOVA test for independent samples for further analysis. F = 0.410 and
p − value = 0.746 allow us to claim, that all samples come from the same
distribution. There is no significant difference between distances for all methods.

The last investigation concentrates on the performance time. As previous, we
start with analysis if samples come from the normal distribution by using the
Shapiro-Wilk test. For each method p−value is less than α, therefore we reject a
null hypothesis. The Kruskal-Wallis statistical value H = 57.244 and p−value <
0.000001 suggests, that samples do not come from the same distribution. The
comparison of medians in pairs points out, that the heuristic h1 is faster then
the heuristic h2 by 3.8%, than the heuristic h3 by 3.71% and by 99.95% than the
brute-force. The heuristic h2 is slower than the heuristic h3 by at least 0.09%
and faster then the optimal-algorithm by 99.95%. The heuristic h3 returns result
faster by 99.95% then the brute-force. Achieved results are visually presented in
the Fig. 2 for both lengths of vectors.

Fig. 2. Average distance between consensus and elements of profile and algorithms
performance time for new algorithm comparison

6 Future Works and Summary

In this paper, the comparison of different methods of determining the 2-
optimality consensus has been presented. The analysis has been focused on the
distance between the determined consensus and the profile’s elements and on
the performance time of algorithms.

Our research has shown, that all of the presented heuristics return results
with almost the same quality. There are no significant differences between the
optimal solution and results of those algorithms. Therefore, a new method, pro-
posed in this paper as Algorithm 4, could be a good alternative. What is more,
the genetic algorithms could be successfully used in determining the 2-optimality
consensus, because they are able to give optimal results. However, the time of
performance is much higher in comparison to other heuristic methods and select-
ing good parameters is not a simple problem.
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In the future, more research concentrating on the consensus determination
is planned. We intend to investigate the influence of a profile modification on
the quality of the consensus and propose the best algorithm keeping in balance
the time of a performance and the quality of the result. Additionally, the anal-
ysis of differences between a one- and a multi-level approach to the consensus
determination for different data structures is planned.
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Abstract. A forward reasoning engine is an indispensable component in
many advanced knowledge-based systems with purposes of creation, dis-
covery, or prediction. Time-efficiency and memory-efficiency are crucial
issues for any forward reasoning engine. FreeEnCal is a forward reasoning
engine for general-purpose, and has been used for several applications,
e.g., automated theorem finding. To improve time-efficiency, current
implementation of FreeEnCal uses “trie”, which is a kind of tree struc-
ture, to store all logical formulas that are given or deduced in FreeEnCal.
However, the implementation is not so memory-efficient from view point
of applications of FreeEnCal. The paper presents a memory-efficient algo-
rithm of FreeEnCal, and shows theoretical evaluation of the algorithm.
The algorithm uses level-order unary degree sequence (LOUDS) that is
a kind of succinct data structures and is used to represent tree struc-
tures concisely. By using LOUDS to construct trie in FreeEnCal, we can
improve memory-efficiency of FreeEnCal.

Keywords: Forward reasoning engine · Succinct data structures
Level-order unary degree sequence · Memory efficiency

1 Introduction

A forward reasoning engine is a computer program to automatically draw new
conclusions by repeatedly applying inference rules, which are programmed in
the reasoning engine or given by users to the reasoning engine as input, to given
premises and obtained conclusions until some previously specified conditions are
satisfied. It is an indispensable component in many advanced knowledge-based
systems with purposes of creation, discovery, or prediction [3]. In any application,
the most demanded functionality of a forward reasoning engine is to deduce
enough number of conclusions in acceptable time. Therefore, time-efficiency and
memory-efficiency are crucial issues for forward reasoning engines.

FreeEnCal [3] is a forward reasoning engine for general-purpose, that pro-
vides an easy way to customize reasoning task by providing different axioms,
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inference rules, and facts and hypotheses as input data of FreeEnCal. FreeEnCal
has been used for several applications, e.g., automated theorem finding [1,5],
formal analysis with reasoning for cryptographic protocols [11,12], and so on.
To improve time-efficiency of FreeEnCal, an algorithm of FreeEnCal with a data
structure “trie” that is a kind of tree structures [4] was proposed and its imple-
mentation was developed [8,9]. Trie is used to store a set of all logical formulas
that are given or deduced in FreeEnCal. However, the implementation is not so
memory-efficient from view point of applications of FreeEnCal.

On the other hand, Jacobson proposed succinct data structure that enables to
compress data size nearly information-theoretically and support operations with-
out lowering access rate in 1989 [6]. Level-order unary degree sequence (LOUDS)
[6] that is a kind of succinct data structure to represent tree structures. There-
fore, we can construct a memory-efficient trie by using LOUDS.

This paper presents a memory-efficient algorithm with LOUDS for FreeEn-
Cal. The paper also shows theoretical evaluation of the proposed algorithm. The
proposed algorithm is effective not only for FreeEnCal, but also for other forward
reasoning engines, because FreeEnCal is a typical forward reasoning engine.

The rest of the paper is organized as follows: Sect. 2 gives brief explana-
tion of LOUDS. Section 3 explains overview of FreeEnCal. Section 4 presents
a memory-efficient algorithm with LOUDS. Theoretical evaluation of the algo-
rithm is shown at Sect. 5. Section 6 gives conclusion and future works.

2 LOUDS: Level-Order Unary Degree Sequence

LOUDS represents a tree by using a bit vector that called LOUDS bit-string
(LBS). Currently, it is used as space efficient dictionary [10]. Suppose that the
number of nodes of a tree is n. LOUDS needs 2n + o(n) bits to represent the
tree [6]. By contrast, about 128n bits is needed if we represent the tree by using
pointers, “link-based tree” for short. A link-based tree uses 64 bits per a node
and 64 bits per an edge. The number of edges of the tree is n − 1. Thus, a
link-based tree needs about 128n bits. LOUDS is memory-efficient rather than
link-based tree.

LBS is constructed as follows. Suppose that a tree has an imaginary super-
root node that is connected with its root node like Fig. 1. We start to construct
LBS from super-root in breadth first search. In each node, we add “1” into LBS
i times if the current node has i child nodes, and then we add “0” into LBS. In
this way, “1” corresponds to an edge, and “0” corresponds to a node. Therefore,
LBS needs 2n + 1 bits to store a tree that has n nodes [6].

In this paper, id of an edge is defined as follows. (1) Id of an edge is 1 iff
the edge connects the super-root and the root (1st node) in a tree. (2) Id of an
edge is j (1 < j ≤ n) iff the edge connects j-th node and its parent node where
the number of nodes in the tree is n. In addition, if ids of a node and an edge
are same, the node corresponds to the edge, and vise vasa. Suppose α and β are
edges. α is a child/parent/sibling edge of β if a node corresponding to α is a
child/parent/sibling node of a node corresponding to β, respectively.
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Fig. 1. An example of an original trie and a LOUDS-based trie

On the other hand, trie is used to store a set of logical formulas in FreeEnCal
in order to reduce cost of comparison between two logical formulas [8,9]. Trie is
a kind of tree structure, and each edge has a label (character). A path from the
root to a leaf expresses a logical formula in FreeEnCal. To represent trie by using
LOUDS, an array is necessary to store the labels. Figure 1 shows an example of
a trie and a LOUDS-based trie storing three logical formulas, i.e., “→ ∧ABC”,
“→ A ∧ BC” and “∧ → ABC” where those formulas are represented in prefix
notation. A label corresponding to i-th edge is stored into i-th element in an
array.

Navigation on the LOUDS is performed by rank and select operations on
the LBS [6]. Index data that needs asymptotically o(n) bits is given to execute
rank and select in O(1) times. These operations are executed as follows.

rank0(i): return the number of 0 bits to the left of position i in LBS.
rank1(i): return the number of 1 bits to the left of position i in LBS.
select0(i): return the position of the i-th 0 bit in the LBS.
select1(i): return the position of the i-th 1 bit in the LBS.

Index data is created as follows. We divide LBS into some large blocks, and
divide large blocks into some small blocks. Suppose the top of a large block is
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Fig. 2. An example of LBS and its index data

i-th bit of LBS. The large block stores the number of “1” from top of the LBS
to i-th bit. On the other hand, suppose the range of a large block is from i-th
bit to j-th bit of LBS, and the top of a small block belonging to the large block
is k-th bit of LBS (i < k < j). The small block stores the number of “1” from
i-th bit to k-th bit. Figure 2 shows an example of LBS and its index data.

3 Forward Reasoning Engine

In general, a formal logic system L consists of a formal language, called the object
language and denoted by F (L), which is the set of all well-formed formulas of L,
and a logical consequence relation, denoted by meta-linguistic symbol �L, such
that P ⊆ F (L) and c ∈ F (L), P �L c means that within the frame work of L, c
is valid conclusion of premises P , i.e., c validly follows from P . For a formal logic
system (F (L), �L), a logical theorem t is a formula of L such that φ �L t where
φ is empty set. Let Th(L) denote the set of all logical theorems of L. Th(L)
is completely determined by the logical consequence relation �L. According to
the representation of the logical consequence relation of a logic, the logic can be
represented as a Hilbert style axiomatic system, a Gentzen natural deduction
system, a Gentzen sequent calculus system, or other type of formal systems.

A formal theory with premises P based on L, called a L-theory with premises
P and denoted by TL(P ), is defined as TL(P ) := Th(L) ∪ The

L(P ), and
The

L(P ) := {et | P �L et and et 	∈ Th(L)} where Th(L) and The
L(P ) are called

the logical part and the empirical part of the formal theory, respectively, and
any element of The

L(P ) is called an empirical theorem of the formal theory.
According to the above definition, FreeEnCal [3] is a computer program that

can automatically obtain a fragment (a subset) of Th(L) and ThL(P ). FreeEnCal
uses degrees of nested logical connectives or modal operators in a logical formulas
as a restriction to obtain a finite subset of Th(L) or ThL(P ). How to create such
subsets is defined in [3].

FreeEnCal mainly consists of following five processes, and performs the
processes repeatedly. Inputting process: it takes given logical formulas as
premises, inference rules, and degrees of nested logical connectives or modal
operators as input data, then stores the logical formulas into a formula buffer
formed by trie on the memory space. Derivation process: it checks whether
an inference rule can apply to each of tuples which consist of logical formulas
which have not been checked yet in the formula buffer. If the inference rule can
apply to a tuple, it deduces logical formulas according to the applied inference
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rule. Then, deduced logical formulas are stored in the temporal formula buffer.
Duplication checking process: it finds all of deduced logical formulas which
are duplicate of given premises or previously deduced logical formulas. Found
duplicate formulas are removed from the temporal formula buffer. Adding pro-
cess: it adds all logical formulas which are not duplicate into the formula buffer.
In other words, the temporal formula buffer is merged into the formula buffer.
Outputting process: it outputs current deduced logical formulas into a file.

The dominant and time-consuming processes of FreeEnCal are unification
and pattern matching between two logical formulas. Suppose A and B are logical
formulas including meta variables where meta variables are variables that can
be replaced by any logical formulas. If A and B are unified then A and B are
transformed into a same formula by substituting sub-formulas of A and B into
their meta variables recursively. Unification between A and B is a process: (1)
check whether A and B can be unified or not, (2) if yes, obtain the unified
formula of them. If A matches B then A is transformed into B by substituting
sub-formulas of B into meta variables in A. Pattern matching between A and B
is a process to check whether A can match B or not. If A can match B, then
A is duplicate of B. Unification is performed frequently in derivation process,
and pattern matching is also performed frequently in duplication process. To
improving efficiency of FreeEnCal, fast algorithms for unification and pattern
matching with trie are proposed and implemented [8,9].

4 A Memory-Efficient Algorithm with LOUDS for
Forward Reasoning Engines

As shown in Sect. 2, LOUDS-based trie is more memory-efficient than link-based
trie so that we improve the memory-efficiency of FreeEnCal by using LOUDS-
based trie.

To realize FreeEnCal with LOUDS-based trie, we should change algorithms
of main operations to a set of logical formulas stored as trie. The main operations
are creation, unification, pattern matching, deletion, and combination. Creation
is to create a trie, e.g., the formula buffer or the temporal formula buffer, from
given or deduced logical formulas. Original algorithms of unification and pattern
matching on trie are described in [8,9]. Deletion is to delete duplicate logical
formulas from the temporal formula buffer after pattern matching on trie in
duplication checking process. Combination is to merge the temporal formula
buffer with the formula buffer, in other word, to merge two tries.

Primitive methods for operations on LOUDS-based are as follows. Suppose i
denotes the position on a LBS. The proposed algorithm traces edges of LOUDS-
based trie.

node id(i, LBS) = rank1(i): if the position i points to an edge, the method
returns id of the node corresponding to the edge. If not, the return value is
not used.

is edge(i, LBS) = rank1(i) − rank1(i − 1): if the position i points to an
edge, then the method returns true (1). if not, return false (0).
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first child(i, LBS) = select0(rank1(i)) + 1: if an edge where the position i
points has child edges, then the method returns the position of a child edge
whose id is the minimum among ids of the child edges. If not, the method
returns the position of a node corresponding to an edge where the position i
points.

sibling(i) = i + 1: if an edge where the position i points has a right sibling
edge, then the method returns the position of the right sibling edge. If not,
the return value is not used.

parent(i, LBS) = select1(rank0(i)): the method returns the position of a
parent edge of an edge where the position i points.

have sibling(i, LBS) = is edge(sibling(i), LBS): if an edge where the
position i points has a right sibling edge, then the method returns true (1).
If not, it returns false (0).

to edge(i, LBS) = select1(rank0(i) − 1): if the position i points a node, the
method returns the position of an edge corresponding to the node.

Creation and Combination algorithms for LOUDS-based trie uses an algo-
rithm to merge two LOUDS-based tries in described in [7]. The combination
algorithms is the algorithm of [7] itself. The creation algorithm is as follows: (1)
divide a set of given or deduced logical formulas into several subsets whose size
is small enough to continue to do forward reasoning; for each divided subset, (2)
create a trie represented by some notation except LOUDS; (3) create a LOUDS-
based trie from the trie; (4) merge the LOUDS-based trie and the previously
created LOUDS-based trie according to the algorithm of [7].

Unification algorithms for LOUDS-based trie are as follows. In following algo-
rithm, “*Idx”denotes a current position in LBS. “FrontIdx” is a constant whose
value is 3 because it points to the first edge that has a label in a trie. “*LBS”
denotes a variable to store LBS of a trie. “*LabelAry” denotes a array to store
labels of a trie. IRLBS and IRLabelAry are used for a trie to represent a logical
formula in inference rules. FBLBS and FBLabelAry are used for a trie to repre-
sent logical formulas in formula buffer. NewLBS and NewLabelAry are used for
a trie to represent deduced logical formulas in derivation process. “BindM” is a
sets of tuples: a sentential variable, a sub-formula, and the sub-formula’s LBS.
For example, suppose BindM is {< A,→ ab, 101010100 >}. The tuple means
a sub-formula → ab is substituted for a sentential variable A and the LBS of
the sub-formula is “101010100.” find(c) is a method of BindM. BindM.find(‘A’)
returns <→ ab, 101010100 >. “*Stack” is a stack, and it stores a tuple that con-
sists of a current position in a LBS of a trie, the LBS, and an array to store labels
of the trie. A method get tail index(index, sub-formula, LBS) returns the
position of an edge that corresponds to the last letter of sub-formula that starts
from index in LBS.
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Algorithm 1. Unify (IRIdx, &IRLBS, &IRLabelAry, IRStack FBIdx,
&FBLBS, &FBLabelAry, FBStack, BindM)

1: if (is edge(IRIdx, IRLBS) is false) and (IRStack is empty) and
(is edge(FBIdx, FBLBS) is false) and (FBStack is empty) then

2: return BindM
3: else if is edge(IRIdx, IRLBS) is false then
4: <index, LBS, Ary> ⇐ IRStack.pop
5: ChildIRIdx ⇐ first child(index, LBS)
6: Unify(ChildIRIdx, LBS, Ary, IRStack, FBIdx, FBLBS, FBLabelAry,

FBStack, BindM)
7: else if is edge(FBIdx, FBLBS) is false then
8: <index, LBS, Ary> ⇐ FBStack.pop
9: ChildFBIdx ⇐ first child(index, LBS)

10: Unify(IRIdx, IRLBS, IRLabelAry, IRStack, ChildFBIdx, LBS, Ary,
FBStack, BindM)

11: else
12: for (i ⇐ FBIdx; is edge(i, FBLBS) is true; i ⇐ sibling(i)) do
13: c ⇐ IRLabelAry[node id(IRIdx, IRLBS)]
14: d ⇐ FBLabelAry[node id(i, FBLBS)]
15: if c or d is variable then
16: if c is variable and c is substituted then
17: IRStack.push(<IRIdx, IRLBS, IRLabelAry>)
18: < SubstiAry, SubstiLBS > ⇐ BindM.find(c)
19: Unify(FrontIdx, SubstiLBS, SubstiAry, IRStack, i, FBLBS, FBLa-

belAry, FBStack, BindM)
20: else if c is variable and c is not substituted then
21: for each sub-formula f starting from i do
22: CpBindM ⇐ BindM
23: CpBindM.push(<c, the pointer of f , the pointer of LBS of f >)
24: TailIdx ⇐ get tail index(i, f , FBLBS)
25: ChildIRIdx ⇐ first child(IRIdx, IRLBS)
26: ChildFBIdx ⇐ first child(TailIdx, FBLBS)
27: Unify(ChildIRIdx, IRLBS, IRLabelAry, IRStack, ChildFBIdx,

FBLBS, FBLabelAry, FBStack, CpBindM)
28: else if d is variable and d is substituted then
29: FBStack.push(<FBIdx, FBLBS, FBLabelAry>)
30: < SubstiAry, SubstiLBS > ⇐ BindM.find(d)
31: Unify(IRIdx, IRLBS, LabelAry, IRStack, FrontIdx, SubstiLBS,

SubstiAry, FBStack, BindM)
32: else if d is variable and d is not substituted then
33: for each sub-formula f starting from IRIdx do
34: CpBindM ⇐ BindM
35: CpBindM.push(<c, the pointer of f , the pointer of LBS of f >)
36: TailIdx ⇐ get tail index(IRIdx, f , IRLBS)
37: ChildIRIdx ⇐ first child(TailIdx, IRLBS)
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38: ChildFBIdx ⇐ first child(i, FBLBS)
39: Unify(ChildIRIdx, IRLBS, IRLabelAry, ChildFBIdx, FBLBS,

FBLabelAry, CpBindM)
40: else
41: if c == d then
42: for (j ⇐ IRIdx; is edge(j, IRLBS) is true; j ⇐ sibling(j)) do
43: ChildIRIdx ⇐ first child(j, IRLBS)
44: ChildFBIdx ⇐ first child(i, FBLBS)
45: Unify(ChildIRIdx, IRLBS, IRLabelAry, IRStack, ChildFBIdx,

FBLBS, FBLabelAry, FBStack, BindM)
46: return

Pattern matching algorithms for LOUDS-based trie is as follows. In this algo-
rithm, “BindM” is a set of tuples: a sentential variable and a sub-formula. For
example, suppose BindM is {< A,→ ab >}. BindM.find(‘A’) returns → ab. A
method get same subformula compares a substituted formula in a variable
with a sub-formula that starts from a current focused edge. If they are the
same, the function returns the position of an edge that corresponds to the last
letter of the sub-formula. Otherwise, it returns false (0). If a logical formula is
judged that the formula is duplicate by pattern matching, DeleteBitChecker algo-
rithm records bits corresponding to the duplicate formulas into “DeleteCheck-
Bit”. DeleteCheckBit is a bit vector as long as a target LBS. A method
brother node count returns the number of sibling edges.

Algorithm 2. PatternMatching (FBIdx, &FBLBS, &FBLabelAry, NewIdx,
&NewLBS, &NewLabelAry, &DeleteCheckBit, BindM)

1: if is edge(NewIdx, NewLBS) is false then
2: DeleteBitChecker(NewIdx, NewLBS, NewLabelAry, DeleteCheckBit)
3: return
4: else
5: for (i ⇐ FBIdx; is edge(i, FBLBS) is true; i ⇐ sibling(i)) do
6: c ⇐ FBLabelAry[node id(i, FBLBS)]
7: if c is variable then
8: if c is substituted then
9: SubstiFormula ⇐ BindM.find(c)

10: ChildNewIdx ⇐ get same subformula(SubstiFormula, NewIdx,
NewLBS, NewLabelAry)

11: if ChildNewIdx is not false then
12: ChildFBIdx ⇐ first child(i, FBLBS)
13: PatternMatching(ChildFBIdx, FBLBS, FBAryLabel, Child-

NewIdx, NewLBS, NewAryLabel, DeleteCheckBit, BindM)
14: else
15: for each sub-formula f starting from NewIdx begin do
16: CpBindM ⇐ BindM
17: CpBindM.push(< c, f >)
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18: TailIdx ⇐ get tail index(NewIdx, f , NewLBS)
19: ChildFBIdx ⇐ first child(i,FBLBS)
20: ChildNewIdx ⇐ first child(TailIdx, NewLBS)
21: PatternMatching(ChildFBIdx, FBLBS, FBLabelary, Child-

NewIdx, NewLBS, NewLabelAry, DeleteCheckbit, CpBindM)
22: else
23: for (j ⇐ NewIdx; is edge(j, NewLBS) is true; j ⇐ sibling(j)) do
24: if c == NewLabelAry[node id(j, NewLBS)] then
25: ChildFBIdx ⇐ first child(i, FBLBS)
26: ChildNewIdx ⇐ first child(j, NewLBS)
27: PatternMatching(ChildFBIdx, FBLBS, FBLabelAry, Child-

NewIdx, NewLBS, NewLabelAry, BindM)
28: break
29: return

Algorithm 3. DeleteBitChecker(NewIdx, &NewLBS, &NewLabelAry,
&DeleteCheckBit)

1: DeleteCheckBit [NewIdx] ⇐ true
2: idx ⇐ to edge(NewIdx, NewLBS)
3: while do
4: DeleteCheckBit[idx] ⇐ true
5: NewLabelAry[node id(idx, NewLBS)] ⇐ empty
6: breakFlg ⇐ false
7: if have sibling(idx, NewLBS) is false then
8: n ⇐ brother node count(idx, NewLBS)
9: for (count ⇐ n − 1; 0 ≤ count; count−−) do

10: if count == 0 then
11: DeleteCheckBit [sibling(idx)] ⇐ true
12: idx ⇐ parent(idx, NewLBS)
13: else
14: if DeleteCheckBit[idx - count] is false then
15: breakFlg ⇐ true
16: break
17: if breakFlg is true then
18: break
19: else
20: break
21: return

After Duplication checking process, duplicate logical formulas are removed
from NewLBS by using DeleteCheckBit. Figure 3 shows how to remove bits cor-
responding to duplicate logical formulas from LBS by using DeleatCheckBit. On
DeleatCheckBit of (b), elements that has “1” corresponds to black nodes and
their edges in tree of (a). If i-th bit on DeleatCheckBit is “1”, then i-th bit
on LBS is removed. After duplication checking process, FBLBS and NewLBS,
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Fig. 3. How to remove bits corresponding to duplicate logical formulas from LBS by
using DeleatCheckBit

and FBLabelAry and NewLabelAry are merged respectively according to the
algorithm described in [7].

5 Theoretical Evaluation

To confirm effectiveness of LOUDS-based trie from view point of memory-
efficiency, we compared amount of memory space of link-based trie and LOUDS-
based trie theoretically. The number of nodes of a trie depends on a set of logical
formulas given as input data of FreeEnCal. FreeEnCal should deal with various
types of logical formulas. Therefore, we counted a number of nodes of a trie that
is constructed from a set of logical formulas deduced by FreeEnCal. Then, we
calculated amount of memory space of link-based trie and LOUDS-based trie by
using the counted number of nodes.

We calculated memory space of link-based trie and LOUDS-based trie as
follows. Suppose that the number of nodes of a trie is n. Link-based trie uses
64 bits per a node, 64 bits per an edge, and 32 bits per a label corresponding
to an edge. It totally spends 160n bits. LOUDS-based trie uses 2n + 1 bits per
a tree, and 32 bits per a label corresponding to an edge. Moreover, LOUDS-
based trie needs index data. Although size of a large block and a small block
depend on length of LBS, in many implementations, those block size are fixed.
Usually, size of a large block is 512 bits and size of a small block is 64 bits. A



A Memory-Efficient Algorithm with LOUDS for Forward Reasoning Engines 69

large block is constructed as a 32-bit array. Because a maximum value stored
in a small block is 512, a small block is constructed as a 16-bit array. Thus,
LOUDS-based trie uses 2n + 32n + (2n/512 ∗ 32) + (2n/64 ∗ 16) = 34.625 bits.
In addition, duplication checking process uses DeleteCheckBit whose length is
as long as LBS, i.e., 2n + 1 bits. Therefore, the total amount of memory space
of LOUDS-based trie is about 36.625n bits.

For this theoretical evaluation, we prepared 6 data sets. “Ec”, ”Ee”, and
“EcQ” are subsets of logical theorems of strong relevant logic Ec, Ee, and EcQ [2].
“NBG-EcQ” and “NBG-EeQ” are subsets of formal theories of NBG set theory
based on strong relevant logic EcQ and EeQ, respectively [5]. “Otwayree” and
“Cointoss” are sets of deduced logical formulas in case studies of formal analysis
method with reasoning for cryptographic protocols [12]. The first three data
sets are sets of logical theorems, and the others are sets of empirical theorems.
“NBG-*”, “Otwayree”, and “Cointoss” use different predicates, functions, and
individual constants.

Table 1 shows results of the calculation. “characters” shows a kinds of char-
acters in a data set. “formulas” shows the number of logical formulas in a data
set. “nodes” shows the number of nodes of a trie constructed from a set of logical
formulas in a data set. “link(KB)” shows amount of memory space of link-based
trie. “LOUDS(KB)” shows amount of memory space of LOUDS-based trie. We
can reduce 1/4 memory space by using LOUDS-based trie.

Current LOUDS-based trie is not so memory-efficient rather than link-based
trie because amount of memory space for storing labels of the trie influences the
total amount of memory space of LOUDS-based trie. On the other hand, a kind
of characters in each data set is not so many. Suppose the kinds of characters in
a set of logical formulas is x, and the number of nodes of a trie is n. x kinds of
the characters are stored into a 32-bit array. An index of the array represented
as a 8 bit variable is used as a label of the trie. Thus, we can use 8n + 32x
bits for storing labels/characters of the trie rather than 32n in LOUDS-based
trie. In Table 1, “LOUDS-2(KB)” shows amount of memory space of the modified
LOUDS-based trie. The modified LOUDS-based trie is 10 times memory-efficient
than link-based trie.

Table 1. Comparison link-based and LOUDS-based trie

Data set Characters Formulas Nodes Link(KB) LOUDS(KB) LOUDS-2(KB)

Ec 11 2.0 × 103 2.5 × 104 4.9 × 102 1.1 × 102 3.9 × 101

Ee 9 1.7 × 104 1.6 × 105 3.2 × 103 7.3 × 102 2.5 × 102

EcQ 18 1.2 × 106 2.4 × 107 4.6 × 105 1.0 × 105 3.7 × 104

NBG-EcQ 18 3.1 × 102 6.0 × 102 1.1 × 101 2.7 × 100 1.0 × 100

NBG-EeQ 59 9.7 × 102 8.0 × 103 1.6 × 102 3.6 × 101 1.2 × 101

Otwayree 41 8.5 × 103 1.0 × 105 1.9 × 103 4.4 × 102 1.5 × 102

Cointoss 36 1.3 × 103 1.0 × 104 2.1 × 102 4.9 × 101 1.7 × 101



70 H. Hiidome et al.

6 Concluding Remarks

We have presented a memory-efficient algorithm with LOUDS for FreeEnCal:
a forward reasoning engines for general-purpose. In theoretical evaluation, the
proposed algorithm is 10 times memory-efficient rather than traditional algo-
rithm.

This work is just theoretical work. To implement a forward reasoning engine
with the proposed algorithm is a future work. After implementation, to con-
firm effectiveness of the algorithm by measuring amount of memory space and
execution time of the implementation is also a future work.
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Abstract. The paper presents selected aspects of knowledge management in a
company. Components of the knowledge management model were described
and the need for their product-based valuation was indicated. Emphasizing the
importance of the intellectual capital retention, the principal component analysis
method was employed with an intention to use it for the needs of an incentive
(rewarding) system.
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1 Introduction

In the global economy, apart from factors such as raw materials, equipment, machines,
finance, energy, land and cheap labour, which determine the competitive capabilities of
a company in the traditional economy, additional resources play an important role.
They include an intellectual capital, i.e. employees, their knowledge, competences,
attitudes and ideas. The creation of this capital requires sophisticated tools and spe-
cialists with high competences. Hence, the gathering of knowledge and the ability to
use and maintain it seem to be one of the greatest challenges faced by the economy
today. In some industries, such as IT, telecommunication, pharmacy, consulting,
education, this resource turns out to be so important that managers are looking for
methods to determine its value [11, p. 126]. This means that a company has to develop
systematic rules and models for knowledge management, which in the modern global
economy are the main determinants for the space of freedom for their survival and
development as well as an important source of competitive advantage [14]. The pre-
vious findings of practitioners and theoreticians of management sciences, which make
the knowledge management the main discipline responsible for creating the wealth and
employment across all industries, support this thesis [4, p. 140]. Knowledge man-
agement, especially in recent years, has been becoming one of the most developed
research disciplines, mainly for practical reasons. Knowledge is a goal and a mean to
reach the goal. It must be skilfully acquired, explored, exploited and gathered in
knowledge bases and employees’ minds. Moreover, companies must also demonstrate
their capabilities to manage knowledge, including the ability to retain it [2, p. 71].
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2 Knowledge Management in a Company

Depending on the potential of a company, its current position on the market and
strategic intentions, it creates and mobilizes knowledge and competence resources of
various degree of significance for the functioning of a company.

The view that the condition for an effective operation of a company is its ability to
survive, adapt and develop [6, p. 68] and that the ability to identify the environment
and shape the company’s activity in accordance with the requirements imposed by it
provides a basis for functioning of each company and is the main determinant of its
successes [16] has solid grounds in the literature and organizational practice. If we
accept this view as correct, it can be concluded that the company should reap benefits
from various categories of knowledge. These categories include basic knowledge for
the needs of rudimental operations, advanced knowledge that allows gaining a com-
petitive advantage, and innovative knowledge which ensures the position of a leader
and is full of solutions that other market participants do not have.

The extent to which companies are able to use their knowledge is determined on the
one hand by the abilities to enrich the knowledge possessed and to acquire new
knowledge, while on the other hand by the ability to create conditions for the needs of
appropriate rationing (distribution) and further maintenance of such knowledge or/and
its transfer. This requires both overcoming the barriers in appreciating the importance
of knowledge management and creating the conditions for enhancing the ability to
bridge the gap between the creation of knowledge resources and their use in the
company. Based on a literature query, a list of barriers in knowledge management can
be created. These are:

• incoherence of the management staff, who in fact thinks only about its position,
territory and influences [13], [3, p. 33],

• insufficient use of employees’ knowledge [22, p. 33], [15, p. 32],
• information problems and shortage of knowledge resulting from an uneven distri-

bution of knowledge in terms of needs and requirements of all the company’s units
and employees, which in turn generates problems of an informational nature1,

• difficulties in acquiring informal knowledge [18, p. 46],
• inadequate organizational culture and a lack of an atmosphere to share the

knowledge openly2,
• overestimation or underestimation of the role of technique and technology, espe-

cially of the IT infrastructure [16, p. 29],

1 In order to reduce a deficit of knowledge, the company should, inter alia: acquire knowledge from the
environment and adapt it to its needs, e.g. through trade, foreign investments and license agreements,
as well as the through the development of own research and the use (development) of experience;
absorb knowledge, i.e. create conditions for upgrading the qualifications and for intellectual
development of employees, for example by training; transfer knowledge, that is use new information
technologies and provide good access to knowledge resources.

2 Numerous experiments and research results indicate that this factor plays a fundamental role in the
strategic use of skills, information and ideas in employees’ minds. A company that wants to achieve
successes on the global market should create an organizational culture based on the collective
character of the organization, while avoiding solutions based on the individualism.
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• useless databases, which should be eliminated basing on the criterion of practical
usability [19, p. 29],

• stereotypical thinking that knowledge means power [19, p. 30],
• a gap between the concept and the action [21, pp. 11–15],
• rejecting (not taking into account) negative knowledge3.
• limiting contacts and informal conversations4,
• limiting to cognitive knowledge5,
• transferring knowledge through a single medium [21, p. 30].

With regard to the factors conducive to proper knowledge management, apart from
acquiring, accumulating, processing and creating knowledge to a possible broad extent,
the company must create conditions for its exchange and transfer or retention with the
intent to multiply its value (quality) [10].

To meet these requirements, the company’s management board should:

• put a considerable emphasis on education and training of employees [9, pp. 99–169],
• continuously develop the intellectual curiosity of employees6,
• avoid stereotypical thinking7,

3 Experience is often a result of errors and failures, but in no case should it be omitted in the process of
knowledge creation. That’s because constructive conclusions can be drawn from negative
experiences. This requires creation of an atmosphere of trust that is conducive to the exchange of
informative knowledge about errors and failures.

4 Synergistic effects are a consequence of regular, intense contacts between employees, which are
conducive to the emergence of new, often surprising solutions. The fewer limitations and restrictions
regarding forms, topics and content, the more opportunities to transfer useful knowledge. According
to H. Simon, no more than 50% of the knowledge needed in a company may result from the planned
talks and meetings. The remaining half is provided by unplanned conversations which are not aimed
at a specific goal (i.e. Asian organizational culture).

5 In the knowledge management process, especially at the stages of acquisition and transfer of
knowledge, an important role is played by the willingness and motivation as well as the instruments
that strengthen them, such as incentives, comforting in the event of failure, calling for perseverance
and indicating obstacles. This means that cognitive aspects should be combined with motivational
aspects, otherwise the effects may turn out incomplete.

6 It is a good practice for companies to transfer the best solutions from their existing plants to new
ones, thanks to which the knowledge about the best solutions worked out in previous production
processes by own employees and external specialists working at the construction is used when
designing a new plant. The employees, knowing that they are building a new division for themselves,
are self-motivated for good work. During the work they acquire knowledge about industrial process.
Immediately after completing construction works, they are prepared to carry out production tasks.
The skills acquired during the construction and start-up of a new division are transferred to a set of
key competences of the company.

7 A common way to fight the syndrome of uneven distribution of knowledge is exchange of knowledge
resources between divisions, which includes a regular provision of information about the results
achieved by one division to all other divisions. These results are then analysed at management
meetings in divisions in order to share knowledge on the best solutions with other divisions, based on
the results of the analysis. Complex and hard-to-grasp knowledge is passed on with the help of
employees (specialists) who are delegated to other divisions in order to communicate and consolidate
mental patterns together with it.
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• consciously create mechanisms for identifying and developing the factors con-
ducive to appearance of systemic effects of knowledge8,

• create conditions for collective learning9,
• create conditions for developing the creativity and innovation as it takes place at

RANK XEROX [20, pp. 20–22],
• develop knowledge systems (databases and networks) and rules of their use [20,

p. 20],
• manage competences in the field of the company’s human resource function as it is

done in NUCOR STEEL CORPORATION – an American metallurgical company
[23, pp. 11–17].

The K’NETIX network in a French Buckman Laboratory is an example that pet-
rifies the findings of this part of the considerations, illustrating a manner of knowledge
management. These are perfectly organized knowledge resources, which can be widely
used by employees [1, pp. 415–416].

3 Verification of Findings

Knowledge management in a company can be examined in four dimensions deter-
mining the space of freedom for this process10:

• degree of knowledge organization (codification),
• intensity of spreading the knowledge and its renewal,
• ability to absorb (use) the knowledge,
• skill to retain (maintain) it.

As it appears from the above, a useful instrument that effectively supports the use of
the intellectual capital in a company is the development and use of a knowledge
system, taking into account those dimensions, in which a requirement to build the
loyalty is permanently embedded and without which effective knowledge management
will not be possible.

8 Each company has its own, individual knowledge management manner (system). It results, inter alia,
from the company’s business profile. This means that the knowledge management should be adapted
to specific character and needs of a given company. In order to obtain positive effects from the
functioning of a knowledge management system, companies pay attention to two main aspects:
taking into account their own interests resulting from the strategic direction of their efforts and
working on the development of an organizational culture focused on sharing the knowledge and
cooperation.

9 Many various factors are conducive to collective learning. They include mainly cultural ones, such
as: creating the right atmosphere for establishing close and direct contacts between employees;
getting rid of the culture based on far-reaching individualism; rewarding the employees who
willingly share their knowledge with others, and motivating not only individual employees, but also
entire teams.

10 This division was proposed by Zack, who was the first to introduce the concept of the knowledge
transfer cycle in a company [17].
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A correctly functioning knowledge system supported by a consistent strengthening
of loyal behaviours and attitudes of employees requires identification of the premises
guiding the employees who decide to stay with the company and work for it for a long
period of time. Then, these premises should be used to develop an incentive (reward)
system that will allow not only satisfying the expectations of employees and make
them stay with the company and work for it with engagement, but will also allow
building their loyalty towards the employer and thus preserving the knowledge
resources and the intellectual capital. In order to substantiate the thesis formulated in
this way, there was presented an experiment carried out by the authors of this study,
which allowed identifying the premises that guide the employees when they decide
whether to stay with the company.

3.1 The Subject of the Analysis and Presentation of Data

When analysing the literature on the subject, components of the intellectual capital
were identified [1] as well as important factors which can significantly affect the
development and retention of knowledge in the organization [2]. Based on these fac-
tors, the criteria – components of the model of retention and accumulation of knowl-
edge in the company were established. In order to verify the model, data on the
American economy from the period of 1995–2015 were collected and used. They are
presented in Table 1. The principal component analysis method (PCA) was used in the
study, while the calculations were carried out using GRETL statistical software. The
criteria were formulated in the following form:

X1 – expenditures on human capital, expressed in average annual remuneration (per
capita),
X2 – expenditures on R&D on an annual basis (per capita),
X3 – expenditures on marketing activities (annually, per capita),
X4 – expenditures on PR activities (ratio of annual volume to the total number of
business entities registered in the USA),
X5 – annual value of payments of retirement benefits resulting from Social Security
(per capita, excluding the 401(k) plan).

All numerical values presented in Table 1 are expressed in thousands of US dollars
and in constant prices of 2015.

3.2 Description of Research Tool

Principal component analysis (PCA) is used to determine new variables, a possibly
small subset of which will provide as much information as possible about the whole
variability in the data set. The new set of variables forms an orthogonal base in the
space of features. Variables are selected in such a way that the first variable maps as
much variation in the data as possible. After determining the first variable, another one
is determined so that it is orthogonal to the first one and explains the remaining
variability as much as possible. The next variable is selected in such a way that it is
orthogonal to the first two ones etc. The set of vectors obtained in this way forms an
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orthogonal base in the space of features. The purpose of the principal component
analysis method is therefore to find a transformation of the coordinate system that will
describe the variability between observations in the best way [12].

PCA method maximizes the variance of the first coordinate, then the variance of the
second coordinate and the next ones. The coordinate values transformed in such a way
are called loadings from generated factors (principal components). In this way, a new
observation space is built, in which the initial factors explain the most of the variability.
So, the aforementioned operation can be used to understand the structure of the pop-
ulation studied and the nature of the data used. PCA method may be based on a
correlation matrix or a covariance matrix created from the input set.

The algorithm in both versions is identical, but the results are different. When a
covariance matrix is used, the input set variables with the largest variation in have the
greatest impact on the result, which may be advisable, if the variables represent
comparable, relatively uniform values. In turn, the use of the correlation matrix cor-
responds to the initial normalization of the input set, so that each variable has an
identical variance at the input (without weights), which may be advisable, if we are
unable to ensure the comparability of values of the variables tested.

Table 1. Input data of the model

No. X1 X2 X3 X4 X5 Year

1 44634 24736 42500 5800 8125 1995
2 45524.5 26103 44000 6200 9062.5 1996
3 46415 27599 46700 6900 6562.5 1997
4 48014.5 29129 48000 7300 4062.5 1998
5 49614 31043 50000 7800 7812.5 1999
6 50670 33315 52300 9300 10937.5 2000
7 51726 33868 52000 8700 8125 2001
8 52228.5 33315 55200 10450 4375 2002
9 52731 34293 56400 10800 6562.5 2003
10 53271 34714 59600 11500 8437.5 2004
11 53811 36107 57780 12200 12812.5 2005
12 54795.5 37721 58390 11800 7187.5 2006
13 55780 3955 60410 12100 10312.5 2007
14 55911 41534 60490 13600 18125 2008
15 56042 41137 56020 12700 19375 2009
16 56291 41093 57540 14720 22812.5 2010
17 56540 4211 57770 13200 29062.5 2011
18 56620.5 42049 69530 15700 27187.5 2012
19 56701 43325 70730 14423 28437.5 2013
20 57707.5 44585 73520 16423 31250 2014
21 58714 46277 76440 15370 27500 2015
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The PCA algorithm consists of the following steps based on [5]:

– Determination of means for rows

u½m� ¼ 1
N

XN

n¼1

X½m; n� ð1Þ

– Calculation of the deviation matrix

X 0½i; j� ¼ �X½i; j� � u[i] ð2Þ

– Determination of the covariance/correlation matrix

C ¼ E B� B½ � ¼ E B � B�½ � ¼ 1
N
B � B� ð3Þ

– Calculation of eigenvalues of the covariance/correlation matrix

V�1CV ¼ D ð4Þ

– Selection of eigenvalues (in order to minimize losses in information, the ones with
the highest value are selected)

– Determination of eigenvectors

a11 � k a12 � � � a1n
a21 a22 � k � � � a2n
..
. ..

. . .
. ..

.

an1 an2 � � � ann � k

2
6664

3
7775 �

x1
x2
..
.

xn

2
6664

3
7775 ¼ 0 ð5Þ

– Projection onto eigenvectors

y ¼
y0
y1
..
.

yn�1

2

6664

3

7775 ¼ VT � x ¼
vT0
vT1
..
.

vTn�1

2

6664

3

7775 � x ð6Þ

where:

V – matrix of eigenvectors,
x – projected vector,
y – vector in the new space,
N – number of eigenvector.

Each principal component is therefore described by:

• eigenvalue,
• eigenvector,
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• factor loadings,
• contributions of variables,
• communalities.

3.3 Presentation and Evaluation of Quality of the Results Obtained

The results obtained with the GRETL statistical processor are shown in Tables 2 and 3.
Since there is no single universal criterion for selecting the number of principal
components, it is justified to use multiple criteria for this purpose [7, pp. 84–89]:

Percentage of Explained Variance. The number of principal components, which a
researcher should adopt, depends on the extent to which they represent primary vari-
ables, i.e. on the variance of primary variables contained in them. All principal com-
ponents carry 100% of the variance of primary variables. If the sum of the variances for
some first components constitutes a significant part of the total variance of primary
variables, then these principal components can substitute the primary variables to a
satisfactory degree. It is assumed that this variance should be reflected in the principal
components in more than 80%.

Kaiser Criterion. The Kaiser criterion says that the principal components, which we
want to leave for interpretation, should have at least the same variance as any stan-
dardized primary variable. Due to the fact that the variance of each standardized

Table 2. Results generated by the GRETL statistical processor (1)

Principal component analysis

n = 21

Eigenvalue correlation matrix
Factor Eigenvalue Share Cumulative share

in variance

1 3.6320 0.7264 0.7264
2 1.0166 0.2033 0.9297
3 0.2193 0.0439 0.9736
4 0.0938 0.0188 0.9923
5 0.0384 0.0077 1.0000

Table 3. Results generated by the GRETL statistical processor (2)

Eigenvalue vectors (component loadings)
PC1 PC2 PC3 PC4 PC5

X1 0.154 −0.940 0.227 −0.195 0.051
X2 0.503 0.061 0.450 0.482 −0.556
X3 0.488 0.261 0.088 −0.812 −0.162
X4 0.511 0.128 0.184 0.208 0.804
X5 0.473 −0.166 −0.840 0.166 −0.125
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primary variable is 1, according to the Kaiser criterion only the principal components
with an eigenvalue that exceeds 1 or is close to it are valid.

Scree Plot. The plot illustrates the rate of decrease of eigenvalues, i.e. the percentage
of the variance explained. The point on the plot, at which this process stabilizes and the
descending line becomes horizontal, is called the end of the scree (the end of downward
trend of the information about the primary variables that is carried by principal com-
ponents). The components located to the right of the end of the scree represent a
negligible variance and mostly present a random noise.

In the light of the above criteria, the decision was made to leave the following
variables in the model: X1 (‘expenditures on human capital’) and X2 (‘expenditures on
R&D’) as fully representative and crucial for the explanation of the phenomenon. Since
a satisfactory result was obtained, the plans to build a synthetic variable were
abandoned.

The variables presented above can therefore be firmly considered as crucial for the
retention and accumulation of knowledge in a company operating on the American
market.

4 Conclusions and Future Work

Knowledge is subjected to processes of identification, acquisition, exploitation,
exploration, development and retention – irrespective of the sources, from which a
company draws knowledge, the character and characteristics of knowledge, as well as
the conditions, needs, manners and skills that determine the possibilities of managing
the knowledge. Each phase of this endless process is a part of a knowledge system that
requires the use of appropriate tools to assist its management. This means that modern
companies, irrespective of their phase of development, have to go a long way and
overcome many hindrances to switch from a traditional model of managing to a
knowledge-based management model11.

These phases accurately represent the problem that companies have to solve. The
results of the research [8, p. 29] form a view that a vast majority of modern companies
is still unaware that knowledge can be managed or has no experience or opportunities
to do so.

In fact, the following quotation from a study by Zack refers to this situation:
Although there is much talk about linking the knowledge management with the business
strategy, in practice this is widely ignored [8, p. 30]. Finally, it is worth paying

11 According to the authors of the studies conducted on a group of 423 companies by KPMG
Consulting [8, p. 29], in 1999 nearly 43% of companies were in the phase of chaos, i.e. in the basic
phase where there is no correlation between the importance attached to knowledge management and
the achievement of its goals. The authors of the studies additionally distinguished four further
phases of so-called knowledge journey, after going through which a company can achieve the
excellence in knowledge management. These are: the phase of awareness, the phase of directing,
the phase of management, and the phase of integrated management. The authors of the studies
classified 32.4% of the companies into the first two phases, 9% of the companies—into remaining
two phases, while only 1% of companies qualified to the last phase! [8, p. 29].
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attention to two further limitations associated with the philosophy of knowledge
management in a company. These limitations are associated with the organizational
culture and thus with the system of values and the business model applicable in a given
company. It seems that the rigid bureaucratic model with a fixed hierarchy and pro-
fessional specialization is still prevailing, which hinders its diffusion. An additional,
important factor limiting the absorption of the idea of knowledge management is the
time pressure associated with quick reactions to the changes occurring in the com-
pany’s environment. On the one hand, employees, especially managers, do not have
time to learn and, on the other hand, both groups do not have time to share their
knowledge. If we add to these factors also a lack of willingness to share the knowledge
and the connivance for leaks of knowledge outside the company, there should be a call
for strong leadership, which should also include the responsibility for the protection of
knowledge.

Will it be possible to adopt such a concept in the near future? The companies
struggling with the global reality must respond to the problem formulated in such a
way. Their response must take into account a number of perspectives, including the
responsibility for knowledge, definition of requirements for the knowledge manage-
ment system, and priorities to be adopted when implementing such a system. In other
words, regardless of the type, character and degree of advancement (level) of knowl-
edge, the company must continue efforts to multiply (quantity) and enrich (quality) it,
as well as work on methods of its protection (retention). Otherwise, the issue of
knowledge management in a company will remain a theoretical problem.
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Abstract. Difficulties in living in unfamiliar cultures are caused by differences
in the patterns of thinking, points of view, and styles of physical action. In this
paper, we present our findings on learners’ cultural understanding during
interaction based on culturally influenced communication in simulated crowds.
Participants in the experiment are supposed to live in a shared virtual space.
They are asked to obtain multiple tickets available at two service counters in the
system. A virtual service person provides a ticket upon request from a customer.
Additionally, one or more virtual customers move around in the system to
acquire tickets. If a counter is occupied by a customer, the others have to wait.
Two types of waiting styles–line and group waiting–and two fairness levels of
the service person–fair and unfair service–are configured and evaluated. The
counter selection results and reasoning results were analyzed using the ANOVA
process. We found that culture in Thailand influences ideas of waiting differ-
ently in different first- and third-person point of view (POV) settings. The
participants in the first-person POV group show a tendency to focus on the
concept of fairness more than the participants in the third-person POV setting,
whereas the latter pay more attention to cultural reasoning in their waiting
behavior.

Keywords: Cultural learning system � Perception on different culture
Fairness � Waiting behavior � Simulated crowd

1 Introduction

The world seems smaller today than in the past, as traveling to different parts of the
world is faster and easier. When a traveler first arrives in a foreign country, such as
when an American travels to an Asian country or an Asian student goes to study in a
European country, they may encounter many aspects that differ from their home town,
such as language, food, the way of thinking, and daily life. Learning to understand
people from other cultures is necessary for those who are exposed to different cultures
[1]. Dresser [2] provides an example: an American makes the mistake, on first greeting
an Asian (such as a Vietnamese), of hugging and kissing in public, thereby insulting
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her. Even though hugs and kisses are common greeting behaviors in western culture,
it is considered rude in Asian culture. Intercultural tourism is superficial [3] because the
travelers experience the other culture/country for a short time. Although they might not
understand complex situations, they should at least learn appropriate behavior to be
able to avoid misunderstandings and miscommunication.

Hofstede et al. [3] describe the intercultural communication learning process that
includes three phases: awareness, knowledge, and skill. Awareness enables learners to
notice different or strange signals in an environment and recognize the differences to
their own cultural background. Knowledge is obtained by establishing the meaning of
the behavior in the new culture and updating their own knowledge. By practicing being
aware and updating knowledge, they will gain the skill of awareness and the knowl-
edge to understand the situation and behavior in the new cultural place. A simple
activity that a tourist cannot avoid is waiting in queues. Waiting is related to the idea of
fairness [4]. Although fairness is a simple term, its meaning is deepened by many
factors including culture. We cannot consider waiting without taking into account
culture. Therefore, this research investigates the details of cultural influence on waiting
behavior. Crowded places are suitable for practicing cultural communication because
we can easily identify similar behavior of a large number of people. Certain unique
behavior may be difficult to observe in a small group of people because too many
different behaviors are represented by only a few people. In contrast, in case of a
crowd, most people will behave in the same manner so we can more easily observe
unique behavior in the crowd. Currently, computer simulation offers a suitable solution
for helping people learn to overcome the difficulty in communication in different
cultures. We cannot set up a real human crowd but we can simulate the agent and
environment in a learning system.

This paper presents the initial state of this research; herein, we focus on the awareness
and knowledge processes. We select an international traveler as a case study of misun-
derstandings in cultural communication. We aim to capture the perception of activities
through the cultural filter. We begin the discussion in this paper with Thai culture.

In the next section, we discuss related work on cultural behavior learning and
cultural dimension theories. In the Sect. 3, we describe our system and a solution to
confirm our hypothesis. In Sect. 4, we present our experimental setting and a concrete
result. The experimental results are presented as evidence of our findings. In the
Sect. 5, we summarize our findings and propose our future plans based on these results,
to achieve the main goal of our research.

2 Related Work

The study of cultural communication has gained popularity over the last decade and
many researchers have developed virtual simulation systems to represent different
cultural behaviors and communication. These systems are designed to provide learners
with an understanding of different cultural behaviors through complex models of a
virtual agent’s behavior [5–9], useful scenarios [6–9] or powerful interactive tools [6,
9]. The learners observe the situation from a third-person point of view (POV) just as in
the real world [5–7] and then they are asked to interact with the agent first-person POV
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[7, 9]. By these steps, the participants gain a one-to-one conversation experience with
the agents. Awareness and knowledge are necessary for learners to learn the cultural
communication. We first hypothesize that fist- and third-person POVs may yield dif-
ferent perceptions based on cultural background. In this study, we aim to explore the
different benefits on cultural learning in different POVs.

Hall [10] discusses territoriality and personal space; this is a simple concept but we
cannot see it as a physical boundary. There is an invisible bubble around each person
that depends on a number of factors: relationships to nearby people, emotion, activities,
and culture. For example, people allow friends or family to stay closer than others who
are strangers. Culture is an important factor controlling personal space. For example,
the bubbles in northern Europe are larger than in southern Europe. Hall [11] guides that
culture performs a function of providing a tall screen between a man and his outside
world. The screen restricts attention and ignoring at the same time. Thus, we are
interested in examining the concrete concepts of attention and ignoring, and applying
these concepts to build a system that can produce a suitable process for learners to learn
about a different culture. Our goal is to establish the influence of culture on perception.
We set two different POVs, first- and third-person, of two participant groups, in order
to examine the effect of cultural influence on each POV.

Queue-waiting is a good practical case for studying cultural communication
because it involves cultural influence and cultural space handling. The waiting position,
waiting queue shape, and waiting process are important factors in the pleasantness of
waiting [4]. As mentioned above, the space used is culturally influenced [5]. People
have different ways of managing their own space. Thus, waiting is a concrete example
of cultural communication in this research. In practice, Thai people form queues in
formal places such as banks, hospitals and libraries. However, in informal places that
do not have strict rules to control queue waiting, they do not form a queue. Travelers
belonging to another culture may have many questions regarding waiting practices in
Thailand. How does the service person know who is next? Is the service person fair or
not? Such confusion may arise when a traveler with a certain cultural background
travels to another culture Hofstede’s [3] cultural dimension is used to categorize
thinking, belief, and behavior for more than 40 countries. Six dimensions of national
culture were defined based on an aspect of each culture when measured relative to other
cultures. The dimensions are as follows: power distance, individualism versus col-
lectivism, masculinity versus femininity, uncertainty avoidance, long-term versus
short-term orientation, and indulgence versus restraint. We only discuss two dimen-
sions that are relevant to our experiments.

Dimension 2. Individualism vs. collectivism: This dimension represents the difference
between people. Collectivism cultures feel and identify others as in-group or out-group,
whereas individualism feels that there is no group; everyone is unique (Thai 20).

Dimension 3. Masculinity vs. femininity or achievement-oriented versus cooperation
oriented: This dimension describes how gender influences roles. In high-femininity
cultures both genders are assumed to be cooperation-oriented (Thai 34).

In this study, we apply these dimensions to create a scenario of waiting and observe
the effect of culture on the participant’s perception and interpretation. In terms of
communication, perception is a cognitive process by which people come to interpret
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and understand other people, events and objects [12]. People perceive the world dif-
ferently and we can understand the different behavior of other people by learning how
their perception operates. Learning perceptual processes helps us to understand the
meaning of behavior and improve communication. We will demonstrate the variety of
behavior in a crowd. In general, if a learner sees that the properties of choices are
obviously different, they will easily select the better choice by sense of sight. In
contrast, if the main properties of these choices are similar, then they more carefully
consider the features based on their own priorities. Thus, our second hypothesis is that
culture influences how people make a choice or simply ignore a situation.

3 System Architecture

In this research, we introduce an initial scenario of a “simulated crowd” [13–15]. The
system provides the agent and environment for practicing cultural communication. In
order to develop a learning system, we intend to identify the factors that affect the
participant learning process. Culture plays an important role in the communication
process, as discussed above. We aim to obtain concrete evidence to confirm that culture
is an influence on communication by adopting this setting.

3.1 Virtual Ticket Counter (VTC)

A shared virtual environment was set up on a network for participants to converse as
shown in Fig. 1(left). We connected two computers in a client-server network to
establish a communication channel to the virtual space. In the VTC, each participant
uses a terminal to participate in social activities in a shared virtual space. A simple
model was designed to control the agent’s behavior: walking, collision avoidance, and
waiting (either line or group waiting). A Wizard of Oz (WOZ) system was used to
control the avatars in this system [15]. A cultural expert controls the service person
avatar based on predefined rules. The service person avatar can thus naturally respond
to the participant in real time.

Fig. 1. System setting and a screen shot of the system (Left: system setting, up right: first-person
POV, down right: third-person POV)
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3.2 Influence of Culture on Perception

In order to learn culture-dependent behavior for communication, the participant should
be aware of the differences to be considered in learning a new culture. In previous
works, most researchers conducted experiments by providing different behavior for
participants from two or more cultures. Following this process, a learner can see the
results of different cultural behaviors, but the details of how culture influences per-
ception, interpretation, and behavior remain undiscovered. In this study, we intend to
identify the cultural factors that influence perception in the cultural learning process.
We develop a system that allows the agent to present examples of nonverbal com-
munication, such as hand gestures and standing distance. The participant can learn and
practice behavior with our agent and avatar. Waiting behavior is used as an activity to
analyze cultural influence. We select two dimensions that are relevant to waiting
behavior for use in our experiments.

Collectivism culture: Waiting behavior is a social activity. Groups are formed
based on relationships, such as family, friends or other salient social functions.
Femininity culture: There is not much force or urgency. People relax and enjoy the
waiting time.

We use both dimensions to describe the characteristics of waiting in Thailand.
Random group waiting represents the relaxed waiting queues and social activities in
Thai culture.

3.3 First- and Third-Person POVs

We introduce POV as a key to measure the different perceptions acquired from the
target event. The study of the Synthetic Evidential Study (SES) framework [16]
examines how people understand different perceptions, feelings and reasoning from the
first-person POV and third-person POV. There are two groups of participants: first- and
third-person POVs. The same simulation is conducted from the different points of view.
The first-person view camera is installed close to the eye of the customer avatar; it
tracks the avatar during walking and adjusts to the avatar viewing position. The
third-person view camera is installed close to the counter as a static camera which
captures all the customer avatars and service persons.

4 Experiment

In this initial stage of the research, we started by identifying a suitable setting that could
increase culture-dependent communication awareness and understanding. In this
experiment, we aimed to confirm that the participant who attended the event or activity
in the virtual space also used their cultural background to communicate and interact
with the agent and avatar.
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4.1 Task

To design the experiment to find culturally influenced factors of communication, we
simulated a simple event in the virtual world: waiting to buy a ticket at a counter. We
modeled the agent’s behavior to present two different kinds of waiting style depending
on culture: line waiting and group waiting. Nonverbal behavior is a useful tool for
people to communicate in both the real world and simulated world. Meaningful non-
verbal behavior such as standing position, face direction, and hand gestures are the key
to communication in this experiment. The communication behavior was represented by
the agent and experimenter’s avatar. A set of behavior was used for comparing the
different perceptions of both participant groups.

A. Customer agents’ waiting behavior: Two counters, A and B, represent distinctive
styles of waiting. The participant sees both counters at the same time and from the same
distance. The participant can understand the waiting style from the positions and
walking movements.

Line waiting counter A (Individual): The customer agent stops in front of counter.
A behind the previous agent and walks closer to the counter following the line.
Group waiting counter B (Collectivism): The customer agent stops in front of
counter B, as close as possible to the counter.

B. Queue-jumping customer: There is a customer agent who is a friend of the service
person. He stops in front of the counter directly, faces the service person, and places an
order. The participant cannot respond to this behavior but can observe each service
person’s response.

C. Service person’s fairness and morals: Service persons serve all customer agents
by the ‘first come first serve’ rule in all sessions. When the queue-jumping customer
arrives at the counter, the service person has two kinds of responses: accept (femi-
ninity) or reject (masculinity) the request.

D. Predefined rules for service person and customer behavior: The interaction
between the service person and customer was designed based on predefined rules. The
service person serves the participant or customer agent a ticket at the counter. The
scenario follows these steps: (1) The service person greets and asks for the customer’s
order. (2) The customer places the order by showing the ticket icon. (3) The service
person acknowledges the order, saying “thank you”, and moves a hand to prepare a
ticket, and after around 5 s of preparing the ticket, passes the ticket to the customer.
(4) The customer takes the ticket by holding out a hand to receive the ticket and leaves
with the ticket, turning and walking away from the counter.

The participant was asked to imagine that they are visiting an international theme
park. People from many countries share the public space together at the theme park.
They have to go to the ticket service counter to get a ticket for a waiting time.
Sometimes, the staff also goes to the counter to get a ticket and they have to wait same
as the customer. Each session comprises three sections: observation, practice, and
interaction. We started the observation section by asking the learner to observe the
video of the activities. Then the participant was asked to practice getting a ticket at
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both counters. After the observation and practice sections, the participant was assumed
to have enough knowledge to be able to interact with both service persons. In the final
section of each session, the interaction section, the participant was asked to go to any
ticket counter they chose three times to get three tickets. Then, the participant was
asked to fill in a questionnaire about their choice of counter to evaluate their inter-
pretations and perceptions.

4.2 Experimental Setting and Participants

During the experiment, the participant sees all the customer agents and service persons
at both counter A and B, with line and group waiting, respectively. The queue-jumper
who is a friend of the service person comes to both ticket counters in sessions 2, 3, 4, 5.
Both service persons serve with the same level of fairness (both serve fairly or both
serve unfairly) in sessions 2 and 5. In contrast, they offer a different service in sessions
3 and 4 (one of them fairly and the other unfairly). One participant will join five
sessions. The experiment begins with session 1, a basic communication. The other 4
sessions are random so as to remove the effect of order from each session. The par-
ticipants were 32 Thai students (16 males and 16 females). They were recruited through
ads posted in Chiang Mai University, Thailand. Their average age was 22 years
(ranging from 19–30, n = 32, SD = 2.94). Eight male and eight female participants
joined the experiment in the first-person view setting, whereas eight male and eight
female participants joined the experiment in the third-person view setting. The par-
ticipant’s body movements were captured using the Kinect and transferred to control
the avatar’s movements and posture.

4.3 Experimental Results

The participants had three chances to select a counter, A or B, in the interaction section
of each session. They could freely select the same or different counter. We asked the
participants to select the counter they preferred to wait at. The participant’s counter
selection and its reasons were used as the key experimental result. We called this
selection “counter selection result”. After they attended each session, we asked them to
write their own reason for each selection. We called this “reasoning result”.

A. Counter Selection Results: The counter selection results are shown in Table 1. We
applied analysis of variance (ANOVA) to the results to calculate the frequency of
selection. However, there was no significant difference in counter selection between
first- and third-person POVs in all sessions (F(1, 30) = 4.006, p = 0.0545).

Table 1. Total selected counter results in each session.

Point of
view

Session 1 Session 2 Session 3 Session 4 Session 5

Counter A Counter B Counter A Counter B Counter A Counter B Counter A Counter B Counter A Counter B

1st 35(72.9%) 13(27.1%) 32(66.7%) 16(33.3%) 30(62.5%) 18(37.5%) 47(97.9%) 1(2.1%) 32(66.7%) 16(33.3%)

3rd 24(50.0%) 24(50.0%) 29(60.4%) 19(39.6%) 27(56.2%) 21(43.8%) 24(50.0%) 24(50.0%) 22(45.8%) 26(54.2%)

Fairness in Culturally Dependent Waiting Behavior 91



Further analysis of the counter selection result of each participant revealed that the
counter selection results were random. We found that the participants could not confirm
their perceptions and interpretations because they were not always going to the same
counter for the same reason. However, the reasoning results were more clearly defined
with respect to the participants’ thoughts during selection.

B. Reasoning Results: As mentioned earlier, we controlled two factors in the
experiment—customer waiting style and service person fairness behavior—to observe
the cultural influence on communication. The agents always wait in line at counter A
and in random position at counter B. The service person’s fairness behavior in each
session is different. We grouped all five sessions into two categories: ‘same conditions’
of fairness (both service persons fair or unfair in sessions 1, 2, and 5) and ‘different
conditions’ of fairness (one service person is fair and the other is unfair in sessions 3
and 4). The reasoning answers from the questionnaire were evaluated without con-
sidering counter selection because we wanted to consider only the stimuli that the
participant perceived from our system during counter selection in the experiment. We
did not provide any rules or guidance for counter selection; the participant selected the
counter freely. We found that selection reasoning could be categorized into the fol-
lowing reasons: (1) queue-jumper/fair or unfair service, (2) waiting style/waiting
position, (3) speed (waiting speed, service speed), (4) interaction with service person,
and (5) feeling (like, don’t like, worried, happy, or angry). We used ANOVA to
analyze the reasoning results to determine the participants’ perceptions while selecting
a counter. All results are shown in Table 2.

We aim to compare cultural influence on waiting style conditions. The main effect
was seen in the significant difference in the fairness and queue-jumper conditions when
comparing ‘same condition’ with ‘difference condition’ (F(1, 30) = 3.237, p = 0.0820).
This effect indicates that the tendencies of giving the fairness reasoning in first- and
third-person POV groups are different. For further analysis, we plot the ANOVA results
of fairness as shown in Fig. 2. When both groups of participants attended the session
with the same style of service by the service persons, the participants in both groups did
not pay attention to fairness or queue-jumper. In contrast, if only one service person was
unfair, most participants in the first-person POV group recognized the unfairness and
queue-jumper more than under the same conditions of fairness, while only a small
number of the participants in the third-person POV group provided feedback about
fairness levels.

Table 2. ANOVA analysis of ‘reasoning results’

Reasoning result First-person view group Third-person view group

Same conditions Different conditions Same conditions Different conditions

Fairness M = 1.021/SD = 0.812 M = 2.281/SD = 1.060 M = 0.958/SD = 0.735 M = 1.312/SD = 1.130

Waiting style M = 1.562/SD = 0.926 M = 0.625/SD = 0.927 M = 1.667/SD = 1.087 M = 0.844/SD = 0.630

Speed M = 0.625/SD = 0.873 M = 0.250/SD = 0.500 M = 0.479/SD = 0.656 M = 0.281/SD = 0.499

Interaction M = 0.833/SD = 0.825 M = 1.531/SD = 1.352 M = 0.458/SD = 0.686 M = 1.094/SD = 1.093

Feeling M = 1.625/SD = 0.881 M = 0.750/SD = 1.000 M = 1.354/SD = 0.862 M = 0.562/SD = 0.658
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We did not find any significant difference in other reasoning, but we found that most
participants in both groups recognize speed more in ‘same conditions’. The waiting
position was given as an answer by the participants in the first-person POV group, and
when one service person becomes unfair, the participants from both groups did not pay
attention to the waiting position. As Degens reported in [5], a relationship between the
collectivism dimension and proxemics distance was difficult to set and measure in the
physical setting in the virtual simulation. We found that some Thai participants in the
third-person POV group ignore the queue-jumper and continue to wait at their preferred
counter because they think that person may be in a hurry to do their work. Thus, in this
case the idea of collectivism may not only affect the physical position but also the role
of work status in the activity.

5 Conclusion and Future Work

In this paper, we presented an experiment to find the effect of Thai culture on fairness
perception in waiting behavior by using a simulated crowd. The participant in first- and
third-person POV groups performed the same activities in the experiment of buying
tickets from two counters. Queue waiting and group waiting styles are used in the
system. We confirmed with concrete results, that culture has an influence on human
behavior. A novel contribution of this paper is that we determined the effect of culture
on waiting behavior at different levels of fairness. Fair service should be preferred in
general; however, in this experiment we found that Thai participants (15 of 32)
accepting the queue-jumper for their own reasons, commiserate that he may be in a
hurry (2 in third-person POV), and think that only one queue-jumper in a line is
acceptable (7 in first-person POV, 2 in third-person POV) and one queue-jumper is
acceptable because they are relaxing in random group waiting (2 in first-person POV, 2
in third-person POV). These behaviors are evidence of the highly feminine charac-
teristics of Thai cultural influence ton the third-person POV group in learning to
understand the context and hidden reasons for jumping the queue, whereas the par-
ticipants in the first-person POV group consider the fairness. In terms of the collec-
tivism dimension, we found that the participants forgive because the queue-jumper is a
friend of the service person. We conclude that the collectivism dimension can refer to
groups and relationships. Learning communication between people should be based on
the message to be transferred. However, during the transfer, there are many processes
to produce the message for communication. Discovering cultural factors is one way
that can help us understand the ways of other cultures more deeply. In the future, we
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Fairness and queue-jumper 1st 3rd

Fig. 2. Fairness reasoning result in ‘same conditions’ and ‘different conditions’
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will conduct experiments with participants from other cultures such as the Japanese
culture. After collecting sufficient parameters, we plan to apply our findings to the
cultural agent field, such as developing agent models and cultural learning assistance
systems, and use the cultural parameters to adjust the culture-related functions in our
system such as the agent model (decision making or behavior) and story (scenario or
lessons) to help the learner understand not only communication but more importantly
culture-specific communication.
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Abstract. A social network is modeled as a graph of nodes connected through
interactions among users, an important medium for the information spreading
and influence on users dynamically. Modeling information diffusion is still key
problem to predict influences of information on users. In recent years, numerous
literatures have proposed models to solve this problem. However, each of
models is coming from different points of view. Based on differential equations
and with a real mechanism of transferring, exchanging information in network,
in this paper, it is proposed a model of temporal-spatial information diffusion,
named differential information diffusion or DID model. This model is setup in
accordance with topological structure of network, semantic content and inter-
active activities of users in network. Experimental computations show the fea-
sibility of the proposed model, conformity with network topology and with
prospects of scalability for large networks.

Keywords: Social network � Centrality measures
System of linear differential equations � Information diffusion
Spearman rank-order test � TOPSIS

1 Introduction

Social network is a kind of social structure which consists of individuals or organi-
zations called users and a set of relationship between them. Information diffusion is the
process that propagates information over time among users in a social network. In this
process, users broadcast their information to others by which users influence one
another. Such interaction of users has become a new source of information diffusion.

Research into the information diffusion in networks began in the middle of the
previous century with the work of Rogers [1] and Granovetter [2]. Currently, there are a
variety of diffusion models arising from the communities of sociology, biology, eco-
nomics, etc. The popular models namely Threshold model and Cascading model are
widely used in the social influence problems, [1, 3]. Besides these models, there are
many variation models to reflect more complicated realistic situations.
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A long time in the 19th century, the infectious disease model took up great interest
and promoted influenza epidemics to describe the transmission of contagious disease
through individuals. In the recent century, some applications of this model have been
widely used to model computer virus infections, news and rumor propagations, [4]. The
models of this kind were formulated using ordinary differential equations [5]. Then,
models based on differential equations of partial derivatives have been appeared [6]. It
is only lately that the Hawkes-based framework to model diffusion phenomena has
been introduced to consider not only the hidden interactions between users but also the
dynamic interactions of the diffusion in networks, [7].

It is dealt with this paper an adapted information diffusion model based on network
structure, user interactions and linear differential equations, named differential infor-
mation diffusion or DID for short. The main contribution of this work is aimed at
setting up a dynamic mechanism of information spreading in accordance with network
structure, semantic and interactive relation of users using the formulation of linear
differential equation system. The proposed model allows spreading information more
realistic and more conveniently in processing some related issues.

After presenting some related works in Sect. 2, the proposed model is described in
Sect. 3. A case study illustrated in Sect. 4 is to demonstrate the DID model operating
and finally to test of significance for matching the proposed model with network
structure. The paper ends with a conclusion and future works in Sect. 5.

2 Related Work

Consider a class of information diffusion models based on differential equations.
Firstly, in the epidemic models, e.g. SIR, SIS, SIRS, the numbers of Susceptible (S),
Infectious (I), and Recovered (R) individuals at certain time are considered to derive
ordinary differential equations, [5, 8]. Solutions of these equations are used to predict
the numbers of S, I, and R individuals at a time, but do not specify where these objects
in network, structures and linkages between individuals are ignored.

In many recent publications, partial differential equations are used to characterize
temporal and spatial information diffusion problem over social networks, [9]. Using
solution of such equations, the information density of users at a hop-distance in net-
work from a given source at a time is specified. But it is not shown a specific infor-
mation density of any user in the same hop-distance. Moreover, the solution of these
equations depends on constraints of the boundary-valued problem and the assumption
that information is a conserved quantity.

Recently, heat diffusion based approaches have been applied in various domains
such as classification, dimensionality reduction, ranking algorithm with Diffusion-
Rank, [10]. In [11], Ma et al. have modeled diffusion of information as processes of
heat diffusion due to the process of people influencing others is near similar to the heat
diffusion phenomenon. However, heat transfer follows the energy conservation law
while spreading of information is not quite like so. Additionally, some changes in time
of information spreading process have not included in the model.

To improve shortcomings in applying the heat transfer process to information
diffusion, in [12] Doo has complemented some properties to reflect interactive activities
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of users in nodes of social network. This makes the model more practical, while the
semantic factor, similarity of diffusive information, flexibility in solving problem is still
not including.

3 Proposed Model

Let G = (V, E) be a directed graph of network, V is the set of nodes representing users
or individuals n = |V|, E the set of directed edges representing relationships among
users, m = |E|. Each edge e = (i, j) is an arrow emanating from i, terminating in j. Let
N+(i) be out-neighbors of i or the set of terminated nodes after emanating from i, N−(i)
in-neighbors or the set of emanated nodes before terminating at i.

3.1 Mechanism of Information Diffusion

In principle, the set of directed edges defines the topological connectivity of nodes in
network. But the relationship among users at nodes is not only determined by their
connectivity but also the amount of activities done by each node and the interactive
between connected nodes. Active nodes are those that are influenced by others active
nodes and may influence their inactive neighbors. Inactive nodes are those that are not
influenced by their neighbors. If a node is inactive then it has no interaction to others.

Therefore, an active node may only activate to other if the other is also active and
both of them are interactive. Hence, the interactive activity between nodes is an
important factor, a necessary condition to diffuse information in network.

At a node i 2 V, an active user can send information to or receive information from
others. Due to some reasons, the user at i only sends or receives in part of information
with ratios respectively denoted by ci;qi 2 ½0; 1�. These ratios may be considered as the
probabilities of sending or receiving information of i. If ci or qi equals zero, then i is
inactive. A couple of nodes i and j is interactive active if both of cj and qi differ from
zero at the same time. In process of diffusion, ci and qi are dynamically vary from time
to time. In this paper, ci and qi are estimated using discrete-numerical valued functions
describing actions according to possible events at i.

Let sij be the ratio of information content the user j sends to i 2 Nþ ðjÞ. These ratios
sij are asymmetric for all i 6¼ j, e.g. a famous actor is usually on being informed about
his or her activities to admirers but not vice versa. Similarity of the diffusive infor-
mation content the user j sends to i may be an estimation of sij. Thus, the ratio of
information j sends to i 2 Nþ ðjÞ is sijcj, and depending on the adoption of i, user at this
node only acquires partly of sijqicj 2 ½0; 1�. This last ratio can be considered as the
probability that the node i adopts information sent from j 2 N�ðiÞ.

Let dj ¼
P

i2NþðjÞ sijeicj be the ratio of the residual information at i 2 Nþ ðjÞ,
ei ¼ 1� qi. In case of qi ¼ 1 with i 2 Nþ ðjÞ, Pi2NþðjÞ sij ¼ 1. The total amount of
un-adopted information w.r.t. ratio dj may be stored as an archival part of the node j to
keep the balance between sending, receiving information.

In summary, the following entry notated by kij is used to determine mechanism of
sending and receiving information between two given nodes i, j.
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kij ¼
�cj if i ¼ j
sijqicj if i 2 Nþ jð Þ i 6¼ j; i; j ¼ 1; 2; . . .; n
0 otherwise

8<
: ð1Þ

The square matrix KD ¼ kij
� �

of order n, kij 2 ½0; 1�, is called kernel of information
diffusion mechanism. Each kij characterizes the probability the node i 2 Nþ ðjÞ adopts
the information received from the node j.

3.2 Differential Equations

Let fj(t) is the information density of j at t, and F(t) ¼ ðf1ðtÞ; f2ðtÞ; . . .; fnðtÞÞT 2 <n.
This node sends a ratio of cjfjðtÞ to i 2 Nþ ðjÞ, then i 2 Nþ ðjÞ adopts an amount
sijqicjfj(t) from j. In a time interval dt, if the rate of change of density or the information
conductivity in network is a, (1) gives the change of information density at the node j as

dF ¼ F(tþ dt)� F(t) ¼ aKDF(t)dt ð2Þ

Equation (2) is a system of linear differential equations whose solution w.r.t an
initial condition F(t0) ¼ ðf1ðt0Þ; f2ðt0Þ; . . .; fnðt0ÞÞT at t = t0 is defined by

F(t) ¼ expðatKDÞF(t0Þ ð3Þ

In which, the square matrix RaðtÞ ¼ expðatKDÞ is called resolver of (2), [13]. By
recurring, Eq. (3) is written in time step dt and at the time th ¼ hdt as follows,

F thð Þ ¼ RaðhdtÞF t0ð Þ ¼ RaðdtÞF th�1ð Þ h ¼ 1; 2; . . . ð4Þ

So, F(t) can be computed recursively based on Eq. (4) starting from F(t0). Thus,
some changes in the diffusion mechanism KD can be updated step-by-step.

Recalculating RaðhdtÞ at each step h is very expensive in large-scale datasets. But,
Eq. (4) allows to avoid this if RaðdtÞ can be approximated near-precisely using the
definition of the matrix exponential or the methods of reducing dimension of space.

An algorithm for finding the solution in each time step th with Eq. (4) is designed
using the following procedures, where i and j designate nodes in network:

i. Initializing the initial condition F(th-1) before doing the step,
ii. Checking the condition of transmitting with the similarities sij if necessary,
iii. Updating the sending and receiving parameters qi; cj, as mentioned in Sect. 3.1,
iv. Estimating the matrix exponential RaðdtÞ w.r.t. the parameters above,
v. Computing the matrix multiplication in Eq. (4) to output F(th)

The complexity of such an algorithm depends on the number n and the method to
evaluate Ra. Anyhow, the computing cost will not exceed cubic-polynomial.
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3.3 Accordance of the DID Model with Network Topology

Let Cj ¼ c1j; c2j; . . .; cnj
� �T2 <n j = 1, 2, . . .; k be the jth centrality measures of nodes

in G, [14], here cij may be degree, closeness, or between-ness of each node i, etc.
Technique for order preference by similarity to ideal solutions, or TOPSIS [15], is
applied to ranking nodes according to the k centrality values. To do so, Cj need be
normalized by dividing the sum of entries in each column.

Let wi be the weight of the jth centrality measure, and

bij ¼ wjcij=
X

m¼1...n
cmj; i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .; k ð5Þ

Then ðbijÞ 2 <n�k is ranking matrix. Let C+ be the subset of profit centralities, C−

the complement of C+ in {1, 2, …, k} or the subset of un-profit centralities. Sets of the
best, worse values in C+, C− denoted A+ = {b1

+, b2
+,…, bk

+} and A− = {b1
−, b2

−,…, bk
−}

respectively, are called ideal solutions where

bþ
j ¼ max bij

��i ¼ 1; . . .; n
� �

; b�j ¼ min bij
��i ¼ 1; . . .; n

� �
j 2 Cþ

bþ
j ¼ min bij

��i ¼ 1; . . .; n
� �

; b�j ¼ max bij
��i ¼ 1; . . .; n

� �
j 2 C� ð6Þ

The distances from the ith node to A+, A− are determined by

Sþ
i ¼

X
j¼1...k

ðbij � bþ
j Þ2

n o1=2
; S�i ¼

X
j¼1...k

ðbij � b�j Þ2
n o1=2

i ¼ 1; 2; . . .; n

ð7Þ

The relative closeness Ri
+ or Ri

− of the node i 2 V w.r.t A+, A− is defined by

Rþ
i ¼ Sþ

i = S�i þ Sþ
i

� �
and R�

i ¼ S�i = S�i þ Sþ
i

� �
i ¼ 1; 2; . . .; n ð8Þ

These Ri
+ and Ri

− are used to order preference the nodes according to the ideal
solutions. The nodes with higher Ri

− are to be un-profit and the nodes with higher Ri
+

are supposed to be played the best and should be higher priority.
To test for accordance of the DID model and a structure of network, Spearman test

is applied with a given level significance of a probability.

4 Experiments

To demonstrate clearly and easily seen, the dataset of documents extracted from [16]
are assigned to nodes in Fig. 1 according to the similarities sij between the nodes i, j.
These sij are calculated using the algorithms in hk-LSA model proposed in [17, 18].
The diffusion mechanism is illustrated in the figure with the kernel KD described in
Fig. 2. It is easily to check that

P
i2NþðjÞ sij ¼ 1 for all j as qi ¼ 1 with i 2 Nþ ðjÞ.

In this experiment, DID model is setup with dt ¼ 0:5; a ¼ 1 and h = 50 com-
putation steps. To realize possibilities in sending and adopting information at each node
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i, the parameters ci and qi are discretized using the values of the exponential power

function EP a; b; cð Þ ¼def atbexp tcf g or the values of the normal distribution function

NM a; b; cð Þ ¼def að1=ð ffiffiffiffiffiffiffi
2pÞp Þexp �0:5 t� bð Þ=c½ �2

n o
, where a, b, c are parameters.

The graphs of EP1 = EP(10,12,4), NM2 = NM(5.6,5,4) are used and discretized
with each step th ¼ hdt. In Figs. 3, 4 and 5, they are sketched using dash-dot or dash
curves. Their behaviors show changes in ratio of sending or receiving information
density to or from a node.

The solid curves in Figs. 3, 4 and 5 represent information densities the results of
DID model. There, the abscissae are time steps h = 0(1)50, density scales in the
ordinate. Due to space limit, three cases are illustrated to show the efficient of the
model.

Fig. 1. Graph of network. Numbers close to head of arrow are sij, e.g. s12 = 0.11.

Fig. 2. Kernel matrix KD of the DID model.
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Fig. 3. Case 1: Variations of information density functions in DID model.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50

2

6

8
9

4

3

EP1

NM2

7
5

1

Fig. 4. Case 2: Variations of information density functions in DID model.
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Fig. 5. Case 3: Variations of information density functions in DID model.
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4.1 Case 1

In this case, the initial conditions f2(0) = 1, f6(0) = 0.8 with c2 ¼ EP1; c6 = Nor�02,
others fi(0) = 0, ci ¼ 1; i 6¼ 2; 6. q4 ¼ q8 ¼ NM2 other qi ¼ 1. Figure 3 describes the
DID solution. Both nodes 2 and 6 are sending and receiving with nodal degrees greater
than 6. After sharing information, in the 25 first time steps the densities of the 2 and 6
become stable. Thus, these nodes activated un-efficiently to the other nodes.

4.2 Case 2

The same setting as the 1st case, but the nodes 2 and 6 are not received, q2 ¼ q6 ¼ 0
and qi ¼ 1, i 6¼ 2; 6. These nodes transmit information more efficient as in Fig. 4. The
nodes 2, 8 are close neighbor with high similarities, so the latter receives much
information from the former. So are the node 2, 9 but with small similarities the node 9
received less information than. Similarly, the remainder nodes are also adopted more
information than, while the densities of the nodes 2, 6 are strong decreased.

4.3 Case 3

The initial condition is turning to f4(0) = 1, f5(0) = 0.8 with c4 ¼ EP1; c5 ¼ NM2 and
q4 ¼ q5 ¼ 0 and fi(0) = 0 i 6¼ 4, 5; otherwise ci ¼ qi ¼ 1. The nodes 4 and 5 only
send information, while the others just receive. The node 6 adjacent to 4 and 5 with
high similarity, that why it adopts much information than the others. The node 3 is
rather far the 5 but very high similarities with the node 4, therefore this node received
45% information. All of the nodes become early stabilization after 12 time-steps.

4.4 Test for Accordance of Model with Network Topology

Spearman rank-order test of significance is applied to test for accordance of the DID
model with the network structure. Network topology plays an important role for
information diffusion. Therefore, some measures of node centrality such as degree of
node, closeness of node, and between-ness centrality, eigenvalue centrality of node
need be considered.

Denote Dc, Cc, Bc, and Ec respectively these types of centrality measures, their
values are calculated for each node in Fig. 1 and given in the first columns of Table 1.

The TOPSIS allows ranking the nodes w.r.t. their four centralities and listing in the
Rc column of Table 1. The columns fi−Fk, k = 1, 2, 3 are the stabilized densities
beyond 30 time-steps as illustrated in Figs. 3, 4 and 5 and RFk the ranking of fi−Fk,
i = 1, 2,…, 9.

Using Spearman’s test of rank-correlations with the statistic r is estimated by

rk ¼ 1� 6
X

i¼1...n
d2ki= n n� 1ð Þ½ � ð9Þ

Here, n = 9 and dki is the difference between the ranks of RFk, Rc in the ith row of
Table 1. Three values of rk are in the bottom row in the table.
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The critical values w.r.t n = 9 and at levels of significance 1%, 5%, 10% are 0.834,
0.7, 0.6, respectively. It is shown that all rkj j values in Table 1 are not greater than
these critical values. Therefore, the ranking Rc of the nodes w.r.t. their centralities is
statistically in accordance with the ranking of information densities in each case study
of the DID model when these diffusion processes stabilized.

Moreover, Table 1 also supports each case study that the nodes with small rank of
centrality nearly tended to receive less information than those with greater rank.
Therefore, in this case the processes of DID model is in accordance with the network
topology.

5 Conclusion and Future Work

It is dealt with this paper a proposed model named DID or differential information
diffusion. This model is aimed at estimating information density spreading in a given
network, with three unique features:

First, a novel mechanism to setup the model as realistically as possible includes
possibilities of sending and adopting, interactive activities, and similarities between
nodes in network.

Second, the DID model is introduced to extend the model of differential linear
equation system by incorporating the proposed diffusion mechanism. The complexity
of solving problems in the model is not exceeding cubic-polynomial, mainly in matrix
multiplications and estimating matrix exponential of the resolver.

Also, by splitting-up the DID model in small time intervals and solving the problem
in each time step, the diffusion mechanism can be updated according to temporal
changes in network.

Table 1. Results of calculating and testing the accordance between the centralities and
stabilized information diffusion processes

No Dc Cc Bc Ec Rc fi-F1 RF1 fi-F2 RF2 fi-F3 RF3

1. 2 0.571 0.000 0.108 9 0.002 6 0.115 4 0.000 1 
2. 7 0.889 0.339 0.429 1 0.334 9 0.001 1 0.196 6 
3. 3 0.615 0.054 0.125 7 0.002 7 0.094 3 0.449 8 
4. 2 0.571 0.018 0.104 8 0.000 1 0.137 5 0.001 2 
5. 5 0.727 0.000 0.391 4.5 0.001 3 0.366 8.5 0.005 3 
6. 6 0.800 0.161 0.408 2 0.223 8 0.005 2 0.670 9 
7. 5 0.727 0.000 0.391 4.5 0.002 4.5 0.251 6.5 0.120 4.5 
8. 5 0.727 0.000 0.391 4.5 0.000 2 0.366 8.5 0.240 7 
9. 5 0.727 0.000 0.391 4.5 0.002 4.5 0.251 6.5 0.120 4.5 

r1 :  -0.388 r2 :  0.250 r3 :  -0.529 
Notes:  Rc: Ranking of nodes by four centrality measures using TOPSIS technique; fi-F1 in Fig. 1,  

fi-F2 in Fig. 2, fi-F3: fi Fig. 3; RF1: ranks of fi-F1, RF2: ranks of fi-F2, RF3: ranks of fi-F3.
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Third, the compatibleness between the mechanism and the DID model is tested by
TOPSIS ranking and Spearman test of significance. At error levels less than 1% or 5%,
it is shown that the proposed diffusion mechanism and DID model are in accordance
with each other.

Compared to the existing information diffusion model based on network topology
and differential equation the DID model with the proposed mechanism is more realistic
and flexible in using.

Finally, to check easily and clearly, the dataset used in the experiment is rather
small, but commonly. In near future, more experiments will be done to test scalability
of the proposed model with some real-larger datasets.
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Abstract. In this paper, we investigate a problem of finding smallest set
of nodes to remove from a social network so that influence reduction of
misinformation sources at least a given threshold γ, called Targeted Mis-
information Blocking (TMB) problem. We prove that TBM is #P-hard
under LT model. For any parameter ε ∈ (0, γ), we designed Greedy algo-
rithm which return the solution A with the expected influence reduction
greater than γ−ε, and the size of A is within factor 1 + ln(γ/ε) of the opti-
mal size. To speed-up Greedy algorithm, we designed an efficient heuristic
algorithm, called STBM algorithm. Experiments were conducted on real-
world networks which showed the effectiveness of proposed algorithms in
term of both effectiveness and efficiency.

Keywords: Misinformation · Social network
Approximation algorithm

1 Introduction

Besides disseminating official information, Online Social Networks (OSNs) are
channels in which also allow spreading misinformation and rumors. In order for
social networks as a channel of reliable information for users, many strategies
have been proposed to prevent the spread spread of misinformation [3–5,7–11].
Diffusion propagation models are the bases for studying on and identification
source of misinformation and restriction the spreading misinformation, in which,
there are two most common models, Linear Threshold (LT) and Independent
Cascade (IC) models [13]. Base on that, some authors proposed a mathematical
approach to detect misinformation or information sources in the case we known
the set of nodes were infected by misinformation [1,2]. Recently, there have been
various approaches to decontaminate misinformation by choosing a set nodes to
initialize good information and spread it on the same network to convince other
users recently [3,4].

In order to block spread of misinformation on OSNs, an effective solution is
to remove the important nodes or edges from networks [5,6,12]. Some authors
c© Springer International Publishing AG, part of Springer Nature 2018
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proposed place monitor or immunization vaccines strategies on some nodes to
limit the spread of known misinformation/epidemic sources [2,7–10]. Placing
monitor or vaccination on a node is equivalent to removing this node from the
network during propagation process. Recently, Zhang et al. formulated the prob-
lem of placing monitor at a set nodes so that information spreading from known
sources of misinformation to protected central nodes no greater than the protec-
tion threshold [2]. Zhang and Prakash [8] have developed vaccination strategies
for nodes that limit the spread of disease on social networks on the IC model.
The similar methods have also been applied for edges and nodes to control prop-
agation at groups under LT model [9]. Later on, Song et al. [10,11] studied
the problem of limiting misinformation combining time delay on a various of
IC model. They also designed heuristic algorithms that outperform the previous
algorithms. However, it is difficult to collect data to establish parameters in their
models because they are quite complicated.

Although previous works considered strategies to limit the spreading misin-
formation, but they do not consider the target for preventing misinformation
(i.e., stop it with a given threshold). In reality, to make sure the OSNs are
reliable, we need to limit the spread of misinformation so that the number of
users not infected by misinformation is greater than a given threshold. In other
words, this threshold ensures reliability in a social network. Motivated by the
phenomenon, in this paper, we investigated the Targeted Misinformation Block-
ing (TMB) problem, in which aim to find the smallest set nodes to remove from
the network so that the influence reduction from known misinformation sources
at least given threshold γ under LT model. For the complexity, we proved that
TMB problem is #P-hard. We proposed a Greedy algorithm which provided a
ratio of 1 + ln(γ/ε). We further proposed an efficient heuristic algorithm called
STMB which is scalable algorithm for TMB on large-scale networks. Experiments
were performed on real-world social traces of NetS, AS and NetHEPT datasets
show the performance of our proposed algorithms. In each of the network, we
observe that STMB is outperform to the other algorithms in terms of minimizing
the size of selected nodes while the runtime is faster than Greedy algorithm.

Organiation. The rest of paper is organized as follows. We first introduce prop-
agation model, problem definition in Sect. 2. We prove complexity of TMB in
Sect. 3. Section 4 presents our proposed algorithms. The experimental results on
several datasets are in Sect. 5. Finally, we give some tasks for future work and
conclusion in Sect. 6.

2 Model and Problem Definition

Firstly, we introduce well-know Linear Threshold (LT) diffusion model (see [13]).
Based on this, we then formal statement of targeted misinformation blocking
problem.
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2.1 Diffusion Model

Let G = (V,E,w) is a directed graph represents a social network with a node set
V and a directed edge set E, |V | = n and |E| = m. Let N−(v) and N+(v) are
the set of in-neighbors and out-neighbor of node v, respectively. Each directed
edge (u, v) ∈ E is associated with an influence weight w(u, v) ∈ [0, 1] such
that

∑
u∈N−(v) w(u, v) ≤ 1. Given a subset S ∈ V, S = {s1, s2, . . . , sk} repre-

sents the misinformation sources (as the seed set in IM problem [13]). In LT
model, each node v ∈ V has two possible states, active and inactive and the
influence cascades in G as follow. First, every node v ∈ V uniformly chooses
a threshold θv ∈ [0, 1], which represents the weighted fraction of u’s neighbors
that must be active to activate u. Next the influence propagation happens in
round t = 1, 2, 3 . . .. At round 1, we activate nodes in set S, and set all other
nodes inactive. At round t ≥ 1, an inactive node v is activated if weighted
number of its activated neighbors are greater than or equal its threshold, i.e.,∑

in activated neighbors u w(u, v) ≥ θv. Once a node becomes activated, it remains
activated in the process of spreading. The influence propagation ends when no
more nodes can be activated.

2.2 Problem Definition

Denote σS(G) is the influence spread of S in G under LT model, i.e., expected
number nodes given activated by S. Kempe et al. [13] show that LT model to be
equivalent to live-edge graph which is constructed by the rules are: (1) for every
v ∈ V , select at most one of its incoming edges at random, such that the edge
(u, v) is selected with probability w(u, v), (2) and no edge is selected with proba-
bility 1−∑

u∈N−(v) w(u, v). The selected edges are called live and all other edges
are called blocked. By Claim 2.1 in [13], we have: σS(G) =

∑
g∈G Pr[g]R(g, S),

where G is set of sample graphs generated from G according live-edge model with
a probability denoted by Pr[g] and R(g, S) denotes the set of nodes reachable
from S in g (see more detail in [13]). The influence spread from S when remove
A is the influence spread of S in induce graph G[V \ A], denoted by σS(G \ A).
The influence reduction of A defined as, h(A) = σS(G) − σS(G \ A). In this
paper, we consider Targeted Misinformation Blocking (TMB) which is defined
as follows:

Definition 1 (TBM). Let G = (V,E,w) is a directed graph represents a social
network. Given a set of misinformation source S = {s1, s2, . . . , sk}, S ∈ V and
integer number γ ≤ |V |, find a set A ⊂ V \S of the smallest size nodes to remove
form G such that the expected influence reduction, h(A) at least γ.

3 Complexity

In this section, we show that TMB problem is #P-hard. Note that a #P problem
is at least as hard as the corresponding NP problem.
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Theorem 1. TMB problem is #P-hard in LT model.

Proof. To prove TMB is #P-hard, we reduce from s-t paths which was proved
#P-hard [16], defined as follow:

Definition 2 (s-t paths problem [16]). Given a directed graph G =
(V,E), |V | = n, |E| = m, s-t paths problem ask to compute the number of
(directed) paths from node s to node t that visit every node at most once.

Consider an instance I1 of s-t paths problem, where G = (V,E), s, t ∈ V are
given. As Fig. 1 shows, from G, we construct G′ as follow: we add a new node
u and add two edges (s, u), (t, u) with weights w(s, u) = w(t, u) = 1/2, we add
more set Q include 2n nodes and connect u to them with the same weight is
equal to 1. For the others edges, we set the weight is equal to w = 1/Δ, where Δ
be the maximum in-degree of any node in G. This assumption still satisfies the
LT mode since the total of in-neighbour weight is not greater than 1. Let P(G, s)
is the set of all simple paths from s in graph G, P(G, s, t) is the set of all simple
paths from s to t in graph G. By the equivalence given Claim 2.6 in [13], we have:
σS(G′) =

∑
x∈P(G′,s)

∏
e∈x w(e), and σS(G′ \ {u}) =

∑
x∈P(G′\{u},s)

∏
e∈x w(e).

Eliminate the same elements in the two above equations so the remaining paths
containing node u. Set these paths divided into two groups: paths have u is the
endpoint and the paths have v ∈ Q is endpoint. Therefore, h(u) = σS(G′) −
σS(G′ \ {u}) =

∑
x∈P(G′,s,u)

∏
e∈x w(e) +

∑
v∈Q

( ∑
x∈P(G′,s,v)

∏
e∈x w(e)

)
=

2n+1
2

∑n−1
i=0 αiw

i + n, where αi = |Pi(G, s, t)|. Let f(w) =
∑n−1

i=0 αiw
i, on G′ we

easy see that 0 ≤ f(w) ≤ 1; n ≤ h(u) ≤ 2n + 1
2 , and h(u) = maxv∈G′ h(v).

We first show that if we can determine f(u) ≥ β for any integer β ∈ [0, 1] in
polynomial time, we can solve s-t paths problem in polynomial time. Since the
weigh w = 1/Δ, f(w) is a fraction with a numerator of Δn−1 and the numerator
at most Δn−1. By using binary search from 1 to Δn−1, we can find value of f(w).
This task can be done in O(log(Δn−1)) = O((n− 1) log Δ) = O(n log n). Hence,
we can calculate f(u) in polynomial time. We then the adjust weight w to n dis-
tinction values 1

Δ , 1
Δ+1 , . . . , 1

Δ+n−1 . By using above method, we can find value
of f(w) corresponding to each w. Hence, we obtain a set of n linear equations
∑n−1

i=0 αiw
i = f(w), w ∈ { 1

Δ , 1
Δ+1 , . . . , 1

Δ+n−1} with {α0, α2, . . . , αn−1} as vari-
ables. The matrix of this equation is Mn×n = {mij} and mij = wi, i, j = 0, . . . , n
so this is Vandermonde matrix and we can easily to compute the unique solution
{α0, α2, . . . , αn−1} for the linear system of equations. The total of s-t paths in
G is

∑n−1
i=0 αi. Therefore, if we can determine f(u) ≥ β for any integer β ∈ [0, 1]

in polynomial time, we can solve s-t paths problem in polynomial time.
We now consider an instance I2 of TMB where S = {s}, γ = β 2n+1

2 + n, β ∈
[0, 1]. Assume that an A is a polynomial-time algorithm solving TMB problem.
Consider two cases: (1) If A returns the solution set A whose size is equal to 1,
we only need to select A = {u}, infer f(w) ≥ β; (2) If A returns the solution
set A whose size larger than 1. At that besides u, some nodes are chosen into A.
We infer f(w) < β. Therefore, A can be used to decide f(w) is greater than β,



Targeted Misinformation Blocking on Online Social Networks 111

Fig. 1. Reduce from s-t paths to TMB.

that can also solve the s-t paths problem. This implying that our TMB problem
is at least as hard as s-t paths problem. ��

4 Proposed Algorithms

4.1 Greedy Algorithm

We introduce an approximation algorithm that provide a ratio of 1 + ln(γ/ε)
base on h(.) is proved submodular and monotone function, i.e., for A ⊂ T, v /∈ T
h(A + {v}) − h(A) ≥ h(T + {v}) − h(T ).

Algorithm 1. Greedy Algorithm (GA)
Data: Graph G = (V, E, w), S = {s1, s2, .., sk}, threshold < γ < |V |, parameter

ε ∈ (0, γ)
Result: set of nodes A

1. A ← ∅;
2. while h(A) > γ − ε do
3. u = arg maxv∈V \{A∪S} h(A + {v}) − h(A); A ← A ∪ {u};
4. end
5. return A;

Theorem 2. The function h(.) is submodular and monotone function.

Proof. Denote NE(A) is set of edges adjacent with all nodes in A. By Theorem 5
in [12], for A ⊆ T we have h(T )−h(A) = σS(NE(A))−σS(NE(T )) ≥ 0. Therefore
h(.) is a monotonically increasing. We then show that the function σS(Gi\A) is a
supermodular function of the set A is the variable, i.e., ∀A ⊆ T ⊂ V , ∀v ∈ T \A,
we have σS(G \ (A ∪ {v})) − σS(G \ A) ≤ σS(G \ (T ∪ {v})) − σS(G \ T ) Let
ET,v = NE(T +{v})\NE(T ), EA,v = NE(A+{v})\NE(A) we have ET,v ⊆ EA,v

and due to A ⊆ T . We obtain NE(A) ∪ ET,v ⊆ NE(A + {v}). Let σS(G \ X)
is the influence of S for graph G after remove the set edges X ⊂ E, we obtain
σS(G \ A) = σS(G \ NE(A). By Theorem 6 in [12], ∀X ⊆ Y, e ∈ Y \ X, we have:

σS(Gi \ (X ∪ {e}) − σS(Gi \ X) ≤ σS(G \ (Y ∪ {e})) − σS(Gi \ Y ) (1)
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Therefore, σS(G\A)−σS(G\(A∪{u})) = σS(G\NE(A))−σS(G\NE(A+{v})) ≥
σS(G \ NE(A)) − σS(G \ (NE(A) ∪ ET,v)) ≥ σS(G \ NE(T )) − σS(G \ (NE(T ) ∪
ET,v)) = σS(G\T )−σS(G\(T ∪{u})) (Apply the inequality (1)). Combine with
h(A) = σS(G) − σS(G \ A) we easy see that h(.) is a supermodular function. ��
Theorem 3. For any ε ∈ (0, γ), Algorithm1 return solution A satisfies h(A) ≥
γ − ε, and the size of A is within factor 1 + ln(γ/ε) of the optimal size.

The proof of Theorem 3 straightforward based on [15]. Base on Theorem 2, the
greedy algorithm given in Algorithm1 achieve 1 + ln(γ/ε) approximation ratio.
The algorithm simply chooses the node that provides maximum largest incre-
mental influence reduction in each step, defined as δ(A, u) = min{γ, h(A +
{u})} − h(A). The main challenge of this algorithm comes from calculate σS(.)
is #P-hard (see [14]). Therefore, we introduce an efficiency algorithm in next
subsection.

4.2 Scalable TMB Algorithm

We try to tackle this problem with a speed-up approach proposed by Zhang
[9]. This approach use characteristics of the LT model, in which the set nodes
that reach from a seed node v in live-edge is a tree root at v. In our proposed
algorithm, we first simplify the instance of TMB problem by merging set source
S = {s1, s2, . . . , sk} into a supper source node I. For each node v ∈ N+(S),
we assign weight w(I, v) =

∑
s∈N+(v)∩S w(si, v) and remove S after update the

new weight set, the result’s called merged graph G′. Based on the characteristic
of LT model, the instances before and after of TMB are equivalence (see more
details in [8,9]). Next, we’ll generate η sample graphs g from the G′. For each
g, we construct an induced tree root at I by removing the edges (v, I),∀v ∈ g.
We obtained set L which contains η tree (line 3). The influence reduction of a
node v on each tree is calculated by using DFS algorithm. We then approximate
the marginal influence reduction of node u on G is equal to average influence
reduction of node u on all tree TI ∈ L (line 4).

After that, we apply the lazy forward method in [17] to select the solution
based on h(.) is submodular function (lines 10–22). Assign r(u, TI) is the number
of all reachable nodes in TI from node u. The node is selected in each step also
removed from each tree TI ∈ L and r(u, TI), u ∈ TI will be updated (line 16) in
the way as follows: (1) For children of u, we can remove them because it is not
reachable from I, (2) for any ancestor v of u, r(v, TI \ u) = r(v, TI) − r(u, TI),
which can be done in constant time. The details of algorithm are presented in
Algorithm 2.

Complexity. Merge algorithm takes O(k + |N+(S)|) (line 3). Generating η
sample takes O(η(m + n)). Calculating r(TI , u),∀u ∈ TI can be done in O(ηn).
For lazy forward phase, the total time needed takes at most O(qηn) where q is the
number of iterations of while loop. Therefore, Algorithm2 runs in O(η(m+qn)).
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Algorithm 2. Scalable TMB (STMB) Algorithm
Data: Graph G = (V, E, w), S = {s1, s2, .., sq}, threshold γ > 0
Result: set of nodes A

1. A ← ∅; (G′, I) ← Merge(G, S).
2. Remove all node, I can’t reach in G.

3. Generate η live-edge graphs and set η tree L = {T 1
I , T 2

I , . . . , T
|η|
I }

4. For each TI ∈ L, calculate r(u, TI) for all u ∈ TI (by using DFS algorithm).
5. for u ∈ V do
6. u.δ(u) ← 1

η

∑
TI∈L r(u, TI); u.cur ← 1

7. Insert element u into Q with u.δ(u) as the key

8. end
9. hmax ← 0; iteration ← 1

10. while hmax < γ − ε do
11. umax ← dequence Q
12. if umax.cur = iteration then
13. A ← A ∪ {umax} ; iteration ← iteration + 1
14. foreach TI ∈ Lc do
15. If umax ∈ TI , remove node umax and update r(v, TI), ∀v ∈ TI .
16. end
17. hmax ← hmax + umax.δ(umax)

18. else
19. umax.δ(umax) ← 1

η

( ∑
TI∈L r(I, TI) − ∑

TI∈L r(I, TI \ umax)
)

20. umax.cur = iteration; re-insert umax into Q

21. end

22. end
23. return A;

5 Experiments

In this section, we show experimental results of proposed algorithms on three
real-world datasets to evaluate the performance and compare them with several
other baselines algorithm.

5.1 Experiment Setup

Dataset. The three real-world networks we use and their basic statistics are
summarized in Table 1. We assign the weights of edges in LT model according to
previous studies [12–14]. The weight of the edge (u, v) is w(u, v) = 1

|N−(v)| . For
the misinformation source, we randomly choose S in 4–6% of the set nodes. The
code is written in Python 2.7 using the NetworkX library and all experiments
are run on a Linux Server machine with 2.30 GHz Intel R© Xeon R© CPU E5-2697
and 128 GB of RAM DDR4.

Algorithms Compared. In our experiments, we compare STMB algorithm with
other algorithms below: PageRank: Compute a ranking of the nodes in the graph
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Table 1. Datasets

Dataset NetS [18] AS [19] NetHEPT [13,14]

Num. of nodes 1.5K 6.4K 15.2K

Num. of edges 5.4K 12.5K 32.2K

Avg. degree 3.8 7.5 4.2

Num. of source nodes 100 300 1000

G based on the structure of the incoming links. It was originally designed as
an algorithm to rank web pages. We setup damping parameter for PageRank
is 0.85. Because h(.) is monotonic function, we used binary search algorithm
to find A set with |A| nodes having highest-ranked. High-Degree: A heuristic
based on the notion of degree centrality. We sort all nodes base on degree of
each node then making the same to PageRank, we use binary search algorithm
to find A. Greedy: The Greedy algorithm (Algorithm 1) with the lazy evaluation
optimization in [17]. We run 10,000 simulations to accurately estimate h(A) for
every A set obtained for each algorithm.

5.2 Experiment Results

Solution Quality. As demonstrated in the Fig. 2, the number of selected nodes
gave by STMB algorithm is the smallest. STMB is up to 39% better than Greedy
method, 60%–95% and 57%–87% better than that PageRank and High-Degree
respectively. To check A set got from STMB algorithm, we run 10000 times
Monte-Carlo simulations to calculate function h(A) and result is shown in Fig. 3.
In most cases h(A) is greater than γ.

Table 2. Compare running time between algorithms

Dataset STMB Greedy Page Rank High-Degree

NetS 17.57 14206.80 35.73 30.24

AS 45.70 14074.87 14.39 17.85

NetHEPT 165.12 582566.74 392.34 374.66

Running Time. The running time of different algorithms on the three networks
are given in Fig. 2 and Table 2. On the NetS and NetHEPT dataset, our STMB
algorithm is roughly two times faster than the PageRank, High-Degree and 800–
3500 times faster than the Greedy. On the AS dataset, STMB algorithm is slower
than the PageRank and High Degree but still 300 times faster than Greedy. From
the result, we see that STMB algorithm is very competitive in its time efficiency.
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Fig. 2. Comparison of solution quality of algorithms on NetS, AS, NetHEPT networks

Fig. 3. Check result of STBM on TBM problem.

6 Conclusions

In this paper, we studied the TBM problem, in which aim to finding smallest set
nodes to remove from a social network so that the number of influence reduction
no less than a given threshold γ. Besides proving the problem is #P-Hard. We
proposed two algorithms: Greedy and STMB algorithms. In the future, we will
tackle the TBM problem in other diffusion model, especially IC model.

References

1. Nguyen, D.T., Nguyen, N.P., Thai, M.T.: Sources of misinformation in online social
networks: who to suspect? In: Proceedings of IEEE Military Communications Con-
ference (MILCOM), pp. 1–6. IEEE (2012)

2. Zhang, H., Kuhnle, A., Zhang, H., Thai, M.T.: Detecting misinformation in
online social networks before it is too late. In: Proceedings of 2016 IEEE/ACM
International Conference on Advances in Social Networks Analysis and Mining
(ASONAM), pp. 541–548. IEEE (2016)

3. Nguyen, N.P., Yan, G., Thai, M.T.: Analysis of misinformation containment in
online social networks. Comput. Netw. 57, 2133–2146 (2013)

4. Budak, C., Agrawal, D., El Abbadi, A.: Limiting the spread of misinformation in
social networks. In: Proceedings of 20th International Conference on World Wide
Web, pp. 665–674. ACM (2011)



116 C. V. Pham et al.

5. Tong, H., Prakash, B.A., Tsourakakis, C., Eliassi-Rad, T., Faloutsos, C., Chau,
D.H.: On the vulnerability of large graphs. In: Proceedings of IEEE International
Conference on Data Mining (ICDM), pp. 1091–1096. IEEE (2010)

6. Prakash, B.A., Tong, H., Valler, N., Faloutsos, M., Faloutsos, C.: Virus propagation
on time-varying networks: theory and immunization algorithms. In: Balcázar, J.L.,
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Abstract. This paper presents a conversation strategy for interactive
recommendations using a chatbot. Chatbots are attracting attention
to provide a flexible user interface using natural language for various
domains. For a given task, what kind of questions to ask and/or what
information should be provided and how to process user responses play a
crucial role in developing an effective chatbot. In this paper, we focus on a
task of recommending an item that suits a user’s preference and propose
a conversation strategy where a chatbot combines questions about user’s
preference and recommendations soliciting user’s feedback to them. The
balance between questions and recommendations is controlled by chang-
ing the parameter values. We target a chatbot that uses a graphical user
interface (GUI) and apply approaches proposed in the field of recommen-
dation systems. Preliminary experiment results with a prototype indicate
the potential of our proposed approach.

Keywords: Chatbot · Conversation strategy
Interactive recommendation

1 Introduction

This paper presents a conversation strategy for a chatbot by focusing on interactive
recommendation tasks. Generally, a chatbot exploits natural language processing,
which does not depend on a particular task or domain. Various frameworks have
been proposed to facilitate the development of chatbots (for example, [2,12]). For
a given task, not only natural language processing but also how to conduct con-
versations is important. Some chatbots also rely on such a graphical user interface
(GUI) as buttons with which a user can send a predefined message by just clicking
a button. In such a case, issues include not only what kind of messages are sent to
users but also what possible answers are provided to them.

In this paper, we focus on a task that recommends an item that matches
a user’s preferences and consider a conversation strategy in a chatbot setting.
c© Springer International Publishing AG, part of Springer Nature 2018
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Typical recommender systems use algorithms such as content-based or collabo-
rative filtering [8]. In these systems, the interaction between a system and a user
is generally one-shot. On the other hand, in conversational recommender sys-
tems, a user repeatedly interacts with a system. For example, critiquing-based
recommender systems use user’s feedback or critiques about recommended items
to narrow down suitable items to recommend [3]. Here we apply such methods
that have been proposed in recommender systems research to a chatbot setting.
We also employ a GUI that is provided on some chatbot platforms to develop a
more user-friendly system.

The rest of the paper is organized as follows. The next section describes
related work, and Sect. 3 describes a model for interactive recommendations
using a chatbot. Section 4 explains the prototype we built using the LINE
messaging service, and Sect. 5 presents preliminary evaluation results obtained
using our prototype. Finally, Sect. 6 concludes the paper and describes some
future work.

2 Related Work

2.1 Recommender Systems

To achieve effective recommendations, user preferences for items must be inferred
correctly [9]. A user’s preferences are generally represented by a user–item
matrix. When a user’s previous behaviors are not known beforehand, the so-
called cold start problem needs to be addressed. To solve this problem, a frame-
work for eliciting user preferences was proposed [4] that identified questions to
learn a new user’s preferences. Another method was proposed where a series of
recommendations is made and the user’s preferences are constantly updated to
reflect user feedback on recommended items [13].

In a conversational recommender system, obtaining feedback can be catego-
rized into two basic types: navigation by asking and navigation by proposing [10].
These feedback strategies are analyzed in terms of user efforts and cost. From
the viewpoint of user interaction, generalized linear search (GLS) was also pro-
posed that minimizes the number of user interactions to discover items that
match a user’s interests [6]. Adapting interaction strategies was also proposed
in conversational recommender systems [7] that use reinforcement learning tech-
niques. Conversational recommendations are also applied to acquire the func-
tional requirements of products [11]. This proposed framework introduces an
ontology structure and explores user preferences through question and answer
interactions that resemble those between professional sales people and customers.

In contrast to these studies, we focus on a mechanism that switches between
questions and recommendations and apply it to a chatbot setting for natural
interaction between a user and a chatbot.

2.2 Word Retrieval Assistant

Systems have been proposed that help aphasia sufferers recall an item’s name [1,5].
Such word-finding difficulty is one typical symptom of a person with aphasia and
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describes the plight of a person with aphasia who has a clear mental image of an
item but cannot find its name or language to express it. In an activity that mirrors
the traditional game of 20 questions, a human conversation partner usually asks a
series of questions to infer the name of the thing an aphasia sufferer wants to say.
For example, suppose that an aphasia sufferer wants to say banana but cannot
recall its name. A conversation partner asks such questions as Is it food?, Is it a
fruit?, Is it yellow?. The questions used in this setting are basically multiple choice
or yes-no type of queries. If a person with aphasia answers them with yes, what he
wants to say might eventually be inferred as banana. The word retrieval assistance
system asks a series of questions instead of a human conversation partner to infer
what an aphasia sufferer is struggling to remember.

This word-finding process resembles a method that identifies an item whose
characteristics a user knows but not the item itself. In this sense, a word retrieval
assistance system shares properties with interactive recommendations.

In word retrieval assistance systems, the order in which questions are posed is
critical to efficiently infer what the user has in mind. Typical heuristics calculate
the information gain of questions and the question with the biggest information
gain is asked next. In a word retrieval assistance system, there is only one correct
answer, but in a recommendation system, multiple items might be suggested.
Thus, different heuristics are necessary for an interactive recommendation.

In addition, since the target user of a word retrieval assistance system has
difficulty answering a question in a free-text form, a graphical user interface
(GUI) is deployed, such as buttons. When a user answers a multiple choice ques-
tion, using GUI is more convenient than a free-text entry. When GUI elements
are available on a chatbot platform, they should also be exploited for interactive
recommendations.

3 Interactive Recommendations with a Chatbot

3.1 Recommendation Model

We assume n items from which an item(s) is recommended to a user, based on her
preferences. Each item is characterized by m properties. Item si is represented
by m-dimensional vector si = (si,1, · · · , si,m). Similarly, user u’s preferences are
represented as m-dimensional vector u = (u1, · · · , um).

The similarity between user u and item si, sim(u, si) is calculated based on
the Pearson correlation coefficient:

sim(u, si) =

∑m
j=1(uj − uj)(si,j − si,j)

√∑m
j=1(uj − uj)2

√∑m
j=1(si,j − si,j)2

. (1)

The initial value of a user vector is set to u = (0, · · · , 0), which means that
her preference is unknown. Through interactions between a user and a system,
the user vector’s value is updated.
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We consider the following two types of triggers to update the user vector:

– question: a user is asked whether she is interested in the property specified.
– recommendation: she is presented with a recommendation and is asked

whether she likes it.

In the former case, the value of uj is directly set from the user’s answer to
the question. Suppose that the possible answers are YES, NO, or NOT SURE. If
the user’s response is YES, the value is set to 1, and if her answer is NO, the
value is set to −1. Otherwise, the value is set to 0.

In the latter case, the value of uj is updated based on her feedback in response
to the recommendation. We categorize the possible feedback from the user as
LIKE, DISLIKE, or NOT SURE. If her feedback is LIKE, the property value of the
user vector is increased if the same property of the recommended item is positive,
and it is decreased if the same property of the recommended item is negative. If
her feedback is DISLIKE, the property value of the user vector is decreased if the
same property of the recommended item is positive; it is increased if the same
property of the recommended item is negative. Otherwise, the user vector is not
changed. More specifically, for recommended item si, the user vector is updated
as follows:

uj ←

⎧
⎪⎨

⎪⎩

uj + si,j × β (when user’s feedback is LIKE)
uj − si,j × β (when user’s feedback is DISLIKE)
uj (when user’s feedback is NOT SURE).

(2)

Here β determines how much a user’s feedback to a recommendation affects her
preferences.

In the above model, even though we set the number of answer choices to
three to simplify the user interface, increasing the number is easy, as in a typical
5-star rating system, by adjusting the value of β.

The overall processing flow is triggered by a user who inputs a certain text
such as Start (Fig. 1). First, the user vector is initialized to (0, 0, · · · , 0). Then
the similarity between an item and a user is calculated by formula (1). When an
item’s similarity exceeds the recommendation threshold (α), the item with the
highest similarity is presented as a recommendation. Here the recommendation
threshold is adjusted as described in the next section. The feedback from the
user to the recommended item is reflected on the user vector by formula (2).

3.2 Conversation Strategy

In the above conversation control flow, the recommendation threshold (α) deter-
mines whether a recommendation is made. A bigger value of α means that a rec-
ommendation is only made when an item has been found that strongly matches
the user’s preference. Thus, more questions will be asked before the first rec-
ommendation is made. In this way, we can manipulate the balance between
questions and recommendations by properly setting the value of α.
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Start

Initialize user vector

Are there any items 
whose similarity 

exceeds threshold?

Recommend an item with 
highest similarity

Obtain user feedback

Update user vector

Select a question to ask

Ask a question 

Obtain a user's answer

Update user vector

NoYes

Adjust the threshold if necessary

Fig. 1. Overall processing flow

As one heuristic, we decrease the recommendation threshold (α) by multiply-
ing by the threshold adjustment γ (γ ≤ 1) to increase the chance of successful
recommendations when additional recommendations are requested.

The order in which questions are asked is also important. For example, if all
the items that might be recommended have value 0 for a certain property, asking
a question about that property may be ineffective. Thus, as another heuristic, we
calculate a set of items that might be recommended (more specifically, where its
similarity value is not negative), and for each property, we count the number of
items in that set whose property value is positive. The property with the highest
count number is asked next. In this way, we expect that the number of items
will be increased that may have higher similarity.

4 Prototype System

4.1 Dataset

We compiled a dataset of sightseeing spots in Kochi prefecture in Japan for
our prototype. The number of sightseeing spots in the dataset is 49, and the
number of properties is 19. We assigned a value of 2 to the property value of a
sightseeing spot if it has a strong tendency about the property, and we assigned
a value of 1 if it somewhat has the characteristics of the property. If it lacks such
characteristics, the property’s value is set to 0.

Table 1 shows part of the data used in the prototype. In addition to the
property values of the sightseeing spots, URLs of thumbnail pictures and related
web sites are included in the dataset.
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Table 1. Part of dataset used in prototype

Property Nature Resort Temple Castle . . . History

Sightseeing spots

Ohtaru falls 2 1 0 0 . . . 0

Kochi castle 0 0 0 2 . . . 1

Chikurin temple 0 0 2 0 . . . 1

...

Chat service
(LINE)

Web server
(Node.js)

Database
(MongoDB)

(Heroku)

Webhook

User

Fig. 2. Overview of prototype system

4.2 System Design

We used the LINE messaging service1 as a platform to construct a prototype
chatbot system. The LINE platform provides a messaging API to facilitate the
development of a chatbot. When a message is sent to the chatbot, a registered
Webhook is invoked whose return value specifies the message that is returned to
a user. In this prototype, we used Node.js to build a web server for Webhook,
which is deployed on the Heroku cloud application platform2 (Fig. 2).

The LINE messaging API allows us to send not only text messages but also
to use GUIs like buttons or links to web sites. In the prototype, we used buttons
to let a user input her responses. Figure 3(a) shows an example screenshot that
asks a question, and Fig. 3(b) shows the recommendation of an item to a user and
a request for feedback about it. When a recommendation is made, its thumbnail
picture and a link to a relevant web site are also shown to provide information
to determine her feedback on a recommended sightseeing spot.

5 Evaluation Experiments

5.1 Recommendation Threshold

To investigate the effects of recommendation threshold (α) that determines the
balance between questions and recommendations, we conducted a simulation

1 https://line.me/en/.
2 https://www.heroku.com/.

https://line.me/en/
https://www.heroku.com/
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YES
NO

NOT SURE

Do you like nature?

(a) Question

How about Ohtaru Falls?

LIKE
NOT LIKE

NOT SURE
DETAILS

(b) Recommendation

Fig. 3. Chatbot user interface

with different user models using the above dataset. With different α values, we
counted the number of questions before the first recommendation is made or
the system fails to find a suitable recommendation. Since the system has 19
properties, the maximum number of questions is 19.

Figure 4 shows the average, maximum, and minimum counts with eight dif-
ferent user models, which specify the properties that might interest users. Here
we presume eight types of typical tourists who visit Kochi prefecture and created
a user model by manually defining a user vector for each type. Since a suitable
recommendation varies for each user model, the difference between the maximum
and minimum counts is rather large. However, the overall result indicates that
a higher α generally leads to more questions before the first recommendation is
made. Thus, by properly setting the α value, we expect to forge a better balance
between questions and recommendations.

5.2 User Study

We also conducted preliminary evaluation experiments with human users. Based
on the above simulation results, we set the value of recommendation threshold
(α) to 0.6. Other parameter values were determined as follows after pretrial
experiments: the threshold adjustment that determines the amount of decrease
of the recommendation threshold value was set to 0.9 (γ = 0.9) and the feed-
back coefficient that determines the amount of changes in the user vector after
feedback to a recommendation is set to 0.2 (β = 0.2).

We asked 12 university students in their twenties who also regularly use the
LINE service to try our prototype deployed as a LINE bot and to answer ques-
tionnaires afterwards. They registered our prototype as a friend in their LINE ser-
vice for their smartphones. The questionnaire consisted of five questions with four
choices: strongly agree, agree, disagree, and strongly disagree. The questionnaire also
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included a free description text format that sought general comments about the
prototype system.
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Fig. 4. Number of questions asked before first recommendation
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Q. 3: Is the feedback about recommended items properly considered?
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Q. 5: Do you want to use the system for a different region?

Fig. 5. Questionnaire results
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The results of the multiple-choice type questions are shown in Fig. 5. The
overall response was positive; combining the questions and recommendations was
especially well received by most users (Q. 2). This indicates that the proposed
conversation strategy worked well with this domain. Compared with this result,
handling feedback to recommendations has room for improvement (Q. 3). The
free descriptive question results mostly addressed the viewpoint of a practical
system; for example, one comment suggested that not only sightseeing spots but
also restaurants in the region should be included in the recommendations.

6 Conclusion and Future Work

This paper described a conversation strategy that intersperses recommendations
with questions for user preferences. In addition to directly asking about user pref-
erences, we also considered feedback from users about the recommendations they
received. Our simulation results indicate that by changing a parameter value, a
balance can be achieved between the number of questions and recommendations.
In addition, we implemented a prototype chatbot on the LINE messaging ser-
vice whose preliminary user evaluation results indicate that it was well received
by users.

In the current recommendation model, we did not consider the relation-
ships between properties. In some situations related questions should be asked
together. Exploiting the relationships among the properties is one future issue.

In our user evaluation experiments, we defined parameter values based on pre-
trial results. Since appropriate parameter values depend on the system’s dataset,
how to determine them is another future issue. When parameter values are deter-
mined, subjective impressions about the system must be addressed.

The domain of the current prototype is the recommendations of sightseeing
spots in a particular region. Since our proposed approach is applicable to other
domains, we plan to expand it to investigate its effectiveness.
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Abstract. Social networks can be used to exchange effectively information
among people. But some networks also became the channels for spreading of
information competing against to the information being diffused in network. In
fact, when people adopted a positively recommend then one may have a high
probability to refuse the recommend with a presence of a reasonable negative
comment. Such exchanges make modeling information diffusion becomes more
difficult. There are no much previous models have studied the spreading of
positive and negative information flows simultaneously. In this paper, it is dealt
with a proposed model for negative information diffusion in competition against
a positive information flow. This problem is referred to the competitive infor-
mation diffusion model or CID for short. In consideration of mechanism and
realization the model, experimental case study shows some feasible contribution
of the CID model.

Keywords: Social networks � Competitive information diffusion
Negative opinions � System of linear differential equations
Matrix exponential function

1 Introduction

Social networks are the effective channels for information exchange. However, some
networks also became the most effective channel for spreading of information sources
that compete against or act in opposition to the information being diffused in network.
The information with such property is commonly called negative information.

In Oxford dictionary, the term information is defined as facts provided or learned
about something or someone. However, the distinction between facticity and ficti-
tiousness of interested information is sometimes rather fuzzy and so the same with
positive and negative information. In literature, the term misinformation is also used to
designate false or inaccurate information, especially with deliberately intent to deceive,
[1]. While the term negative information appeared naturally and can be understood that
it aims simply at non-positive information. In some senses, negative information is
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near-meaning with misinformation but not only so, [2]. But both of them when dif-
fusing may bring to undesirable consequences.

In real life, when people adopted a positively recommend then one may have a high
probability to refuse the recommend if he or she receives a reasonable negative
comment. Such exchange of state make modeling information diffusion becomes more
difficult with the presence of negative information, [3]. Thus, the understanding of how
negative information influenced is still at a complex issue. Consequently, no much
previous models have considered such information flows.

In mining social networks for marketing, the authors in [4] suggested the concept of
“negative information” and sought to reduce impact of this information source in
product marketing. Recently, in Tweeter, noteworthy features have been used to be
very relevant for predicting the credibility of tweets are positive or negative sentiments
of tweet messages, [1, 5]. These two sentiments may be considered as a couple of
features of information in positive or negative tweets.

It is dealt with this paper a proposed model for negative information diffusion, an
extension of the DID model [6], in competitive situations with a positive information
flow. In the meaning of competition, this proposed model is referred to the competitive
information diffusion or CID model. The main contribution of this work is aimed at
modifying the DID model appropriately for negative information diffusion, studying
mechanism and realization the model in competitive situations.

The rest of the paper is presented as follows. A review related work is in Sect. 2.
The proposed model for negative information diffusion is in Sect. 3. In Sect. 4 some
results of experimental case are illustrated. Finally, conclusion and future work are
given in Sect. 5.

2 Related Works

In 2004, the authors in [7] proposed a propagation model of trust and distrust to answer
the question of why people trust and distrust others. However, the work was not
addressing the problem of how negative comments diffuse to convert between trust and
distrust. Carnes et al. in [8], dealt with the question how to find an initial set of nodes to
target for this information flow, given that the initial set of nodes adopting that
information flow is known. Some computational experiments showed that their pro-
posed models addressed basically the treatment of such questions but did not showed
how spreading these information sources are.

Ma et al. in [4], have modeled diffusion of information as processes of heat transfer
and proposed heuristic to simulate product adoptions in the presence of both positive
and negative comments. Beside the current positive information flow represented by a
positive-valued function, the authors introduced the concept of “negative information
diffusion” presented by a negative-valued function and suggested a heuristic to defend
against the negative information. But the understanding of how negative information
diffused has been still at a crude level and need more analysis.

An extension to the independent cascade model that incorporates the emergence
and propagation of negative opinions was proposed in [9]. In [10], the authors
incorporated view point of negativity bias in such a way that negative opinions usually
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is dominated over positive opinions a commonly acknowledged in the social psy-
chology literature. A heuristic algorithm based on cascade model was setup to compute
influence spreading maximization. Through simulations, it is shown that their sug-
gested heuristic has matching influence with a standard greedy algorithm.

Not so long ago, many publications have paid attention to game theory in building
up models of competitive information diffusion, [11]. The authors in [12] introduced a
game-theoretic model of information diffusion and explained how human factors
impact competitive information spreading. The process of diffusion was described as
the dynamic of a cooperative game and payoff of players was defined by a utility
function. However, the game-theoretic models do not address the problem of taking
advantage of both the social network and viral marketing when introducing a new
technology into a market.

3 Proposed Model

If user adopts some facts of information the node is positively activated. However, due
to some defects detected in the received information, user at this node may cancel this
positive influence and either adopts the negative information or refuses both of these
kinds of information. Therefore, a node in network may be in one of three states
positive, negative, or neutral. A user at a node is activated positively or negatively at
specific time step if it is neutral in the previous step and becomes positive or negative
after that.

When a node is negatively activated, it strictly holds negative state with a proba-
bility almost one even if its nearest neighbors are positively influenced or turning to
positive, [10]. This situation is similar to the fact that in font of both positive and
negative opinions, negative opinions are likely to dominate and be attended. Studies in
social psychology it is also shown that “negative events may have more penetrance or
contagiousness than positive events”, [13]. This manifestation is of negativity bias and
dominance phenomenon.

Assume that the positive information source attains a confidence p to users. Such a
confidence is considered as a probability user stays in positive state after being acti-
vated positively. For example, due to receiving negative information on quality of the
product a user may generate negative opinion and refuse his or her confidence in the
product. In this case the confidence p reflects the quality of the product or information
advertised in the network.

Hence, p is considered as a p-threshold to admit and q = 1−p the q-threshold to
deny the received information. These thresholds are also used to specify whether
changing state from positive or negative of user at a node.

Given a social network is represented by a directed graph G = (V, E), where V is
the set of nodes or users with n = |V| and E the set of directed edges to depict
relationship among users, m = |E|. Each edge e is denoted by (i, j) emanating from
node i terminating in j, pS(e) the probability of propagation the state of i to j.
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3.1 Probability of Activation

Let A denotes the set of activated nodes the union of the A+, A – which consists of
positively, negatively nodes respectively. Pða; iÞ is a shortest directed path in hops that
connects a node a 2 A to i 2 V with k−1 intermediary nodes i1, i1, …, ik−1. This path
is denoted by Pða; iÞ ¼ fa ¼ i0; i1; . . .; ik�1; ik ¼ ig, emanates from i0 and ends at
ik = i. So, the hop-distance or length of Pða; iÞ is k ¼ jPða; iÞj def h(a, i).

For a node i, N+(i), N−(i) is defined the set of out-neighbors, in-neighbors of i,
respectively. Let pA+(i), pA−(i) be in turn the probability that i is positively, negatively
activated by a node a in A+, A−.

Proposition 1. Given a network G = (V, E) of directed edges with a p-threshold of
information propagation. Assume pS(e) = 1 for all e 2 E, the probability a node i 2 V
activated positively by a node a in A+ is determined by

pþ
a ðiÞ ¼ phða;iÞþ 1 ð1Þ

Indeed, let h(a, i) = k, (1) is pþ
a ðiÞ ¼ pkþ 1. If k = 0 then i = a 2 A+ is positively

activated with a probability p or pþ
a ðiÞ ¼ p0þ 1. By induction, assume every node in N

−(i) is positively activated with a probability pk. Let i 2 V−A and h(a, i) = k > 1. In N
−(i) the nodes are at a hop-distance of k − 1 from a 2 A+. Because pS(e) = 1 for any
e 2 E, so i will clearly be activated positively at a distance k randomly by some nodes
in N−(i). As a result, i is activated positively with a probability of pk+1 no matter which
node in N−(i) activates i. The proposition follows by induction method.

The above result is extended into the general case that the propagation probability of
each edge is independently of the former events, as

Proposition 2. Given a network G = (V, E) of directed edges with a p-threshold of
information propagation. The probability a node i 2 V activated positively by a 2 A+ is

pþ
a ðiÞ ¼ Pe2Pða;iÞpsðeÞ � phða;iÞþ 1 ð2Þ

In case of a in subset A−, the probability that a node i 2 V activated negatively is
derived from (2) by the following

p�a ðiÞ ¼ Pe2Pða;iÞpsðeÞ � phða;iÞþ 1 ð3Þ

The probability (2) or (3) includes 2h(a, i)+1 multiplications of p or q in [0, 1], thus
its magnitude is a number multiplied by 10−2h(a,i)+1. This implies that the longer paths
from information source nodes in A to i are, the smaller these probability values. As a
matter of fact, when estimating how frequent a node activated positively or negatively
using (2) or (3) is possible if the number of hop-distances between i 2 V and a
propagation source node a 2 A is small enough. Otherwise, it is difficult to estimate the
above probabilities because they are getting very smaller and further sources.

It is better to pay attention to the confidence p of the spreading positive information
in network. If a user at a given node has a confidence in the positive information with a
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probability approximate to an upper bound of p, then there is a possibility he or she
stays positive state. But how near to determine such a decision. The answer depends
how he or she had gone through the mill on both of these information sources.

In experience, there is possible to user at a node staying positive if he or she believes
that the confidence of the positive information is still in an upper bound of p. In the
other words, user would be in a distinct possibility of leaving his or her current state
with a probability less than p − e for some e > 0. However, how much such a pos-
sibility is then still all a matter of luck and depends on choosing e the user has been in
front of the diffused information sources.

3.2 Competitive Information Diffusion

The mechanism of diffusion in [6] is applied to the spreading of positive information.
For the negative information sources that diffuse simultaneously together with the
positive one, the sending ratios cj of these negative sources is usually equal to 1 due to
the negative bias and dominance. The similarity between the diffusion information
content can be measured using the method in [14] or [15]. If sij is the ratio of infor-
mation that user at a node i receives from j in N−(i), pij = sijcj can be considered as the
propagation probability of information to i from j.

kij ¼
�ci if j ¼ i
sijqicj if j 2 N� ið Þ
0 otherwise

2
4 ð4Þ

If there is a balance between the information that a node i sends to others and the
one that i adopts from nodes j in N−(i) then ci = qi

P
j2N−(i) sijcj. In reality, this is not

necessary because that remains to be dependent upon situations of sending or receiving
information of a node.

Similarly, when a user at node j sends a ratio of information cj to i in N+(j) these
nodes i’s may adopt in part of it. For convenience, firstly it is assumed temporarily that
cj = 1 and qoj ¼ 1=

P
i2NþðjÞ sij. By letting hj be 1=

P
i2NþðjÞ sijq

o
j , the sum of sijqihj for

i 2 N+(j) is the total adoption of user at i in the condition of cj = 1. After that, all ratios
cj can be adjusted - in accordance with possibility of sending information of user at
node j, accordingly to the possibility of adoption information of these nodes when
receiving information from other nodes in network.

The positive or negative information density vector function at time t is denoted by
F(t) = (f1(t), f2(t), …, fn(t))

T 2 ℜn. Each non-negative fi(t) can be a positive or neg-
ative information source spreading to others, a component receiving information in
network. In a time interval dt, the difference dF = F(t + dt) − F(t) = aKDF(t)dt is a
system of homogeneous linear differential equations. At the starting time t = t0 with an
initialization F(t0) = (f1(t0), f2(t0), …, fn(t0))

T the solution F(t) is obtained [6], by

F tð Þ ¼ expðatKDÞF t0ð Þ ð5Þ
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This solution F(t) = (f1(t), f2(t), …, fn(t))
T is defined by the matrix exponential

Ra(t) = (rij)
def exp(atKD). The dynamic change of the information density vector is

depicted thought the discrete time-marks th = hdt at step h = 0, 1, 2,… by

F thð Þ ¼ RaðdtÞF th�1ð Þ h ¼ 1; 2; . . . ð6Þ

Let ri 2 {−1, +1} be the state of information source fn(th) at time step h. As in
Sect. 3.1, the proposed procedure with negative shifting named CID-N for changing
from positive to negative state is depicted as follows:

i. Letting ri ≔ 1 for all node i, and giving a tolerance e so that p − e > 0
ii. For i = 1…n do // calculating each component F(th)
iii. For j = 1…n do if ri = −1: fi(th) ≔

P
m:rm = −1rim fm(th−1)

iv. else if p′ ≔ random (p − e, 1) < p: fi(th) + = p − p′ and ri ≔ −1
v. else fi(th) ≔

P
m:rm = +1rimfm(th−1) // a sum of only positive information sources.

It is necessary to estimate a upper-bound to the value of F (t) in Eq. (6). In doing so,
a basic theorem on location of extreme eigenvalues and a weighted log-norm in ℜn are
applied, [16].

Let A 2 ℜn�n and n is the number greater than any eigenvalue of A, there exists a
positive-defined symmetric matrix H 2 ℜn�n that satisfies Lyapunov equation [17],

ð7Þ

Where, I 2 ℜn�n is the identity matrix. The weighted log-norm of A based on H is
defined by ||A||H = n − 1/kmax(H), kmax(H) is the maximum eigenvalue of H.

Let n0 = ||KD||1 is the 1-norm of KD, n0 � kmax(KD) [16]. Applying the basic
theorem in [16], gives H1 and n1 = n0 − 1/||H1||1. Repeating this
process for k = 1, 2, …, it is derived the sequences {nk}, {Hk} with ,
where

nk ¼ nk�1 � 1= Hkk k1 k ¼ 1; 2; . . . ð8Þ

The {nk} is monotone decreasing and tends to kmax = maxi=1..n{ki(KD)} and Hk is
positive defined symmetric, cf. Assertion 1 in Appendix. Since, there are the maximum,
minimum eigenvalues kmax(Hk), kmin(Hk), then

g2
k ¼ kmaxðHkÞ=kminðHkÞ k ¼ 1; 2; . . . ð9Þ

Proposition 3. Let KD be the diffusion matrix. For each time step dt, with information
conductivity a and nk, ηk defined in (8), (9), it is obtained as follows

jjRaðdtÞjj2 �gkexpðnkadtÞ k ¼ 1; 2; . . . ð10Þ

This statement is derived by using Assertion 2 in Appendix. If k is large enough,
letting u = ηkexp(ankdt) and applying (10) repeatedly to (6) give
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F thð Þk k2 � u F th�1ð Þk k2 �u2 F th�2ð Þk k2 � . . . � uh�1 F t1ð Þk k2 � uh F t0ð Þk k2
If the initial condition F(t0) of (5) or (6) satisfies ||F(t0)||2 � 1, then at each time

step th it is obtained ||F(th)||2 � 1 with a chosen so that uh � 1. In this case, all
non-negative components f1(th), …, fn(th) of F(th) are upper bounded by 1 and true
densities of information diffusion in network.

4 Experimental Study

4.1 Case 1

The graph of spreading mechanism with the diffusion kernel KD demonstrated in [6] is
used as a typical network. The similarity measures sij between nodes i and j in the
network are calculated using the hk-LSA model in [14] and dataset in [18]. The ratios
ci and qi that represent the percentages of sending, receiving information of node i are
estimated using the heuristic illustrated in the third paragraph of Sub-sect. 3.2. The
matrix KD of information diffusion and ratios ci, qi are presented in Table 1.

Using the 1-norm, n0 = ||KD||1 = 3.1423 and kmax(KD) = 6.2939 � 10−11. The
solution of gives a positive-defined symmetric matrix H1 with
||H1||1 = 0.3219 and its extreme eigenvalues give η1 = 1.7584. In this case, a and dt are
1, 0.5, respectively. Let uk = ηkexp(ankdt), u1 = 6.3813; (8) and (9) run as follows

For k = 2: n2 = 0.00280, η2 = 0.7584, u2 = 0.8721;
For k = 3: n3 = 0.00105, η3 = 0.7575, u3 = 0.8704;
For k = 4: n4 = 4.1 � 10−6, η4 = 0.7575, u4 = 0.8703.

From (10), this shown ||Ra(dt)|| � 0.8703 which ensures that ||F(th)||2 � 1 for all
time step h = 1,2,…, when the initial condition F(t0) satisfies ||F(t0)||2 � 1.

Table 1. Matrix of information diffusion and sending-receiving ratios at nodes in network

i 1 2 3 4 5 6 7 8 9 qi
ci 1 1 1.57 1 1 1.16 1 1 1

1 −1 0.2282 0.8659 0 0 0 0 0 0 0.817
2 0.1779 −1 0.1203 0 0.2173 0.1005 0.1219 0.2173 0.1219 0.278

3 0.8221 0.1465 −1.57 0.6038 0 0 0 0 0 0.642
4 0 0 0.5838 −1 0 0.4877 0 0 0 1.101

5 0 0.1685 0 0 −1 0.1336 0.1620 0.2888 0.1620 0.302
6 0 0.0961 0 0.3962 0.1647 −1.16 0.1847 0.1647 0.1847 0.344
7 0 0.0961 0 0 0.1647 0.1523 −1 0.1647 0.3694 0.344

8 0 0.1685 0 0 0.2888 0.1336 0.1620 −1 0.1620 0.302
9 0 0.0961 0 0 0.1647 0.1523 0.3694 0.1647 −1 0.344
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4.2 Case 2

For a = 0.5, the unit densities at positive source nodes 1, 3. Node 5 is negative source.
Other nodes are non-sources in Fig. 1. The confidence of the positive information
sources is 70%. Nodes 6, 7, 8 changed states to negative from time step 19, 21, 26.

Although the sources are provided high density, but with a low conductivity the
densities of non-source nodes are not high and the rate of sending information from
source nodes to other nodes looks very slow.

4.3 Case 3

By increasing the conductivity to a = 1.0 and the density of diffusion sources is still
unit. The positive source nodes are 5, 7 and 9 negative source. The state of nodes in
Fig. 2 changed faster with higher density due to the quality of information is too low.
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5 Conclusion and Future Work

In this paper, a model named CID have been proposed to simulate of competitive
information spreading which is a development of the DID in network. Upper bound of
information diffusion density is setup with Lyapunov equations. The shifting process of
state from positive to negative is dealt with CID-N algorithm. Experiments have shown
that the proposed model and remedy for competitive information diffusion are feasible.
In next study, the suggested solution will be carried on large-scale datasets and real
social networks.

Appendix

Assertion 1. Let {nk} is in (8) a monotone decreasing, then this sequence tends to kmax

where the square matrix Hk is positive-defined symmetric, k = 1, 2,…
Indeed, let kmax = maxi=1..n{ki(KD)}, n0 = ||KD||1 = maxj=1..n(

P
i=1..n |kij|) � kmax

[16]. Otherwise, by locating of eigenvalues in [16] n0 > kmax then there exists n1 so
that n1 = n0 − 1/||H1||1 � n0 − 1/kmax(H1) = ||KD||H1 � kmax or n0 � n1 � kmax.
Because of n1 > kmax, there exists H2 that (n1, KD, H2) = 0, n2 = n1–
1/||H2||1 � kmax with n0 � n1 � n2 � kmax and so on. Repeating this reasoning, it
implies

The sequence {nk} is monotone decreasing and approaches to kmax. Next, consider
. The difference can be expanded and written in the

form (KD − nkI)
T(Hk+1 − Hk) + (Hk+1 − Hk)(KD − nkI) = −2(nk−1 − nk)Hk. This

implies to (nk−1 − nk)Hk > 0. But nk−1 > nk for all k, then Hk keeps the partial order
relation, and is positive-defined symmetric matrix. This completes the Assertion 1.

Assertion 2. If the matrix Hk is a positive-defined symmetric, kmax(Hk) and kmin(Hk)
are their extreme eigenvalues. Then, ||exp(sKD)||2 � ηkexp(nks) where s � 0, ηk and
nk are defined by (8) and (9), respectively.

Due to symmetry and positive-defined of Hk, the eigenvalues kmax(Hk), kmin(Hk)
give ηk

2 = kmax(Hk) /kmin(Hk). Also, there exists an orthogonal transformation Tk with
Hk ¼ T�1

k Tk and KT ¼ TkKDT�1
k or KD ¼ T�1

k KTTk. In matrix theory, e.g. Lancaster
et al. 1985, it is proved that gk ¼ jjT�1

k jj2jjTkjj2. So, for a positive number s

expðsKDÞk k2¼ expðsT�1
k KTTkÞ

�� ��
2¼ T�1

k expðsKTÞTk

�� ��
2 �gk expðsKTÞk k2

Moreover, for u, v 2 ℜn that u = Tkv and the 2-norm with inner product implies

expðsKTÞk k22¼ maxu6¼0f½expðsKTÞu�T½expðsKTÞu�g=ðuTuÞ ¼
maxv6¼0f½expðsKDÞv�THk½expðsKDÞv�g=ðvTHkvÞ ¼ expðsKDÞk kH2

k � ½expðjjKDjjHksÞ�2

By definition ||KD||Hk � nk, so ||exp(sKT)||2 � exp(nks). This is the Assertion 2.
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Abstract. This article presents the application of the differential evolu-
tion algorithm (DE), the aim of which is to adjust weights to particular
features of an active users profile, in order to render his preferences in
the best possible way. In our system we applied a popular technique of
collaborative filtering, which is used to generate recommendations. The
users profile is a vector, which consists of values, which characterize a
given user. Using a hybrid feature made it possible to use simple weighted
Euclidean distance, which significantly decreased the amount of neces-
sary computations and made it possible to compare particular profiles in
a system faster. The results of the conducted experiments were compared
with a modified weighted Euclidean distance and Pearsons correlation.

Keywords: Recommendation systems · Collaborative filtering
Differential evolution · Weighted Euclidean distance

1 Introduction

The dynamic development of the Internet made it possible to access materials,
products and services that we are interested in. Unfortunately, together with
the increase of the accessibility of data the problem of its effective processing
appeared. An average user is not capable of analyzing all offers of popular web-
sites. In order to face the increasing expectations posed by the internet services,
a need to create a system, which would facilitate the decision making process,
appeared. Therefore, Recommendations Systems (RS) were created that based
on certain information about a user create personalized recommendations. The
features of a good recommendation system is high quality of the generated rec-
ommendations, building trust, transparency in the means of generating recom-
mendations and indicating towards new, so far not discovered items [1,2].

Within this article we will present the Euclidean similarity measure using
hybrid features of the users profile and will compare it with the one used in our
previous article [3]. Apart from the comparison of the generated recommenda-
tion, we will also present results of research showing to what degree the change
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of the Euclidean similarity measure can influence the speed with which an algo-
rithm works. In this article we also applied the differential evolution algorithm,
the aim of which is to properly attach the weights to the particular attributes
of the users profile.

The successive section of this article is divided in the following way: in the
next chapter we present a literature overview together with some elementary
information on the topic of Recommendation Systems and the Differential Evo-
lution algorithm. Chapter number 3 is totally dedicated to computing the fitness
function, essential for a correct functioning of differential evolution, whereas the
architecture of our system is described in chapter number 4. The last two chap-
ters are dedicated to the results of experiments and conclusions.

2 Research Background

At the beginning Recommendation Systems during generating recommendations
used only votes given by users to the particular items. However, over time addi-
tional information about the user started to be used in order to improve the
quality of generated recommendations [4]. Unfortunately, also this approach had
some drawbacks, since for particular users a given feature can have a different pri-
ority. In [5] a system, the aim of which was to detect these dependencies through
attaching weights to particular features and then their adaptation through the
Genetic Algorithm (GA), depending on the users preferences, was suggested. The
successive article which used this technique were [6] where the Particle Swarm
Optimization Algorithm (PSO) was applied to find the proper weights. Then,
with a view to rendering the preferences of the user even better, fuzzy sets with
new hybrid user model, have been used [7]. Heuristic algorithms were also used
in the clustering methods. For instance, to this end in work [8,9] the Genetic
Algorithm (GA) was also applied, in order to divide the users into groups of sim-
ilar interests. Another interesting work is [10], where the Memetic Algorithm,
which turned up to be better than the Genetic Algorithm, was used.

2.1 Collaborative Filtering

One of the most popular data filtration techniques in the recommendation sys-
tems is the collaborative filtering technique, which is based on a simple obser-
vation that it is more probable that people who have similar tastes will rate
particular products in a similar way. Formally, in this technique we have some
set of users U = u1, u2, . . . , um and some set of items S = s1, s2, . . . , sn, every
user uj , j = 1, 2, . . . ,m has rated a subset of items Sj . User uA rating of an
item si, i = 1, 2, . . . , n is denoted as rA,i, whereas all available ratings are col-
lected within the matrix which size is m × n. An example of a system using this
technique is [11] and it is believed to be the most popular technique used in RS.
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2.2 Similarity Measure

Since our system uses the collaborative filtration technique, an extremely signif-
icant issue is to define similarities between users of our system. In order to do
that certain measures of similarity are introduced, the aim of which is to define
similarity between two system users who evaluated the same items. One of the
most elementary similarity measures in recommendation systems is the Pear-
son correlation measure [11]. Additionally, computing the similarity between the
users of the system we can also take into consideration users’ additional features
(attributes) together with appropriate measures, which will define the degree to
what a given features influences the similarity measure, according the formula
below [5]:

Euclidean(A, j) =

√
√
√
√

n∑

i=1

z∑

f=1

wf (vA,i,f − vj,i,f )2, (1)

where A is an active user for whom we generate recommendations, j defines the
user who has the same items as user A, n defines the number of items both users
have rated, z is a total number of features, wf is the weight of feature f for user
A and w(A,i,f) is the value of feature f on the item i for user A.

2.3 Differential Evolution

Differential evolution is an evolution technique, which is used for numerical opti-
mization. It was introduced by Price and Storn in mid 1990s [12]. Individuals are
n dimensional vectors of real numbers and both the phenotype and genotype are
identical. Every individual is also a potential solution to the optimization prob-
lem. At the beginning we initialize certain elementary population, which over
the course of time, through the use of operators, is changed in order to improve
the quality of the solution. In the basic version of the differential evolution algo-
rithm we distinguish two operators: mutation and crossover. As opposed to the
genetic algorithm the superior operator in DE is the mutation operator, which
for every individual form the S population creates a new individual and places it
in the temporary population V [13]. Creating a new individual can be expressed
by the means of the following formula:

vi = λxr1 + F (xr2 − xr3), (2)

where r1, r2, r3 are three randomly generated numbers of individuals from the
S population, whereas r1 �= r2 �= r3, and the F parameter is a amplification
factor and usually adopts a value from the range of 0 ≤ F ≤ 1. Additionally a
parameter λ was introduced, which adopts a value from the range of (0, 1).

Then, using the crossover operator a new individual ui is created, which is
built through connecting the genotypes of a parent xi from population S, and an
individual created as a result of applying a vi mutation operator from population
V . Parameter CR is introduced by the user and it defines the probability of
crossover. Rand(j) is generated by the means of a random number from the
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range (0, 1). The crossover process might be expressed by the means of the
following formula:

ui,j =

{

vi,j if(rand(j) ≤ CR)
xi,j otherwise

(3)

3 Fitness Function

The fitness function is a crucial element of our system and owing to it the
Differential Evolution algorithm will be able to manage the evolution process. It
defines the quality of the generated individual in DE, owing to which the most
adapted individuals might get through to the successive generations. In our case
an individual consists of a vector of real numbers, which are weights ascribed
to the particular features of a users profile. In order to define the quality of the
generated individual (vector of weights), it is crucial to start from computing, on
the basis of the defined neighborhood, the forecasted votes for the items (movies)
from the training set. What was used to this end was a formula from [14], which
can be presented as follows:

PredictV ote(A, i) = V̄a + k

n∑

j=1

Euclidean(a, j)(vj,i − v̄j), (4)

where V̄a is the mean vote for an active user A, v̄j is the mean vote for an
user j, v(j,i) is actual vote for user j on item i, k is a normalizing factor such
that the sum of the Euclidean distances is equal to 1 and n is the size of the
neighborhood.

Having the votes predicted by the algorithm, we can naturally compare them
with the real votes, which the user gave to the particular items. In that way we
can compute the fitness function according to the following formula:

fitness =
1
nr

n∑

i=0

| ri − pri |, (5)

where nr is the cardinality of the training set of votes for an active user, and ri
and pri is the real and the predicted rating, respectively.

4 System Overview

The aim of our system is to generate the best possible recommendation for an
active user of the system. In the first place it is important to create a profile
for every user in the system, which represents his preferences. Then using the
similarity measure we can compare the particular profiles and choose the ones
which have the highest value of similarity in relation to an active user, which will
create the nearest neighborhood. This neighborhood will be then used to predict
the votes in a training set for an active user, which will lead the DE algorithm
evolution process. The architecture of our system was presented in Fig. 3.
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4.1 Creating Users Profile

In order to compare the users the concept of a profile, which represents a given
user, is introduced. In the standard approach in the collaborative filtering tech-
nique a sparse matrix user-item, which causes in case of this technique a well
know problem with scalability, is retained. However, it can be solved by intro-
ducing the concept of a hybrid feature, which connects information about votes
and genres, owing to which the profile might be represented by a single vector
and not like in our previous approach [3], by a set of vectors, representing all
movies watched by a user. By applying such solution we can significantly reduce
the number of computation and the comparison of profiles will be much faster.
Example of such user vector is shown below (Fig. 1):

Fig. 1. Example of user profile

The formal definition of a hybrid feature (RGF) was derived from [7] and it
represents the relation of highly rated movies of a given genre Gi to all movies
rated by a given user uj and is as follows:

RGF (j, i) =
GF (j, i)
TF (j)

, (6)

GF (j, i) =
∑

s∈Gi⊂Sj

δ(rj,s), k ∈ 3, 4, 5 (7)

δ(rj,s) =

{

1 k = rj,s

0 k �= rj,s
(8)

where Sj is a set of movies evaluated by uj , Gi is the genre of a given movie,
and TF (j) represents the cardinality of Sj . GF will always define the number
of attached movies of a given genre, which the user evaluated by the means of
a vote higher or equal to 3. For example, if the user watched 5 horror movies,
but he did not like a single one (evaluated them using rating 1 or 2) then for
such a user the value of the horror feature will amount to 0. The aim of such
an approach is to eliminate or reduce the value of a feature that is of a lower
importance for the user.
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4.2 Defining the Nearest Neighborhood

Another very important stage of creating recommendation is defining neighbor-
hood, so the most similar user in relation to the active user. Naturally, in order
to define similarity between system users we need a similarity measure owing to
which we will be able to define the degree of similarity between users. What can
be used to this end is the simple Pearson correlation, however, it will not take
into consideration the additional information regarding the user. Because of that
the modified Euclidean distance was introduced and expressed by the means of
Formula 1, which additionally takes into consideration different features of the
user, such as age, gender, occupation, etc., as well as weights wf , which define
to what extent a given feature will be taken into consideration. It is not a trivial
problem, therefore we have applied the differential evolution algorithm, the aim
of which is to adjust the weights wf in such a way that they will render users
preferences in the best possible way. A potential individual in the DE population
will look as follows (Fig. 2):

W1 W2 W3 W4 W5 W6 W21

Fig. 2. A differential evolution individual, representing weights for the particular fea-
tures (attributes) of a profile

Additionally, due to the fact that in this article we have introduced to concept
of a hybrid feature, the profile of a given user can be represented by a single
vector. In order to compute the similarity between the users of the system we
can simplify Formula 1 and obtain:

EuclideanHybrid(A, j) =

√
√
√
√

21∑

f=1

wf (vA,i,f − vj,i,f )2, (9)

After defining all correlations between the active user A and the remaining sys-
tem users, it is important to choose N of the nearest neighbors, so users who
have the highest similarity measure. Before the application of the above formula,
the values of features within the profile of a user were normalized and were in
the range between 0 and 1. Also the sum of all weights for 21 features should be
equal to one.

4.3 Recommendations

In order to manage evolution process by DE, fitness function has to be computed
(Sect. 3). First we calculate similarity between the users of a system, according
to Formulas 1 and 9. Next we use we use Formula 4 and compute the predicted
rating for all items from the training set, which an active user rated. Then, having
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the predicted rating and the real rating from the training set, we can compare
their values and compute the fitness function (see Formula 5). Owing to that
the differential evolution algorithm is capable of defining whether an individual
representing the weight properly renders users preferences. In the next step our
system choose individual with the highest fitness function, which is then used to
generate recommendations on a test set.

Database

+
Demographic data

Collected ratings

Select active user
Compute similarity measure

W1 W2 W21

between active and other users

individual in DE

Create user profile
(for every user in database)

Select nearest neighbours

Compute predicted vote

Calculate fitnessCreate new individuals (set of weights)

Differential evolution algorithm

Process stop?

No

Yes

Provide recommendations
for active user

Fig. 3. System architecture

5 Experiments and Results

The experiments conducted in this article were carried out using the Movie-
Lens [15] database. Every user evaluated at least 20 movies and incomplete data
was erased. Recommender system uses 22 feature from this data set: movie rat-
ing, age, gender, occupation and 18 movie genre frequencies: action, adventure,
animation, children, comedy, crime, documentary, drama, fantasy, film-noir, hor-
ror, musical, mystery, romance, sci-fi, thriller, war, western. In order to evaluate
our system, the set of votes given by an active user was divided into a train-
ing set (1/3) and a test set (2/3) (split ratio was derived from [5] and [7]).
The training set was used to adapt the weights by the Differential Evolution
algorithm and the quality of these weights was tested in a test set. During the
research 3 similarity measures were used. The first measure is weighted Euclidean
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measure EuclideanHybrid, which uses profiles with hybrid features. Another is
Euclidean, where every users profile is defined as a set of vectors [5]. The last
similarity measure used in our research is the simple Pearson correlation. Ten
system users were randomly chosen for the tests and recommendations were gen-
erated for them. The parameters of the Differential Evolution algorithm, which
search for the weights for EuclideanHybrid and Euclidean are presented in
Table 1. The size of the nearest neighborhood for all experiments amounted to
50. The experiments below were conducted on a computer with an Intel Core
i5-7600 processor (3.50 GHz) and 16 GB ram.

Table 1. Parameters of the differential evolution algorithm

Population 25

Number of iterations 100

Crossover probability 0.9

Amplification factor 0.8

Table 2. Results obtained by DErecommender for 10 different users

Id EuclideanHybrid Euclidean Pearson

1 53% 49% 44%

2 31% 24% 29%

3 44% 39% 42%

4 50% 46% 27%

5 44% 29% 34%

6 54% 51% 43%

7 47% 36% 38%

8 31% 44% 12%

9 47% 48% 41%

10 26% 24% 22%

Analyzing the results presented in Table 2 and in the Fig. 4 we can notice
that the quality of the generated recommendation using the EuclideanHybrid
measure is the best for experiments number 1, 2, 3, 4, 5, 6, 7 and 10. A worse
value was obtained in experiments number 8 and 9 in relation to the Euclidean
measure. Even though the difference in the quality of the generated recommen-
dations is quite insignificant, in according to what was presented in Fig. 5 we
should notice that when applying the EuclideanHybrid the number of compu-
tation significantly decreased in relation to the Euclidean measure, owing to
which the time of browsing for weights by the Differential Evolution algorithm
was significantly shorter.
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Fig. 4. Comparison of the quality of generated recommendations for 10 users

Fig. 5. The speed of the differential algorithm for the particular experiments

6 Conclusion and Future Work

The experiments and their analysis show that it is possible to successfully apply
the Differential Evolution algorithm using a simple hybrid feature. Although the
improvement of the quality of the generated recommendation is not significant,
the speed of computing the similarity between the users improved significantly,
which translates into faster defining of the nearest neighborhood and a general
improvement of time needed to define the best weights by the Differential Evolu-
tion algorithm. Because of that our algorithm requires much less computational
overhead, which is usually required in evolutionary approach for real-time rec-
ommendation. In the following projects we will concentrate on more complicated
hybrid features, which even more precisely will render the preferences of a given
user and we will also analyze the influence of particular weights on the quality
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of the defined neighborhood. Additionally, we will work on improving the Dif-
ferential Evolution algorithm in order to make sure that the weights generated
by this algorithm will render the preferences of the user even more precisely and
use larger datasets in our experiments.
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Abstract. Aspect-based sentiment analysis (ABSA) is one of the most chal-
lenging problems in opinion mining especially for the language with a complex
structure like Vietnamese. Many studies tackle this problem by separating it into
two subtasks: opinion target extraction and sentiment polarity detection. These
subtasks generally addressed by rule-based approaches or conventional machine
learning approaches with hand-designed features. By contrast, we propose a
sequence-labeling scheme associated with bidirectional recurrent neural net-
works (BRNN) and conditional random field (CRF) to extract opinion target and
detect its sentiment simultaneously. Furthermore, we collect and construct a
Vietnamese ABSA dataset specifically for smartphone domain. Experiments on
this dataset show that BRNN-CRF architecture achieves a satisfied performance,
outperforms CRF with hand-designed features. In addition, our framework
requires no feature engineering efforts as well as linguistic resources, allows us
to adapt to other languages easily.

Keywords: Aspect-based sentiment analysis � Sequence labeling
Recurrent neural networks � Word embeddings

1 Introduction

With the development of the internet, social media and microblogs these days, people
can easily express their opinion towards the products, services, and events they are
interested. Therefore, collecting and mining these opinion is essential for companies
and organizations which provide these conveniences to fully understand their clients
and improve the decision-making process.

The most common problem in opinion mining is document-level sentiment clas-
sification in which each document is assigned to the positive, negative, or neutral
category. However, this classification does not provide enough information for many
cases. For example, a product review can consist of many product aspects, each of
which can be expressed by negative or positive sentiment. Therefore, treating the whole
review by single sentiment value does not mean that the author has the same sentiment
on all aspects. To address this problem, we need to use a deeper analysis which called
aspect-based sentiment analysis.

According to International Workshop on Semantic Evaluation 2016, ABSA can be
divided into the following subtasks: aspect category detection, opinion target extraction
and sentiment polarity detection. This study focuses on opinion target extraction and
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sentiment polarity detection in which the first subtask aims to extract all aspect terms
from a sentence with respect to an opinionated target. An opinionated target can be an
entity or an aspect, feature of the entity. The second subtask aims to determine the
sentiment polarity (positive/negative) towards each extracted opinion target. For
example, given an opinion I really like iPhone 8, the OLED screen is awesome but the
battery is bad. The system has to extract all the tuples (iPhone 8, positive), (OLED
screen, positive) and (battery, negative) from this opinion.

Instead of separating the problem into two subtasks, we propose a token-level
sequence-labeling scheme to extract opinion target and detect its sentiment simulta-
neously. BRNN-CRF base on one of the following recurrent units: Simple RNN
(SRNN), Long Short-term Memory (LSTM) and Gated Recurrent Unit (GRU) is
chosen as the sequence-labeling model. In order to enhance RNN-based models, we
gather a large amount of data to train domain-specific word embeddings which were
later used for model’s weight initialization. To evaluate our approach, we construct a
Vietnamese ABSA dataset. The corpus was obtained from Youtube social media,
consisting of 2098 review sentences toward smartphone products. According to
experiment results, deep BGRU-CRF initialized with domain-specific word embed-
dings achieves F1-score about 71.79%, outperforms other RNN-based architectures
including feature-rich CRF.

The remainder of this paper is organized as follows: Sect. 2 introduces related work
on ABSA and our contributions. Section 3 describes the proposed approach. Experi-
ments and discussion are presented in Sect. 4. Finally, we summarize our work and
future directions in Sect. 5.

2 Related Works

There are mainly four directions to address ABSA problem: frequency based, syntax
based, unsupervised learning and supervised learning.

The first frequency based approach was introduced by Hu and Liu [1], focus on
mining product reviews. To address ABSA problem, they defined two subsets: product
feature set and opinion word set - a set contains adjectives and theirs sentiment. The
product feature set is expanded by adding the frequent noun/noun phrases or that one
closest to an opinion word. For opinion word set, they first initialize it with 30 positive
and negative adjectives as seeds. After that, Wordnet is used to grow this set by adding
its seed words’ synonyms. Finally, the sentiment towards each product feature in the
sentence is assigned by the dominant sentiment value of opinion words.

The best-known algorithm of syntax-based approaches is Double Propagation,
which was proposed by Qiu et al. [2]. Similar to Hu and Liu, they also use two subsets:
opinion target set T and opinion word set W which initialized with few opinion word
seeds. To expand these two sets, they use bootstrapping strategy with several rules
which built on dependency relations between words. For an example rule, if a
noun/noun phrases n in the sentence have a dependency relation with an opinion word
o 2 W then n is an opinion target. The bootstrapping process stops when no more
opinion word or opinion target is extracted. This approach depends greatly on syntax
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parsing phase and therefore, generally suffering from non-standard input such as
spelling or grammar errors.

Many supervised learning approaches also proposed, normally using CRF to
address opinion target extraction which can be regarded as a token-level
sequence-labeling problem. Each token in a sentence is labeled using IOB format: B
(begin opinion target), I (inside opinion target) and O (outside opinion target). The
features for CRF model generally are the word itself, word stylistics, POS tags, the
dependency relation between words, etc. Therefore, CRF model depends greatly on
these hand-designed features which often requires a lot of feature engineering efforts.
By contrast, deep learning approach, with the ability to extract latent features auto-
matically, was emerged and outperformed CRF in many studies [3, 4]. On the other
hand, sentiment polarity detection phase can be seen as sentence/phrase level sentiment
classification which can be addressed by recursive neural networks for a semantic
compositional task [5]. Another approach [6] design rules to detect opinion target
boundary then feeding boundary content into a classifier to determine the sentiment.

Unsupervised learning methods were proposed to tackle with domain restriction
problem and labeled data requirement of supervised approaches. The most widely used
method is LDA (Latent Dirichlet Allocation) which successfully applied in many
studies [7, 8]. Lin et al. [9] proposed an extended model of LDA called JST (Joint
model of Sentiment and Topic) with the ability to detect topic and its sentiment
simultaneously. The drawback of LDA and its variants is that the extracted topic just a
words distribution and therefore, it shows no direct relation between the topic and
specific opinion target.

Our work is mostly related to the work of Liu et al. [4], using supervised learning
approach. However, our contribution differs from Liu in many ways: (1) We perform
opinion target extraction and sentiment polarity detection simultaneously with neural
CRF model. (2) We use domain-specific embeddings instead of the broad domain like
Google and Amazon embeddings. (3) We create a Vietnamese ABSA corpus and
conduct several different experiments on this corpus.

3 Methodology

As mentioned before, the objectives of ABSA can be divided into two subtasks:
opinion target extraction and sentiment polarity detection. The first subtask can be seen
as sequence-labeling problem in which each token in a sentence will be labeled to the
following tags: B-T (begin target), I-T (inside target) and O (outside target).

To extract opinion target and detect its sentiment simultaneously, our proposed
approach just simply adding sentiment tag (positive/negative) into B-T and I-T tags in
opinion target extraction phase. Thus, each token in a sentence is assigned to the
following tags: B-PT (begin positive target), I-PT (inside positive target), B-NT (begin
negative target), I-NT (inside negative target) and O (outside target). For example from
Table 1, there are three opinion targets: iPhone 8, màn_hình OLED and pin attached
with positive, positive and negative sentiment respectively.
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3.1 BRNN-CRF for Sequence Labeling

To address sequence labeling problem, this study apply BRNN-CRF architecture which
is the current state-of-the-art for sequence tagging [10]. Figure 1 demonstrates the
architecture.

In BRNN-CRF model, we avoid feature engineering efforts by using embedding at
the first layer to build word feature representation. Each input word is mapped from
word index into D dimensional dense real-valued vectors using look-up table
T 2 R Vj j�D, where V is vocabulary. The weight of this layer (T table) can be initialized
randomly then fine-tune during the learning phase or initialized with external word
embeddings which were trained from a large corpus (see Sect. 3.3).

The next is bidirectional layer which consists of two sublayers: forward layer (the
red line) to summarize information from the past and backward layer (the green line) to

summarize information from the future. To calculate hidden state ht
!

(similar for ht
 
),

we use one of the following recurrent units: SRNN, LSTM, and GRU (see Sect. 3.2).
After being calculated, these two hidden states then concatenated by single vector

ht = [ht
!
; ht
 
] and then passed to the subsequent layer. Figure 1 illustrates the archi-

tecture using one bidirectional layer only, instead, we can stack many bidirectional
layers on top of each other to get a more complicated model.

Finally, CRF layer is applied to decode the highest probability label sequence
y� ¼ fy�1; y�2; . . .; y�ng for BRNN output sequence O ¼ o1; o2; . . .; onf g. Where y�t 2

Table 1. An example of labeled sentence with joint target and sentiment format

Tôi rất thích iPhone 8 , màn_hình OLED rất tuyệt nhưng pin hơi yếu

O O O B-PT I-PT O B-PT I-PT O O O B-NT O O

Fig. 1. Sequence labeling with BRNN-CRF architecture
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B� PT ; I � PT ;B� NT ; I � NT ;Of g; n is the sentence length. ot ¼ Wht þ b in which
W is the weight matrix between the hidden layer and CRF layer, b is the bias vector.

The score of given label sequence y ¼ fy1; y2; . . .; yng can be computed as follow:

s O; yð Þ ¼
Xn

i¼1 Ayi;yiþ 1 þ oyii ð1Þ

Where A is the transition matrix. Ai;j is the transition score from label i to label j. o j
i

is the score of j-th label of i-th word in the sentence.
Finally, the probability of label sequence y is computed as formula (2). Where YO

represents all possible label sequences corresponding to O.

P yjOð Þ ¼ es O;yð Þ
P

�y2Yo e
s O;~yð Þ ð2Þ

3.2 Recurrent Neural Networks Architectures

Simple RNN. In SRNN architecture [11], hidden state ht at time step t is directly
computed base on current input xt and previous hidden state ht�1, the result then passed
through a non-linear activation function.

ht ¼ f Uxt þWht�1þ bð Þ ð3Þ

Where f is a non-linear activation function (e.g. sigmoid). U is weight matrix
between the input layer and the hidden layer, W is weight matrix between two hidden
states and b is bias vector.

A common problem when training SRNN with BPTT (Backpropagation through
time) algorithm is vanishing and exploding gradient. To address this issue, we can
simply clip the gradient or utilize truncated BPTT. However, these solutions make
SRNN failed to capture long-term dependencies especially for long sequences of data.

Long Short-Term Memory. LSTM was introduced by Hochreiter and Schmidhuber
[12] to address the long-term dependencies problem of SRNN. The key idea behind
LSTM is the memory cell c to preserves long-range information with only some minor
linear interactions. To manipulate this memory cell, LSTM uses the following gates:
1ð Þ input gate i to add information into memory cell, 2ð Þ output gate o to obtain
information from memory cell, 3ð Þ forget gate f allows memory cell to flush unnec-
essary information from the past. The following equations describe how a memory cell
is updated at time step t:

ft ¼ r Uf xt þWf ht�1þ bf
� � ð4Þ

it ¼ r Uixt þWiht�1þ bið Þ ð5Þ
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ct ¼ ft � ct�1þ it � tanh UcxtþWcht�1þ bcð Þ ð6Þ
ot ¼ r Uoxt þWoht�1þ boð Þ ð7Þ

ht ¼ ot � tanh ctð Þ ð8Þ

Where Uk and Wk are the weight matrices between the input layer and hidden layer
and between two hidden layers, respectively. ck is memory cell vector, bk is bias vector,
r is sigmoid activation function, � is an element-wise multiplication.

Gated Recurrent Unit. GRU was proposed by Cho et al. [13], is a variant of LSTM.
GRU uses two gates: reset gate r and update gate z to control the flow of information at
each hidden state. The reset gate r decides what previous memory to keep/ignore while
the update gate z defines the combination of current input with the previous hidden
state. The detailed calculations for each hidden state are described as follows:

zt ¼ r Uzxt þWzht�1þ bzð Þ ð9Þ

rt ¼ r Urxt þWrht�1þ brð Þ ð10Þ
~ht ¼ tanhðUhxt þWh rt � ht�1ð ÞÞ ð11Þ

ht ¼ 1� ztð Þht�1þ zt~ht ð12Þ

Where Uk, Wk are two weight matrices, bk , r, � is bias vector, sigmoid function,
and element-wise multiplication respectively.

3.3 Pre-trained Word Embeddings

The first pre-trained word embeddings to be examined was proposed by Hong et al.
[14]. To create distributed representation of words, the authors use Skip-gram model
[15] with the embeddings dimension is set to 300. The training data consisting of
7.3 GB of text from 2 million articles through a Vietnamese news portal. This portal
informs about numerous topics and issues, thus, we named this pre-trained word
embedding as open domain embeddings for convenience.

On the other hand, we train a domain-specific word embeddings from 400 MB of
Vietnamese comments on electronic products. These comments were obtained from
Youtube social media (1.081.457 comments) and Vietnamese e-commercial forum
(2.044.403 comments). Our embeddings are trained by Skip-gram model with
embedding size is set to 100, context window is set to 5. To standardize training input,
we preprocessing each comment follows these steps:

• Sentence segmentation and word segmentation using vnTokenizer toolkit [16].
• Eliminating special characters (☺, ♥, etc.) and punctuation except {.,?}.
• Lowercase, replacing consecutive digit characters by single token NUM.
• Replacing infrequency token (min count \ 5) by single token UNKNOW. This

token is the representative for the out-of-vocabulary token.
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4 Experiments

4.1 Dataset

To construct Vietnamese ABSA dataset, we use Youtube Data API to gather comments
from Youtube review videos of 15 well-known smartphone products (e.g. iPhone 7, LG
G6, etc.). These comments then standardized through the following preprocessing
steps: eliminating non-Vietnamese commentary, performing sentence segmentation and
word segmentation, eliminating special characters. After sampling, we obtain a total of
2098 representative sentences. For each of these sentences, opinion targets including
theirs sentiment (positive/negative) are manually annotated by an annotator with brat
annotation tool [17]. Note that the opinion target is defined as a word or multi-words
that represent an entity (e.g. iPhone 7, Samsung, Siri, etc.) or a smartphone aspect,
feature (e.g. camera, water resistance, etc.). After annotated, the result is then reviewed
and corrected by a second annotator. Uncertain cases were discussed and addressed by
both annotators. Finally, we split the result into 1728 and 370 sentences for train and
test respectively. Table 2 shows the corpus statistics.

4.2 Experiment Setting

Evaluation Method. The evaluation metric used in experiments is F1-score:
F1 ¼ 2 � P � R= PþRð Þ, where P (Precision) is the percentage of correct opinion target
found by the system and R (Recall) is the percentage of opinion target in the corpus
was found by the system. A correct prediction occurs when the predicted opinion target
span matches exactly with the gold opinion target span annotated by the human. Note
that the opinion target in this evaluation metric already includes its sentiment.

RNN Setting. Our RNN-based models are trained by Adam optimizer with 50 itera-
tions. Model weights are initialized as from random uniform distribution and then
updated after 64 training sentences. To prevent overfitting, the drop-out technique [18]
is applied on embedding layers and all hidden layers before inputting to the others. To
tuning other hyperparameters, we do grid search with 5-fold cross-validation on the
train set. As a result, we found that the number of bidirectional layers is 2 and dropout
rate is 0.5 are the optimal hyperparameters for all RNN-based models. BSRNN-CRF
and BGRU-CRF achieve the best result when the hidden node is set to 500, while
BLSTM-CRF, with more complicated structure, is 400.

Table 2. Corpus statistics

Train Test Total

Sentences 1728 370 2098
Positive opinion target 1344 322 1666
Negative opinion target 919 184 1103
Total opinion target 2263 506 2769
Distinct opinion target 680 241 774
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CRF Baseline. In our experiments with the CRF model, each term in the sentence is
represented as the following features: item itself, POS tags, word stylistics (letter only,
digit only, mixture) of current word and context words (two prefixes and two suffixes).
CRF model is trained by L-BFGS algorithm with coefficient is set to 1.0 for L2
regularization.

4.3 Experiment Results

Results and Comparison among RNN-based Models. Figure 2 illustrates the per-
formance of three RNN-based architectures: BSRNN-CRF, BLSTM-CRF, and
BGRU-CRF on the test set. The blue, orange and green columns respectively indicate
model initialized with random, open domain and domain-specific embeddings. The
result shows that two architectures with long-term memory capabilities, BLSTM-CRF
and BGRU-CRF, outperform BSRNN-CRF in term of F1-score. BGRU-CRF has less
training time but achieves a better result than BLSTM-CRF in most cases, which can be
explained by the less complex structure of GRU and therefore, appropriate for small
training data in this study.

On the other hand, pre-trained word embeddings have shown its tremendous pos-
itive impact on models performance, the highest gained was about 15.22% on
BSRNN-CRF follows by 13.36% and 6.20% on BLSTM-CRF, BGRU-CRF respec-
tively. The reason behind this improvement is demonstrated in Table 3. Although
trained on a smaller dataset, domain-specific embeddings yield a better result than
open-domain embeddings. The maximum gain is about 6.09% on BSRNN-CRF. This
demonstrates that the domain of training data is much more important than the amount
of training data for this specific task.
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BRNN-CRF vs CRF. Table 4 shows the performance of BGRU-CRF and CRF on
overall, ability to recognize known and unknown targets. We use term known targets to
indicate the opinion targets in the test set had appeared in the train set, the opposite for
unknown targets. According to the experiment result, BGRU-CRF model outperforms
CRF in all aspect.

On overall comparison, BGRU-CRF has a much higher F1-score than the CRF,
about 16.88%. Although CRF achieves precision nearly equal BGRU-CRF, its recall is
quite low. The reason is that CRF does not perform well in terms of extract unknown
target, indicated by the recall is about 23.95%. By contrast, BGRU-CRF works well in
this case, its recall is about 48.97% - more than twice CRF. This can be explained by
the use of pre-trained word embeddings offers BGRU-CRF a wide-range vocabulary
while CRF only observed a small number of words in the train set.

5 Conclusion and Future Direction

We propose a deep learning approach to address ABSA problem without hand-craft
rules or feature engineering efforts. Deep BGRU-CRF has shown its strength when
achieves the best F1-score, outperforms other RNN-based models including

Table 3. Top 5 neighboring words—based on cosine similarity—for random embeddings
(column 2), open domain embeddings (column 3) and domain-specific embeddings (column 4)
after fine-tuning by BGRU-CRF model. The red color indicates non-relevant word

 Random Open domain Domain-specific 

tốt (good) 

hiện_đại (modern) 
tiến_bộ (advance) 
thật_sự (real) 
rất (extreme) 
cũng (also) 

quan_trọng (important) 
tuyệt_vời (excellent) 
hiệu_quả (effective) 
cải_thiện (improve) 
ổn (fine) 

ngon (good) 
xuất_sắc (excellent) 
tuyệt_vời (great) 
hoàn_hảo (perfect) 
tuyệt (great)

iphone 

hệ_thống (system) 
vỏ (case) 
ipad 
ramNUMgb 
chính_sách (policy)

ipad 
apple 
galaxy 
smartphone 
samsung 

ip 
NUMs 
ipad 
iphoneNUM 
NUMgs 

Table 4. Comparison of BGRU-CRF and CRF

Model Overall Known targets Unknown targets
Precision Recall F1 Recall Recall

BGRU-CRF 68.12 75.87 71.79 87.50 48.97
CRF 65.21 47.43 54.91 52.92 23.95

Aspect-Based Sentiment Analysis of Vietnamese Texts 157



feature-rich CRF. On the other hand, word embeddings, which were trained on a
specific domain, have improved performance significantly for all RNN-based archi-
tectures. Besides the proposed approach, we also annotated 2098 smartphone review
sentences for ABSA task. We expect this corpus to facilitate later studies on ABSA of
Vietnamese texts using supervised learning approach.

In the future, we would like to increase corpus size and extend corpus domain.
Another direction is to incorporate syntactic features alongside word embeddings and
make use of external linguistics resources to boost up model performance.
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Abstract. The paper aims at the community of researchers and practitioners
that work in the area of natural language processing but do not specialize in the
word sense disambiguation (WSD). It contains a brief introduction into WSD
and describes the classical approaches to solve the problem. The experimental
part reports results of disambiguation that were achieved using a set of methods
which are available on a widely acclaimed web site. The data used in the test
have been tagged by a professional linguist. The senses were represented by the
WordNet 3.1 synsets. The conducted experiment studies the basic and ensemble
methods and the effects of sense unification.

Keywords: WSD � Word sense disambiguation � Word sense discrimination
WordNet � Sense annotation � Senseval-2 data

1 Introduction

The task of Word sense disambiguation (WSD) is to decide which sense a word has in
a given context. Native language speakers disambiguate words without much effort but
automatic disambiguation is very hard. To underline its complexity disambiguation
was labeled as an AI-complete problem [1]. An exhaustive ACM Computing Survey of
the research work in the WSD area was published by Navigli in [21].

The disambiguation was studied extensively in the last 40 years and the researchers
have proposed many diverse methods. They were mainly evaluated in a stand-alone
mode. In practice, however, WSD is not used separately but it rather constitutes a part
of another application such as machine translation or information retrieval. It could be
also argued that a fast, accurate and comprehensive WSD algorithm could finally
provide a major breakthrough in the realization of the so-called Semantic Web.

The main aim of this paper is not to present the newest or most efficient algorithms
but rather to describe popular approaches to the WSD, their publicly available
implementations, and evaluate their efficiency. We hope that it could be useful for
researchers that do not specialize in WSD but still need to include it in their projects.

The paper is organized as follows. The Sect. 2 presents briefly the basic problems
encountered while disemboguing words. It introduces also the WordNet which plays an
essential role in this process. The next 3rd Section gives an overview of some popular
disambiguation algorithms. In Sect. 4 we describe the experiment setup. Its results are
evaluated in the 5th Section. The paper ends with conclusions.
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2 Word Disambiguation – An Overview

2.1 Basic Issues

In the disambiguation area there are four issues that have to be settled:

• Disambiguation is not possible without prior definition of the word sense repre-
sentation. The obvious choice is to select a representation form a finite set of senses.
Such a set has to be constantly updated. Alternative approach relays on generating
the description by a set of rules [3].

• The senses could be confined to one domain or cover an unrestricted language.
Many applications could use successfully the domain restricted WSD, especially
when it is combined with the Named Entity Recognition.

• We have to decide whether to use supervised or unsupervised approach. The former
requires large sets of manually annotated data. Such data exist it could not match the
diversity and scope of natural language texts on the Internet. The popular SemCor
corpus contains over 200 000 sense tagged words [4]. The unsupervised approach
depends on structured resources such as thesauri [5] machine-readable dictionaries
[6] or ontologies [7]. As for now the ontologies could be applied only for domain
restricted WSD whereas the first two types of resources cover unrestricted language.

• We have also to specify the granularity level. In theory, the fine-grained approach
offers most precise sense identification. In some cases, a very detailed granularity is
not desired e.g. while translating a word that that has identical or similar senses in
both languages. It could be even harmful. The demarcation of senses as it is pro-
posed by linguists is not understood by average native speakers and could lower the
recall of information retrieval.

In what follows WordNet is used as a repository of senses. The disambiguation
methods described in Sect. 3 were used to disambiguate an extract of the manually
annotated SemCor corpus.

2.2 WordNet

WordNet [8] was chosen because of its wide availability and broad coverage. WordNet
like projects exists also for many major languages. It is the de facto standard for the
WSD.

In WordNet senses are identified by synsets. A synset is a set of words that have
identical or very close meaning. A word usually belongs to many synsets and they are
listed in descending popularity. The description of a synset contains among others:

• a gloss: textual definition often with a number of usage examples.
• semantic relations that connect synsets e.g. hypernymy, hyponymy, meronymy.

The disambiguation process uses the elements extensively. WordNet is integrated
into many other projects.

Despite all its merits and popularity, WordNet has also disadvantages. Its initial
goal was to build a lexical database that is consistent with theories of human semantic
memory and not for NLP. The natural language is ever evolving and the newly
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emerging words are not included. Its latest version 3.1 was released in 2006. Therefore
any retrieval system must be augmented by Named Entity Recognition. Many
researchers argue that the granularity level is simply too fine. This could be exemplified
by the disambiguation of the word sound in the following sentence:

“ The sound of bells is a net to draw people into the church,” he says.
The experts have provided not just one but three proper meanings described by the

following glosses:

• sound (the particular auditory effect produced by a given cause) “the sound of rain
on the roof”; “the beautiful sound of music”

• sound, auditory sensation (the subjective sensation of hearing something) “he
strained to hear the faint sounds”

• sound (mechanical vibrations transmitted by an elastic medium) “falling trees make
a sound in the forest even when no one is there to hear them”

All tested methods were unanimous in providing another one:

• sound (the sudden occurrence of an audible event) “the sound awakened them”

For an average language user, all four of them are acceptable. What matters for
him/her is that other synsets like:

• sound (a large ocean inlet or deep bay) “the main body of the sound ran parallel to
the coast” or

• sound ((phonetics) an individual sound unit of speech without concern as to
whether or not it is a phoneme of some language)

which have clearly different meaning were rejected.
To mitigate the over-specification problem researchers have applied synset

grouping and relaxed the rules for result evaluation: a disambiguation is successful if it
produces any of the synsets from a proper group.

Despite its complex structure, there are many tools for processing it. A fairly recent
paper with a comprehensive overview of 12 Java libraries for accessing WordNet was
published by [9]. Five of them provide similarity metrics what makes them attractive
for disambiguation tasks.

3 WordNet Based Disambiguation

Although WordNet contains information about nouns, verbs, adjectives, and adverbs in
what follows the disambiguation is limited to nous.

For nouns, the most common and useful relation is the is-a or hypernymy relation.
It makes up over 70% of total relations of nouns. WordNet based disambiguation starts
with the selection of algorithms to compute the similarity of synsets. The algorithms
could be divided into path based, info content-based and gloss based approaches. In
what follows a typical example from each group is described.
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3.1 Path-Based Approach

The is-a relation forms a tree-like structure of synsets. In that approach, we base our
estimation of the degree of relatedness of two concepts on the length of the shortest
path between them. Unfortunately, the path lengths do not have a consistent inter-
pretation throughout the taxonomy or network. The concepts higher in a hierarchy are
more general than those located lower in the hierarchy. For that reason, some corrective
measure is required.

The Wu and Palmer [10] algorithm was originally proposed for verbs but now is
used mainly for nouns as the WordNet hierarchy of verbs is rather shallow.

Let C1 and C2 denote the two synsets and Clcs their lowest common subsumer - the
least common synset that surmises both C1 and C2. The similarity of C1 and C2,
Sim C1;C2ð Þ is defined by the following formula:

Sim C1;C2ð Þ ¼ 2Len Clcs;Crootð Þ
Len C1;Cxð Þþ Len C2;Cxð Þþ 2Len Clcs;Crootð Þ ð1Þ

where Len Cx;Cy
� �

denotes the number of nodes separating the synsets Cx and Cy and
the Croot is the most upper synset.

3.2 Info Content Based

To estimate the information content of a concept or synset we first count its frequency
in a large corpus and then apply the following formula :

IC cptð Þ ¼ �logðP cptð Þ ð2Þ

Where P(cpt) denotes the frequency of the concept cpt and all its subordinate
concepts. Therefore the most general synset located at the very top of the hierarchy has
information content equal to 0.

One of the most popular measures using the information content was proposed by
Jiang and Conrath [11]. It defines the similarity of two concepts c1 and c2 by the
following formula:

sim c1; c2ð Þ ¼ 1
IC c1ð Þþ IC c2ð Þ � 2IC lcs c1; c2ð Þð Þ ð3Þ

Where lcs(c1,c2) denotes the lowest common subsumer of the concepts c1 and c2.
It is assumed that the difference between the information content of the individual

concepts and that of their lowest common subsumer is related to their similarity.

3.3 Gloss Based

In an apparent contrast to the previous approaches, the gloss based method relies on
glosses. The overlaps of glosses are used to measure the semantic relatedness of their
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respective synsts. The basic version of the Lesk algorithm [12] computes the similarity
of two synsets S1 and S2 using the formula (4):

sim S1; S2ð Þ ¼ gloss S1ð Þ \ gloss S2ð Þj j ð4Þ

Where gloss(Sx) is the bag of words in the textual definition of sense Sx. The basic
version is very sensitive to the exact wording of definitions. To mitigate the phenomena
some extended gloss overlap algorithms were introduced [13]. They expand the glosses
to include glosses of concepts that are known to be related through explicit relations in
the WordNet, e.g. hypernymy or meronymy.

3.4 Basic Method for Disambiguation

For practical reasons, we do not the disambiguate the whole text in one peace but cut it
into text windows. The words in a text window are denoted as {w1, w2, …, wn}. The
possible senses for a word wx are denoted as fs1x; s2x; . . . skxg. A disambiguation
algorithm tries to select only one of the senses from each set of senses in such a manner
that it maximizes the total similarity of the chosen senses. In a more formal way the
algorithms attempt to maximize the following formula [2005_max]:

Xn

j¼1;j6¼t
maxmjk¼1sim sit; s

k
j

� �
ð5Þ

where n is the size of text window and mj is the number of senses of the word wm and
sim is the chosen synset similarity measure.

Popular algorithms for selecting senses are described in [2]. The latter paper uses a
novel approach that uses a modification of an ACO [14].

4 Experiment Setup

4.1 Data Acquisition

The processed data came from the Senseval-2 Competition [15]. The purpose of the
competition was to evaluate the efficiency of word disambiguation algorithms. Several
research groups worked on the same data set.

4.2 Senseval-2 Data Processing

The texts in the Senseval-2 set were annotated by professional linguists. In the process,
the words were normalized to a basic form, assigned the POS (Part-of-Speech) tag and
the WordNet3.1 synsets IDs. On rare occasions, more than one syset ID was used.

Three files were extracted from the original data: Input text divided into sentences.
Each sentence formed a single line and the words were separated by spaces. Nouns
extracted from the above sentences. The nouns were in their base form. Nouns with
accompanying synset IDs. This file is referred to as ED – expert disambiguation.
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4.3 Extracting Method Specific Solutions

The disambiguation was accomplished by algorithms available at [Ped]. Using a web
service guarantees that we process the data with the well tested method and there
should be no deficiencies due to improper implementation, not proper library versions
e.c.t. It enabled us also dodge problems replicating results reported in research papers
[16]. The used web service is supervised by Ted Pedersen, one of the key figures in the
field of word disambiguation.

The following algorithms were tested:

• Gloss based: LESK (extended gloss overlaps), VECTOR – (gloss vectors)
• Path-based: PATH (path length), WUP (Wu and Palmer)
• Info Content: JCN (Jiang and Cornath), LIN (Lin), RES (Resnik)

They processed original data and only nouns using windows with the size equal to
3 or 10. The algorithms produce a number of output files and one of them contains
identified nouns with proposed sysnset ID.

4.4 Mapping Expert and Algorithm Data

In order to facilitate evaluation of algorithms, a mapping was created that assigned to
each noun occurrence in ED all disambiguations found by the tested algorithms. The
process was only seemingly easy. It turned out that the early stages of text processing
were accomplished in different ways by various algorithms. As a result, there was some
discrepancy in the number of identified nouns or even sentences. Such differences ware
relatively easy to correct manually but the sheer amount data made the process tedious
and prone to error. To map the disambiguations:

1. Sentences from the expert file were processed one by one.
2. The Jaccard similarity coefficient was used to select the most similar line in a file

produced by an algorithm.
3. The synsets were related to each other using their relative positions. It was nec-

essary because on some occasions the same word appeared more than once in a
sentence with different meanings.

5 Evaluation of Algorithms

A test disambiguation run is denoted by its code that consists of: algorithm name, text
window size and a type processed data where A stands for original text and N for
nouns.

5.1 Global Evaluation

Table 1 shows the coverage of nouns that is the quota of nouns from ED that identified
by respective algorithms.
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As you can see some of the algorithms used highly inefficient noun identification
methods. In the worst case only just above half of them were found. On the other hand,
the quota values exceeding 0.95 exhibited by the top 5 runs are good enough. For all
runs, the precision quotas are lower than 0.6 what is unsatisfactory. What is even worse
the three most precise runs occupy the 8th, 25th and 31st position in the coverage
ranking. The clear winner is the LESK algorithm.

Table 2 contains data on the precision measured by the quota of properly disam-
biguated DS.

5.2 Detailed Disambiguation Analysis

The precision of disambiguation is below expectations. Therefore individual disam-
biguation cases were analyzed. It was found out that the figures were mainly due to the
fine granularity of WordNet synsets. It is demonstrated by the following typical
example:

Table 1. Nouns coverage per algorithm

Run code Cover No Run code No Run code Cover

RESNIK10N 0.965 12 VECTOR03N 0.876 LIN03N 0.743
WUP10N 0.965 13 JCN10N 0.838 LIN10A 0.717
CH10N 0.959 14 VECTOR03A 0.835 JCN10A 0.686
RESNIK03N 0.952 15 LIN10N 0.825 RESNIK03A 0.686
WUP03N 0.952 16 RESNIK10A 0.819 WUP03A 0.686
CH03N 0.940 17 WUP10A 0.819 CH03A 0.648
PATH10N 0.927 18 LESK10A 0.816 PATH10A 0.644
LESK03N 0.911 19 LESK03A 0.816 PATH03A 0.610
LESK10N 0.905 20 JCN03N 0.803 JCN03A 0.540
VECTOR10N 0.898 21 VECTOR10A 0.803 LIN03A 0.502
PATH03N 0.892 22 CH10A 0.781

Table 2. Disambiguation precision per algorithm

No Run code Prec. No Run code Prec. No Run code Prec.

1 LESK03N 0.585 12 VECTOR03A 0.517 23 PATH03N 0.466
2 JCN10A 0.574 13 LIN10N 0.512 24 CH10N 0.464
3 JCN03A 0.559 14 LESK03A 0.510 25 RESNIK10N 0.461
4 LESK10N 0.558 15 PATH10A 0.507 26 WUP10N 0.461
5 VECTOR10N 0.558 16 CH10A 0.488 27 RESNIK03N 0.430
6 JCN10N 0.549 17 LIN03N 0.483 28 WUP03N 0.430
7 LIN10A 0.544 18 LIN03A 0.481 29 RESNIK03A 0.417
8 VECTOR03N 0.540 19 RESNIK10A 0.473 30 WUP03A 0.417
9 JCN03N 0.534 20 WUP10A 0.473 31 CH03A 0.412
10 LESK10A 0.529 21 CH03N 0.470 32 PATH03A 0.396
11 VECTOR10A 0.526 22 PATH10N 0.466
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Input sentence: Each variation, or change, can occur only once, the rules state.
The noun in question: change. In WordNet 3.1 the noun has 10 senses. Experts

have selected the 4th synset with the following gloss:
change (the result of alteration or modification) “there were marked changes in the

lining of the lungs”; “there had been no change in the mountains”. The result of
alteration or modification.

Unfortunately, none of the algorithms had selected it. They have picked instead
synsets with glosses like e.g.:

change, alteration, modification or (an event that occurs when something passes
from one state or phase to another) “the change was intended to increase sales”; “this
storm is certainly a change for the worse”; “the neighborhood had undergone few
modifications since his last visit years ago”.

For many English language users, all synsets selected by algorithms are acceptable.
The senses with clearly different meaning were rejected. We have encountered a similar
situation for many times. In order to provide a precise figure to measure the phenomena
one needs a cooperation of professional linguists and it is beyond the scope of work
covered in this paper.

5.3 Ensemble Methods

The ensemble methods combine algorithms different characteristics. A composite
method takes into account all disambiguation choices and picks the most popular one.
If senses have an equal number of occurrences than the most sense popular one is
selected. It is not useful to take into consideration all runs. The increased complexity of
operation is accompanied by loss of precision.

The ensembles used in the experiment were manually constructed. The rules for
selection of algorithms were: diversity of operation modes and reasonably good pre-
cision and coverage. The used sets are listed in Table 3.

In order to compare more easily achieved results, we have added two one sets with
only one element: Best1proper and Best1Cover. Judging by cover and precision the
best performance offers the Best7 set. Its’ precision and cover increased by some 7%
compared to that of the LESK03N solution, see the Table 4 for results.

Table 3. Ensemble methods used in experiment

Code Description Selections

Best3 The first 3 selections with the highest
precision

Lesk03N, Jcn10A, Jcn03A

Best5 The first 5 selections with the highest
precision

Best3, Lesk10N, Vector10N

Best7 The first 7 selections with the highest
precision

Best5, Jcn10N, Lin10A

GroupBest Best algorithm from each group Lesk03N, Jcn10A, Path10A
Best3
+Cover

Best3 set and 3 algorithms with the best
cover

Best3, Resnik10N, Wup10N,
Ch10N

Best1Proper ACs with the best quota Lesk03N
Best1Cover ACs with the best cover Resnik10N
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For many applications, the level of granularity of the WordNet is to fine. For that
reason, we have studied the consequences of using a binary precision – a simple
unification rule. It assumed that the expert and actual AC are the same if the selected
the synsets are the same or both of the selected synses do not occupy the first position
on the list.

As a result, the synsets are divided into two groups: the first consist of only the first,
most probable synset and the second contains all remaining synsets. The rule is more
lenient than the original rule but it enables us to specify the quota of not properly
identified synsets first synsets. Applying the rule increases considerable precision, the
gain could be as much as 24%. The binary precision for just one Best1Proper is the
same as for the set Best7, see the Table 4.

6 Conclusions

Despite all the researchers’ effort, the task of disambiguation is not fully solved yet.
This is especially true when we confine ourselves to the public domain software. The
performance of the word disambiguation methods that reported in many research
papers is much better. However, the reproduction of their results is far from being
straightforward and requires specific linguistic knowledge [17]. Disambiguation forms
only a part of larger natural language projects. In such cases, the publicly available
software is used. The obtained results are in line with reported in [18].

In the paper, we have analyzed the performance of several disambiguation methods
that are available on a widely acclaimed Website. The enables us to draw the following
conclusions:

• It is very important to pay a great deal of attention to the early stages of text
processing. This includes proper treatment of built-in sentences, word normalization
to basic forms and part of speech tagging.

• Using just nouns for disambiguation is to be recommended.
• We should not expect to achieve the quality of disambiguation that approaches the

results achieved by research work that concentrates solely on disambiguation.
• The size of text windows plays lower than expected role in the quality of

disambiguation.

Table 4. The performance of ensemble methods

Cover Precision Binary prec. Gain

Best3 0.908 0.563 0.692 0.186
Best5 0.933 0.568 0.684 0.170
Best7 0.971 0.592 0.696 0.149
GroupBest 0.908 0.563 0.692 0.186
Best3+Cover 0.965 0.556 0.661 0.159
All 0.99 0.519 0.628 0.174
Best1Proper 0.908 0.563 0.692 0.186
Best1Cover 0.943 0.448 0.589 0.239
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• Using ensemble methods improves performance but not in a significant manner.
• The granularity of senses of WordNet is too fine for most applications. Using sense

unification improves greatly the performance. The resulting decrease of precision
may be acceptable to many users.

The first sections of the paper describe several approaches to disambiguation. This
paper is primarily addressed to researchers or practitioners working on natural language
processing but not specializing on disambiguation. It might give them a clue as to the
ways in which the standard algorithms could be modified or for the post-processing of
obtained results. Such actions could improve the overall level of performance.
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Abstract. Ancient manuscripts are extremely important sources of information
on our history, past culture, and science. To make these invaluable documents
easily accessible in the Web they must be digitized and then stored in electronic
collections of archival documents. The automatic indexing and retrieval pro-
cesses of such ancient digitized documents are more efficient if the contents of
manuscripts are converted into editable text forms. Unfortunately, contemporary
methods of digitization and character recognition are not sufficient enough.
During optical character recognition process, low quality of ancient manuscripts
and on the other hand not enough advanced software result in numerous errors
in output texts. The paper presents the results of the tests with ancient manu-
scripts in Polish, Latin, and English languages. These experiments have allowed
us to detect the most frequent causes of errors during the digitization of ancient
manuscripts and to suggest ways to improve the digitization process of ancient
manuscripts.

Keywords: Archival repositories � Digital libraries � Antique books
Historical documents � Ancient manuscripts � OCR quality � OCR errors

1 Introduction

Most old medieval manuscripts were religious books like Bible, prayer books,
hagiographies, and other theological works. These medieval books are of great values
and are owned by church or monasteries libraries, main national libraries or museums.
In the past centuries the sacred and secular themes were usually presented together, so
the examination of theological books allows us to gain knowledge about literature,
history or science of the ancient ages.

Unfortunately, scholars and researchers meet many restrictions on physical access
to ancient manuscripts in libraries. Manuscripts are fragile and irreplaceable, so, they
are often not available. They are stored in special rooms or in special secured containers
in vaults, delivered for study or exhibition only on the basis of special permits and
under controlled conditions for usually short time. The early solution to solve this
problem was the preparation of photographic facsimiles or microfiches of ancient
manuscripts. However, such solutions were not very useful because special equipment
was needed to study microfiches and then there were no possibilities to make any
selection or to retrieve desired information.
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Fortunately, modern computer technologies, digital graphics, information retrieval
systems, as well as computer networks offer new opportunities to facilitate the
examination of ancient documents. Digital copies can be easily not only stored and
distributed, but also visualized, enlarged, or even presented in 3D form. Special formats
and standards as well as the viewing software have been developed and applied in the
systems providing access to different archives of ancient books.

The traditional or on-line library catalogs inform what the great artifacts are stored
in their vaults [1, 2]. However, most of libraries are not willing to make valuable old
medieval manuscripts accessible for the regular readers. Nowadays the religious and
national institutions as well as international cultural organizations more and more
frequently digitize ancient manuscripts to make them available on the Internet. One of
the most important is the World Digital Library (https://www.wdl.org/en/) which is an
international digital library operated by UNESCO and the United States Library of
Congress. The World Digital Library makes available on the Internet, free of charge
and in multilingual format, a great number of significant primary documents from the
whole world, including manuscripts, maps, rare books, musical scores, recordings,
films, prints, photographs, architectural drawings, and other significant cultural mate-
rials. In October 2017 there were 16,982 ancient manuscripts from 193 countries
between 8000 BC and 2000. Also many local national libraries more and more fre-
quently make digitized ancient manuscripts available on the Internet.

Although the copies in the form of sequences of digital images are very useful for
people reading these ancient books, such a technical solution is not practical when we
want not only browse and read but also make some searches in these ancient texts. The
retrieval methods usually use character strings, words, or language expressions to
realize text search operations. Therefore, it is not sufficient to photograph or to scan
ancient documents even using digital techniques. We need to convert the image of text
to real editable text. The OCR (Optical Character Recognition) software is used for this
purpose. The efficiency of OCR software is very high in the case of nowadays docu-
ments printed by computer equipment like laser printers, on white sheets of papers,
using standard computer fonts. However, the situation occurs much more difficult in the
case of ancient texts in old, sometimes destroyed documents when original ancient
writing styles and fonts were used. In ancient documents words are often very close one
to the other and, moreover, ligatures and abbreviations are frequently used.

In the paper the efficiency of digitization of ancient texts is examined. Some
experimental results of the tests with ancient manuscripts in Polish, Latin, and English
languages are discussed. These experiments have allowed us to detect the most fre-
quent reasons for errors during the digitization of Polish ancient manuscripts and to
suggest ways to improve the digitization process of ancient manuscripts.

The paper is structured as follows. The Sect. 2 describes recent related work on
digitization of ancient documents. The tests leading to the recognition of error causes in
digitization of Polish ancient manuscripts are described in the Sect. 3. The Sect. 4
discusses the problem of degraded manuscripts and presents the techniques how to
process such manuscripts. The final conclusions and suggestions for improving the
digitization process are discussed in the last Sect. 5.
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2 Related Work

In the early 1990’s the techniques of OCR approach have already been used in the
projects of historic newspaper digitization. Then in 2008 both the British Library and
the National Library of Australia decided to undertake the large scale project of historic
newspaper digitization when the OCR technology had reached a sufficiently acceptable
level to ensure full text searching. The OCR level was acceptable but it was not good.
In the next years much research and many tests have been conducted to improve OCR
accuracy. The main projects are Impact (digitization.eu), Medievalists (medievalists.
net), and many others.

Although the OCR systems are very popular and widely applied their efficiency for
the analysis and indexing of ancient manuscripts is not satisfactory. New solutions are
being proposed and the OCR techniques are being improved to ensure better digiti-
zation of ancient texts [3–6].

Holley analyzed the factors influencing the OCR accuracy in historic newspapers
such as [7]: quality of original source, scanning resolution and file format, bit depth of
image, image optimization/binarization process, quality of source (density of micro-
film), skewed pages, pages with complex layouts, adequate white space between lines,
columns and at edge of page so that text boundaries can be identified, image opti-
mization, quality of source, pattern images in OCR software databases, algorithms in
the OCR software, algorithms and inbuilt dictionaries in the OCR software, as well as
time available to train the OCR.

Holley has also defined how to measure the OCR accuracy. Although it is very time
consuming, the best solution is to do proofreading of ancient document and to man-
ually verify the entire text and compare the output to the OCR result. Three levels of
accuracy have been proposed for historical newspapers: good OCR accuracy – from 98
to 99% accurate (12% of OCR incorrect), average OCR accuracy – from 90 to 98%
accurate (2–10% of OCR incorrect), and poor OCR accuracy – below 90% accurate
(more than 10% of OCR incorrect). In the tests performed with a sample of 45 pages of
historical newspapers found to be representative of the libraries digitized newspaper
collection 1803–1954, the OCR accuracy varied from 71% to 98.02%. Then some
potential methods of improving OCR accuracy have been suggested. One of the best
suggested solutions to improve OCR accuracy may not rely on a technical approach
done by a computer but on a user involvement in manual correcting the mistakes of the
OCR process basing on the idea of Web 2.0 in social networking.

In the other experiments [8] the accuracy of digitization of historical newspapers
was measured on the level of characters (all characters excluding spaces), words,
significant words (all words excluding stop-listed words), words with capital letter start,
and number groups. The accuracy was examined for two databases: the 19th Century
British Library Newspapers and Burney Collection. The results were rather not satis-
factory. The overall averages for the 19th Century Newspaper Project were: character
accuracy: 83.6%, word accuracy: 78%, significant word accuracy: 68.4%, words with
capital letter start accuracy: 63.4%, number group accuracy: 64.1%. The overall
averages for the Burney Collection were: character accuracy: 75.6%, word accuracy:
65%, significant word accuracy: 48.4%, words with capital letter start accuracy: 47.4%,
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and number group accuracy: 59.3%. These results clearly signal that the age of doc-
ument has a great influence on the OCR accuracy. In the case of significant words the
OCR accuracy was lower than 50%, it means that most of significant words were not
correctly identified.

Other problems occur in the case of degraded documents. These cases have been
examined for example in [9]. Diem and Sablatnig analyzed local information to rec-
ognize characters that are only partially visible. The local descriptors were initially
classified using the support vector machine (SVM) and then identified by a voting
scheme of neighboring local descriptors. In the proposed approach degraded hand-
written characters were recognized even when characters were partially visible and
connected. Then the authors concluded that this approach can be easily adapted to other
alphabets and languages, moreover that no dictionary is needed to improve the per-
formance of a recognition process.

Whereas in [10] the problem was discussed of the removal of a text superimposed
to a more important one in a document image. Such a situation occurs due to the
back-to-front interferences from recto and verso images of archival documents. It also
occurs when we are trying to recover the erased text in palimpsests from multispectral
images. A palimpsest is a manuscript page, either from a scroll or a book, from which
the text has been scraped or washed off. Then this page can be reused for another
document. The ancient parchments in Pergamon were made of young lamb. They were
very expensive and difficult to get, and therefore for economic reason they were often
re-used by scraping the previous writing. Whereas the reuse of papyrus was not fre-
quent because papyrus was quite cheap. To solve the problem of such ancient docu-
ments the authors proposed a non-stationary, linear mixing model of the optical
densities to describe text overlapping in recto–verso images of archival documents.
Based on this model two algorithms were developed to separate the two texts. These
algorithms are performed in two phases: first the model parameters are estimated
off-line from the data and then the restored images are recovered by inverting the data
model in a single step.

Some researchers suggested to restore degraded documents before recognition of
the text [11]. Such degradations like cuts, merges, blobs, and erosions can be restored
leading to the improvement in OCR performance. Experimental results showed sig-
nificant improvement in image quality and OCR performance on documents collected
from a variety of sources.

The legibility enhancement of ancient and degraded handwritings is also discussed
in [12]. Because the handwritings are only partially barely visible under normal white
light they have been imaged using special techniques in order to increase their legibility
and then to enhance the contrast of the faded-out characters. Two different labeling
strategies were proposed. First method was concerned with the enhancement of
non-degraded image regions of the text and the other technique was applied on
degraded image parts. Then the resulting images were merged into the final
enhancement result. This approach was evaluated. The enhancement method ensured
the better performance of the OCR process in the case of degraded writings, compared
to OCR results gained on unprocessed images.

The method of the identification of words for indexing and retrieval purposes, the
method tolerant to errors in character segmentation was proposed in [13] and tested on
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four copies of the Gutenberg Bibles. Whereas in [14] different methods were examined
of processing word images and different pre-processing steps were suggested for
keyword spotting and document image retrieval.

Another problem occurs when the OCR techniques are applied for ancient and
technical vocabulary. In [15] a method was proposed for analysis of historical medical
texts. The method combined rule-based correction of regular errors with a
medically-tuned spellchecking strategy. These corrections were based on the infor-
mation about subject-specific language usage from the publication period of the ancient
document to be corrected.

The problem of indexing of vast collections of documents available in image format
in information retrieval systems is extensively discussed in [16]. Word spotting is
proposed as an alternative solution to optical character recognition (OCR), which
authors find as rather inefficient for recognizing text of degraded quality and unknown
fonts usually appearing in printed text, or writing style variations in handwritten
documents. Also a rich bibliography on the problem of retrieval of ancient documents
is presented in this paper.

3 Error Causes in Digitization of Ancient Manuscripts

The main goal of our experiments was to recognize the main causes of errors of OCR
software applied to Polish ancient manuscripts in comparison to Latin or English texts
(Table 1). The texts used in the tests were of high quality, they were not degraded as it
frequently happens in the case of ancient manuscripts. The efficiency was examined on
the level of characters but mainly on the level of words.

The digitization process was performed using three free OCR software available on
the Internet: FineReader 14, Tesseract, and OmniPage Ultimate. The Polish ancient
manuscript was a document of a French riding master working on the methods for
training horses – François Robichon de La Guérinière (1688–1751) and then translated
into Polish language by a doctor of philosophy Jacek Krusiński. The document was
issued in 1787 in Warsaw and nowadays is in the library of the Wrocław University of
Environmental and Life Science (Poland). Two pages of this document were examined.
Although the text is from XVIII century it is written in old Polish language. Many
words are not included in contemporary Polish dictionaries. Some characters have
different shapes, for example the character ‘s’ looks like the present character ‘f’. The
document is of good quality, paper is practically white, so there is a significant contrast
difference between text and its background. Text is printed using serif font, normal or

Table 1. Characteristics of the ancient manuscripts used in the tests.

Language Polish Latin English

Year of publication 1797 1752 1860
Place of issue Warsaw Dresden New York
Number of words in the text 265 255 214
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italics, both capital and lowercase letters, ligature was not used, frequently the letter
thickness changes, and then, although lines of text are straight, characters in words do
not always lie on the same level (Fig. 1).

Table 2 presents the list of errors and attempts of explanations why such errors
occur. We do not noticed which software generated these errors because the efficiency
of OCR systems was not the goal of this research. Is it the question of low efficiency of
the software or rather the question of specificity of the printed text?

Fig. 1. A small sample of the tested ancient manuscript.

Table 2. Analysis of errors detected in the digitized Polish ancient manuscript.

Original Digitized Comments (cause of an error)

E K Character of variable thickness
s f or l Character ‘s’ in old centuries was written as ‘f’ or ‘l’ today
B D Very weak print of this character
ń d or J Another OCR error
ł L or i Weak print of the letter ł, i.e. L with stroke – with diacritical sign

(a special letter in Polish and some other Slavic languages), mainly
weak print of the stroke itself

i t Letter ‘i’ is printed in such a way that point is connected to the main
part of the character.

i T Another OCR error
c l Small print stain near the character ‘c’
L JL Additional small line at the bottom of the character
r i Weak printing of the character ‘r’
ę g Another OCR error
, > Another OCR error
l i Weak printing of the character ‘l’ in its upper part
u o Another OCR error
ć E Another OCR error
st Ll, lI Another OCR error
cz tz Another OCR error
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In the next tests we would like to verify how many words are correctly digitized.
Because the problem of the recognition of old letter ‘s’ as the contemporary letter ‘f’
was so common that it can be treated as a rule, so in the Table 3 in the first case such a
recognition was counted as an error and in the second these errors were not taken into
account. This was the reason that in the third test in the OCR system the learning
process was activated but only for the letter ‘s’.

It should be also noticed that we do not used the dictionaries in the OCR systems.
In the ancient texts some words were used according to the old grammatical rules. The
activation of dictionaries would result in losing the original spelling. We think that this
ancient specific writing should be preserved.

The first observation was a nice surprise. The Polish letters with diacritics were
correctly digitized.

The same test have been undertaken for English and Latin ancient manuscripts. The
tested Latin manuscript was “Specimen Catalogi Codicum Manuscriptorum Biblio-
thecae Zaluscianae” of Jan Daniel A. Janocki. This book was issued in Drezden in
1752 and today is stored in the National Ossoliński Institute in Wrocław (Poland). The
tested part had 255 words.

The main error occurring in the digitized Latin manuscript was caused by the
different shape of the letter ‘s’ in the Latin texts. This is the same cause as in the case of
Polish manuscripts (Table 4).

As an English manuscript the book “Life in the desert: or, recollections of travel in
Asia and Africa” of Colonel L. Du Couret was chosen. The book was issued in 1860 in

Table 3. Percentage of words correctly digitized in the Polish ancient manuscript.

Number of words
in the text

Percentage of words
correctly digitized

‘s’ – ‘f’ error 265 78.68%
‘s’ – ‘f’ non error 265 90.75%
after learning process ‘f’ –> ‘s’ 265 96.98%

Table 4. Analysis of errors detected in the digitized Latin ancient manuscript.

Original Digitized Comments (cause of an error)

e c Weak printing of the character ‘e’
s f Character ‘s’ in old centuries was written as ‘f’ or ‘l’ today
Ɛ f or C, E, F Non-standard character
m rn Another OCR error
st ll Another OCR error
1574 1479 Another OCR error
u o Another OCR error
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New York. This ancient book is in Library of Congress of the USA. Two pages with
214 words were used in the tests.

The results of the OCR digitization of this English manuscript were much better
than for Polish or Latin manuscripts. For Polish and Latin manuscripts the best results
were on the level of 90%, whereas for the English manuscript – 99%.

The first conclusion is – what is obvious – that much research is conducted with
English texts and most of software is oriented on the English language. The digitization
of ancient manuscripts demands software taking into account the specificity of other
languages.

4 Digitization of Degraded Manuscripts

The quality of manuscript and in consequence the quality of analyzed document image
has a great influence on the results of digitization. In our tests we observed that a good
strategy is to convert the document full-color image to grayscale image and then to
increase the image brightness and to increase the contrast (Fig. 2). This relatively
simple procedure makes the text much better visible and furthermore in many observed
cases eliminates or at least reduces the back-to-front interferences from recto and verso
images.

For the ancient document presented in Fig. 2 the percentage of words correctly
digitized increased from 59% to 65% for the grayscale image and to 75% for the bright
image with increased contrast. If the recognition of old character ‘s’ as ‘f’ is not taken
into account the percentage of words increased from 67% to 81% and 84% respectively
(Table 5).

Fig. 2. Example of degraded manuscript entitled “A Garland of New Songs” issued in 1805 in
Scotland: original full-color image, grayscale image, and bright image with increased contrast.
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5 Conclusions

Ancient manuscripts are extremely important sources of information on our history,
past culture, and science. To make these extremely valuable documents easily acces-
sible in the Web they must be digitized and then stored in electronic collections of
archival documents. The automatic indexing and retrieval processes of such ancient
digitized documents are more efficient if the contents of manuscripts are converted into
editable text forms. Unfortunately, contemporary methods of digitization and character
recognition are not sufficient enough. During optical character recognition process, low
quality of ancient manuscripts and on the other hand not enough advanced software
result in numerous errors in output texts. The results of the tests with ancient manu-
scripts in Polish, Latin, and English languages are presented in the paper. These
experiments have allowed us to detect the most frequent causes of errors during the
digitization of Polish ancient manuscripts and to suggest ways to improve the digiti-
zation process of ancient manuscripts.

The errors in the digitization process of ancient manuscripts are generally caused by
physical features of manuscripts: degraded paper, low quality of paper – low weight of
paper, uneven surface of paper, in some extreme cases loss of small parts of paper, low
print quality: blurred letters, print stains, wavy lines, as well as application of archaic
fonts. There are also lexical causes: archaic vocabulary usage, different grammatical
rules, words created with prefixes or suffixes that are not currently in use. Moreover,
the quality of scanning is important: in many cases the scanning is done on the basis of
secondary materials (microfilms), low image resolution, lossy compression format, and
finally the difficulties of scanning of ancient books which cannot be straighten on the
scanner glass.

The main suggestions for improving the process of digitization of ancient manu-
scripts are as follows:

– high quality of manuscript images should be ensured by using adequate scanning
equipments, high resolution of scanning, lossless compression, manual correction of
the document images, manual leveling of the image to make lines of text horizontal,
usage of dictionaries with archaic vocabulary;

– manual or automatic correction of the text automatically digitized would be very
desirable using special software for such corrections oriented on typical errors,
archaic vocabulary, and ancient grammatical rules, as well as respecting the
occurrence of diacritic marks in the ancient manuscript written in languages using
different diacritic symbols.

Table 5. The influence of conversion of the image from full-color image to grayscale image and
to image with increased brightness and contrast.

Percentage of words correctly digitized
Full-color image Grayscale image Bright image with

increased contrast

‘s’ – ‘f’ error 59% 65% 75%
‘s’ – ‘f’ non error 67% 81% 84%
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Abstract. With the creation of word embeddings, research areas around
natural language processing, such as sentiment analysis and machine
translation, have improved. This has been made possible by the lim-
itless amount of text data available on the internet and the usage of
a simple, two-layer neural network. However, it remains to be seen if
the domain knowledge used to train word embeddings have an impact
on the task the embeddings are being used for, based on the domain
knowledge of the task itself. In this paper, we extracted and cleaned
text data from the Reddit database, followed by training a word embed-
ding model that is based on the word2vec skip-gram model. Then, the
features of this model were used to train a random forest classifier for
classifying cyberbully comments. Our model was benchmarked with four
pre-trained word embeddings, as well as hand-crafted feature extraction
methods. The results show that the domain knowledge of word embed-
dings do play a part in the task it is being used for, as our model has a
2% improvement of precision over the next best score.

Keywords: Cyberbully detection · Data preparation
Textual features · Word embedding

1 Introduction

Cyberbullying takes place when insulting messages or comments are directed
towards specific social media users. The abusive users are anonymous most of
the time and the contents posted by them are distributed quickly throughout
the social media community. These abusive messages are mainly targeted at
younger people - mostly children - as most cases of cyberbullying involve the
younger person being victimized while the older person is the abuser.

Over the years, methods in classifying cyberbully commments ranges from
classic hand-crafted feature extraction to the use of word embedding models.
However, most of the methods are usually accompanied by a large static list of
profane words, which is updated from time to time. In addition, the words in
the dictionary are arbitrary and contribute to no convenient information about
the relationship which may exist between them. This extends to data sparsity,
c© Springer International Publishing AG, part of Springer Nature 2018
N. T. Nguyen et al. (Eds.): ACIIDS 2018, LNAI 10751, pp. 180–189, 2018.
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which requires more labeled data that is very difficult to acquire and have them
labeled. In addition, the word embedding models used in this kind of problem,
lack the domain knowledge of social media which consists mainly of slangs and
irregular grammar.

In this research, we train a word embedding model from an unexplored corpus
of social media data, namely Reddit1, and benchmark it with existing pre-trained
models. To summarize, our main contributions are: (1) Data collection, prepa-
ration, and storage for training word vectors; (2) Benchmark and evaluation of
our word embedding model with current pre-trained models; (3) Comparison
with hand-crafted feature extraction methods in classification of cyberbullying
comments.

The flow of the paper is as follows: We will first look at some of the methods
used in this research domain, as well as the applications of word embeddings used
in other areas of research in Sect. 2. In Sect. 3, the training of our word embedding
model pipeline is described, starting from data collection. After training, the
model was evaluated with other pre-trained models and benchmarked against
existing methods in Sect. 4. Lastly, we give our conclusion and the future works
in Sect. 5, that revolves around the research of cyberbully detection.

2 Background Study

Research in classifying cyberbullying comments are mostly based on classi-
cal hand-crafted features. One such example is a standard feature extraction
method, which consists of strings converted into a feature vector by n-grams,
counting the occurrences of words, and the term-frequency inverse-document
frequency score. Moreover, the feature vector can be incorporated by additional
features, such as capturing second-person pronouns. This is because bullying
comments directed towards peers are more likely to be negative. In addition to
capturing pronouns, skip-grams can also be used since the features extracted
from this method can extract long distance words [2]. [3] developed a model
based on textual features that focused on profane words: this involved the total
count of profane words and the density of profane words, which was normalized
by dividing the total number of profane words by the total number of words
in the post. Another feature was also included, which is to measure the overall
“badness” of a post by computing the weighted average of profane words. Also,
the weight of positive instances were increased by copying the positive training
examples several times, in order to overcome the issue of sparsity. [4] proposed
the incorporation of users’ demographic data, such as gender and age, along with
the content of their conversations. In addition to incorporation of gender-specific
language, four other features were taken into consideration: Profane words along
with their abbreviations and acronyms, second person pronouns for detection of
personal involvement, the rest of the pronouns and the term frequency-inverse
document frequency value of all the words per post. Also, the profane word
count in a post was normalized by division with post length. Later on, word
1 https://archive.org/download/2015 reddit comments corpus/.

https://archive.org/download/2015_reddit_comments_corpus/
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embeddings were utilized by [14]. They experimented on a new representation
learning method, which is developed by the semantic extension of the deep learn-
ing model-stacked denoising autoencoder and it contained two parts: semantic
dropout noise and sparsity constraints, where the dropout noise is dependent
upon the knowledge domain, as well as the word embeddings. Their methodol-
ogy is divided into multiple layers: the first layer involved the construction of
negative words followed by comparing the word list with their own corpus, with
the intersected words being regarded as bullying features; the remaining layers
involved feature selection via fisher score to collect “bullying” features.

Dense distributional lexical representations, also known as word embeddings,
generally improves performance on a variety of NLP tasks. This is based on the
accumulated evidence gathered by [5–7]. Word embeddings are not trained for
specific-tasks. Hence, by taking advantage of large amounts of unlabeled training
data, word embeddings can be trained quickly and in a scalable manner [8,9].
The word embedding models can then be used on different tasks [10–12]. Some
of these groups of word embedding models are word2vec [9]. In word vectors,
each unique word from the training corpus is assigned a respective vector in a
high-dimensional vector space, which is mostly in the factors of hundreds. These
word vectors are arranged such that words having similar background in the
corpus are located closer to each other in the vector space.

3 Word Vector Model

3.1 Data Preparation

To train the word embeddings in this research, the reddit corpus is used, which
consists of comments from the first five months of 2015. As the scope of the
project was focused on english language, non-english sentences were filtered out
by checking for ASCII characters. The whole pipeline of the data preparation is
based on Fig. 1, concluded by the model being trained:

1. Comments Extraction: Metadata was extracted from reddit after web min-
ing was carried out and are in the form of key-value pairs. However, the
comments are stored in the ‘body’ tag.

2. Segmentation: This step consisted of two forms of segmentation, each suc-
ceeding the other. Firstly, comments were segmented into individual sen-
tences, followed by tokenizing each individual sentence into a list of words, or
tokens. The segmentation procedure was done by the NLTK (Natural Lan-
guage Toolkit) package.

3. Text Cleaning: In this step, comments were cleaned and normalized. Firstly,
hyperlinks were removed since they did not contribute to any important infor-
mation. This was followed by standardization of words, such as Looolll to Looll
with the aid of regular expressions, in order to remove as many redundant
words as possible. Then, some contractions of words were normalized, such
as you’re expanded to you are. Lastly, non-alphabets were removed and the
cleaned comment was then lowercased.
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Fig. 1. Data preparation for Word Embeddings (from raw data to word2vec model)

4. Storage: Due to the massive amount of comments extracted, they were stored
in MongoDB in the form of documents. Each document consisted of two key-
value pairs: one for the document number, the other for holding tokenized
sentences, which was exactly 5,000 sentences.
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5. Training: For training purposes, the data was supplied by means of data
streaming with the use of iterators, where one set of tokens were processed and
then discarded. This continued until the whole training process is completed.

The total time taken from comment extraction to data storage was approxi-
mately 120 h. A full detail of the reddit corpus is shown in Table 1.

Table 1. Description of reddit corpus used

Total comments 245,292,434 comments

Total sentences 564,066,513 sentences

Total words 7,702,895,586 words

Time to preprocess and store ≈ 120 h

Total size (GB) 48

3.2 Model Training

From the group of word2vec models present, the skip-gram model architecture
was used. This model was chosen over the continuous bag-of-words, another log-
linear model because the skip-gram model tends to treat each context-target
word as a new observation, hence, learn better representations of infrequent
words [1].

For training the model, Gensim2 Python library was used. The parameter
settings for the skip-gram model were the default settings: minimum word fre-
quency 5, context window 5, sample threshold 0.001. In order to capture a better
representation of words, the word embedding size was set to 300 and 10 negative
samples were used. The total training time was about 25 h after parallelization
with 8 worker threads on a 32 GB RAM with i7 processor of 2.2 GHz. Due to the
limited size of the RAM, as well as words occurring less than the given thresh-
old of five, and each word having 300 features, the training resulted our model
having a vocabulary size of 1,146,604 unique words.

After training, four words were randomly selected from a dictionary of pro-
fane words and searched upon in the word embedding vocabulary. Also, a positive
sentiment word was used as well. Table 2 shows some of the words that are sim-
ilar to the five words used. For reproducibility of our research, we have open
sourced our source codes3.

2 https://radimrehurek.com/gensim/.
3 https://github.com/tazeek/BullyDetect.

https://radimrehurek.com/gensim/
https://github.com/tazeek/BullyDetect
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Table 2. Word similarities based on the given words

Word idiot dickface dawg biatch wonderful

Similar words imbecile fuckface bruh bitch lovely

moron fuckstick homie biotch fantastic

dumbass dickbag brah motherfucker delightful

asshat fuckhead breh fucka wonderfull

asshole dickhead fam muthafucka terrific

dipshit douchenozzle bro mothafucka great

fucktard fucktard mayne betch beautiful

dolt shithead sucka mutha marvellous

ignoramus jackass nigga motha marvelous

jackass douchecanoe nigguh beotch amazing

4 Experiments and Results Analyses

4.1 Experimental Setup

The kaggle dataset4 was used for experiments. It consisted of 6,594 raw com-
ments, where about 75% of the distribution consists of non-cyberbullying com-
ments, which are true negatives. The data preprocessing for the kaggle dataset
is similar to the steps illustrated in Fig. 1, where most of the time was spent on
data cleaning. This step consisted of the removal of escape characters, such as
tabbed and new-lines, as well as irrelevant UTF-8 (Unicode) characters. Dur-
ing this process, 14 comments were removed as they were either non-english or
consisted of only hyperlinks, which contribute to noise.

The dataset was split into two parts: around 4,000 comments for training
and the rest for testing. We wanted to check how our model does in detecting
cyberbullying comments, which are true positives, which are about 25% of the
distribution in the dataset. Hence, precision and the area under curve (AUC)
metrics were used in our experiments.

4.2 Baseline Methods

Our newly trained word vector model will be benchmarked against the following
pre-trained word embeddings, namely Word2Vec and GloVe (Global Vectors):

– GoogleNews: This word2vec model was trained on the Google news dataset,
which contains about 100 billion words. The vocabulary size is 3 million words
and phrases, each with a feature vector of size 300.

– Twitter Vectors: This word2vec model was trained on 400 million twitter
posts. The vocabulary size is 3,039,345 words, each with a feature vector of
size 400.

4 https://www.kaggle.com/c/detecting-insults-in-social-commentary/data.

https://www.kaggle.com/c/detecting-insults-in-social-commentary/data
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– Glove.Twitter: Global vector model trained on 2 billion tweets, which con-
sisted of 27 billion tokens. The vocabulary size is 1.2 million words, with a
feature vector of size 200.

– Glove.Wiki: Glove vector model trained on Wikipedia-2014 and Gigaword 5
corpus. The corpus consisted of 6 billion tokens, which resulted in the model
having a vocabulary size of 400,000 words. The feature vector size for each
word was 300.

For fairness of experimenting with word vectors, each comment is represented
as the average of the feature vectors from the words in the comment. Then, the
average feature vector of a given comment is fed into a random forest classifier
with 200 trees. Also, our results will be benchmarked against the hand-crafted
feature extraction approaches.

Fig. 2. Visualization of word vectors. Searched word is highlighted in red (Color figure
online)
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4.3 Results and Findings

From the results shown in Table 3, it can be seen that our model outperforms
both the pre-trained word vectors, as well as the hand-crafted methods by 3%
more in AUC and 12% more in precision. In comparison to the benchmarked
hand-crafted methods, the results show that the features from our word embed-
ding models are more useful, even though the benchmarked methods are aided
by a dictionary of profane words. To understand more about the features in our
model, we visualize the word vectors using a method called t-distributed stochas-
tic neighbor embedding (t-SNE) by constructing a probability distribution over

Table 3. Results table. The best scores are represented in bold

Method AUC Precision

Standard feature extraction [2] 0.83 -

Occurrences pronouns [2] 0.87 -

2,3 Skip Grams [2] 0.87 0.77

GoogleNews [9] 0.88 0.84

Twitter vectors [15] 0.87 0.87

Glove.Twitter [13] 0.89 0.86

Glove.Wiki [13] 0.86 0.85

Our model 0.90 0.89

Fig. 3. Percentage of missing words from cyberbully dataset
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pairs of words such that similar words with high probabilities will be closer
together. Figure 2 shows the results of one such profane word (highlighted in
red) and its surrounding words. This shows that the model not only captures
profane words that are similar to it by context, but by the grammar as well.

In comparison to word vectors, our model just edges out by 1% in AUC and
2% in precision. In terms of training data, our model did considerably well as
only one pre-trained model had less training data compared to ours. Among
the five word embeddings, GoogleNews and Glove.Wiki had the lowest scores.
This can be down to the differing knowledge, as Fig. 3 would demonstrate; the
remaining three models had substantially lower percentage of missing words,
with our model having the lowest at about 6%. Hence, the domain in which
word embeddings are trained also plays a significant role.

5 Conclusion and Future Work

In this paper, we extracted and cleaned text data from a social media site. This
was followed by using the text data to train a word embedding model for classi-
fying cyberbully comments. Our experiments, compared to popular pre-trained
models and hand-crafted feature extraction methods, demonstrated the effec-
tiveness of training a model and applying it for classification, where the domains
in both training and classification are similar. Also, it would be interesting to
see how well our model performs on other cyberbully datasets. Additional fea-
tures, such as part-of-speech tag and named entities, might help improve the
detection task. In addition, one way of capturing missing words would be using
edit distance, though how effective this would be is open to question. Lastly, our
model can be used for exploring other social media-related avenues for a better
understanding on finding effective word embeddings for research projects related
to social media.

Acknowledgement. This project is partially funded by Fundamental Research
Grant Scheme (FRGS) by Malaysia Ministry of Higher Education (Ref:
FRGS/1/2017/ICT02/MMU/02/6).
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Abstract. This study provides a positive-unlabeled learning model for
extending a Vietnamese petroleum dictionary based on Vietnamese Wikipedia
data. Machine learning algorithms with positive and unlabeled data together
with separated and combined between Google similarity distance and Cosine
similarity distance, used in this study. The data sources used to integrate are
English - Vietnamese oil and gas dictionary and the Vietnamese Wikipedia. In
the results, a novelty way for data integration with higher accuracy by using a
combination of algorithms. The first Vietnamese oil and gas ontology was built
in Vietnam. This ontology is a useful tool for staff in the oil and gas industry in
training, research, search daily.

Keywords: Data integration � Ontology � Machine learning
Positive and unlabeled learning � Oil and gas � Wikipedia

1 Introduction

At present, Vietnam does not have oil and gas Ontology in Vietnamese but only
English - Vietnamese oil and gas Dictionary by Vietnam Petroleum Institute [1]. The
Dictionary includes 11.139 English concepts, these concepts have been translated into
Vietnamese and included Vietnamese descriptions, audio, images and video. The
number of concepts is also limited by 11.139 concepts, mainly in the early stages of oil
and gas industry (Exploration and Production) while there is a lack of concepts in the
middle (storage, transport) and the following stages (petrochemical, safety, environ-
mental, economic and petroleum management). In 2010, this dictionary has been
transformed to the electronic form dictionary by Petroleum Archive Center (a sub-
sidiary of Vietnam Petroleum Institute) without any changing in the content. However,
this is just a desktop-based and unstructured dictionary with separated concepts, and
not an ontology. It is also uncomfortable to use and not expose the high value of
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information inside the dictionary, and not satisfy the requirements of petroleum users in
searching, studying, training, data integration, and extension. Therefore, need to build
an oil and gas Ontology in Vietnamese, including Vietnamese concepts, has a semantic
relationship between concepts and description for these concepts, with the number of
concepts expanded beyond the current dictionaries.

Vietnamese Wikipedia, one part of the Wikipedia, is an open data source built in
2003 by the Wikipedia Foundation project [2], and continuously updated by users. In
October 2017, there were about 7.155.700 Vietnamese concepts, in which, there are
about 1.162.437 concepts with both brief descriptions of concept (abstract) and detailed
descriptions (which can be included audio, images, video). There are many petroleum
concepts contained in the Vietnamese Wikipedia data, such as “dầu mỏ” (oil), “địa vật
lý” (geophysical), “địa chất dầu khí” (petroleum geology), “khai thác dầu khí” (oil and
gas production), “khoan” (drill), “hóa dầu” (petrochemical). Wikipedia is a reliable
source for references. It can be added, edited by experts, but also by users with
incorrect information. However, with the operational principle and a large team of
567.533 members, inaccurate information will be deleted soon. This will be the data
source used to integrate with the English – Vietnamese oil and gas dictionary to build
the first Vietnamese oil and gas Ontology.

In this study, to integrate data from both sources above, we used machine learning
algorithms with positive data as labeled in English –Vietnamese oil and gas dictionary to
classify unlabeled data in Vietnamese Wikipedia. The positive dataset is the kernel and
extended in the Vietnamese Wikipedia dataset. Machine learning with positive data
algorithms combined with Google similarity distance and Cosine similarity distance to
improve the accuracy of results. The results of this study, not only offering a new way of
data integration with higher accuracy but also built a first Vietnamese oil and gas
Ontology, a useful tool for staffs of the oil and gas industry in training, researching,
searching, andworking daily. Furthermore, the results from this study are the basics for the
integration of other valuable specialized data available in Vietnam oil and gas industry.

The rest of this paper organized as follows. The Positive-Unlabeled Learning
Model for Extending a Vietnamese Petroleum Dictionary presented in Sect. 2, while
the experiments described and evaluated in Sect. 3. In the next section, the related
works had been shown. The conclusions and future work presented in the last section.

2 A Positive-Unlabeled Learning Model for Extending
a Vietnamese Petroleum Dictionary

2.1 Problem Formulation

Let a Vietnamese Petroleum Dictionary included a set of Vietnamese Petroleum
Concepts with their explains. The Dictionary is presented in [1]. Let a Vietnamese
Wikipedia on the Petroleum Area1. The objective of the problem is to enrich the
Dictionary based on some data integration methods on the two datasets.

1 https://vi.wikipedia.org.
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2.2 Proposed Model

Figure 1 presents the proposed model for data integration. The process includes two
phases described as follows.

Phase 1. The integration by directly linguistic matching the concepts of two datasets.

Step 1. Directly linguistic matching each of 11.139 concepts with each of 7.155.700
concepts of Vietnamese Wikipedia to find out the common concepts.

Step 2. Extracting the concepts of the dictionary and Vietnamese Wikipedia, split
into words, remove the stop words, meaningless words. Featurization and
create the characteristic vector.

Step 3. Directly linguistic matching each of the preprocessed concepts of oil and gas
dictionary above with the concepts of Vietnamese Wikipedia to find out the
common concepts.

One example for Phase 1 of the model is the completely concept matching of the
“Cát kết” (sandstone) concept, was found out in both oil and gas dictionary and
Vietnamese Wikipedia. Another example for Phase 1 of the model is the incompletely
concept matching of the “bản đồ cấu tạo địa chấn” (seismic structure map) concept of
oil and gas dictionary. First, the “bản đồ cấu tạo địa chấn” concept searched in the
Vietnamese Wikipedia. There was no concept in Vietnamese Wikipedia have the
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exactly name “bản đồ cấu tạo địa chấn”. After that, JVNTextPro tool2 used to split “bản
đồ cấu tạo địa chấn” concept into three concepts: “bản đồ”, “cấu tạo”, ”địa chấn”.
Then, each of them searched in Vietnamese Wikipedia data. The result is, the “bản đồ”
and “địa chấn” concept is existing in the Vietnamese Wikipedia and the “cấu tạo”
concept is not.

Phase 2. The integration based on indirectly linguistic matching the concepts of two data
set by using positive – unlabeled learning combination of Normalized Google Distance
and Cosine Distance measurement to calculate the similarity between the concept’s brief
description in oil and gas dictionary and in Vietnamese Wikipedia dataset.

SIMTotalðC1;C2Þ ¼ a � SIMCosineðC1;C2Þþ ð1� aÞ � SIMNGDðC1;C2Þ ð1Þ

Here, SIMTotal is general measure, C1 and C2 are two concepts need to measure.
SIMCosine is Cosine distance measure. SIMNGD is Normalized Google Distance mea-
sure. a 2 ½0; 1�.

Proposed model includes main components as follows.

Wikipedia data processing component. Complete Wikipedia data downloaded from
Wikipedia page3. The DKPro Java Wikipedia Library4 used to analyze Wikipedia data.
The concept component and its brief introduction extracted as unlabeled data.

Data pre-processing component. Label, unlabeled or evaluation data is passed
through pre-processing component and characterization such as sentence separation,
word separation, feature extraction, and feature vector creation.

Evaluation dataset construction component. Unlabeled data will be extracted in part
to label serves evaluation classification model. Using the concepts of Vietnamese
Wikipedia which found out (labeled) in the Phase 1 of the model (a part of 2.500
concepts) as evaluation data set.

Data classification component. Oil and gas labeled and unlabeled data is passed
through the classification data component LPU (learning with positive and unlabeled)
to create data classification model.

Denoted P is a positive dataset: The set of labeled concepts of oil and gas dic-
tionary. U is an unlabeled dataset: The set of unlabeled concepts of Vietnamese
Wikipedia (which may belong to P or not belong to P). The role of the data classifi-
cation component is building the classifier to classify the concepts belong to U.

The two steps strategy used to solve this problem. In step 1, the “reliable” negative
(RN) data set we must be identified. In step 2, a good classifier based on iterative
methods will be built and selected. In this study, three algorithms will be implemented,
namely PERL, ROC-SVM, and DISTANCE. The LPU5 tool used to run PERL and
ROC-SVM algorithms.

2 http://jvntextpro.sourceforge.net.
3 https://dumps.wikimedia.org.
4 https://github.com/dkpro/dkpro-jwpl.
5 https://www.cs.uic.edu/*liub/LPU/LPU-download.html.
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PERL algorithm.

• Step 1. 1-DNF
– Looking in the feature set for the characteristics which appear frequently in the

oil and gas dictionary (P) rather than the unlabeled concept of Vietnamese
Wikipedia (U).

– Extracting the unlabeled concepts in Vietnamese Wikipedia (U) which does not
contain the above characteristics and pushing them into the Reliable Negative
(RN) set.

• Step 2. Iterative-SVM
– Use the labeled concepts of oil and gas dictionary (P) and reliable negative data

RN to build classifier Q.
– Use Q to classify the remaining concepts in U, if any concept classified as N

then assigned to the RN set.
– Rebuild the classifier Q from the new set of RNs, the algorithm will stop when

no concept is named N in U.

ROC-SVM algorithm.

• Step 1. Use Rocchio method
– Build two vectors representing two classes P (labeled as +1) and U (labeled as

−1).
– Calculate the similarity between the unlabeled concepts in U and two repre-

sentative vectors.
– If the concept nearer the vector represents U than P, then the concept is included

in the RN set.
• Step 2: Use Iterative-SVM method

DISTANCE algorithm.

• Step 1: Identify the abnormal element in the depth approach
• Step 2: Use Iterative-SVM

– Parameters
• Measure distance:

– Normalized Google Distance: distance measurement based on the
occurrence and co-occurrence statistics of the two concepts

– Cosine: distance measurement based on the characteristics of two
concepts

• Reliable negative data equal to 15% of the positive data

Evaluation component. Data classification model used for testing on the evaluation
data set. The result was evaluated with measures P, R, F on positive data. Here,

F ¼ 2 � P � R
PþR

ð2Þ
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3 Experiment

3.1 Experiment Data

English – Vietnamese oil and gas dictionary. English-Vietnamese oil and gas dic-
tionary built by Vietnam Petroleum Institute in 1996, included 11.139 English con-
cepts, these concepts have been translated into Vietnamese. Each concept also
contained a detail Vietnamese description and audios, images and videos.

Vietnamese Wikipedia. Vietnamese Wikipedia has about 7.155.700 Vietnamese
concepts, in which, there are about 1.162.437 concepts with both brief descriptions of
concept (abstract) and detailed descriptions (which can be included audio, images,
video). There are many oil and gas concepts contained in the Vietnamese Wikipedia
data, such as “dầu mỏ” (oil), “địa vật lý” (geophysical), “địa chất dầu khí” petroleum
geology, “khai thác dầu khí” (oil and gas production), “khoan” (drill), “hóa dầu”
(petrochemicals).

Evaluation data. 1.000 positive data and 1.000 negative data. Labeled data: 11.139
positive data; 60.000 unlabeled data with measure distance Cosine close to positive
data. About 140.000 features created. Experimental results on three measures of P, R, F
on positive data.

3.2 Experimental Cases

Three experimental cases had been done in this study.

Experimental case 1: Evaluates the integration between the concepts of oil and gas
dictionary dataset and Vietnamese Wikipedia dataset by directly concept linguistic
matching in Phase 1 of the proposed model.

Experimental case 2: Evaluate different LPU classification methods. Experiment three
methods PERL, ROC-SVM, DISTANCE. The measure of ROC-SVM and DIS-
TANCE are Cosine and Normalized Google Distance.

Experimental case 3: Experiment combination measure. Measure combination Cosine
and Normalized Google Distance (NGD), a change by the segment.

3.3 Experiment Results and Evaluations

The results of experimental case 1. There are only six concepts are completely
similarity in two datasets: “Huệ_biển” (crinoid), “Ổ_đĩa” (disk drive), “Galileo”
(galileo), “OPEC” (opec), “Paleogen” (paleogene), “Cát_kết” (sandstone);

When pre-processing the 11.139 Vietnamese concepts: splits the concept into words,
remove the stop words, meaningless words, duplicated words, we have 6.000 atom
concepts. For each of 6.000 concepts, we compare directly with 7.155.700 concepts in
Vietnamese Wikipedia, then we found 2.500 concepts exactly equal. This 2.500 con-
cepts which may include concepts without its brief description (abstract). Vietnamese oil
and gas dictionary added the 2.500 concepts (minus 6 same concepts) from Vietnamese
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Wikipedia to form Vietnamese ontology with the maximum of 13.633 Vietnamese
concepts together with its detailed description.

The results of experimental case 2. The experimental results have been shown in
Table 1. The Table 1 presenting that the DISTANCE/ISVM algorithm using the
Cosine measurement have the highest P, R, F score and get a pick at 84.17, 80.9, and
82.29 respectively while the ROC/ISVM algorithm using the NGD have the lowest R,
P, F score at 67.08, 70.45, and 68.72 respectively. The ROC/ISVM algorithm using the
Cosine measurement have the higher R, P, F score than PERL algorithm’s R, P, F
score.

The results experimental case 3. The experimental results have been shown in
Table 2. According to (1), the value of parameter a belong to [0, 1] with interval is 0.1.
If a = 0 then algorithm be affected by only NGD whereas if a = 1 then algorithm be
affected by only Cosine measurement. When the value of a increased from 0 to 1.0 by
interval step of 0.1 then the results also changed (Fig. 2).

3.4 The Result of Building the Vietnamese Oil and Gas Ontology

When applying positive – unlabeled data classification algorithm with the combination
of Cosine and Normalized Google Distance measure with a = 0.50, to integrate the
concept description data in oil and gas dictionary and concept brief description data in
the Vietnamese Wikipedia, we find out 5.084 oil and gas concepts. Therefore, the oil
and gas dictionary being added this 5.084 concepts and became Vietnamese oil and gas
ontology with 16.084 concepts together with its detail description. For examples, 10

Table 1. Results of experimental case 2.

Algorithm P R F

PERL 80.24 76.36 78.25
ROC/ISVM Cosine 82.53 79.21 80.84

NGD 67.08 70.45 68.72
DISTANCE/ISVM Cosine 84.17 80.49 82.29

NGD 73.25 75.61 74.41

Table 2. Results of experimental case 3

Method a

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

ROC/ISVM
(Hybrid)

68.72 72.59 75.67 76.88 78.49 80.36 82.35 82.41 80.57 81.29 80.84

DISTANCE
(Hybrid)

74.41 79.34 80.46 81.53 82.79 83.41 83.17 81.56 82.67 82.19 82.29
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new oil and gas concepts from Vietnamese Wikipedia have been added into the current
petroleum dictionary, such as “Nhiên liệu hoá thạch”, “Dầu nhờn”, “Độ rỗng”,
“Nhiên liệu sinh học”, “Giếng khoan”, “Khí thiên nhiên”, “Trầm tích”, “Xăng”,
“Khí đồng hành”, and “Hóa dầu”.

The experts from Vietnam Petroleum Institute checked new concepts and highly
appreciate the adding new oil and gas concepts and its description into the current
dictionary, these new concepts are correct and reliable.

The results of this study not only enrich the concepts but also make the oil and gas
dictionary becomes more complete and useful by a supplement the descriptions from
Vietnamese Wikipedia.

3.5 Discussion

The experimental results show that: (i) The distance-based method gives better results
than the remaining methods; (ii) The Cosine distance measure is better than NGD due
to it based on the features of the two concepts; (iii) The combination of Cosine and
Normalized Google distance increased the accurate of results with the mixing
parameter a = 0.5 for the distance method and 0.7 for the ROC/ISVM method.
(iv) data integration using positive – unlabeled data classification algorithm with the
combination of Cosine and Normalized Google Distance measure (the second steps of
the model) is better than the linguistic matching algorithm (the first step of the model).
(v) a completely new Vietnamese oil and gas ontology was built with 16.084 concepts,
increased 5.084 concepts compare to old Vietnamese oil and gas dictionary.

Fig. 2. The depending of F measurement of ROC/ISVM and DISTANCE on a-ratio in the result
of experiment 3.
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4 Related Work

The domain that applied the data integration methods in this study was the oil and gas,
with the first data source being the English – Vietnamese oil and gas dictionary with
11.139 Vietnamese concepts labeled, called positive dataset. There are two open data
sources widely used to integration in recent times, namely Wordnet and Wikipedia. The
Vietnamese Wikipedia, a subset of Wikipedia, with 1.162.437 Vietnamese concepts,
selected as the second data source to integrate in this study.

One of the groups of algorithms to solve this kind of problem is to use classification
with positive data. Accordingly, only positive data (target class) was labeled, required
to identify other positive data, and use P, R, F measurements on positive data for
evaluation.

There were many solutions to solving the classification problems with positive data
being studied.

Firstly, the only positive data learning approach, in which the boundary of positive
data was built based on SVM, using the one class classification [3–9]. The requirement
of this algorithm is that the positive dataset must be large.

Secondly, the positive and unlabeled learning approach, in which the “reliable”
negative data must be identified. Some typical algorithms for this learning method are
Spy-EM, Roc-SVM, LGN [B. Liu, X. Li, W.S. Lee] [10–19].

5 Conclusion

In conclusion, by positive – unlabeled data classification algorithm with combination of
Cosine and Normalized Google Distance measure with a = 0.50 respectively to cal-
culate the distance, we have successfully integrated the English – Vietnamese oil and
gas dictionary with 11.139 concepts with Vietnamese Wikipedia has 1.2 million
concepts, to form a completely new Vietnamese oil and gas ontology with 16,000
concepts. However, there are still 11.139 English concepts in the English-Vietnamese
oil and gas dictionary that are not yet exploited. In the future, we may consider
integrating with other ontologies to extend/enrich this Vietnamese oil and gas ontology
and using knowledge from petroleum experts to improve the quality of this ontology.

Acknowledgements. This project has been done by the staffs of Vietnamese Petroleum Institute
(VPI), Vietnam National Oil and Gas Group (PetroVietnam).
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Abstract. Lifelong machine learning is emerging in recent years thanks to its
ability to use past knowledge for current problem. Lifelong topic modeling
algorithms, such as LTM and AMC, are proposed and they are very useful.
However, these algorithms focus on learning bias on the topic level not the
domain level. This paper proposes a lifelong topic modeling method, which
focuses on learning bias on the domain level based on a proposed domain
closeness measure, and an application framework for multi-label classification
on Vietnamese texts. Experimental results on three previously solved Viet-
namese texts, and five different current Vietnamese text datasets in combination
with different topic set sizes showed that our proposed method is better than
AMC method for all cases.

Keywords: Close domain � Lifelong topic modeling
Learning bias on the domain level
Similarity measure of weighted word bags � Close topic

1 Introduction

Lifelong Machine Learning (LML) or Lifelong Learning (LL) was proposed in 1995 by
Thrun and Mitchell [6, 7]. Thrun enunciated that the key scientific concerns that arise
in lifelong learning be the acquisition, representation and transfer of domain knowledge
and focus on learning bias approaches [7]. In recent years of the fourth industrial
revolution, LML becomes an emerging machine learning paradigm thanks to its ability
of use knowledge from the past tasks for the current task1. According to Chen and Liu
[8], LML has three key characteristics, namely, (i) it is a continuous learning process,

1 http://lifelongml.org/.
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(ii) it accumulates and retains the learned knowledge and (iii) it has competence to use
the past knowledge to help future learning.

Lifelong topic modeling is an kind of lifelong unsupervised learning [8–12, 16].
The methods of Lifelong topic modeling are very useful in domains of Text Mining,
because of the three reasons described by Chen and Liu [8]. Topics from all the past
tasks are stored in a knowledge base. When a new task (called the current task)
represented by a document set (in a new domain) arrives, lifelong topic modeling mines
prior knowledge patterns from the knowledge base to help model inference for the
current task. Must-links, i.e., word pairs that should belong to the same topics, and
cannot-links, i.e., word pairs that should not belong to the same topics, are two typical
prior knowledge patterns. When topic modeling on the new domain is completed, the
resulted topics are added to the knowledge base for future use [7, 8].

Multi-label learning (MLL) is another emerging supervised framework increas-
ingly demanded by modern applications [2]. Szymanski et al. [1] proposed a solution to
partitioning the label space in the task of multi-label classification based on using five
data-driven community detection approaches from social networks. The multi-label
learning algorithm LIFT (multi-label learning with Label specIfic FeaTures), which is
proposed by Zhang and Wu [3], builds the specific features of each label by applying
clustering analysis on its positive and negative instances, and then carries out training
and testing by exploiting the resulted clusters. Developing Zhang et al.’s method in
TESC, a single-label text classification algorithm based on using a semi-supervised
clustering technique [4], Pham et al. [13, 14] proposed a multi-label classification
algorithm named MULTICS (MULTI-label ClaSsification), which could exploit
specific features of label/label set based on a semi-supervised clustering technique to
extract useful information of both labeled and unlabeled instances together. However,
the current ruling machine learning framework learns in isolation. It makes no effort to
exploit the learned knowledge in the past to help in future learning. So it requires a
large number of training examples.

In this paper, we propose a new lifelong topic modeling method, and its application
framework for multi-label classification for Vietnamese texts. This paper has three
main contributions: (i) propose a learning bias method on the domain level based on a
proposed closeness measure of domains instead of learning bias methods on topic level
[8–10], (ii) propose a new closeness measure of two topics based on a cosine measure
of two word bags instead of symmetrized Kullback-Leibler (KL) Divergence [9] in
topic modeling phase, (iii), an application framework for multi-label classification for
Vietnamese texts is also proposed.

The rest of this paper is organized as follows. In the next section, our lifelong topic
modeling method is described. A similarity measure of weighted word bags, two
concepts of close topic and close domain are defined. A proposed application frame-
work for multi-label classification for Vietnamese texts also is described. Section 3
shows the experiments with three previous datasets and some cases of the current
dataset. Some related work analyzed and compared with this paper is shown in Sect. 4.
In the last section, we present conclusions and future work.
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2 A New Lifelong Topic Modeling Method
and an Application Framework for Multi-label
Classification on Vietnamese Texts

2.1 Problem Formulation

Let T1; T2; . . .; TN be N previously solved topic modeling tasks. Let Di, Vi, and Topicsi
be the dataset, the vocabulary, and the output topics of Ti, correspondingly, for i ¼
1; 2; . . .;N: Topic models are built by either a hidden topic modeling or a lifelong topic
modeling. Let S be the knowledge base, which includes all knowledge, information
from N previous tasks. S is empty when N = 0.

Let TN+1 be a new task (called the current task), with a dataset DN+1. The problem
is to build a lifelong topic model TopicsN+1 based on the knowledge base S.

This paper proposes a new lifelong topic modeling method based on Chen and
Liu’s [9, 10], in which, prior knowledge patterns (must-links and cannot-links) are
mined by a learning bias method, i.e., only take close domains to the current domain
into account, and some closeness measures are defined for domain selection as
described in Sect. 2.2.

2.2 Close Topic and Domain

Definition 1. Similarity measure of weighted word bags: Given two weighted word
bags A ¼ wai; paið Þf g;B ¼ wbi; pbið Þf g, where wai and wbi are words; pai and pbi are
their weights. Let C be the vocabulary of words in both A and B, i.e.,
C ¼ waif g[ wbif g. Let vA, vB be weighted vectors (based on C) of A and B, corre-
spondingly, of which a missing word has the weight of 0. The similarity measure of A
and B, denoted as Similarity (A, B), is defined as:

SimilarityðA;BÞ ¼ cosine vA; vBð Þ ð1Þ

For example,
Given A = {(khách_sạn (hotel), 0.0597548), (phòng (room), 0.0461742), (nhân_viên

(staff), 0.0411788), (phục_vụ (service), 0.0273162), (sạch (clean), 0.0272942)}, and
B = {(nhân_viên (staff), 0.064638), (resort, 0.058477), (phòng (room), 0.050749),
(amiana, 0.041064), (phục_vụ (service), 0.040162)}.

Then C = {khách_sạn, phòng, nhân_viên, phục_vụ, sạch, resort, amiana}.
Then, vA = (0.0597548, 0.0461742, 0.0411788, 0.0273162, 0.0272942, 0, 0),

vB = (0, 0.050749, 0.064638, 0.040162, 0, 0.058477, 0.041064), and Similarity(A,
B) = cosine (vA, vB) = 0.0037588.
The similarity measure of word bags is used to define close topic and domain.

Definition 2. Close topic: Given two different topic sets A and B, they are deemed to
be close if
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similarity TopMðAÞ;TopMðBÞð Þ� h; ð2Þ

where TopMðAÞ and TopMðBÞ are the sets of top M probability words in A and B,
correspondingly; h is a positive threshold. The similarity TopM Að Þ;TopM Bð Þð Þ function
is called the close topic measure.

The close topic measure is used for identifying close domains, i.e., a previous and
the current domain.

Definition 3. Close domain: Let Di, Dj be the data sets of tasks Ti, Tj, correspondingly.
Let Vi, Vj be the vocabularies of Di, Dj, correspondingly. Let Topici, Topicj be the topic
sets discovered from Di, Dj, correspondingly. Dj is deemed to be close to Di if they
satisfy the following criteria:

(1) Vocabulary level:

Vi \Vj

�
�

�
�

Vij j þ Vi \Vj

�
�

�
�

Vj

�
�

�
�

� h1; ð3Þ

where
Vi \Vjj j
Vij j indicates the degree of Vj being included in Vi. In terms of

information retrieval, this component has the meaning as the precision. Similar

interpretation is applied for
Vi \Vjj j
Vjj j , which has the meaning as the recall,

(2) Top word level:

similarity TopM Við Þ;TopM Vj
� �� �� h2; ð4Þ

(3) Topic level: Tj is close to Ti if the total of topics in Tj having a similarity topic in Ti
over the total number of topics in Tj is greater than or equal to a threshold, i.e.,

t2 2 Topics Tj
� ��

�t1 2 Topics Tið Þ ^ similarity t2; t1ð Þ� h3
� ��
�

�
�

Topics Tj
� ��

�
�
�

� h4 ð5Þ

where h1; h2; h3; and h4 are positive thresholds.
Close domain is used for a bias learning approach, i.e., bias toward the close

domain. Concretely, from the previous tasks, only the knowledge from close domains
to the current domain is chosen to enrich the current topic learning.

2.3 The Proposed Lifelong Topic Modeling Method

Let D1;D2; . . .;DN be text datasets of N previously solved topic modeling tasks with
N topic sets Topics1; Topics2; . . .; TopicsN ; correspondingly. Let DN+1 be the dataset of
a new task TN+1 (called the current task), and TopicsN+1 be the topic set built by a
hidden topic modeling on the dataset DN+1. TopicsN+1 is enriched based on using the
related knowledge from previous topic sets. Figure 1 describes our lifelong topic
modeling method. Important parts in the framework are: (1) an addition of a temporary
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knowledge base S* in Step (3) “Select S* = all knowledge close to DN+1 from S”,
(2) and an investigation of a closeness measure of topics in Step (4) “Adjust the hidden
topics of TN+1 by using the knowledge base S*”.

Step 3 selects all datasets in N previous datasets D1;D2; . . .;DN ; which are close to
DNþ 1; and copies the related knowledge of the selected datasets to the temporary
knowledge base S* for improving the current task. For each previous dataset Di, the
selecting process is done in three sub-steps: (i) The first sub-step investigates the
closeness of (Di;DN þ 1) at the vocabulary level using formula (3); (ii) The second
sub-step investigates the closeness of (Di;DN þ 1) at the top word level using formula
(4); (iii) The third sub-step investigates the closeness of (Di;DNþ 1) at the topic level
using formula (5). Finally, the dataset Di is chosen if all the three conditions are
satisfied, otherwise Di is ignored, i.e., one of the above conditions is not satisfied.

All activities of Step (4) are the same as those of AMC [10] except two modifi-
cations: (1) the close topic measure is implemented based on formula (2) instead of the
symmetrized Kullback-Leibler Divergence [9]; (2) only previous topics (denoted as
p-topics) in S* (not S) which are close to the current topics are used to mine must-links
and cannot-links. By using a multi-generalized Pólya Urn procedure on must-links and
cannot-links, current topics are enriched in each iterative Gibbs sampling.

As a result, after the TopicsN+1 has been built and enriched, it is added to
knowledge base S, and available as the input for other application.

Fig. 1. The proposed lifelong topic modeling framework
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2.4 An Application Framework for Multi-label Classification
on Vietnamese Texts

The enriched current topic set TopicsN+1 can be used for data representation in the
multi-label classification task as depicted in Fig. 2. The set of Hidden Topics from
LTM is used to build a new feature set for the texts, i.e., words in a text are replaced by
the topic they belong to. To avoid any exception leaks from the future, the testing
Dataset Dtest is not used for enriching the current topic set TopicsN+1. This solution has
an important role in a lifelong machine leaning, because the testing data should be
considered as they will be coming in the future. With the help of the knowledge from
previous domains, the hidden topics TopicsN+1 are adjusted and improved to be better
than those extracted from LDA [15].

Finally, a multi-label classifier based on semi-supervised clustering [14] is built to
classify new documents. We use the semi-supervised approach to take full advantages
of the unlabeled data available, and to reduce the effort of manually annotating data
while still get a better performance.

3 Experimental Results

3.1 The Datasets

We have three unlabeled datasets in different domains, i.e., the reviews on (1) tourism
and hotels (denoted as D1), (2) restaurants (denoted as D2), and (3) mobile phones
(denoted as D3). These three datasets are considered as previous datasets of solved
topic modeling tasks. Another dataset of hotel reviews, denoted as D2, is considered as
the current topic modeling task. The reviews in the current domain include both labeled
and unlabeled texts, and may have multi-labels on the label set: Location and price;
Service; Facilities; Room standard; and Food. Note that, the labels are used for clas-
sification task, not for topic modeling. The details of these datasets are given in
Table 1.

Fig. 2. An application framework for multi-label classifier on Vietnamese texts
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Dataset D4 is divided into two parts, i.e., the first includes 300 reviews used as a
test dataset D4test (of the classification); the second includes 1000 remaining reviews
used for setting up five current small training datasets, namely D4a, D4b, D4c, D4d, and
D4e, with the size of 100, 200, 400, 600, and 1000 reviews, correspondingly.

3.2 Experimental Scenarios

For each current dataset DN+1 in {D4a, D4b, D4c, D4d, D4e}, three experimental sce-
narios were implemented:

• The topic set TopicsN+1 is built by an LDA modeling [17], i.e., isolated learning,
• The topic set TopicsN+1 is built by an LTM modeling in [9, 10],
• The topic set TopicsN+1 is built by our proposed LTM method. Parameter values in

formulas (1)–(4) are: h = 0.1, h1 = 0.8, h2 = 0.1, h3 = 0.1, h4 = 0.2, M = 20 for
both formulas 2 and 4.

After TopicsN+1 had been built, the application framework for multi-label classifier
on Vietnamese texts, as described in Fig. 2, was run with the training dataset DN+1

along with 3 scenarios for comparison.
Since the average length of the reviews in the dataset D4 is approximately 8 words,

and Pham et al. [13, 14] showed that the performance of MULTICS algorithm got the
best results with the number hidden topics of 15 and 25, our experiments also were
implemented with the number of topics in {10, 15, 20, 25}.

3.3 Experimental Results and Discussions

Firstly, we identified close domains from previous datasets to current datasets. Table 2
shows the computed results on D1, D2, and D3 to D4a, D4b, D4c, D4d, and D4e. The
results show that there are five close domain pairs: (D1, D4a), (D1, D4b), (D1, D4c), (D1,
D4d), and (D1, D4e). Then, only D1 was used to adjust hidden topic modeling on each
current dataset DN+1 in {D4a, D4b, D4c, D4d, D4e}.

The topic set TopicsN+1 is used for feature representation for multi-label classifi-
cation. The results of experimental scenarios, i.e., isolated LDA learning, AMC life-
long learning method, and our lifelong learning method are shown in Table 3, where
we compare the performance of the systems with the different number of topics added
to the feature set of each current dataset.

In most of these scenarios, all the systems often get better results when the training
dataset size increases from 100 (D4a) to 1000 (D4e).

Table 1. Datasets from different domains.

Dataset #reviews Domain

D1 26800 Reviews on tourism and hotels
D2 8093 Reviews on restaurants
D3 1441 Reviews on mobile phones
D4 1493 Reviews on hotels
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In the isolated LDA learning, the best result is 77.64% in the experiment with 20
topics on the training dataset D4e of 1000 reviews.

The performance of the systems is improved in the approach of building topics of
current dataset by the AMC modeling in [10] for most cases, and by our proposed
approach for all cases. When the size of the current dataset is small (D4a, D4b), the
improvement is about 2%. This proves the meaning of the lifelong learning approach.

Table 2. Close domain checking (V: Vocabulary level, W: Top word level, T: Topic level, C:
Close, Y: Yes, N: No)

Dataset D1 D2 D3

V W T C V W T C V W T C

D4a 0.95 0.34 0.2 Y 0.86 0 0.05 N 0.41 0.03 0 N
D4b 0.97 0.25 0.45 Y 0.86 0.03 0.1 N 0.46 0 0 N
D4c 0.96 0.38 0.6 Y 0.84 0.03 0.05 N 0.45 0 0 N
D4d 0.95 0.34 0.45 Y 0.82 0.03 0.1 N 0.44 0 0 N
D4e 0.95 0.38 0.5 Y 0.81 0.03 0.1 N 0.44 0 0 N

Table 3. The results of experimental scenarios of the isolated learning LDA, AMC lifelong
learning method [10], and our lifelong learning method, where NoT is the number of topics, TDS
is the Training Dataset, P is Precision, R is Recall, and F1 is the F-measure.

Methods Isolated learning
LDA

Lifelong learning
AMC [10]

Lifelong learning
our method

NoT TDS P % R % F1 % P % R % F1 % P % R % F1 %

10 D4a 63.26 50.38 56.09 65.19 52.42 58.11 62.94 54.72 58.54
D4b 70.68 55.24 62.01 74.68 58.52 65.62 75.32 59.03 66.19
D4c 80.72 67.43 73.48 82.50 67.18 74.05 83.07 67.43 74.44
D4d 82.42 68.96 75.09 84.38 68.7 75.74 85.05 69.47 76.47
D4e 82.31 71.50 76.53 83.58 71.25 76.92 83.28 72.99 77.80

15 D4a 62.94 50.13 55.81 63.14 52.72 57.46 62.18 53.64 57.59
D4b 71.13 54.76 61.88 73.70 57.76 64.76 73.70 58.36 65.14
D4c 84.01 68.19 75.28 84.01 68.19 75.28 84.01 69.19 75.89
D4d 84.47 69.21 76.08 84.74 69.21 76.19 84.74 69.21 76.19
D4e 82.26 72.11 76.85 83.58 71.25 76.92 84.52 72.26 77.91

20 D4a 62.94 50.13 55.81 63.14 51.27 56.59 62.50 52.62 57.14
D4b 72.70 55.76 63.11 73.70 57.76 64.76 74.03 58.02 65.05
D4c 84.01 68.19 75.28 84.01 68.19 75.28 84.01 68.19 75.28
D4d 84.47 69.21 76.08 84.74 69.21 76.19 84.78 69.47 76.36
D4e 84.23 72.01 77.64 83.58 73.68 78.32 84.82 73.52 78.77

25 D4a 61.18 49.17 54.53 63.14 50.13 55.89 62.50 51.62 56.54
D4b 72.43 54.70 62.33 73.70 57.76 64.76 73.38 57.51 64.48
D4c 83.93 67.12 74.59 84.01 68.19 75.28 84.01 68.19 75.28
D4d 84.35 69.42 76.16 84.74 69.21 76.19 84.78 69.47 76.36
D4e 83.93 71.52 77.23 83.58 71.25 76.92 84.82 72.52 78.19
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Our proposed model even gets better results than those of AMC approach in [10]
for all groups of experiments. In all cases, the improvement is about 1%. The per-
formances indicate that the size of current dataset affects the performance of classifi-
cation. In more details, our system outperforms in the smaller number of reviews in
training dataset. It means that the features built from our approach give the best support
for the classification.

On the other side, our proposed model gets the best result of 78.77% with 20 topics.
When the number of topics reaches 25, the system performance in the three approaches
(isolated LDA learning, the AMC, and ours) seems to decrease. This can be explained
that the larger number of topics affects the relation among topics and the closeness
between domain pairs. Therefore, it lowers the bias in learning approach. The reason
may also be the characteristics of the datasets, and the above configurations of
threshold and 20 topics are suitable for our data.

One-sample test for the hypothesized population mean with the r unknown in
Table 4 shows that the system performance improvement of our method against LDA
is about 1.15, and against AMC is about 0.39.

4 Related Work

Thrun [7] proposed the supervised lifelong machine learning algorithm
Explanation-Based Neural Network (EBNN), which does learning bias on both
meta-level and base-level. At the meta-level, previous datasets are compiled into the
domain knowledge (meta-knowledge), in which training examples are explained and
analyzed. At the base-level, the useful (slope) information from the domain knowledge
is incorporated into neural network learning. In our method, the knowledge base
S plays a role of the domain knowledge, while the knowledge base S* plays a role of
the domain knowledge plus the slope (or bias) information.

The LTM algorithm, proposed in Chen and Liu [9], is an incorporation of LML into
topic models for large current datasets. The LMT is the first lifelong modeling algo-
rithm. The knowledge transferred from previous datasets to the current task is only
must-links. The set of all previous topics (p-topics), which have symmetrized KL
Divergence with a current topic is less then or equal to a threshold p (set to 7.0), is used
to mine must-links as 2-length frequent patterns. By using the Pólya Urn procedure,
must-links are used as the prior knowledge patterns for enriching current topics in
Gibbs sampling.

Table 4. One-sample test for the hypothesized population mean with the r unknown

Parameter Our method vs. LDA Our method vs. AMC

One-sample mean �x 1.3875 0.419
One-sample standard deviation s 1.041695133 0.3696065476
The hypothesized population mean lo 1.15 0.39
The size of sample n 20 20
One-sample test for mean, r unknown t 1.019619134 0.3508918972
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The AMC algorithm proposed in Chen and Liu [10] uses both must-links and
cannot-links. The mining of must-links in AMC is the same as the mining of must-links
in LTM [9]. Since a giant set of cannot-links may be mined if using words in previous
datasets, then AMC focuses only on pairs of top words in the current dataset. A word
pair is called a cannot-link if the number of previous Topics, in which the two words
are in two different p-topics, is bigger than the number of previous Topics, in which the
two words are in the same p-topics. By using the multi-generalized Pólya Urn pro-
cedure, must-links and cannot-links are used as the prior knowledge patterns for
enriching the current topics in Gibbs sampling.

In comparison with [9, 10], our lifelong modeling method works like AMC except
two main differences. Firstly, our method is a learning bias method on the domain
level, i.e., only previous datasets close to the current dataset are chosen for enriching
current topics. In Definition 3, the close dataset is defined on three levels, in which the
close topic is defined based on a cosine measure on word bags. Semantic factor is
expressed in cosine measure of close topics. Moreover, a bias learning is base on the
close topics to select p-topics for mining must-links and cannot-links.

5 Conclusions and Future Work

This paper provides a lifelong topic modeling (LTM) method based on a learning bias
approach on domain level, and a definition on close topic based on a cosine measure on
word bags, and an application framework proposed LTM method for building
multi-label classifiers on Vietnamese texts. Experimental results on three previous
datasets, five cases of current datasets, with four different number of topics showed that
the performance of our proposed method is better than that of AMC method for all
cases.

More consideration should be studied to upgrade this work. Firstly, in some cases,
the similarity measure defined by the cosine measure in formula (1) may be a little
strict, thus a looser measure like Precision@K should be chosen. Secondly, the tech-
nique of mining cannot-links should be improved, for example, some techniques to
mine 2-length negative patterns [5] may be suitable for this task.
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Abstract. The demand of automatic translation is truly emergent, especially in
some narrow areas such as health, education, law, etc. However, the quality of
machine translation (MT) in general and Vietnamese-related in particular is still
very low compared to the need of the practice. There are many factors affecting
the quality of machine translation systems, in which the two most important
ones are the machine translation model and training corpus. Currently, statistical
translation method has been applying for several Vietnamese translation sys-
tems, however their results have not been improved significantly. In this paper,
we propose a solution of applying new machine translation model using neural
network approach in combination with a large and good corpus. Based on the
proposed solution, we have implemented and deployed a dedicated English-
Vietnamese machine translation system for the legal documents. We have
experimented our MT system by using a good corpus of legal domain with
460,000 pairs of Vietnamese-English sentences. Our MT system has produced
results in the narrow field of legal documents much better than the two common
English-Vietnamese translators using different translation models. Especially, it
can translate quite correctly both specialized terms as well as long sentences in
this field whereas others can’t.

Keywords: Machine translation � Neural machine translation
Automatic translation quality � Vietnamese-related machine translation

1 Introduction

Many translation methods are now being researched and applied in translation systems
to translate between hundreds of languages [1]. Common translation models are
example-based, rule-based, and statistical. For common languages such as English,
French, systems produce acceptable translations in a number of common fields [2], they
can be used to refer to the meaning of the target language without translators. However,
for under-resourced languages such as Vietnamese, the quality of machine translation
(MT) systems is low, even unacceptable in some contexts. Currently, several machine
translation systems using statistical or rule-based translation model such as Evtran, Co
Viet, Hello Chao, Google translator, etc., supporting Vietnamese-related translation
such as Vietnamese-English, Vietnamese-French. However, their translation outputs
for Vietnamese-related are quite modest, especially in the specialized collection such as
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medical, technical, legal documents. Some translation systems can’t translate correctly
the professional concepts, so the translated text becomes confusing, not valuable.
Therefore, it is necessary to study and propose better appropriate translation models in
order to improve the quality of the translation systems related to Vietnamese language.

In this article, we propose solutions to improve the quality of Vietnamese-related
MT by applying the artificial intelligence method to the translation system, combined
with building a large and good quality corpus. We also propose overall solutions to
create and improve the quality of the corpus for Vietnamese-related MT. Based on that,
we have developed an English-Vietnamese translation system in the field of legal
documents and evaluated output results of our MT system with several most common
ones to see the potential of the translation model using neural approach to solve the
problem of improving the quality of Vietnamese-related MT.

2 State of the Art of Vietnamese-Related
Machine Translation

2.1 Current State of Vietnamese-Related Machine Translation

There are many different approaches to improve the quality of statistical translation,
including phrase-based, syntax-based statistical translation [3]. The phrase-based sta-
tistical translation model translates the source sentence into the target sentence by
separating the source sentence into meaningful continuous word chains. Instead of
translating on a word-by-word basis, each phrase will be translated into the corre-
sponding phrase in the target sentence, followed by reversing the order of phrases to
construct the sentence to be translated [4]. However, this phrase-based MT model may
lack information about language such as morphology, part-of-speech tagging, context,
etc., therefore the translation system may not translate words that do not appear in the
training data set. The new models have proposed a solution that would allow addition
of classes of factor information to the training data and such information would be
processed through the translation model.

Concerning solutions to build Vietnamese-related MT systems, there are works that
have been implemented such as example-based MT, statistical MT, expert-based MT
(UNL) [3, 4], etc. However, almost Vietnamese-related MT systems using these
solutions associating with small corpora has yielded very modest results, especially in
specialized fields.

For automatic translation related to Vietnamese, in addition to Google and
Microsoft translation systems, there are also a number of translation systems dedicating
to Vietnamese-related such as Co Viet, Evtran, Hello Chao. The Co Viet system
provides dictionaries, text translation and online English learning services. The trans-
lation system has classified input text to improve the quality of translation, including
the fields of computer science, mathematics, accounting, medicine and technology.
EVTRAN (some versions known as EV-Shuttle) is a rule-based MT system developed
in the 1990s, using hand-built rules to translate text from English to Vietnamese. This
is a product that has been commercialized and now the online version is provided by
VDict System. However up to now, there is no automatic translation system that
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dedicatedly supports the good quality of Vietnamese-related translation of documents
in the field of legal.

2.2 Evaluation of Vietnamese-Related Machine Translation Quality

The current MT systems still give very modest results: the translation information is
incomplete compared to the original, the translated text is not fluent, the grammar is not
perfect, the context is not suitable, vocabulary is incomplete. There have been many
studies evaluating the quality of current translation systems. Some language pairs result
in better translation than other pairs, such as English - French or English – Italian.
Studies have also shown that translation of short sentences often produce better results
than translation of long sentences [2]. When comparing computer translations and
human translations, study at [5] shows that MT systems only produce good translation
results when translating individual words or phrases, but poor results for long and
complex sentences. Therefore, translation systems can only be used to refer to and
collect information about translations. For translation in the specialized fields, study at
[6] has evaluated the use of translation systems in medical field, namely communi-
cation between the doctor and the patient. The results show that only 57.7% of
translated sentences give accurate results, many meaningless sentences or the results
are completely wrong against the original content. That shows the limitation in the
current automatic translation systems when translating narrow specialized subjects.

In relation to Vietnamese-related automatic translation, we have evaluated the
translation quality in a specialized field of the current Vietnamese-related MT systems
being used by many users. We use an English-Vietnamese bilingual data for evalua-
tion. These data sets contain 475 pairs of sentences, extracting from legal documents.
English sentences are translated into Vietnamese via APIs of the Google and Microsoft
systems, using a tool developed by the author team and we collected translated sen-
tences manually for others system. To evaluate the results, we use the Asiya [7] system
to measure BLEU, NIST and WER scores between translations and references. The
results are shown in Table 1.

Through these figures, it can be seen that the quality of the translations is very low
compared to the assessment of the translation quality of common sentences such as
English - French and other languages. When looking at results of the translation, we
find out many terms are translated incorrectly, so the translation becomes difficult to
understand. The translation results can only be used for reference purposes, not be used
for important tasks which need precise semantics. Some of the major reasons for these
limitations are:

Table 1. Evaluation of translation results.

Systems/score BLEU NIST WER

Google 0.40 7.91 0.48
Microsoft 0.36 6.85 0.54
Co Viet 0.27 5.62 0.68
Evtran 0.11 3.32 0.93
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• Inappropriate translation methods: Traditional translation models have many
advantages, but when applied to Vietnamese translation, they are still limited, need
more evaluation and additional research. Vietnamese differs from several other
languages, each word consists of many syllables, while systems work on a single
unit, thus reducing the effectiveness of these translation models. Translation
methods such as statistical translations only translate well for phrases, short sen-
tences, but less effective when translating long and complex sentences.

• Insufficient corpus: The study at [8] indicates that quality and quantity of the corpus
affect the quality of MT systems. However, Vietnamese corpus used for training for
automatic translation systems is incomplete, so some words may not be recognized
by the systems. Especially in narrow specialized fields such as medical, technical,
legal documents, concepts are of great importance, but the systems may still not
translate correctly, making translations difficult to understand. There are a number
of research projects aiming to improve corpora in quantitative and qualitative terms,
unify corpora [9], but not many practical applications.

3 Solution of Improving MT Quality Using Neural Network
Machine Translation Model

Selecting a MT model will determine the quality of translation system, thus using the
optimal translation model will result in closer translation to human language. In this
session, we propose an approach using automatic translation using artificial intelligence
(neural network MT) combining a large corpus to improve the quality of Vietnamese-
related translation system.

3.1 Solution of Applying Neural Network Machine Translation Model

Neural Network Machine Translation (NMT) has begun to be studied in recent years
and is highly appreciated when testing with language pairs such as English - French,
English – German [10]. NMT is usually a large-scale neural network that has been
trained, stores vector expressing information between words in context, thus being able
to translate well long sentences. Unlike the traditional phrase-based translation model,
depending on specific phrases for translation and pairing as statistical translation
models, NMT will train from input data to create a large-scale neural network which
can read source sentences and reproduce target sentences based on the principle of
recurrent neural networks. NMT models have an encoder - decoder in which the
encoder reads source sentences and builds corresponding information vector, based on
which decoder will reproduce the sentence to be translated on the basis of calculating
the maximum probability at the output (Fig. 1).

Basically, the general principle of RNN is a neural network capable of handling
sequence information (such as one sentence is a sequence of words), in which the state
of output at the current time is calculated depending on the outcome of the previous
state. Thus, RNN is a memory model and can remember the information of any
sequence of any length [11].
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The RNN model consists of the hidden state h and gives output y when input source
sequence x = (x1, x2,… xT). At each time step t, the hidden state h th i of the RNN model
is updated according to the formula:

h th i ¼ f h t�1h i; xt
� �

where f is a non-linear activation function (tanh, sigmoid).
From the input training data, the RNN can learn the probability distribution of

sequences and predict the next word in a sequence. At time t, the probability of
occurrence of the sequence xt is p(xt|xt−1… x1). Considering that in the K word set, the
probability of each word appearing is calculated by:

pðxt;j ¼ 1jxt�1; . . .; x1Þ ¼
exp wjh th i

� �
PK

j0¼1 exp wj0h th i
� �

where wj are the rows of a weight matrix W. Then, the probability that the string x will
appear is:

pðxÞ ¼
YT
t¼1

pðxtjxt�1; . . .; x1Þ

From the probability distribution model learned, RNN will reproduce step-by-step
output sentences through hidden states of the model. Study at [12] builds encoder -
decoder to handle any input and output sentence case of any length, encodes sentence
and expresses through a fixed length vector by using the extra c matrices to store total
context. Then the hidden state at time t will be updated by the formula:

h th i ¼ f h t�1h i; yt�1; c
� �

Similarly, the probability of the condition for appearing the next word yt will be
dependent on the total state c as follows:

P ytjyt�1; yt�2; . . .; y1; cð Þ ¼ g h th i; yt�1; c
� �

where f, g are non-linear activation functions.

Fig. 1. A recurrent neural network
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Figure 2 depicts the architecture of this RNN Encoder-Decoder model. The encoder
and decoder components are trained to find parameters of the model so that the pre-
dicted output sequences have the maximum probability:

max
h

1
N

XN
n¼1

log phðynjxnÞ

Of which, h is the parameter of the RNN model and (xn, yn) are pairs of training
data, in this case bilingual sentence pairs.

In addition, many studies have been undertaken to further improve the RNN model
to fit the automatic translation system and to improve the quality of translation systems
[11, 13]. While the old algorithm is based on phrases that split sentences into individual
words and phrases to translate in a separate way, then the NMT looks at the whole
input sentence as a unitary translation. Today, research organizations and major ven-
dors of automatic translation systems have begun to focus on applying neural network
modeling to improve the quality of automatic translation for their MT systems.
However, this research has only been applied to certain common language pairs.

With advantages of the translation system using neural networks, in this section, we
will use this model to build the automatic translation system for pairs of English -
Vietnamese sentences in the narrow specialized field for translation of legal documents.

3.2 Solution of Creating and Using a Large Corpus

As discussed above, NMT gives good results and is more likely to replace traditional
models. However, a major problem when applying the NMT translation model is how
big of a corpus to be used. The quality and volume of used corpus crucially affect the
quality of MT systems. In addition, NMT encrypts data through hidden neural layers,
using multiple attributes to represent information, thus requiring very large corpus for
training to yield satisfactory results. As a result, the application of NMT in the studies
on automatic translation for less popular languages such as Vietnamese will have
trouble regarding building and standardization of corpus.

In order to build a bilingual corpus of large volume and good quality, in this paper
we propose some solutions to build a large corpus based on the synthesis of bilingual
data sources and eliminating the data of poor quality.

• Solution of data extraction from trusted sources: At present, there are many sources
of bilingual data that have been popularized and can be used as a corpus for MT
systems. These data sources include: bilingual websites in a variety of fields such as

Fig. 2. RNN Encoder–Decoder

216 N. Van Binh and H. C. Phap



news, tourism, technology; bilingual language learning materials; translation doc-
uments between Vietnamese and other languages; technical translations, film
scripts. Using methods of extracting information, we will collect these data sources.
It is important to have effective solutions to check similarity between two sentences,
separate paragraphs and separate sentences correctly.

• Unification of existing corpora: There are many corpora developed by organiza-
tions, individuals, and research groups, but the structure and format of these corpora
are different and do not follow a unified standard. It is important to study and
propose a common structure of corpus and to build a tool for converting discrete
corpora into a unified corpus. The study at [8] suggested some solutions to link data
as well as to unify the format and structure of existing corpora. After the unification
process, the corpus will be expanded and the size will increase dramatically.

• Solution of corpus expansion by process of post-editing: The process of post-editing
translations from the automatic translation system is done by users or experts to
help perfection of translation quality. We suggest a solution for building an auto-
matic translation system that integrates translation post-editing functions and
encourages users to edit the translations they receive. Post-editing results are con-
sidered as new pairs of bilingual sentences and will be updated in the corpus, from
which the corpus will gradually be expanded and enhanced the quality by the
human direct check and edit.

4 Implementation, Experiment and Evaluation of Results

In the face of globalization and integration trends, Vietnamese enterprises and com-
panies have a need to understand international legal issues when expanding markets and
connecting foreign partners. On the contrary, foreign businesses need information about
the market as well as regulations in Vietnam before investment. At the same time, legal
documents are usually only published in one language, such as English or Vietnamese.
At present, some government websites provide translations in English from Vietnamese
documents. However, the number of translations is very small, being not able to meet
the need to learn administrative or legal information, the law of users as well as busi-
nesses. If using human translation services to translate all related documents, it will be
extremely costly, time consuming, whereas many contents are overlapped.

Therefore, we propose to build an English-Vietnamese translation system in the field
of legal documents using the neural network model combining a large corpus as analyzed
above. We also find that the application of neural networks to construct automatic
translation systems has been studied in many languages, but so far there have been no
concrete experiments in Vietnamese. In this section, after the construction of the trans-
lation system, we present the deployment of quality evaluation on the results obtained.

• Machine translation system implementation: As mentioned, we propose the appli-
cation of computerized neural network translation method to build the automatic
translation system for Vietnamese-related to exploit the power of artificial intelli-
gence, bring the best effect to the translation system. In our implementation, we use
open-source OpenNMT [14] written by Systran company, a unit in the field of
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automatic translation, in collaboration with Harvard University’s Natural Language
Processing Group, for using in automatic translation studies with neural networks.
Systran is currently running an OpenNMT automatic translation system, but not yet
available for English - Vietnamese language pairs. OpenNMT uses the Torch
learning library on the Lua programming language platform, built on traditional
NMT modeling enhancements, allowing automatic modeling to observe the entire
input sequence to initialize new words in the output. Thus, the translation system
can produce better results for long sentences. At the same time, OpenNMT enables
memory optimization, accelerates computing when using GPU graphics processors.
Our experimental system uses OpenNMT version 0.7 installed on Ubuntu 14.04
operating system on a computer with 1 GPU. For user interface, we built web
system using Apache server and ZeroMQ.

• Corpus building: To prepare a corpus for experimenting the implemented MT
system, we have collected a corpus of approximately 460,000 pairs of Vietnamese-
English sentences from some websites containing bilingual legal documents, such
as vbpl.vn, thuvienphapluat.vn. We also use the English-Vietnamese bilingual
database OpenSubtitles2016 [15] which is a corpus extracted from the dialogue of
the movies which has been translated into Vietnamese.

• Training parameters: we use default parameters of OpenNMT, using 2 RNN layers,
word embeddings size 500, vocabulary size 50,000 and train with 13 epochs. The
result show perplexity PPL = 5.69 (at epoch 13) (Fig. 3).

Fig. 3. Training process and user interface
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After successfully implementing a legal-dedicated MT system for English-
Vietnamese using the neural network model associating with a large corpus, we use
the same test sets related to legal documents as described above to experiment and
evaluate the translation quality of our system. Translation results are obtained through
the OpenNMT “th translate.lua” command, using the model trained in the previous
step. We use BLUE, NIST and WER scores to evaluate our system comparing with the
two most common English-Vietnamese translators: Co Viet (http://tratu.coviet.vn) and
EVTran (https://vdict.com/#translation) (Table 2).

As shown in the evaluation results, our English-Vietnamese MT system based on
the neural network model associated with a quite large and good corpus has produced
better translation quality than others using different translation models. Especially, with
the collected corpus of narrow field like legal documents, our translation system can
translate correctly most of the terms, especially long and complex sentences in this
field, while others still have very bad quality. However, the translation quality of our
MT system is still modest in comparison with other big MT systems or real life
demands because the used corpus that we have collected is still small for the need of
the neural network machine translation model. Therefore, our MT system probably has
good translation quality if the used corpus has larger volume.

5 Conclusion

The quality of Vietnamese-related MT is still very low compared to the need of the
practice. It’s thus necessary to continue to invest in research to improve two important
issues: translation approach and training corpus. Currently, statistical translation
method has been applying for several Vietnamese translation systems, however their
results have not been improved significantly. In this paper, we have proposed our
solutions to improve the quality of MT by applying the neural network translation
model in combination with the large and good corpus. We have implemented a
Vietnamese-English MT system, using our proposed solutions, dedicating to text
translation of legal domain. We have experimented our MT system using the good
corpus of legal domain with 460,000 pairs of Vietnamese-English sentences. Our MT
system has produced much better results in the narrow field as legal documents
comparing to the two most common English-Vietnamese translators using different
translation models. Especially, it can translate quite correctly both specialized terms as
well as long sentences in this field whereas others can’t. However, the translation

Table 2. Evaluation results

BLEU NIST WER

Our system 0.29 5.78 0.63
Co Viet 0.27 5.62 0.68
Evtran 0.11 3.32 0.93
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quality of our MT system is still modest comparing to the user expectation because of
the limited volume of used corpus. Therefore, with this experiment we can conclude
that our solutions using the neural network translation model in combination with the
large and good corpus is the good approach for improving the quality of Vietnamese-
related machine translation.

In our perspective, we will continue to expand the collected corpus in terms of
quality as well as volume in order to improve the translation quality of our MT system
with neural network translation approach.
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Abstract. We propose a one-step codebook of frequency based-features
to classify bird sounds given Random Forest and Support Vector Machine
classifiers. The dataset consists of bird sounds from seventeen (17) bird
species, with strong similarities in half of the sounds for a human lis-
tener. The codebook acts as a global dictionary that extends extracted
sound features in one step from raw audio files and creates clusters to
form a high-dimensional feature probability distribution. The one-step
codebook approach is compared with other traditional audio features -
resulting in six different feature sets. Results indicate that using simple
mean frequency and bandwidth or even their multi-modal histogram ver-
sions are not accurate enough, performing below 50% if applied to larger
17 class datasets. Accuracies increase if the audio signal’s spectral data is
transformed to MFCC. The codebook approach on MFCC features with
a Random Forest classifier performs best with an accuracy of 93.62%,
and with good prediction results for almost all classes.

Keyword: Bird sound classification

1 Introduction

The problem of classifying the species of a bird audio recording has been stud-
ied in several papers [3,5,9,10,13,19]. Several recent methods use deep learning
[1,18]. But these deep network methods require heavy computation and larger
memory requirements. Some recent works [2,16,17] for audio classification still
rely on non deep-learning approaches such as support vector machines or random
forests for simpler deployment. An early automatic method is [9], which used sev-
eral segmentation methods to extract the relevant features from a spectrogram
transformation of bird audio. Another early method is by [10]. Through prepro-
cessing of features, [9] was able to focus on those segments of a spectrogram
that provide the highest discriminatory information for classification. However,
the weaknesses of this approach have been identified by [3,19]. Here, having a
supervised segmentation in the pre-processing step leads to inaccuracies since
it requires knowing apriori the proper way to segment the spectrogram. How-
ever, given the wide range of possible spectrograms produced by bird recordings,
c© Springer International Publishing AG, part of Springer Nature 2018
N. T. Nguyen et al. (Eds.): ACIIDS 2018, LNAI 10751, pp. 223–233, 2018.
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some relevant features in the spectrogram are left out by incorrect segmentation
procedures. To address this problem, [19], used unsupervised feature extraction
methods which can learn from data and automatically create new informative
features without need for manual segmentation. Their approach uses spherical
k-means in which the Mel-frequencies are clustered using the method devised by
[6]. After clustering, support vectors of the class-separating sphere are derived,
followed by computation of their dot-products with original features. This forms
a higher-dimensional feature space which leads to better classification results.
But [19] does not use any global dictionaries or codebooks, which could poten-
tially increase accuracies. [3] on the other hand used histograms or a codebook
approach in which either Mel-Frequencies Cepstral Coefficients or MFCCs are
clustered to form the basis for higher-dimensional probability density functions
which becomes the new feature space. MFCC’s are further transformations of the
audio data’s Mel-frequencies, and are computed via log-cosine transformations
of mel-spaced filter for dimension reduction. [3] however tested their methods on
only six (6) species, while this paper extends the classes on a larger multi-class
dataset composed of 17 bird species, along with a smaller training set vis-a-vis
a larger test set. In addition, [3] used a two-step codebook clustering approach
which first reduces the dimensionality of features into 10 clusters followed by
100 clusters. In this paper, 100 to 500 codebook clusters are directly formed
from raw features - hence it is a “one-step” approach. Results indicate that fea-
tures from the one-step codebook approach provide high classification accuracies
even with a larger 17 species dataset. Codebook results are better than point-
estimate features or non-codebook raw MFCCs. In summary, the contributions
of this paper are:

– A “one-step” feature generation method for bird audio classification that rely
on codebook clustering of raw audio data or MFCC information.

– A comparison of the “one-step” feature generation method with other feature
sets composed of spectral center and bandwidth [9], histogram approach [3],
and summarized MFCC information [19] on a wide 17-species test set given
SVM and RF classifiers.

2 Data Sources

Data was derived from an open-source training dataset provided by Kaggle for
their 2013 ICML Bird Classification Challenge [8]. The dataset is composed of
30-s audio recording of bird calls and songs produced by 35 bird species. Among
the 35, 17 species are taken for the experiment, where 6 bird species, columba
palumbus (wood pigeon), corvus corone (carrion crow), cuculus canorus (com-
mon cuckoo), garrulus glandarius (eurasian jay), phasianus colchicus (common
pheasant), strix aluco (tawny owl) are easy to differentiate from the perspective
of human hearing (since they produce very distinct sounds). But the remaining
11 species are harder to differentiate since they sound very similar. To create the
testing and training datasets, each 30-s recording is split into 3-s clips. Each 3-s
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clip is ensured to contain audible bird sounds. Some clips that contained only
silence are discarded, but the resulting dataset of split audio-clips still contained
around 6 to 8 clips per species. The training dataset is set to be balanced, with
each species containing 2 clips. One species, (corvus corone) - has only one (1)
available clip, but in total, the training dataset numbers 33 clips. The test set
has 94 clips, and is intentionally set to be larger than the training dataset to see
if results show good generalization properties (Table 1).

Table 1. Bird species in dataset. Species that are easy to differentiate by humans are
marked with asterisk (*).

Aegithalos caudatus (long-tailed tit) Alauda arvensis (eurasian skylark)

Aarduelis chloris (european
greenfinch)

Certhia brachydactyla (short-toed
treecreeper)

Columba palumbus (wood pigeon)* Corvus corone (carrion crow)*

Cuculus canorus (common cuckoo)* Denrocopos major (great-spotted
woodpecker)

Emberiza citrinella (yellowhammer) Garrulus glandarius (eurasian jay)*

Parus caeruleus (eurasian blue tit) Phasianus colchicus (common
pheasant)*

Picus viridis (european green
woodpecker)

Sitta europaea (european nuthatch)

Strix aluco (tawny owl)* Sturnus vulgaris (common starling)

Turdus viscivorus (mistle thrush)

3 Methodology

Raw audio data is not suitable as direct features for classification since the
dimensionality of raw audio data is of an extremely large scale, and its feature
vector centers are very close to each other as not to provide enough discrimina-
tory information [19]. The usual method to address this is to first transform the
data into a feature space of reduced dimensions, such as by transforming raw
audio data into Short-Fourier Transformed spectrograms that depict the audio
data’s relative intensities on a frequency scale. Other methods involve Mel scale
transformations and its cepstral-transformed cousin, the Mel Frequency Cepstral
Coefficients (MFCC’s), [21]. However, for some dimensionality reduction meth-
ods, the summarization of information may be too drastic to the point that crit-
ical information needed for classification is lost. This section describes different
feature sets tested in the database. The first feature set, namely spectral center
and bandwidths, represent features with drastically reduced dimensionality, to
the point that they become summarized point estimates of a frame’s position
in the frequency range. While these features may be simplistic, [9] referred to
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these as very useful for bird audio classification. Afterwards, other features of
higher dimensionality will then be considered, ending with the codebook app-
roach (Table 2).

Table 2. Feature sets

1. Spectral center and bandwidth 2. Histogram of spectral center and
bandwidth

3. Codebook of spectral densities 4. Codebook of Mel frequencies

5. Summarized MFCC coefficients 6. Codebook of MFCC coefficients

3.1 Feature Set 1: Spectral Center and Bandwidth

Feature 1 is a variant of the weighted spectral center and bandwidth proposed by
[9], and is the simplest feature type. To derive the spectral center and bandwidth,
each training 3-s audio recording is grouped to sample frames. Each sample
frame is made up of 512 ms with a Hamming window of 75% overlap. Around
264 frames are produced for each audio recording sample. The spectrogram is
constructed using a Discrete Short-Term Fourier Transform (STFT):

STFT (x[n])(m,w) ≡ X(m,w) =
inf∑

n=− inf

x[n]w[n − m]e−jwn

where x[n] denotes the signal and w[n] is the window. The magnitude squared
of the STFT yields the spectrogram of the function:

spectrogram(x(t))(τ, α) ≡ |X(τ, α)|2

The resulting spectrogram will then have a frequency range of 0–20 Khz,
with each frame in the recording having their corresponding intensity in the
form of relative log-form amplitude (expressed in decibels or dB). The STFT
transformation is derived from the R package seewave [20]. The spectral center
and bandwidth is derived from the absolute energy of each frame. Only those
frames that belong to the upper 40% in terms of energy are retained, where
energy is computed as: Energy = |(ci)|2. This simple segmentation follows [3],
and the weighted spectral center and weighted bandwidth is computed as:

MeanFrequency=
∫

freq(x)|c(x)|2∑ |c(x)|2 dx Bandwidth=
∫

(freq(x)−M)2|c(x)|2∑ |c(x)|2 dx

3.2 Feature Set 2: Histogram of Spectral Center and Bandwidth

A simple feature set that transforms the spectral center and bandwidth to higher
dimensions is the histogram approach proposed by [3]. It is a multi-modal, where
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Fig. 1. Spectrogram for carduelis cordis with mean (red) and bandwidth (green) (Color
figure online)

features are spread out across the histogram bins and conserves information lost
from the point estimate of feature set 1. The histogram is constructed by splitting
the range of frequencies into 100 bins, and the bandwidths are split into 50 bins.
For each bin, the number of frames that meet the bandwidth and spectral center
interval are counted. This creates a 5000-bin 2D histogram which is normalized to
a probability-density-function (pdf) to form a higher-dimensional vector (Fig. 1).

3.3 Feature Set 3: Codebook Approach for Spectral Density

The codebook approach makes use of k-means clustering algorithm to
group together similar features. K-means clustering involves two main steps,
namely, the assignment and update steps:

Assignment Step: sti = xp : ||xp − mt
i||2 ≤ ||xp − mt

j ||2 ∀j, 1 ≤ j ≤ k

Update Step: mt+1
i = 1

St
i

∑
xj∈St

j
xj

Using the derived clusters, a global-dictionary is formed, where a word in
the dictionary is referenced by a cluster, and represents a new dimension in the
feature-space. The codebook approach expands an existing input feature space
to more dimensions. [3] used a two-step clustering process to create its codebook.
But in this experiment, the raw MFCC features are directly grouped into 100
clusters to form the global-dictionary. In summary, the following steps are used
in the codebook approach implemented in this paper:

Summary of Codebook Steps:

1. Using an input feature space (e.g. could be any feature drawn from the spec-
trogram), group the features into clusters (either 100 clusters or 500 clus-
ters) using the k-means clustering algorithm. The clusters would then form
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bins - akin to the histogram approach. These bins are the words in the global
dictionary.

2. For each training audio recording, count the number of frames that fall into
each word or cluster bin.

3. For each training audio recording, divide each word or cluster-bin by the
total number of frames as a normalizing factor to form a probability density
function (pdf).

4. The end result is a pdf representing a 100 or 500-feature vector which was
formedfrom the cluster-bins or words in the global-dictionary.

For Feature Set 3, the input feature space used are spectral density functions
defined in [3], which represent the probabilities where a given frame would have
more intense energy - given each frequency in the spectrogram. Each frequency
would then have its own energy pdf. The R function used for the k-means clus-
tering algorithm [12] is kcca from the R package flexclust [14]. Figure 2 shows a
graphical representation of the spectral density probabilities in a spectrogram.

Fig. 2. Spectral-density representation (in the form of pdfs for each frequency)

3.4 Feature Set 4: Codebook for Mel Scale Transformations

The fourth feature approach consists of another codebook approach, but with
the inputs being Mel scale transformations of raw audio data. As per [19], the
Mel scale represents a higher-dimensional transformation from the usual frequen-
cies expressed in Khz. It more closely represents the sensitivity of the human
logarithmic scale of hearing. Computation of the Mel scale is done through the
melfcc function, from the R package tuneR.

M(f) = 1125ln(1 + (f/700))

Where M(f) denotes the Mel scale, and f is the frequency. The resulting
feature set is a 40-element vector Mel-transformed auditory spectrum.
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3.5 Feature Set 5: Summarized MFCC Information

Feature Set 5 are the derived Mel Frequency Cepstral Coefficients (MFCC) of
the audio samples. MFCC’s are of lower-dimensions than raw audio data, but
contain highly discriminatory information since they are largely uncorrelated
(similar to PCA-generated features). MFCC’s are further transformations of the
audio data’s Mel-frequencies, and are computed via log-cosine transformations
of mel-spaced filter. Briefly, computation of MFCC’s involve the following steps
from 1 to 7:

1. Divide the signal into frames. The length of each frame is set at 25 ms.
2. Take the Discrete Fourier Transform of the frame, while filtering out any

signals that fall below 500 Hz (to take out noise).
3. Compute the mel-spaced filterbank. The standard is to apply 26 triangular

filters to the DFT-transformed signal in step 2.
4. Take the log of filterbank energies to create 26 log filterbank energies
5. The 26 log filterbank energies can be assumed to take the form of a trans-

formed signal, to compute for the MFCC coefficients, take the Discrete-
Cosine-Transofrm of the log filterbank energies

6. Keep only the first 13 MFCC coefficients since they contain the most energy
(and consequently information).

To form the features for classification, summarized point-estimate informa-
tion of the MFCC’s are taken, which are the mean, standard deviation, max-
imum, and minimum. [19] also recommended taking the same statistics of the
MFCC deltas where the delta’s represent the first-differences per frame.

3.6 Feature Set 6: Codebook of MFCC Coefficients

The last feature set implemented in this paper is to expand the MFCC summa-
rized point-estimates to higher dimensions through a codebook approach. This is
suggested in [3]. Application of the codebook approach to MFCC coefficients is
straightforward, with the inputs being the first 13 MFCC coefficients, and with
the number of clusters for the codebook set as 100.

4 Results and Discussion

As mentioned, the easy-to-classify samples from the perspective of human hear-
ing are classes 5, 6, 7, 10, 12, 15. The other samples: 1, 2, 3, 4, 8, 9, 11, 13, 14,
16 and 17 are rather hard to differentiate since they are almost similar. Table 3
shows the accuracy results for each feature set given two strong classifiers, Ran-
dom Forest (RF) [15] and Support Vector Machines (SVM), [7]. For RF, the R
package randomForestSRC [11] is used, while the R package e1071 [] is used for
computation of SVM (based on the libsvm package [4]). Accuracy is computed
as the number of correctly identified samples divided by the total number of
samples (94). Tables 4 and 5 provide the precision and recall measures for each



230 A. B. Labao et al.

feature set and class. Table 4 uses the Random Forest classifier, while Table 5
uses the Support Vector Machine. SVM hyperparameters within the e1071 R
package have sigma set as 1, with a type set as ‘C-classification’ to denote a
classification machine. Other parameters are set as the default of the svm func-
tion in e1071, with a radial kernel to transform the input. RF hyperparameters
use default settings in the rfsrc function within the R rfsrc package, with the
number of trees set at 10,000.

Table 3. Accuracy results for the different feature sets. 4a has 100 codebook clusters
while 4b has 500 codebook clusters

Feature set 1 2 3 4a 4b 5 6

RF accuracy 28/94 47/94 55/94 73/94 76/94 84/94 88/94

SVM accuracy 24/94 5/94 57/94 64/94 73/94 85/94 82/94

Table 4. Precision (P) and Recall (R) per Feature Set (S) and Class using RF classifier

Precision Recall

Class S1 S2 S3 S4 S5 S6 S1 S2 S3 S4 S5 S6

1 33.33 50.00 16.67 50.00 57.14 83.33 16.67 16.67 50.00 66.67 66.67 83.33

2 36.36 57.14 57.14 100.00 100.00 100.00 50.00 100.00 50.00 87.50 87.50 100.00

3 75.00 54.55 66.67 100.00 100.00 85.71 50.00 100.00 33.33 100.00 100.00 100.00

4 75.00 100.00 100.00 71.43 66.67 80.00 60.00 20.00 20.00 100.00 80.00 80.00

5 50.00 100.00 100.00 1000.0 83.33 100.00 60.00 100.00 80.00 100.00 100.00 100.00

6 0.00 100.00 50.00 0.00 100.00 100.00 0.00 50.00 50.00 0.00 50.00 100.00

7 40.00 100.00 100.00 100.00 100.00 100.00 33.33 33.33 100.00 100.00 83.33 83.33

8 20.00 9.09 50.00 33.33 100.00 85.71 33.33 16.67 33.33 66.67 100.00 100.00

9 28.57 50.00 100.00 100.00 100.00 100.00 33.33 50.00 66.67 50.00 83.33 66.67

10 22.22 66.67 57.14 66.67 80.00 100.00 50.00 100.00 100.00 100.00 100.00 100.00

11 16.67 50.00 33.33 75.00 66.67 85.71 16.67 33.33 33.33 50.00 66.67 100.00

12 33.33 42.86 100.00 100.00 100.00 100.00 16.67 50.00 100.00 83.33 100.00 100.00

13 22.22 16.67 42.86 66.67 100.00 85.71 33.33 16.67 100.00 66.67 83.33 100.00

14 33.33 37.50 33.33 75.00 100.00 100.00 16.67 50.00 16.67 100.00 100.00 100.00

15 0.00 100.00 100.00 100.00 100.00 100.00 0.00 100.00 100.00 100.00 100.00 100.00

16 25.00 0.00 0.00 0.00 85.71 100.00 16.67 0.00 0.00 100.00 100.00 83.33

17 0.00 50.00 100.00 71.43 100.00 100.00 0.00 33.33 83.33 83.33 100.00 100.00

Results using only mean and bandwidth in feature set 1 perform poorly.
Several of the bird species in the dataset are in the same range of frequencies
and bandwidths in the spectrogram, and feature set 1 is too low dimensional
and does not provide enough discriminatory information. Results feature set
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2’s histogram are better for the Random Forest classifier. But accuracies fall
short, with an average below 50%. Several of the 0 precision and recall results
from feature set 2 are among the harder-to-classify sounds (e.g. 4, 16, and 17).
However, among the audibly-distinct sounds, there are also classes that had 0
precision and recall, such as classes 6 and 7. While [3] reported good results using
the histogram, his data was limited to six (6) species which had different multi-
modal mean frequencies and bandwidths. But in a larger multi-class problem
of 17 species, the histogram approach may not provide enough discriminatory
information since even the multi-modal range of bandwidths and frequencies
remain similar for several birds. The spectral density codebook approach in
feature set 3 is more effective than feature sets 1 and 2. Particularly, the audibly
distinct sounds (i.e. classes 5, 6, 7, 10, 12, and 15) have very high precision and
recall measures ranging from 75 to 100% average. But several of the harder-
to-classify samples attained 0 precision and recall (for Random forest, it would
be classes 11 and 16, while for SVM it would be classes 6 and 16). For class
11, SVM managed to outperform Random Forest, but at a very bad precision
performance of 25% and recall of 17%.

Table 5. Precision (P) and Recall (R) per Feature Set (S) and Class using SVM
classifier

Precision Recall

Class S1 S2 S3 S4 S5 S6 S1 S2 S3 S4 S5 S6

1 0.00 0.00 42.86 40.00 62.50 85.71 0.00 0.00 50.00 33.33 83.33 100.00

2 0.00 0.00 83.33 100.00 100.00 100.00 0.00 0.00 62.50 87.50 87.50 100.00

3 33.33 0.00 66.67 100.00 100.00 100.00 66.67 0.00 66.67 100.00 100.00 100.00

4 60.00 5.32 60.00 80.00 100.00 75.00 60.00 100.00 60.00 80.00 60.00 60.00

5 42.86 0.00 100.00 100.0 100.00 100.00 60.00 0.00 60.00 60.00 100.00 100.00

6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

7 66.67 0.00 100.00 100.00 100.00 85.71 33.33 0.00 66.67 100.00 83.33 100.00

8 16.67 0.00 50.00 36.36 85.71 100.00 16.67 0.00 66.67 66.67 100.00 66.67

9 25.00 0.00 100.00 66.67 83.33 80.00 50.00 0.00 16.67 33.33 83.33 66.67

10 25.00 0.00 57.14 100.00 66.67 100.00 50.00 0.00 100.00 100.00 100.00 100.00

11 0.00 0.00 33.33 50.00 83.33 83.33 0.00 0.00 16.67 16.67 83.33 83.33

12 20.00 0.00 100.00 50.00 100.00 100.00 16.67 0.00 100.00 83.33 100.00 100.00

13 33.33 0.00 85.71 42.86 100.00 80.00 16.67 0.00 100.00 100.00 100.00 66.67

14 21.43 0.00 22.73 75.00 100.00 100.00 50.00 0.00 83.33 100.00 100.00 100.00

15 12.50 0.00 100.00 100.00 100.00 66.67 25.00 0.00 100.00 100.00 100.00 100.00

16 0.00 0.00 0.00 0.00 85.71 71.43 0.00 0.00 0.00 0.00 100.00 83.33

17 0.00 0.00 100.00 80.00 100.00 75.00 0.00 0.00 66.67 66.67 100.00 100.00

Feature set 4 uses a similar codebook approach as feature set 3, but with
inputs as 40-dimensional Mel Frequencies. Results indicate that the Mel fre-
quency codebook approach out-performed feature sets 1–3. But despite better
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results, there are still some classes that both classifiers find hard to predict,
namely class 6 (which consists of a single training sample), and class 16 (which
RF and SVM consistently failed to predict correctly). Feature set 5 consists of
point summary estimates of MFCC data. The above results indicate that feature
set 5 give out better results for SVM and RF even if they consist of just point
estimates. This is a result of MFCC’s uncorrelated properties similar to PCA.
For MFCC features with a Random Forest, almost all of the easy-to-classify
classes churned out very good precision and recall measures. However, even with
uncorrelated features, there is still some unsatisfactory performance in class 6
for both Random Forest and SVM. For class 6, Random Forest gave out a low
50% recall, and SVM wasn’t able to predict it correctly at all with 0 precision
and recall. In feature set 5, the problem encountered before with the hard class
16 has been addressed, with both classifiers being able to predict it correctly
above 80%. Feature Set 6 builds upon feature set 5 by applying the code-book
approach to MFCC inputs. The best results obtained from Random Forest are
in feature set 6, which obtained 88/94 accuracy. In addition, all of the easy-to-
classify samples for Random Forest managed to obtain high precision and recall
and class 6 managed to be predicted perfectly (with both 100% precision and
recall). Several of the harder-to-classify samples are likewise accurately predicted
by Random Forest, with classes 1, 2, 3, 8, 10, 11, 13, 14, 16, and 17 providing
precision and recall measures that range from 85% to 100%.

5 Conclusion

Our experimental results show that classification performance improves through
feature expansion of audio data features to higher dimensional space using a
codebook approach. Here, a global-dictionary of words is formed, where each
word corresponds to feature cluster. Using a 500-cluster codebook of spectral
densities, accuracy metrics are above 70%. The best results among the features
involved a codebook global-dictionary approach derived from 100 clusters of the
first 13 MFCC’s per frame, giving an accuracy of 93.67%, with correct prediction
for challenging classes.
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Abstract. Community detection consists of grouping related vertices
that usually show high intra-cluster connectivity and low inter-cluster
connectivity. This is an important feature that many networks exhibit
and detecting such communities can be challenging, especially when they
are densely connected. The method we propose is a degenerate agglomer-
ative hierarchical clustering algorithm (DAHCA) that aims at finding a
community structure in networks. We tested this method using common
classes of graph benchmarks and compared it to some state-of-the-art
community detection algorithms.

Keywords: Community detection · Graph clustering · Graph theory

1 Introduction

Many complex systems such as social networks [1], the world wide web [2] and
biological networks [3] can be represented using graphs. One of their many prop-
erties is the organisation into communities. Often different communities merge
and form a hierarchical structure. Also, they differ in size and vertices show dif-
ferent degrees of connectivity. The community structure of a network can give
access to relevant information about the dynamics of the network and its char-
acteristics, this is why this has become a very relevant topic in computer science
and other disciplines.

The method we propose is a degenerate agglomerative hierarchical clustering
algorithm (DAHCA) that aims at finding community structures in networks.
We have investigated how effectively our method can detect nested communities
and discovered that it can detect both community and subcommunity structure.
Next, we have compared our method to some of the state-of-the-art algorithms
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on the Girvan-Newman benchmark [4] and discovered that it can effectively
detect communities and in some cases outperform other algorithms. Finally, our
method has been tested on the Zachary karate club network [5], a well known
real-world network used as a benchmark for community detection algorithms.

2 Community Detection: Problem Definition
and Related Work

This section presents some of the existing community detection algorithms.
Community detection consists of grouping related vertices that usually show
high intra-cluster connectivity and low inter-cluster connectivity. Many differ-
ent methods have been proposed over the last years and contributions came
from disciplines such as computer science, applied mathematics, physics, biol-
ogy, economics and so on. However there is no best algorithm. Some algorithms
simply perform better or are faster for different types of networks or different
applications.

The method proposed by Newman and Girvan in [6] extends the definition of
betweeness centrality to edges. Edges connecting communities will have a high
edge betweeness and removing them will enhance the community structure of the
network (BETW). On the other hand, Clauset et al. [7] use a modularity mea-
sure in order to define communities that have many edges within them and few
between them (GREEDY). Furthermore, Raghavan et al. [8] use a decentralised
technique based on the majority rule to assign vertices to clusters (LAB PROP).
The method that Pons and Latapy [9] describe uses random walks in order to
define communities. Generally, random walkers tend to stay more in the same
community (TRAP). Rosvall and Bergstrom [10] approach the problem using
an information theoretic point of view to discover communities by using the
probability flow of random walks (INFOMAP). Finally, the method proposed by
Newman [11] is based on the eigenspectrum of the modularity matrix in order
to maximize the modularity measure (EIGEN).

The most used metric [12,13] to evaluate community detection algorithms is
the Normalized Mutual Information (NMI): it measures the agreement between
communities and clusters found by a community detection algorithm [14].
NMI = 1 corresponds to perfect assignments, while NMI = 0 corresponds to com-
pletely independent assignments. Completeness (COMP) measures how ver-
tices of a community are assigned to the same cluster, while homogeneity
(HOMOG) measures how every cluster contains only vertices of the same com-
munity. When all vertices are assigned to the same cluster HOMOG = 0 and
COMP = 1, whereas if each vertex is assigned to a different cluster HOMOG = 1
and COMP = 0. The Adjusted Random Index (ARI) measures the similarity of
the assignments [14]. It ranges from −1 to 1, where ARI = 1 corresponds to per-
fect assignments, ARI values near 0 correspond to bad assignments and negative
values of ARI correspond to independent assignments.
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3 The Community Detection Algorithm

DAHCA makes use of the reachability matrix and it contains information about
the total number of paths between vertices. This was initially proposed in [15]
and it was defined as

W =
∞∑

l=0

(αA)l = [I − αA]−1 (1)

where A is the adjacency matrix and I is the identity matrix. The parameter α
is tuned so that longer paths contribute less and the sum converges. In our case
we defined the reachability matrix as

Al =
l∑

i=1

Ai (2)

where every entry alij represents the exact number of 1-paths, 2-paths,. . . , l-
paths connecting vertex i with vertex j. We decided to use three-length paths
because in many networks, communities overlap. Overlapping vertices serve as
bridge between them [16], where most vertices can reach others outside their
community in just three hops. Numerical tests also confirmed that it performs
best for l = 3. Every vertex is then characterised by its relative row entry in
the reachability matrix: vertices belonging to the same community will be more
likely to have common paths. DAHCA starts by assigning a different cluster to
each vertex and a value which consists of the sum of its row entry elements. It
then selects the vertex having the lowest value, computes the Euclidean distances
between it and all its neighborhoods (non-zero entry elements) and assign it the
cluster of the most similar vertex. The process iterates until all vertexes have
been assigned to a cluster. Next, the algorithm merges vertices belonging to the
same cluster in a new vertex, after which the reachability matrix is recomputed
as follow:

alij =
1

|ci|
∑

k∈ci

1
|cj |

∑

h∈cj

akh (3)

where ci and cj are the new clusters obtained and akh is an element of the
adjacency matrix. Figure 1 shows one iteration of DAHCA. At each step a new
cluster assignment will be found. The process iterates until change no longer
occurs or until one single vertex remains. This can be seen as a degenerate
agglomerative hierarchical clustering: each vertex starts with its own cluster and
at each iteration clusters are merged until merging is no longer possible. It is
different from a classical agglomerative clustering because more than two vertices
can be merged together in one iteration and and it does not always end with a
single cluster including all vertices.
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Fig. 1. This figure shows one iteration of DAHCA. A different cluster is initially
assigned to each vertex. Vertices are then iteratively selected and they will be assigned
the cluster of the closest vertex according to Euclidean distance. Nodes belonging to
the same cluster are then merged in a single vertex.

3.1 Complexity

The computational complexity of a community detection algorithm is crucial,
especially for large graphs and in cases where the graph is not completely acces-
sible. The complexity analysis of DAHCA can be assessed looking at its phases
separately.

– the reachability matrix can be computed in time O(|V |l) (where l = 3 in our
case).

– the clustering process can be computed in time O(|V |).
– the merging process can be computed in time O(|V |2).
Notice that the size of V only corresponds to the actual number of vertices
during the first iteration. After that, they are merged according to the cluster
they belong to, thus the size of V decreases significantly. The overall complexity
of DAHCA is then O(t(|V |3 + |V |2 + |V |)) � O(|V |3) where t is the number of
iterations. Table 1 shows the time complexity for all algorithms discussed in this
paper.

4 Experiments

We have evaluated how effectively DAHCA can detect both communities and the
emergence of nested communities. To do so, we have used a similar benchmark
as the one described in [16]. Networks have N number of vertices, are divided in
G groups and each group is divided in C communities. Vertex connectivity is set
to K, this means that each vertex will be connected to exactly K other vertices
in the same community. Benchmark graphs have been generated with N = 120,
M = 3, C = 2, K = 5. Every edge is then relinked with probability pr. If so, the
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Table 1. Computational complexity for the different algorithms.

Algorithm Complexity

BETW O(|V ||E|2)
GREEDY O(|V |log2|V |)
LAB PROP O(|E|)
TRAP O(|E||V |2)
INFOMAP O(|E|)
EIGEN O(|E| + |N |)
DAHCA O(|V |3)

vertex is connected to another vertex in the same community with probability pc,
in the same group with probability (1−pc)pg or to any vertex in the network with
probability (1 − pc)(1 − pg). Edges have been relinked with probability pr = 1.0
and pg = 0,7, while pc was dynamically changed to simulate the emergence of
communities (notice that this setting is slightly different from the one presented
in [16]). For pc = 0 there is no community structure and only the groups are
defined, while for pc = 1 the community structure emerges very clearly. Results
are shown in Fig. 2. For low values of pc DAHCA is able to identify the correct
number of groups, while for higher values it is able to identify the correct number
of groups as well as the correct number of communities.

We also evaluated DAHCA on the Girvan-Newman (GN) benchmark [4] and
compared it to some state-of-the-art algorithms used for community detection.
Networks have N vertices that are assigned to C equally sized communities. Each
vertex has a fixed average degree z. A mixing parameter μ controls the portion
of intra-community edges. For μ = 0 communities are completely isolated, for
μ = 0.5 vertices will be equally connected to vertices inside and outside their
community, while for μ= 1 vertices inside the same communities are not con-
nected at all. Benchmark graphs have been generated with N = 128, C = 4 and
z = 16, while μ was dynamically changed. The most used metric for community
detection is the Normalized Mutual Information (NMI), but it does not nec-
essarily return zero when the assignment is completely random. In that case
it depends on the network size and number of communities [14]. This happens
when an algorithm assigns each vertex to a different cluster or all vertexes to the
same cluster. Therefore we decided to compute completeness and homogeneity
to identify when an algorithm returns these naive assignments. For example,
the INFOMAP algorithm scores NMI = 0 for high values of μ (Fig. 3a): one can-
not say whether it is due to a very bad assignment, a random assignment or
just a naive assignment. Also, using homogeneity and completeness it scores
HOMOG = 0 and COMP = 1 (Fig. 3c and d) and clearly assigns every vertex to
the same cluster. We also decided to use the ARI because, unlike the NMI, it is
always independent of the network size and number of communities.
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Fig. 2. Clustering over three consecutive iterations. Experiments for N = 120, M = 3,
C = 2, K = 5, pr = 0.2, pg = 0,7. The probability pc can be found on the x-axes and the
number of clusters identified on the y-axes. Each barplot shows the results obtained for
a specific pc value and each single column represents the number of clusters identified at
a certain iteration. The two horizontal lines correspond to the total number of groups
(3) and the total number of communities (6) in the networks. Experiments have been
run 200 times and results averaged.

For low values of μ DAHCA does not perform perfectly, unlike some of
the other algorithms. However, for μ ∈ [0.3, 0.6] it outperforms GREEDY,
INFOMAP, LAB PROP and EIGEN. For higher values of μ it outperforms all
other algorithms but BETW. Furthermore, it exhibits an interesting behaviour:
for μ ∈ [0.75, 1.0] there is an increase in performance. One would assume that
performance should decrease for μ ≥ 0.5 because communities do not become
evident, but as proved in [17] they are actually evident for μ ≤ 0.75. Over that
range, the number of intercommunity edges becomes much higher than the num-
ber of intracommunity edges (an “anti-community” structure), with μ = 1.0
being the point where there are no more edges inside communities. DAHCA
is able to detect anti-communities which explains why DAHCA’s performance
increases.

Finally, we have evaluated DAHCA on a real-world network like the Zachary’s
karate club network, initially presented in [5] and known to be a vastly used
benchmark for community detection algorithms. Every vertex represents mem-
bers of the club, with 1 and 34 being the administrator and the director (the
leaders of the two communities). Edges represent friendship between members.
Results for all algorithms are presented in Figs. 4 and 5, while the result obtained
using DAHCA is presented in Fig. 6. Nodes belonging to the same communities
share the same colour. The algorithms obtain very different results, especially
for the number of communities found. Firstly, all algorithms are able to identify
vertices 1 and 34 as community leaders and assign them to different communi-
ties. Only DAHCA and LAB PROP are able to identify the core sets of vertices
{1, 2, 3} and {33, 44} as nodes with higher connectivity [4] and assign them to
different communities. To complete the analysis, Table 2 shows the numerical
results of the different algorithms on the Zachary network.
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Fig. 3. Experiments on GN benchmark for N = 128, C = 4, K = 16. The Mixing param-
eter µ can be found on the x-axes and NMI, ARI, completeness and homogeneity on
the y-axes. Experiments have been run 50 times and results averaged.

Fig. 4. Communities found by BETW, GREEDY and LAB on the Zachary’s karate
club network
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Fig. 5. Communities found by TRAP, INFOMAP and EIGEN on the Zachary’s karate
club network.

Fig. 6. Communities found by DAHCA on the Zachary’s karate club network.

Table 2. Metrics for the different algorithms on the Zachary karate club network

BETW GREEDY LAB PROP TRAP INFOMAP EIGEN DAHCA

NMI 0.579 0.692 0.548 0.504 0.699 0.677 0.512

ARI 0.469 0.680 0.467 0.333 0.702 0.512 0.452

V measure 0.580 0.692 0.548 0.504 0.699 0.677 0.512

Completeness 0.431 0.577 0.428 0.364 0.593 0.512 0.387

Homogeneity 0.885 0.866 0.763 0.822 0.854 1 0.756

5 Conclusions

In this paper we have proposed a degenerate agglomerative hierarchical cluster-
ing algorithm that makes use of the reachability matrix to detect community
structures in networks and runs in O(|V |3). We have tested DAHCA on differ-
ent benchmarks and settings. First, it has been tested on the benchmark used
in [16] where networks are organised in groups and each group is organised in
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communities. We have shown that it is able to identify both group and commu-
nity structure. Next we have compared it to some state-of-the-art algorithms on
the Girvan-Newman benchmark [4] and discovered that, even if it does not show
optimal results on the simplest networks, it is able to outperform most of the
other algorithms for the more complex ones. Finally, we have demonstrated the
results obtained on the Zachary’s karate club network and discovered that it is
able to assign the two community representatives and core members to different
communities.
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Abstract. A complex-fuzzy machine learning approach to function approxi-
mation for multiple functions is proposed in this paper. The proposed approach
involves the utility of complex-valued vector outputs by a novel complex-fuzzy
model using complex fuzzy sets and the famous PSO-RLSE hybrid algorithm
for machine learning of the model. An experiment was used to test the proposed
approach for the ability of approximating four functions simultaneously. With
the experimental result, the performance by the proposed model is promising
and the proposed approach is compared to other methods. With complex fuzzy
sets, the proposed approach has shown the excellent capability of function
approximation for multiple functions using one single model with good
performance.

Keywords: Multi-target prediction � Fuzzy system � Complex fuzzy set
Function approximation

1 Introduction

In recent years, under the trend of concept of big data, deep learning is widely discussed.
The current frameworks of deep learning use neural network technology, due to charac-
teristics of easy to expand andmultiple outputs, that increase theflexibility of applications.
In contrast, the traditional fuzzy system has the advantages of intuition and easy to
interpretation. However, when it is used to produce multiple outputs, the number of
parameters increases significantly, limiting its practical scope of application. In this paper,
we proposed an approach, which expands the output of complex fuzzy set from a scalar
value to vector values and adjusts themodel operation andparameter learning algorithm to
build a multi-target prediction fuzzy model without increasing the number of parameters.
It also means that the model can get more information under the same conditions, which
will greatly enhance efficiency of business investment in computing resources. The rest of
this paper is organized as follows. Section 2 introduces previous studies in literature on
function approximation and complex fuzzy set. Section 3 describes the approach to build
multi-target prediction model. Section 4 designs an example to illustrate the performance
of the model, and experiment result is compared to other approaches for performance
comparison. Finally, the study is discussed and concluded in Sect. 5.
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2 Literature Review

2.1 Function Approximation

Some real world phenomena can be expressed by functions, such as the speed of free
falling objects. The complex phenomena cannot be represented by simple functions,
and researchers try to use different techniques to interpret them in different areas. In the
field of computer science, one of the most often used methods is to build models based
on artificial intelligence. Before researchers apply these models to explain real world
phenomena, function approximation capability of them need to be assessed first to
determine the quality of them. This is a crucial and fundamental process of solid
research. Erdem et al. [1] indicated that soft computing or artificial intelligence
methods have been widely used for nonlinear modelling and function approximation.
Although the connotation of soft computing continues to expand, fuzzy logic has
always been one of the main technologies [2, 3]. Abe and Lan [4], Dickerson and
Kosko [5], Chuang et al. [6], Rong et al. [7], Aras et al. [8], have used fuzzy based
techniques to implement function approximation at different times and obtained
favorable results. The process of function approximation consumes tremendous com-
puting resources. In recent years, high speed computing devices, like GPU [9] and
FPGA [10–12], are used to accelerate the process of function approximation, dra-
matically reduced the time required for function approximation.

2.2 Complex Fuzzy Set

In traditional mathematics, set is known as crisp set. In a crisp set, an element is either a
member of the set or not. There is no room for fuzziness. However, the concept of
fuzziness exists in the real world. Hence, in 1965, Zadeh [13] first proposed the concept
of fuzzy set and its mathematical foundation to deal with the problem of fuzziness.
Fuzzy set is a basic component of fuzzy logic system, and it has a membership function
to describe the membership degree that elements belong to itself. From crisp set to
fuzzy set, it can be seen as extension of integer set {0, 1} to real number set [0, 1].
However, real number system can continue to extend to complex number system, so
many studies try to combine complex number with fuzzy set in different ways. Buckley
[14] incorporated the concept of complex number into fuzzy set, creating fuzzy
complex number. Ramot et al. [15] proposed complex fuzzy set in 2002. All elements
in this set are assigned a complex membership value and the value lies on the unit circle
in complex plane. Thus, a complex fuzzy set has greater potential capability for
adaptability, if compared to its counterpart in standard type-1 fuzzy set [16]. This view
has been confirmed in many studies in recent years [16–19]. Tamir et al. [20], Yaz-
danbakhsh and Dick [21] all have made a systematic review and introduction to the
study of complex fuzzy sets and complex fuzzy logic.
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3 Methodology

The proposed approach in this paper is composed of three parts, vector output of
complex fuzzy set, the calculation method of model output and corresponding
parameter learning algorithm. In the following, we explain each part in detail.

3.1 Vector Output of Complex Fuzzy Set

Gaussian complex fuzzy sets [16, 17] whose membership degrees are more flexible by
the utility of phase term to increase their variability in the unit disc of the complex
plane, which are beneficial to the membership description. The membership function of
Gaussian complex fuzzy set is denoted by cGMF and can be expressed as follow:

cGMF h; c; r; kð Þ ¼ r h; c;rð Þ exp jx h; c; r; kð Þð Þ ð1Þ

where h is the feature variable, c; r; kf g are the parameters of center, spread and phase
frequency factor for the cGMF, j ¼ ffiffiffiffiffiffiffi�1

p
.

r h; c; rð Þ ¼ exp �0:5
h� c
r

� �2
" #

ð2Þ

x h; c; r; kð Þ¼ � exp �0:5
h� c
r

� �2
" #

h� c
r2

� �� �
k ð3Þ

The model must be transformed from 1 output to n outputs to achieve multi-target
prediction in single model. By the characteristic that complex number contains real and
imaginary parts, we convert the output of membership function, as Eq. (1), from the
scalar value to vector, as Eq. (4). The members of the vector include the original
complex membership value, with its real part, imaginary part and absolute value.

cGMF h;m; r; kð Þ ¼
r h; c; rð Þexp jx h; c; r; kð Þð Þ

real r h; c; rð Þexp jx h; c; r; kð Þð Þð Þ
imag r h; c; rð Þexp jx h; c; r; kð Þð Þð Þ

r h; c; rð Þexp jx h; c; r; kð Þð Þj j

2
64

3
75 ð4Þ

3.2 Computing Model

The fuzzy model in this paper uses T-S type fuzzy rules. Suppose we have a training
dataset TD, denoted as follows:

TD ¼ h
*

; t
*

� � ið Þ
; i ¼ 1; 2; . . .; TDj j

	 

ð5Þ
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where h
*

; t
*

� � ið Þ
is the input and target vector of ith data pair in TD; TDj j is the number

of data pairs. The form of T-S type fuzzy rules in our model are as follows:

R jð Þ: IF x1 is l
jð Þ

1 h1ð Þ and x2 is l
jð Þ

2 h2ð Þ and . . .and xM is l jð Þ
M hMð Þ

THEN y*
jð Þ ¼ a0j þ a1j h1 þ . . .þ aMj hM

ð6Þ

where R jð Þ is the jth rule in the proposed fuzzy model, j ¼ 1; 2; . . .;K, K is the total

number of rules; xl is the lth linguistic variable; hl is the lth input of input vector; l
jð Þ

l is
the membership function, as Eq. (4), used in the lth dimension of the jth rule,

l ¼ 1; 2; . . .;M; y*
jð Þ
is the model output vector of the jth rule. According to Eq. (4), the

firing strength vector b
*

j could be found as follows:

b
* jð Þ

¼ b jð Þ
i ; i ¼ 1; 2; . . .; 4

n o
ð7Þ

b jð Þ
i ¼

YM
l¼1

l jð Þ
l;i hlð Þ ð8Þ

where b jð Þ
i is the ith component of b

* jð Þ
; l jð Þ

l;i is the ith component of l jð Þ
l . Once the firing

strength vector of a rule is calculated, Eqs. (9) and (10) could be used to calculate the
normalized firing strength vector of each rule.

u
* jð Þ ¼ u jð Þ

i ; i ¼ 1; 2; . . .; 4
n o

ð9Þ

u jð Þ
i ¼ b jð Þ

iPK
j¼1 b

jð Þ
i

ð10Þ

where u
* jð Þ

is the normalized firing strength vector of the jth rule; u jð Þ
i is the ith com-

ponent of u*
jð Þ
. Then the model output could be calculated as follows:

y* ¼ yi; i ¼ 1; 2; . . .; 4f g ð11Þ

yi ¼
XK
j¼1

u jð Þ
i a0j þ a1j h1 þ . . .þ aMj hM
� �

ð12Þ

The number of elements in b
*

, u* and y* is the same as the size in the vector of
membership value, with a maximum of four. It means the model has the ability to
predict maximum to eight targets if we combine two original real number targets into
one complex number target.
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3.3 Parameter Learning

The phase of parameter learning utilizes the PSO-RLSE hybrid learning algorithm [18].
It can be understood that this method is very efficient in learning convergence. The
original PSO (Particle Swarm Optimization) was first developed by Eberhart and
Kennedy [22]. Assume the problem space is with s dimensions. The PSO can be
described as follows:

Vi jþ 1ð Þ ¼ xVi jð Þþ c1q1 pbesti � Li jð Þð Þþ c2q2 gbest� Li jð Þð Þ ð13Þ

Li jþ 1ð Þ ¼ Li jð ÞþVi jþ 1ð Þ ð14Þ

where i is the ith particle and j is the jth iteration for PSO; Vi jð Þ ¼
Vi;1 jð Þ;Vi;2 jð Þ; . . .;Vi;s jð Þ� �T

is the velocity of the ith particle located in Li jð Þ ¼
Li;1 jð Þ; Li;2 jð Þ; . . .; Li;s jð Þ� �T

; pbesti is the best location of the ith particle in history;
gbest is the best location of the swarm; x; c1; c2f g are the parameters of PSO; and
q1; q2f g are random numbers in [0, 1].

The fuzzy model is non-linear in the premise parts. Hence, the PSO is used to
optimize the parameters of these parts. Afterwards, it is passed into RLSE (Recursive
Least Squares Estimator), to find the optimal solution in the consequent parts via
mathematical calculation. For a general least squares estimation problem, the output t
of the LSE model can be expressed as below:

t ¼ h1f1 hð Þþ h2f2 hð Þþ . . .þ h1f1 hð Þþ e ð15Þ

where h is the model’s input; ffi hð Þ; i ¼ 1; 2; . . .; 1g are known function of h;
{hi; i ¼ 1; 2; . . .; 1 } represent the model parameters to be estimated; and e is the model
error. In this study, {hi; i ¼ 1; 2; . . .; 1} is the parameters of consequent parts of pro-
posed model. Substituting the data pairs of TD, as Eq. (5), into Eq. (15), we can obtain
a set of TDj j equations in matrix notation.

t ¼ Bhþ e ð16Þ

where B, h, e, and t can be given as follows:

B ¼

f1 h 1ð Þ �
f2 h 1ð Þ �

. . . f1 h 1ð Þ �

f1 h 2ð Þ �
f2 h 2ð Þ �

. . . f1 h 2ð Þ �

..

. ..
.

. . . ..
.

f1 h TDj jð Þ �
f2 h TDj jð Þ �

. . . f1 h TDj jð Þ �

2
666664

3
777775

ð17Þ

h ¼ h1 h2 � � � h1½ �T ð18Þ
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e ¼ e1 e2 � � � e TDj j
� �T ð19Þ

t ¼ t1 t2 � � � t TDj j
� �T ð20Þ

The h can be optimized by the following RLSE equations.

Pjþ 1 ¼ Pj �
Pjbjþ 1bTjþ 1Pj

1þ bTjþ 1Pjbjþ 1
ð21Þ

hjþ 1 ¼ hj þPjþ 1bjþ 1 tjþ 1 � bTjþ 1hj
� �

; for j ¼ 0; 1; . . .; TDj j � 1ð Þ ð22Þ

where [bTj ; tj] is the jth row of [B; t]. To implement RLSE, we initialize h0 as a zero
matrix, and P0 ¼ aI, where a must be a large positive value and I is the identity matrix.
In Eqs. (21) and (22), vector b and vector h are arranged as follows:

bjþ 1 ¼ bb jþ 1ð Þ
1 bb jþ 1ð Þ

2 . . . bb jþ 1ð Þ
K

h i
ð23Þ

bb jþ 1ð Þ
i ¼ u

* jþ 1ð Þ
i u

* jþ 1ð Þ
i h jþ 1ð Þ

1 . . . u
* jþ 1ð Þ
i h jþ 1ð Þ

M

h i
ð24Þ

hj ¼ d jð Þ
1 d jð Þ

2 . . . d jð Þ
K

h i
ð25Þ

d jð Þ
i ¼ a jð Þ

0 ið Þ a jð Þ
1i . . . a jð Þ

Mi

h i
ð26Þ

where i; j is the ith rule in the jth iteration, i ¼ 1; 2; . . .;K, and j ¼ 0; 1; . . .; TDj j � 1ð Þ.
The PSO-RLSE hybrid learning method is described as below.

Step 1. Initialize PSO to get the initial parameters of premise part.
Step 2. Calculate the normalized firing strength vectors of fuzzy rules, as (9) and (10).
Step 3. Use RLSE to update the parameters of consequent part, as (21) to (26).
Step 4. Obtain system output by model with training data.
Step 5. Calculate the costs for all particles by repeating step 2–4.
Step 6. Update pbest for every particle, gbest for the swarm and the parameters of

premise parts.
Step 7. Go back to step 2 until matching the stop condition.

In addition, the RLSE part needs to adjust matrix size in order to be used in the
multi-target prediction model proposed in this study.
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4 Experimentation

An experiment is designed to verify the capability of the proposed approach to
approximate multiple functions simultaneously, and the result is compared to the
performance of models from other studies. The non-linear functions selected in the
experiment are given as below and shown in Fig. 1.

F1: y1 ¼ sin uð Þ
u

ð27Þ

F2 : y2 ¼ sin 5uð Þ
5u

ð28Þ

F3 : y3 ¼ 1:25u2 þ u4 ð29Þ

F4 : y4 ¼ cos uð Þþ 0:1u ð30Þ

where u is randomly selected from [−1.5, 1.5] with 601 points, the outputs of Eqs. (27)
to (30) with these points to form raw data sets are shown as follows:

RD Fið Þ ¼ x Fið Þ
j ; j ¼ 1; 2; . . .; RDj j

n o
; RDj j ¼ 601 ð31Þ

where RD Fið Þ is the raw data set of ith function; x Fið Þ
j is the jth output of ith function. Then

we calculate the difference based on x Fið Þ
j to create data matrix for each function, each

data matrix contains one input and one target variable, denoted as below:

DM Fið Þ ¼ f Fið Þ t Fið Þ� � ð32Þ

where DM Fið Þ is the data matrix of ith function; f Fið Þ and t Fið Þ are the input and target

variable of ith function, f Fið Þ ¼ x Fið Þ
j � x Fið Þ

j�1 and t Fið Þ ¼ x Fið Þ
jþ 1 � x Fið Þ

j .
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At last, the training data set is obtained by combining the data matrices of each
function, the elements in training data set can be shown as follows:

TD ¼ f1 f2 f3 f4 t1 t2 t3 t4½ � ð33Þ

where f1 ¼ f F1ð Þ, f2 ¼ f F2ð Þ, f3 ¼ f F3ð Þ, f4 ¼ f F4ð Þ, t1 ¼ t F1ð Þ, t2 ¼ t F2ð Þ, t3 ¼ t F3ð Þ,
t ¼ t F4ð Þ. The data pairs in TD can be denoted as follows:

TD ¼ h
* ið Þ

; t
* ið Þ

� �
; i ¼ 1; 2; . . .; TDj j

	 

; TDj j ¼ 600 ð34Þ

where h
* ið Þ

and t
* ið Þ

are the ith input and output vector of TD. The first 500 pairs are
selected as training data and the others are testing data. The output vectors of mem-
bership functions, descripted in Sect. 3.1, contain four membership values; the oper-
ation and parameter optimization of the model are the same as the description in
Sects. 3.2 to 3.3. The setting for the PSO-RLSE are listed in Table 1.

Table 1. Settings for the PSO–RLSE in example

PSO RLSE

# of parameters 24 # of parameters 80
Swarm size 100 P0 aI
Initial particle positions Rand in [0, 1]24 a 109

Initial particle velocities Rand in [0, 1]24 I 80-by-80 identity matrix
{w, c1, c2} {0.9, 2, 2} h0 80-by-1 zero vector
Training iterations 200

Table 2. The testing performance of 10 trials in example

Fi The best MSE The worst MSE Mean MSE Stdv MSE

F1 3:61� 10�6 5:27� 10�5 1:63� 10�5 2:12� 10�5

F2 1:36� 10�5 3:82� 10�5 2:7� 10�5 2:25� 10�5

F3 5:82� 10�5 4:19� 10�3 5:35� 10�4 1:23� 10�3

F4 2:23� 10�5 9:25� 10�5 5:82� 10�5 7:56� 10�5
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With 10 repeated trials, the performance of the proposed approach is compared to
other single function approximation approaches in Tables 2 and 3. The learning curve
and the response by the proposed approach is shown in Figs. 2, 3, 4, 5 and 6.

Table 3. Performance comparison in example

Fi Method RMSE MSE

F1 ANFIS [23] 7:1� 10�3

Robust NN [24] 1:1� 10�3

Proposed approach (training phase) 1:4� 10�3

Proposed approach (testing phase) 1:9� 10�3

F2 BP [25] (training phase) 1:53� 10�4

BP [25] (testing phase) 1:47� 10�4

APSOAEFDI-MHLA [25] (training phase) 2:09� 10�5

APSOAEFDI-MHLA [25] (testing phase) 1:9� 10�5

Proposed approach (training phase) 6:45� 10�5

Proposed approach (testing phase) 1:36� 10�5

F3 CNFS with PSO-RLSE [16] (training phase) 1:52� 10�10

CNFS with PSO-RLSE [16] (testing phase) 6:01� 10�3

Proposed approach (training phase) 1:43� 10�5

Proposed approach (testing phase) 5:82� 10�5

F4 Proposed approach (training phase) 1:52� 10�5

Proposed approach (testing phase) 2:23� 10�5
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5 Discussion

With the experimental result for function approximation of four functions, the proposed
approach has shown good performance, successfully verify the capability of the model
for approximating multiple functions simultaneously by one single model. In perfor-
mance comparison, it is worthy to point out that the proposed model is for four
functions simultaneously in one single model while each of the compared methods is
for one function only. However, this study also encounters a problem in
feature-selection for multiple targets. Certain input variables can be selected for each of
the targets, but a computing model can’t accommodate all the input variables selected
for all targets. A proper method for multi-target feature selection is to be studied for
future research.

6 Conclusion

Some contributions of the paper are summarized as follows. Firstly, the complex-fuzzy
computing approach with complex fuzzy sets has presented for function approximation
of multiple functions. The complex-fuzzy model using complex fuzzy sets is capability
of producing several complex-valued outputs, each of which can be used for two
real-valued targets for application. This is the so-called dual-output property. Secondly,
the famous PSO-RLSE hybrid method has been successfully applied for machine
learning of the proposed model for multiple-function approximation. Through the
experimentation, it has been shown very efficient, in terms of learning time and per-
formance. Thirdly, complex fuzzy sets used in the proposed approach have been
empirically shown useful for function approximation with multiple functions.

Acknowledgments. This work was supported by the Ministry of Science & Technology, Tai-
wan, under grant no. MOST 105-2221-E-008-091 and grant no. MOST 104-2221-E-008-116.
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Abstract. Our proposed decision tree using local support vector regres-
sion models (tSVR) is to handle the regression task of large datasets. The
learning algorithm tSVR of regression models is done by two main steps.
The first one is to construct a decision tree regressor for partitioning the
full training dataset into k terminal-nodes (subsets), followed which the
second one is to learn the SVR model from each terminal-node to pre-
dict the data locally in the parallel way on multi-core computers. The
tSVR algorithm is faster than the standard SVR in training the non-
linear regression model from large datasets while maintaining the high
correctness in the prediction. The numerical test results on datasets from
UCI repository showed that the proposed tSVR is efficient compared to
the standard SVR.

Keywords: Support vector regression (SVR) · Decision tree
Local support vector regression (local SVR) · Large datasets

1 Introduction

Support vector machines (SVM) proposed by [1] and kernel-based methods have
shown the state-of-the-art relevant to many data mining problems, including
the classification, the regression and the novelty detection [2]. Nevertheless, the
learning problem is accomplished through a quadratic programming (QP), so
that the computational cost of a SVM approach is at least square of the number
of training datapoints making SVM impractical to handle large datasets. There
is a need to scale-up SVM learning algorithms to handle massive datasets.

In this paper, we propose the tSVR (decision tree using local support vec-
tor regression) to effectively deal with the non-linear regression task of large
datasets. Instead of training a global SVR model, as done by the classical SVR
algorithm is very hard to handle large datasets, our tSVR algorithm is to learn in
c© Springer International Publishing AG, part of Springer Nature 2018
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https://doi.org/10.1007/978-3-319-75417-8_24

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-75417-8_24&domain=pdf


256 M.-T. Tran-Nguyen et al.

the parallel way an ensemble of local ones that are easily trained by the standard
SVR algorithms. The tSVR trains the regression model via two main steps. The
first one is to use the decision tree algorithm [3] to partition the large training
dataset into k terminal-nodes (subsets). The idea is to reduce the data size for
training local non-linear SVR models at the second step. And then, the tSVR
learns k non-linear SVR models in the parallel way on multi-core computers in
which a SVR model is trained in each terminal-node to predict the data locally.
The numerical test results on datasets from UCI repository [4] showed that our
proposed tSVR is efficient compared to the standard SVR in terms of training
time and prediction correctness. The tSVR algorithm is faster than the standard
SVR in the non-linear regression of large datasets while maintaining the high
prediction correctness.

The remainder of our paper is organized as follows. In Sect. 2, we briefly
present the standard SVR algorithm. In Sect. 3, we illustrate how the tSVR
algorithm learns local regression models from large datasets. Section 4 shows the
experimental results. Section 5 discusses about related works. We then conclude
in Sect. 6.

2 Support Vector Regression

Let us consider a regression task with m datapoints xi (i = 1, . . . ,m) in the
n-dimensional input space Rn, having corresponding targets yi ∈ R. The sup-
port vector regression (SVR) proposed by [1] tries to find the best hyperplane
(denoted by the normal vector w ∈ Rn and the scalar b ∈ R) that has at most
ε deviation from the target value yi. Figure 1 is a simple example of SVR. The
training algorithm of SVR pursues this goal with the Lagrangian dual quadratic
programming (1) using the Lagrangian multipliers αi and αj .

min (1/2)

m∑

i=1

m∑

j=1

(αi−αi
∗)(αj−αj

∗)K〈xi, xj〉−
m∑

i=1

(αi−αi
∗)yi+ε

m∑

i=1

(αi+αi
∗)

s.t.

⎧
⎪⎨

⎪⎩

m∑

i=1

(αi − αi
∗) = 0

0 ≤ αi, αi
∗ ≤ C ∀i = 1, 2, ..., m

(1)

where C is a positive constant used to tune the margin size and the error and a
linear kernel function K〈xi, xj〉 = 〈xi � xj〉 (the dot product of xi, xj).

The resolution of the quadratic programming (1) gives �SV support vectors
for which αi, αi

∗ > 0. The predictive hyperplane and the scalar b are determined
by these support vectors. And then, the prediction of a new datapoint x is as
follows:

predict(x) =
�SV∑

i=1

(αi − αi
∗)K〈x, xi〉 − b (2)

Variations on training SVR models use different types of the kernel [5]. It
only needs replacing the linear kernel function K〈xi, xj〉 = 〈xi � xj〉 with other
non-linear ones:
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Fig. 1. Linear support vector regression

– a polynomial function of degree d: K〈xi, xj〉 = (〈xi � xj〉 + 1)d

– a RBF (Radial Basis Function): K〈xi, xj〉 = e−γ‖xi−xj‖2
.

The SVR models are most accurate and practical pertinent for many suc-
cessful applications reported in the classification, the regression, the novelty
detection [2].

3 tSVR Algorithm for Dealing with Large Datasets

Platt studied the algorithmic complexity of the SVM approach in [6]. His analysis
illustrates that the training complexity of the SVM solution in (1) are at least
square of the number of training datapoints (i.e. O(m2)), making standard SVM
intractable for large datasets. It means that learning the model from the full
massive dataset using the SVM algorithm in the usual way is challenge due to
the very high computational cost.

tSVR Learning for Local SVR Models
Our proposed tSVR algorithm learns an ensemble of local SVR models that are
easily trained by the standard SVR algorithm. As illustrated in Fig. 2, the tSVR
handles the regression task with two main steps. The first one of the algorithm
tSVR is to learn the decision tree model (using the decision tree training algo-
rithm [3]) to partition the full training dataset into k terminal-nodes (subsets).
Thus, the second step of the algorithm tSVR is to learn k non-linear SVR models
in the parallel way on multi-core computers in which a SVR model is trained in
each terminal-node to predict the data locally.

We consider a simple regression task given a target variable y and a predictor
(variable) x. Figure 3 shows the comparison between a global SVR model (left
part) and 4 local SVR models (right part) for this regression task, using a non-
linear RBF kernel function with γ = 10, a positive constant C = 105 (i.e. the
hyper-parameters θ = {γ,C}) and a tolerance ε = 0.05.

Since the terminal-node size is smaller than the full training data size, the
standard SVR can easily perform the training task from the terminal-node, due



258 M.-T. Tran-Nguyen et al.

Fig. 2. Decision tree using SV regressors at the terminal-nodes (tSVR)

Fig. 3. Global SVR model (left part) versus 4 local SVR models (right part)
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to the square reduction of the complexity compared to the learning from the
full dataset. In addition, k local models in the training task of tSVR are inde-
pendently learnt from k terminal-nodes. This is a nice condition to train k local
models in the parallel way to take into account the benefits of high performance
computing, e.g. multi-core computers or grids. We propose to develop the parallel
tSVR algorithm in the simple way based on the shared memory multiprocessing
programming model OpenMP [7] for multi-core computers. The parallel training
of tSVR is described in Algorithm 1.

Prediction of a New Individual x Using tSVM Model
A new individual x is predicted by the tSVR model as follows. Firstly, it pushes
x down the tree t of the tSVR model from the root to the terminal-node Dp.
And then the local SVM model lsvrp learnt from this terminal-node Dp is used
to predict the target value of x.

Performance Analysis
The performance analysis starts with the algorithmic complexity of tSVR for
building k local SVR models in the parallel way. Suppose that tSVR uses the
decision tree to partition the full dataset (with m datapoints) into k balanced
terminal-nodes (the terminal-node size is about m

k ; in other words the minimum
number of datapoints for a split to be tried minobj = m

k ). The training com-
plexity of a SVR for a terminal-node is O(minobj2) (i.e. O((m

k )2)). Therefore,
the algorithmic complexity of tSVR for parallel training k local SVR models on
a P -core processor is O( k

P (m
k )2) = O(m2

kP ). This complexity analysis illustrates
that parallel learning k local SVR models in the tSVR algorithm1 is kP times
faster than building a global SVR model (the complexity at least O(m2)).

The performance analysis in terms of the generalization capacity of such
tSVR models is illustrated in [8–11]. The parameter minobj is used in the tSVR
to give a trade-off between the generalization capacity (the prediction correct-
ness) and the computational cost. This point can be understood as follows:

– If minobj is small then the tSVR algorithm significantly reduces training
time. And then, the size of a terminal-node; The locality is extremely with a
very low capacity (i.e. the low prediction correctness).

– If minobj is large then the tSVR algorithm reduces insignificant training time.
However, the size of a terminal-node is large; It improves the capacity (i.e.
the high prediction correctness).

It leads to set minobj large enough (e.g. 200 proposed in [9,10]).

4 Evaluation

We are interested in the performance of the tSVR for large datasets regression.
We have implemented the tSVR algorithm in C/C++, OpenMP [7], using the
1 It remarks that the complexity analysis of the tSVR excepts the tree regressor learnt

to split the full dataset. However this training the tree regressor has the very low
computational cost compared with the quadratic programming solution required by
the SVR learning algorithm.
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Algorithm 1. Parallel training tSVR algorithm of local support vector
regression

input :
training dataset D
minimum number of individuals minobj for a split to be tried
tolerance ε
hyper-parameter γ of RBF kernel function
positive constant C for tuning margin and errors

output:
tree t and k local SVR models

1 begin
2 /*Decision tree algorithm partitions the full dataset D;*/
3 learning a tree t for splitting the full dataset D into k terminal-nodes
4 denoted by D1, D2, . . . , Dk (using the early stopped parameter minobj)
5 #pragma omp parallel for schedule(dynamic)
6 for i ← 1 to k do
7 /*learning local support vector regression model from Di;*/
8 lsvri = svr(Di, γ, C, ε)

9 end
10 return tSVR-model = tree t and {lsvr1, lsvr2, . . . , lsvrk}
11 end

standard SVR in the highly efficient library SVM, LibSVM [12]. Our evaluation
of the performance is reported in terms of training time and prediction cor-
rectness. We are interested in comparing the regression results obtained by our
algorithm tSVR with SVR in LibSVM.

All experiments are run on machine Linux Fedora 20, Intel(R) Core i7-4790
CPU, 3.6 GHz, 4 cores and 32 GB main memory.

Datasets

Experiments are conducted with the 5 datasets from UCI repository [4]. Table 1
presents the description of datasets. The evaluation protocols are illustrated in
the last column of Table 1. Datasets are already divided in training set (Trn)
and test set (Tst). We used the training data to build the SVR models. Then,
we predicted the test set using the resulting models.

Tuning Parameters

We propose to use RBF kernel type in tSVR and SVR models because it is
general and efficient [13]. The cross-validation protocol (2-fold) is used to tune
the regression tolerance ε, the hyper-parameter γ of RBF kernel (RBF kernel of
two individuals xi, xj , K[i, j] = exp(−γ‖xi − xj‖2)) and the cost C (a trade-
off between the margin size and the errors) to obtain a good correctness. For
two largest datasets (Buzz in social media Twitter, YearPredictionMSD), we
used a subset randomly sampling about 5% training dataset for tuning hyper-
parameters due to the expensive computational cost. Furthermore, our tSVR
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Table 1. Description of datasets

ID Datasets #datapoints #dimensions Target domain Evaluation
protocol

1 Appliances energy
prediction

19 735 27 [10.0, 1080.0] 13500 Trn -
6235 Tst

2 Facebook comment
volume

40 949 53 [0.0, 1305.0] 27500 Trn -
13449 Tst

3 BlogFeedback 60 021 280 [0.0, 1424.0] 52397 Trn -
7624 Tst

4 Buzz in social
media (Twitter)

583250 77 [0.0, 75724.5] 400000 Trn -
183250 Tst

5 YearPredictionMSD 515 345 90 [1922, 2011] 400000 Trn -
115345 Tst

uses the parameter minobj (the minimum number of datapoints for a split to be
tried by the decision tree regression). We propose to set minobj = 200 (according
to the advise of [9,10]). Table 2 presents the hyper-parameters of tSVR and SVR
in the regression.

Table 2. Hyper-parameters of tSVR and SVR in LibSVM

ID Datasets γ C ε minobj

1 Appliances energy prediction 0.02 100000 0.1 200

2 Facebook comment volume 0.001 100000 0.1 200

3 BlogFeedback 0.4 100000 0.05 200

4 Buzz in social media (Twitter) 0.1 100000 0.1 200

5 YearPredictionMSD 0.01 100000 0.1 200

Regression Results

The regression results of SVR of LibSVM and tSVR are given in Table 3.
As it was expected, our tSVR algorithm outperforms SVR of LibSVM in

terms of training time. The average of tSVR and SVR of LibSVM training time
are 1.19 min and 1551.15 min, respectively. It means that our tSVR is 1307.17
times faster than SVR of LibSVM.

For 3 first small datasets, the training speed improvements of tSVR versus
SVR of LibSVM is 345.80 times. With two large datasets (Buzz in social media
- Twitter and YearPredictionMSD), the learning time improvements of tSVR
against SVR of LibSVM is more significant (about 1348.34 times).

In terms of prediction correctness (mean absolute error - MAE), the error
average made by tSVR and SVR of LibSVM are 25.16 and 62.01, respectively.
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The comparison of prediction correctness, dataset by dataset, shows that tSVR
is beaten only once (with BlogFeedback dataset) by SVR of LibSVM (4 wins, 1
defeat). It illustrates that our tSVR is more accurate than SVR of LibSVM for
the prediction.

tSVR improves not only the training time, but also the prediction correctness
when dealing with large datasets. The regression results allow to believe that our
proposed tSVR is efficient for handling these data volumes.

Table 3. Results in terms of mean absolute error (MAE) and training time (minutes)

ID Datasets Mean absolute error
(MAE)

Training time (min)

LibSVM tSVR LibSVM tSVR

1 Appliances energy
prediction

47.81 43.56 2.55 0.016

2 Facebook comment
volume

8.97 5.31 27.91 0.170

3 BlogFeedback 9.85 23.85 53.78 0.057

4 Buzz in social
media (Twitter)

235.25 45.72 5193.59 2.392

5 YearPredictionMSD 8.18 7.38 2477.91 3.297

6 Average 62.01 25.16 1551.15 1.187

5 Discussion on Related Works

Our proposed tSVR is in machine learning techniques related to local SVM algo-
rithms. A theorical analysis studied in [9,10] illustrates that there is the trade-off
between the generalisation capacity (the predicition correctness) and locality of
local learning algorithms. The approaches of local SVMs can be categorized
into two kinds of strategies (the hierarchical strategy and the nearest neighbors
strategy).

The kind of local algorithms in the hierarchical strategy performs the train-
ing task with two main stages (the partition of the training set and learning
local models). The first stage of learning task is to split the full training dataset
into partitions (subsets) and then the second stage is to train the local super-
vised models from subsets. The learning algorithm proposed in [14] uses the
expectation-maximization (EM) clustering algorithm [15] to split the full train-
ing dataset into k joint clusters (the EM clustering algorithm uses the posterior
probabilities to make a soft cluster assignment [16]); And then the algorithm
learns neural network (NN) models from clusters to locally classify the indi-
viduals in clusters. Instead of building local NN models as done by [14], the
parallel mixture of SVMs algorithm in [17] proposes to learn local SVM models
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to predict the individuals in clusters. More recent, the Latent-lSVM [18,19] uses
Latent Dirichlet Allocation (LDA [20]) to perform the clustering task for sparse
data representation. CSVM [21], kSVR [22], and kSVM [23] propose to uses
kmeans algorithm [24] to split the full training dataset into k disjoint clusters;
And then kSVR and kSVM learn local non-linear SVM models in the parallel
way, instead of training weighted local linear SVMs from clusters as done in
CSVM. krSVM [25] is to learn the random ensemble of kSVM models. DTSVM
[26,27] and tSVM [11] use decision tree algorithms [3,28] to split the full train-
ing dataset into t terminal-nodes (tree leaves); follow which the tSVM algorithm
builds local SVM models for classifying impurity terminal-nodes (with mixture
of labels) while DTSVM learns local SVM models from all tree leaves. These
algorithms are shown to reduce the computational cost for dealing with large
datasets while maintaining the prediction correctness.

The kind of local algorithms in the nearest neighbors strategy tries to find k
nearest neighbors (kNN) of a new testing individual from the training dataset
and then it only learns local supervised model from these kNN to classify the
new testing individual. First local learning algorithm proposed in Bottou and
Vapnik [9,10] is to train the neural network model from k neighborhoods to
predict the label of the testing individual. The investigation of Vincent and
Bengio [29] is to train k-local hyperplane and convex distance nearest neighbor
(large margin nearest neighbors). Recent local SVM algorithms, including SVM-
kNN [30], ALH [31], FaLK-SVM [32] find kNN of the testing individual with
different techniques. SVM-kNN tries to use different metrics. ALH algorithm is
to combine the weighted distance and features to predict the label of the testing
individual. FaLK-SVM uses the cover tree [33] to improve the computational
cost for finding the kNN in the feature kernel space.

6 Conclusion and Future Works

We presented the tSVR algorithm of local SVR that achieves high performances
for the non-linear regression of large datasets. The training task of tSVR is to
partition the full training dataset into k terminal-nodes. This aims at reducing
data size in training local SVR. And then it easily learns k non-linear SVR mod-
els in the parallel way on multi-core computers in which a SVR model is trained
in each terminal-node to predict the data locally. The numerical test results
on datasets from UCI repository showed that our proposed tSVR is efficient in
terms of training time and prediction correctness compared to the standard SVR
in LibSVM. An example of its effectiveness is given with the non-linear regres-
sion of YearPredictionMSD dataset (having 400000 datapoints, 90 dimensions)
in 3.297 min and 7.38 mean absolute error obtained on the testset.

In the near future, we intend to provide more empirical test on large bench-
marks and comparisons with other algorithms. A promising avenue aims at
improving the prediction correctness and automatically tuning hyperparameters
of tSVR.
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Abstract. Discretization is the process of transforming continuous
attributes into discrete. It has a great importance nowadays, as con-
tinuous data are often present in several domains such as health and
industry. This paper describes a new supervised discretization method
based on a LR (Left to Right) scanning technique called LR-SDiscr (Left
to Right Supervised Discretization). Using both merging and partition-
ing operations, LR-SDiscr discretizes the data in a single pass, which
reduces the complexity of the process and ensures scalability. Various
discretization measures can be tested and then compared, as the algo-
rithm offers the possibility of introducing any discretization measure as
input. The preliminary results of experiments designed for classification
purposes are encouraging.

Keywords: Data mining · Data pre-processing
Supervised classification · Supervised discretization
Division and merging framework · Scanner

1 Introduction

In data mining [3], data pre-processing is the first step before launching the
knowledge discovery process. It consists of a set of tasks that aim to improve
the quality of the data, and hence that of the mining phase. Discretization is a
pre-processing task that transforms continuous data into discrete. Its main goal
is to reduce the number of values of a continuous attribute by summarizing it
to a few intervals and thus ensuring scalability. This process plays a major role
in improving the performance of classification algorithms as it makes learning
more accurate and faster. In fact, most of the machine learning and data mining
algorithms are designed to manipulate discrete data, while in real life, data often
comes in a continuous form. Moreover, discrete data are easier to use and under-
stand comparing to continuous data. A typical discretization process consists of
four steps; (1) sorting the continuous values, (2) looking for the best cut-point
in case of division, or the best adjacent intervals for merging, (3) partitioning
or merging the data according to some criterion, (4) halting the process when
a stop criterion is met. Cut-points are determined using discretization measures

c© Springer International Publishing AG, part of Springer Nature 2018
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such as binning, entropy, χ2...etc. These measures differ on whether they use the
class information or not.

Discretization methods are roughly categorized in two classes: supervised and
unsupervised. Supervised methods takes account of the class information, while
unsupervised methods ignore it. In the early days of discretization, unsupervised
binning methods like equal-width and equal-frequency were widely used. Binning
is a technique that aims to fairly distribute the sorted values into several bins
or partitions, according to a specified width or frequency. In equal-width, all the
bins have the same width or size. In equal-frequency, all the bins include the
same number of values. Equal-width and equal-frequency did not give satisfac-
tory results. So, supervised methods were then introduced with the purpose of
achieving better results through the use of class information.

On the other hand, there are two approaches the process of discretization
may undertake: a top-down strategy or a bottom-up design. The methods that
use the top-down strategy are based on division operations. The process starts
with one partition containing all continuous values, then looks for the best cut-
point to divide it into two sub-intervals. This process is reiterated on the result-
ing intervals until a certain stop criterion is met. The bottom-up discretization
methods are based on merging actions. They consider each distinct value as a
potential cut-point, then the adjacent values are merged according to their simi-
larity degree. The process is reiterated until no merging is possible or some stop
criterion is satisfied.

In this paper, we present a new supervised discretization method called LR-
SDiscr, a truly original discretization algorithm of type LR (Left to Right) that
reads the data sequence from left to right and merge two adjacent values in
one interval if they satisfy the merging measure, otherwise, a cut-point is deter-
mined. LR-SDiscr was implemented and extensive experiments for classification
purposes were undertaken on large data sets. The results show the dominance of
the proposed algorithm on the well-known ChiMerge method and recent state-
of-the-art algorithms.

The remaining of this paper is organized as follows. The next section reviews
related work. Section 3 provides an overview of the ChiMerge algorithm, as our
proposal is challenging this technique in particular. In Sect. 4, the suggested
algorithm is presented. Section 5 reports the outcomes of the extensive performed
experiments. The achieved results are then compared with those of ChiMerge and
recent state-of-the-art algorithms. In Sect. 6 we conclude this work and discuss
about future researches.

2 Related Work

In this section, a non-exhaustive chronological survey of the most relevant works
in discretization research is presented.

ChiMerge [6], is the first method to adopt the merging approach for dis-
cretization. It is a supervised bottom-up technique that uses the χ2 measure to
evaluate the relationship between two adjacent intervals based on their depen-
dency on the class. The number of intervals is limited by the threshold but
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another parameter, maximum number of intervals, can be used to specify the
number of constructed intervals.

Chi2 [9] is an improved version of ChiMerge where the threshold varies auto-
matically to yield better results. It uses the χ2 measure for discretization and the
data inconsistency level as a stop criterion. Also, the number of inconsistencies
is used to eliminate noise.

An expansive synthesis on discretization techniques is presented in [10].
A detailed overview of existing methods is done and a comparative study is
performed using different discretization methods. The authors concluded that
despite the important work that has been achieved, there still are unsolved issues
and new methods are needed.

In [7], the authors presented a supervised discretization method, called CAIM
(Class-Attribute Interdependence Maximization). They describe an optimal dis-
cretization as maximization of the class-attribute interdependence and minimiza-
tion of the number of intervals. The experiments showed superiority of CAIM
compared to state-of-the-art algorithms at that time. In [11] the authors pro-
posed another version of the Chi2 method, that considers the effect of variance
in merging two intervals, and determines the predefined inconsistency rate based
on the least upper bound of data misclassification error. It uses the inconsistency
level of the data as a stop criterion.

In [8], the authors proposed an improved version of the CAIM algorithm,
called Class-Attribute Contingency Coefficient (CACC). It takes in consideration
the data distribution in order to yield better classification results. Experimental
results showed that CACC yields a better performance for classification purposes
than CAIM.

In [2], the author designed a hybrid algorithm called ChiD, based on
ChiMerge and Chi2. It uses the logworth criterion to determine the best set
of cut-points.

In [4], the authors proposed four discretization techniques based on the
entropy measure. Experimental results showed that the multiple scanning tech-
nique is the best.

In [5], the authors undertook a comparative study of four discretization meth-
ods based on the entropy measure: the C4.5 approach, the equal interval width
method, the equal frequency interval method and the multiple scanning method.
The methods are evaluated using two parameters: an error rate determined by
10-fold cross validation, and the size of the tree generated by C4.5. The experi-
mental results showed that the multiple scanning method is the best.

In this work, we present a new original method based on a left to right
scanning framework and ChiMerge algorithm. The next section gives an overview
of the most important features of the latter.

3 A Brief Overview of ChiMerge

ChiMerge is a supervised and bottom-up discretization method. It is the first
discretization technique that used the merging approach and the χ2 measure to
decide whether two adjacent intervals are to be merged or not.
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The author defines an accurate discretization, as that where intra-interval
uniformity and inter-interval difference are ensured. In other words, an interval
must have a fairly consistent relative class frequency, if not it should be split, and
two adjacent intervals should have different relative class frequencies, otherwise
they should be merged.

ChiMerge performs discretization by starting to sort continuous values in an
ascending order and considers each value in an interval. Then it performs the
χ2 test for all the adjacent intervals, and merge those with the smallest test
value. The process stops when there are no more intervals to merge. Note that
the sorting step is very important, as the choice of the sorting algorithm can
influence the overall time complexity of ChiMerge. The χ2 test is performed
using Eq. (1).

χ2 =
2∑

i=1

p∑

j=1

(Aij − Eij)2

Eij
(1)

where:

p is the number of classes,
Aij is the number of distinct values in the interval i of class j,

Ri is the number of examples in the interval i, which is equal to
p∑

j=1

Aij

Cj is the number of examples in class j, which is equal to
m∑
i=1

Aij

n is the total number of examples, which is equal to
p∑

j=1

Cj

Eij is the expected frequency of Aij computed as: (Ri ∗ Cj)/n.

If two adjacent intervals have different relative frequencies, χ2 determines
whether the relationship between the continuous attribute and the class is real
or the result of luck.

The process of discretization stops when all adjacent intervals have a χ2

value greater than a certain χ2 threshold. The latter is set according to a signif-
icance level. However, selecting a significance level can be challenging. In fact,
too high, it makes the process of discretization last longer and produces few
intervals, resulting in an over-discretization. And too small, it causes an under-
discretization and produces a big number of intervals. In order to address this
issue, two other parameters can be used: min-intervals (the minimal number of
intervals) and max-intervals (the maximum number of intervals).

ChiMerge is an easy to use robust algorithm, which uses a supervised dis-
cretization measure to construct intervals and produces a concise summarization
of continuous attributes to help the experts understand the relationship between
numerical attributes and the class in a simpler way. In addition, it is facile to find
a suitable setup. Indeed, tuning the threshold at .90 or .99 significance level, and
fixing the maximum number of intervals between 10 and 15 generally produces
good discretization.

One of the biggest disadvantages of ChiMerge is its worst case time com-
plexity. In fact, the latter is of O(n2) which represents the number of calls to



270 H. Drias et al.

the χ2 test function, where n is the number of instances. With serious optimiza-
tions, it can though be reduced to O(nlogn). For example, it is not necessary to
repeat the χ2 test on pairs that have not been merged at the previous iteration.
Also, taking in account the merging of non-adjacent intervals can yield a better
performance. Another disadvantage of ChiMerge is its noise tolerance.

Chi2 [9], is an improved version of ChiMerge that automatically changes
the χ2 significance level and takes account of the inconsistency rate in order
to yield better results and avoid noise. However, the user has to provide the
maximum inconsistency rate to stop the discretization process. In addition, Chi2
ignores the independence of the intervals, which has a significant impact on the
discretization scheme. Modified Chi2 is a fully automated discretization method,
which considers the independence and replaces the inconsistency test by the level
of consistency coined from Rough Sets Theory, resulting in a better predictive
accuracy than Chi2. Extended Chi2 is another improved version of Chi2, which
takes into account the effect of the variance when merging two intervals and
determines the predefined inconsistency rate of the data, allowing it to cope
with uncertain data. Extended Chi2 is known to outperform other bottom-up
algorithms.

4 Our Proposal

The originality of our work is the integration of a lexical analyser in the discriti-
zation process with the aim of reducing time and hence gainning in scalability.
The second originality is that our method performs merging and division opera-
tions in the same process, a technique that was never undertaken before. Indeed,
the main drawback of ChiMerge is its repetitive calculation of the χ2 test at each
iteration, resulting in a quadratic time complexity. In order to palliate this issue,
we propose a new supervised discretization method based on a scanning tech-
nique, that discretizes the data in one pass only by browsing it in a LR (Left to
Right) manner. Chimerge executes the discritization algorithm in a number of
passes equal to the number of generated intervals. The advantage of our contri-
bution is therefore very significant with respect to the previous efforts.

The main principle of LR-SDiscr is as follows; after setting the empirical
parameters (threshold, maximum number of intervals), the attribute values are
sorted using the heap-sort algorithm, that we extended to count the frequency
of each value. Then, each value is considered within a distinct range of equal
limits (i.e. vi in the interval [vi]) and written, in order, to the input file with
its corresponding frequency. After that, the discretization program is launched.
The process stops when it reaches the end of file or if the maximum number of
intervals is reached.

4.1 Discretization Using χ2

The first variant of LR-SDiscr uses the χ2 statistic as a division/merging mea-
sure. The discretization program reads the input file and discretizes the data as
follows:
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1. Read the first two values v0, v1 and their respective frequencies f0, f1.
2. Compute the χ2 test for v0 and v1.
3. If the χ2 test is bigger than the χ2 threshold then

(a) v1 is recognized as a cut-point.
(b) read the next value v2 and its frequency f2.
(c) Compute the χ2 test for v1 and v2.

...
4. If the χ2 test is lower than the χ2 threshold then

(a) merge v0 and v1 in one interval [v0, v1].
(b) read the next value v2 and its frequency f2.
(c) Compute the χ2 test for [v0, v1] and v2.

....

The process goes on until there are no more values in the input file, or a stop
criterion is satisfied.

4.2 Discretization Using the Entropy

The entropy is one of the most used measure in supervised discretization meth-
ods. Entropy of a variable X is defined by Eq. (2):

H(X) = −
∑

x

px log px (2)

where: x represents a value of X and px the estimated probability of occurrence
of x. This is the average amount of information per event, where the information
is defined by Eq. (3).

I(x) = − log px (3)

Information is high for unlikely events and low otherwise. Consequently, the
entropy H is high when all events are equally likely (pxi

= pxj
), and low when

the probability of an event is equal to 1 (px = 1) and that of the others to 0.
The discretization using the entropy is done in the following way:

1. Read the first two values v0, v1.
2. Compute the entropy of [v0] and [v1].
3. If the entropy of [v0] and [v1] is bigger than the entropy threshold then

(a) v1 is recognized as a cut-point.
(b) read the next value v2.
(c) Compute the entropy of [v1] and [v2].

...
4. If entropy of [v0] and [v1] is lower than the entropy threshold then

(a) merge [v0] and [v1] in one interval [v0, v1].
(b) read the next value v2.
(c) Compute the entropy of [v0, v1] and v2.

....

The process is repeated until it reaches the end of the file or the maximum
number of intervals.
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5 Experimental Results

In order to validate our approach, extensive experiments were undertaken.
The obtained results are exposed, commented and thereafter compared with
ChiMerge and recent works in terms of accuracy, speed and scalability. The
method was implemented using C language on a machine of Processor Intel
Core i5-3317U CPU @ 1.70 GHz x 4 and a RAM of 4.00 GB under the Ubuntu
14.04 LTS 64-bit operating system.

5.1 Evaluation Set up

Large public data sets [1], illustrated in Table 1 have been used to demonstrate
the performance of our method.

Table 1. Large data sets

Data set #instances #attributes

Ionos 351 34

German 1000 20

Yeast 1484 8

Hypothyroid 3772 29

Abalone 4177 8

satimage 6435 36

Handwritten digits 10992 16

Letter recognition 20000 16

Shuttle 57999 9

For the evaluation of our discretization scheme, we used the 10-fold cross
validation technique in combination with C4.5, as this algorithm is mostly used in
machine learning. It consists of splitting the data into 10 subsets, and repeating
the following process 10 times: select one subset as a validation set and consider
the remaining 9 subsets as a training set, then calculate the error rate using C4.5.
The prediction error is estimated by the average of the 10 errors. In addition to
the computed prediction error, the execution time of the discretization process
is saved.

5.2 The Comparison of LR-SDiscr with Other Methods

LR-SDiscr is compared with ChiMerge and two recent supervised discretization
methods: ChiD [2] and Multiple scanning [4].

Table 2 presents a comparison of the error rates for LR-SDiscr using χ2, LR-
SDiscr using the entropy, Multiple Scanning, ChiD and ChiMerge. It is clear
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Table 2. Comparing C4.5 error rates for LR-SDiscr using χ2, LR-SDiscr using the
entropy, multiple scanning, ChiD and ChiMerge

Data set LR-SDiscr
χ2

LR-SDisrc
entropy

Multiple
scanning

ChiD ChiMerge

Ionos 8,92 10,226 10,137 17,558 11,683

German 28,389 27,42 28,22 30 29,41

Yeast 59,896 64,458 66,309 68,38 68,809

Hypothyroid 0,844 7,719 -1 3,01 1,3

Abalone 76,097 81,275 76,945 - 74,974

Satimage 14,85 63,239 - - 19,949

Handwritten digits 6,761 29,49 - - 12,539

Letter 20,253 20,969 - - 22,139

Shuttle 0,063 4,51 - - 0,13

Fig. 1. C4.5 error rates for LR-SDiscr using χ2, LR-SDiscr using the entropy, multiple
scanning, ChiD and ChiMerge

from Table 2 that LR-SDiscr using χ2 achieves the best outcomes as it registers
the lowest error rate in 7 cases over 9, whereas ChiMerge is the lowest in one
data set only. On the other hand, we observe that Multiple Scanning and ChiD
ran out of memory when the number of instances or/and attributes becomes too
big. Figure 1 exhibits a graphical view of the error rates, which confirms that
LR-SDiscr using χ2 is the most effective overall. We also observe that when the
size of the data sets increases, LR-SDiscr using the entropy alongside ChiMerge
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Table 3. Comparing execution time for LR-SDiscr using χ2, LR-SDiscr using the
entropy, multiple scanning, ChiD and ChiMerge

Data set LR-SDiscr
χ2

LR-SDisrc
entropy

Multiple
scanning

ChiD ChiMerge

Ionos 0,056 0,027 1,341 51,903 0.792

German 0,017 0,005 0,234 10,518 0.157

Yeast 0,058 0,027 0,637 8,561 0.152

Hypothyroid 0,381 0,028 - 57,413 1.050

Abalone 0,906 0,068 6,354 - 7.341

Satimage 1,671 0,441 - - 3.213

Handwritten digits 2,363 0,274 - - 3.095

Letter 0,487 0,608 - - 1.028

Shuttle 3,384 0,558 - - 11.959

Fig. 2. Execution time for LR-SDiscr using χ2, LR-SDiscr using the entropy, multiple
scanning, ChiMerge and ChiD.

are the less effective. A comparison of the amount of time taken for discretization
by each of the five algorithms is shown in Table 3.

From this table we notice that LR-SDiscr, using both measures, is faster
than ChiMerge, Multiple Scanning and ChiD. LR-SDiscr using the entropy is
the fastest in 8 data sets over 9, but the gap between it and the other variant of
LR-SDiscr is small. Also, we observe that ChiD and Multiple Scanning ran out
of memory when a data set have a large number of instances, while LR-SDiscr
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still perform discretization in a reasonable amount of time. Figure 2 gives an
overall view of the execution time for the five algorithms. We observe that ChiD
takes the most time for discretization, and when the latter ran out of memory,
ChiMerge is the slowest comparing to the other methods.

6 Conclusion and Future Work

In this paper we presented a new supervised, bottom-up discretization method
integrating a lexical analyser while keeping the discretization idea of Chimerge.
The objective was the reduction of time complexity of ChiMerge, which is of
O(n2), regardless to the data sorting of the initial step. For this purpose, we
designed a new discretization framework that uses both division and fusion oper-
ations. The data is discretized in a single pass reducing the time complexity to
O(n), without considering the first step of data sorting. In addition, the dis-
cretization measure can easily be modified.

The measures of entropy and χ2 were exploited, and experiments showed
that both achieved promising results comparing to ChiMerge, ChiD and Multi-
ple Scanning. And from the comparative results, it was concluded that the χ2

measure is the best.
As future researches, we propose to investigate other discretization measures

in order to compare their performance and see if the χ2 measure remains the
best.

References

1. Aha, D., et al.: UCI repository of machine learning databases (2017). http://www.
ics.uci.edu/mlearn/MLRepository.html

2. Bettinger, R.: A chi2-based discretization algorithm, a modern analytics. In: Pro-
ceedings of WUSS (2011)

3. Han, J., Kamber, M.: Data Mining Concepts and Techniques. Morgan Kaufmann
Publishers, Burlington (2011)

4. Grzymala-Busse, J.W.: Discretization based on entropy and multiple scanning.
Entropy 15, 1486–1502 (2013)

5. Grzymala-Busse, J.W., Mroczek, T.: A comparison of four approaches to discretiza-
tion based on entropy. Entropy 18, 69 (2016)

6. Kerber, R.: ChiMerge discretization of numeric attributes. In: AAAI Proceedings,
pp. 123–128 (1992)

7. Kurgan, L., Cios, K.J.: CAIM discretization algorithm. IEEE Trans. Knowl. Data
Eng. 16, 145–153 (2004)

8. Lee, C.I., Tsai, C.J., Yang, Y.R., Yang, W.P.: A top-down and greedy method for
discretization of continuous attributes. In: Proceedings of ICFSKD, pp. 145–153
(2007)

9. Liu, H., Setiono, R.: Feature selection and discretization. IEEE Trans. Knowl. Data
Eng. 9, 1–4 (1997)

10. Liu, H., Hussain, F., Tan, C.L., et al.: Discretization: an enabling technique. Data
Min. Knowl. Discov. 6, 393–423 (2002)

11. Su, C.T., Hsu, J.H.: An extended Chi2 algorithm for discretization of real value
attributes. IEEE TKDE 17, 437–441 (2005)

http://www.ics.uci.edu/mlearn/MLRepository.html
http://www.ics.uci.edu/mlearn/MLRepository.html


Path Histogram Distance for Rooted
Labeled Caterpillars

Taiga Kawaguchi1, Takuya Yoshino1, and Kouichi Hirata2(B)

1 Graduate School of Computer Science and Systems Engineering,
Kyushu Institute of Technology, Kawazu 680-4, Iizuka 820-8502, Japan

{kawaguchi,yoshino}@dumbo.ai.kyutech.ac.jp
2 Department of Artificial Intelligence, Kyushu Institute of Technology,

Kawazu 680-4, Iizuka 820-8502, Japan
hirata@dumbo.ai.kyutech.ac.jp

Abstract. In this paper, we focus on a caterpillar as a rooted labeled
unordered tree (a tree, for short) transformed to a path after removing
all the leaves in it. Also we introduce a path histogram distance between
trees as an L1-distance between the histograms of paths from the root to
every leaf. Whereas the path histogram distance is not a metric for trees,
we show that, for caterpillars, it is always a metric, simply linear-time
computable and incomparable with the edit distance. Furthermore, we
give experimental results for caterpillars in real data of comparing the
path histogram distance with the isolated-subtree distance as the most
general tractable variation of the edit distance.

1 Introduction

Comparing tree-structured data such as HTML and XML data for web mining or
DNA and glycan data for bioinformatics is one of the important tasks for data
mining. The most famous distance measure between rooted labeled unordered
trees (trees, for short) is the edit distance [7]. The edit distance is formulated as
the minimum cost of edit operations, consisting of a substitution, a deletion and
an insertion, applied to transform from a tree to another tree.

Unfortunately, it is known that the problem of computing the edit distance
between trees is MAX SNP-hard [11]. Furthermore, this statement also holds
even if trees are binary [3].

Many variations of the edit distance have developed as more structurally
sensitive distances (cf., [5,9]). Almost variations are metrics and the problem
of computing them is tractable (cubic-time computable) [8–10]. In particular,
the isolated-subtree distance (or constrained distance) [10] is the most general
tractable variation of the edit distance [9].

This work is partially supported by Grant-in-Aid for Scientific Research 17H00762,
16H02870, 16H01743 and 15K12102 from the Ministry of Education, Culture, Sports,
Science and Technology, Japan.

c© Springer International Publishing AG, part of Springer Nature 2018
N. T. Nguyen et al. (Eds.): ACIIDS 2018, LNAI 10751, pp. 276–286, 2018.
https://doi.org/10.1007/978-3-319-75417-8_26

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-75417-8_26&domain=pdf


Path Histogram Distance for Rooted Labeled Caterpillars 277

On the other hand, the histogram distances based on local information [1,
4,6] are also known as the constant-factor lower bounding distances of the edit
distance. Whereas we can compute them more efficiently (linear-time computable
in almost cases) than the variations of the edit distance, none of them is a metric.

In order to compare trees with preserving both the efficiency and the metric-
ity, in this paper, we introduce a path histogram distance as one of the histogram
distances and restrict trees to caterpillars.

A path histogram of a tree consists of pairs of a path from the root to a leaf
and its frequency in the tree. Then, a path histogram distance for two trees is an
L1-distance between the path histograms for the two trees. Note that the path
histogram distance is not a metric for trees in general.

A caterpillar (cf. [2]) is a tree transformed to a path after removing all the
leaves in it. Whereas the caterpillars are very restricted and simple, there are
many caterpillars in real dataset, see Table 1 in Sect. 4. Then, it is meaningful
to formulate a metric between caterpillars.

Hence, we investigate the path histogram distance for caterpillars. First, for
caterpillars, we show that the path histogram distance is always a metric, we can
compute it in linear time and it is incomparable with the edit distance and its
variations. Furthermore, we give experimental results for caterpillars in real data
of comparing the path histogram distance with the isolated-subtree distance.

2 Preliminaries

A tree T is a connected graph (V,E) without cycles, where V is the set of vertices
and E is the set of edges. We denote V and E by V (T ) and E(T ). The size of T
is |V | and denoted by |T |. We sometime denote v ∈ V (T ) by v ∈ T . We denote
an empty tree (∅, ∅) by ∅. A rooted tree is a tree with one node r chosen as its
root . We denote the root of a rooted tree T by r(T ).

Let T be a rooted tree such that r = r(T ) and u, v, w ∈ T . We denote the
unique path from r to v, that is, the tree (V ′, E′) such that V ′ = {v1, . . . , vk},
v1 = r, vk = v and (vi, vi+1) ∈ E′ for every i (1 ≤ i ≤ k − 1), by UPr(v). The
parent of v(�= r) is its adjacent node on UPr(v) and the ancestors of v(�= r) are
the nodes on UPr(v) − {v}. We say that u is a child of v if v is the parent of u
and u is a descendant of v if v is an ancestor of u. We use the ancestor orders
< and ≤, that is, u < v if v is an ancestor of u and u ≤ v if u < v or u = v. We
say that w is the least common ancestor of u and v, denoted by u � v, if u ≤ w,
v ≤ w and there exists no node w′ ∈ T such that w′ ≤ w, u ≤ w′ and v ≤ w′.
The degree of v is the number of children of v and the degree of T , denoted by
d(T ), is the maximum number of degrees for every node in T . We call a node
with no children a leaf and denote the set of all the leaves in T by lv(T ).

We say that u is to the left of v in T if pre(u) ≤ pre(v) for the preorder
number pre in T and post(u) ≤ post(v) for the postorder number post in T . We
say that a rooted tree is ordered if a left-to-right order among siblings is given;
unordered otherwise. We say that a rooted tree is labeled if each node is assigned
a symbol from a fixed finite alphabet Σ. For a node v, we denote the label of
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v by l(v), and sometimes identify v with l(v). In this paper, we call a rooted
labeled unordered tree a tree simply.

Next, we introduce an edit distance and a Tai mapping.

Definition 1 (Edit operations [7]). The edit operations of a tree T are defined
as follows, see Fig. 1.

1. Substitution: Change the label of the node v in T .
2. Deletion: Delete a node v in T with parent v′, making the children of v become

the children of v′. The children are inserted in the place of v as a subset of
the children of v′. In particular, if v is the root in T , then the result applying
the deletion is a forest consisting of the children of the root.

3. Insertion: The complement of deletion. Insert a node v as a child of v′ in T
making v the parent of a subset of the children of v′.

v w

v

v
v v

v

v

Fig. 1. Edit operations for trees.

Let ε �∈ Σ denote a special blank symbol and define Σε = Σ ∪ {ε}. Then, we
represent each edit operation by (l1 �→ l2), where (l1, l2) ∈ (Σε × Σε − {(ε, ε)}).
The operation is a substitution if l1 �= ε and l2 �= ε, a deletion if l2 = ε, and an
insertion if l1 = ε. For nodes v and w, we also denote (l(v) �→ l(w)) by (v �→ w).
We define a cost function γ : (Σε × Σε \ {(ε, ε)}) �→ R+ on pairs of labels. We
often constrain a cost function γ to be a metric, that is, γ(l1, l2) ≥ 0, γ(l1, l2) = 0
iff l1 = l2, γ(l1, l2) = γ(l2, l1) and γ(l1, l3) ≤ γ(l1, l2)+γ(l2, l3). In particular, we
call the cost function that γ(l1, l2) = 1 if l1 �= l2 a unit cost function.

Definition 2 (Edit distance [7]). For a cost function γ, the cost of an edit
operation e = l1 �→ l2 is given by γ(e) = γ(l1, l2). The cost of a sequence
E = e1, . . . , ek of edit operations is given by γ(E) =

∑k
i=1 γ(ei). Then, an edit

distance τTai(T1, T2) between trees T1 and T2 is defined as follows:

τTai(T1, T2) = min
{

γ(E)
∣
∣
∣
∣
E is a sequence of edit operations
transforming T1 to T2

}

.
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Definition 3 (Tai mapping [7]). Let T1 and T2 be trees. We say that a triple
(M,T1, T2) is a Tai mapping (a mapping , for short) from T1 to T2 if M ⊆
V (T1) × V (T2) and every pair (v1, w1) and (v2, w2) in M satisfies that (1) v1 =
v2 iff w1 = w2 (one-to-one condition) and (2) v1 ≤ v2 iff w1 ≤ w2 (ancestor
condition). We will use M instead of (M,T1, T2) when there is no confusion
denote it by M ∈ MTai(T1, T2).

Let M be a mapping from T1 to T2. Let IM and JM be the sets of nodes in
T1 and T2 but not in M , that is, IM = {v ∈ T1 | (v, w) �∈ M} and JM = {w ∈
T2 | (v, w) �∈ M}. Then, the cost γ(M) of M is given as follows.

γ(M) =
∑

(v,w)∈M

γ(v, w) +
∑

v∈IM

γ(v, ε) +
∑

w∈JM

γ(ε, w).

Trees T1 and T2 are isomorphic, denoted by T1 ≡ T2, if there exists a mapping
M ∈ MTai(T1, T2) such that IM = JM = ∅ and γ(M) = 0.

Theorem 1 (Tai [7]). τTai(T1, T2) = min{γ(M) | M ∈ MTai(T1, T2)}.
Unfortunately, the following theorem holds for computing τTai.

Theorem 2 (cf., [3,11]). Let T1 and T2 be trees. Then, the problem of comput-
ing τTai(T1, T2) is MAX SNP-hard, even if both T1 and T2 are binary.

Finally, we introduce an isolated-subtree mapping and an isolated-subtree dis-
tance as the variations of the Tai mapping and the edit distance.

Definition 4 (Isolated-subtree mapping and distance [10]). Let T1 and T2

be trees and M ∈ MTai(T1, T2). We say that M is an isolated-subtree mapping ,
denoted by M ∈ MIlst(T1, T2), if M satisfies the following condition.

∀(v1, w1)(v2, w2)(v3, w3) ∈ M
(
v3 < v1 � v2 ⇐⇒ w3 < w1 � w2

)
.

Furthermore, we define an isolated-subtree distance τIlst(T1, T2) as follow.

τIlst(T1, T2) = min{γ(M) | M ∈ MIlst(T1, T2)}.

It is obvious that MIlst(T1, T2) ⊆ MTai(T1, T2) and then τTai(T1, T2) ≤
τIlst(T1, T2). In contrast to Theorem 2, the following theorem also holds.

Theorem 3 (cf., [8]). Let T1 and T2 be trees. Then, we can com-
pute τIlst(T1, T2) in O(n2d) time, where n = max{|T1|, |T2|} and d =
min{d(T1), d(T2)}.

It is known that τIlst is the most general tractable variation of τtai [9].
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3 Path Histogram Distance for Caterpillars

We say that a tree C such that r = r(C) is a caterpillar (cf. [2]) if C is trans-
formed to a path UPr(v) for some v ∈ C after removing lv(C). For a caterpillar
C, we call the remained path UPr(v) a backbone of C and denote it by bb(C).
It is obvious that V (C) = V (bb(C)) ∪ lv(C). We can determine whether or not
a tree T is a caterpillar in O(|T |) time.

Let T be a tree such that r = r(T ). Then, for v ∈ lv(T ), we regard the path
P = UPr(v) such that V (P ) = {v1, . . . , vk}, v1 = r, vk = v and (vi, vi+1) ∈ E(P )
for every i (1 ≤ i ≤ k−1) as a string l(v1) · · · l(vk) on Σ and denote it by s(r, v).
Also we say that a string s ∈ Σ∗ occurs in T if there exists a leaf v ∈ lv(T )
such that s = s(r, v) and denote the number of occurrences of s in T by f(s, T ).
Furthermore, we define S(T ) as {s(r, v) | r = r(T ), v ∈ lv(T )}.

Definition 5 (Path histogram and path histogram distance). For a tree
T , a path histogram H(T ) of T consists of pairs 〈s, f(s, T )〉 for every s ∈ S(T ).

For trees T1 and T2, a path histogram distance δPh(T1, T2) between T1 and
T2 is defined as an L1-distance between H(T1) and H(T2), that is:

δPh(T1, T2) =
∑

s∈S(T1)∪S(T2)

|f(s, T1) − f(s, T2)|.

Example 1. For trees, δPh is not a metric in general. For trees T1 and T2 in Fig. 2,
it holds that δPh(T1, T2) = 0 (because H(Ti) = {〈aba, 2〉}) but T1 �≡ T2.

Fig. 2. Trees T1 and T2 and caterpillars C1 and C2.

In Fig. 2, T1 is a caterpillar but T2 is not. If both trees are caterpillars, then
the following theorem holds.

Theorem 4. For caterpillars, δPh is always a metric.

Proof. By the definition, it is sufficient to show that δPh(C1, C2) = 0 iff C1 ≡ C2

for caterpillars C1 and C2. In other words, it is sufficient to show that we can
transform C from H(C) uniquely.

Let C be a caterpillar such that r = r(C). Suppose that the backbone
bb(C) of C consists of nodes v1, . . . , vk such that v1 = r. We denote a string
l(v1) · · · l(vk) representing bb(C) by s(C). Then, for every leaf v ∈ lv(C), s(r, v)
is of the form l(v1) · · · l(vk) such that v = vk and l(v1) · · · l(vk−1) is a prefix of
s(C). Hence, consider the following procedure:
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First, select the longest string s = l(v1) · · · l(vn) in H(C) and set
v1, . . . , vn−1 to a backbone. Next, for every 〈s, f(s, C)〉 ∈ H(C) such that
s = l(v1) · · · l(vk) (1 ≤ k ≤ n), set vk to f(s, C) children of vk−1 in bb(C).

Since every caterpillar has just one backbone, the above procedure constructs a
caterpillar C from H(C) uniquely. ��
Theorem 5. We can compute δPh(C1, C2) in O(|C1| + |C2|) time.

Proof. Let C be a caterpillar such that r = r(C) and suppose that bb(C) consists
of nodes r = v1, . . . , vn. Then, repeat the following procedure from i = 1 to n:

For every leaf v which is a child of vi, store s = l(v1) · · · l(vi)l(v) and the
number of leaves with the label l(v) as the children of vi as f(s, C).

Since V (C) = V (bb(C)) ∪ lv(C) and V (bb(C)) ∩ lv(C) = ∅, the repetition tra-
verses every node in C just once, so we can compute H(C) in O(|C|) time.

��
Theorem 6. There exist caterpillars C1 and C2 satisfying the following state-
ments. These statements also hold even if τTai is replaced with τIlst.
1. τTai(C1, C2) = 1 but δPh(C1, C2) = O(λ), where λ = max{|lv(C1)|, |lv(C2)|}.
2. δPh(C1, C2) = 2 but τTai(C1, C2) = O(n), where n = max{|C1|, |C2|}.
Proof. The caterpillars C1 and C2 that are isomorphic but just labels of the
roots are different satisfy the statement 1. On the other hand, the paths C1 and
C2 with the same length such that all the labels of nodes in C1 is a and all the
labels of nodes in C2 are b satisfy the statement 2. ��

Hence, τTai or τIlst and δPh are incomparable metrics between caterpillars.
Note that τTai ≤ τIlst for caterpillars in general. For caterpillars C1 and

C2 in Fig. 2, it holds that 1 = τTai(C1, C2) < τIlst(C1, C2) = 3. Also, since
H(C1) = {〈ab, 3〉} and H(C2) = {〈ab, 1〉, 〈aab, 2〉}, it holds that δPh(C1, C2) = 4.

4 Experimental Results

In this section, we give experimental results of comparing δPh with τIlst for
caterpillars. We use N-glycans and all of the glycans (we refer to all-glycans) from
KEGG1, CSLOGS2 and dblp3 datasets. Table 1 illustrates the number (#cat)
of caterpillars in the datasets whose number of data is denoted by #data.

We deal with caterpillars for N-glycans, all-glycans, CSLOGS and the
selected 50,000 caterpillars in dblp (we refer to dblp−). Table 2 illustrates the
information of such caterpillars. Here, ([a, b]; c) means that a, b and c are the
minimum, the maximum and the average number.

Table 3 illustrates the running time to compute δPh and τIlst for all the pairs
in caterpillars in Table 2. Here, we assume that a cost function in τIlst is a unit
cost function. The computer environment is that CPU is Intel Xeon E51650 v3
(3.50 GHz), RAM is 1 GB and OS is Ubuntsu Linux 14.04 (64 bit).
1 Kyoto Encyclopedia of Genes and Genomes, http://www.kegg.jp/.
2 http://www.cs.rpi.edu/∼zaki/www-new/pmwiki.php/Software/Software.
3 http://dblp.uni-trier.de/.

http://www.kegg.jp/
http://www.cs.rpi.edu/~zaki/www-new/pmwiki.php/Software/Software
http://dblp.uni-trier.de/
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Table 1. The number of caterpillars in N-glycans and all-glycans from KEGG,
CSLOGS and dblp datasets.

Dataset #cat (c) #data %

N-glycans 514 2,142 23.996

all-glycans 8,005 10,704 74.785

CSLOGS 41,592 59,691 69.679

dblp 5,154,295 5,154,530 99.995

Table 2. The information of caterpillars in N-glycans, all-glycans, CSLOGS and dblp−.

Dataset #node (n) Degree (d) Height (h) #leaves (λ) #labels (β)

N-glycans ([6,15];6.40) ([1,3];1.84) ([1,9];4.22) ([1,7];2.18) ([2,8];4.50)

all-glycans ([1,24];4.74) ([0,5];1.49) ([0,15];3.02) ([1,14];1.72) ([1,9];2.84)

CSLOGS ([2,404];5.84) ([1,403];3.05) ([1,70];2.20) ([1,403];3.64) ([2,168];5.18)

dblp− ([7,244];11.96) ([6,243];10.94) ([1,3];1.02) ([6,243];10.94) ([7,13];9.86)

Table 3 shows that the running time of δPh is smaller than that of τIlst. By
comparing the ratios of information in N-glycans to that in all-glycans, c is more
influent to compute the distances than other information and more influent to
compute δPh than to compute τIlst for N-glycans and all-glycans. By comparing
the ratios of information in CSLOGS to that in dblp−, the average values of d
and λ are more influent to compute the distances for CSLOGS and dblp−.

Figure 3 illustrates the distribution of δPh (dashed line) and τIlst (solid line)
for pairs of caterpillars in N-glycans, all-glycans, CSLOGS and dblp−. Here, the
x-axis is the value of the distance and the y-axis is the percentage of pairs with
the distance pointed by the x-axis. We divide the distributions of CSLOGS and
dblp− into detailed three graphs for distances from 0 to 20, from 20 to 100 and
from 100 to 500 for CSLOGS and distances from 0 to 10, from 10 to 100 and
from 100 to 300 for dblp−, because almost pairs have small distances.

Table 3. The running time (msec.) to compute δPh and τIlst for the caterpillars in
N-glycans, all-glycans, CSLOGS and the selected 50,000 caterpillars from dblp.

Dataset #cat (c) δPh τIlst τIlst/δPh

N-glycans 514 300 6,035 20.12

all-glycans 8,005 53,170 718,807 13.53

CSLOGS 41,592 3,674,530 25,511,072 6.94

dblp− 50,000 11,496,570 144,162,902 12.54
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Table 4 illustrates the maximum and the peak values of δPh and τIlst in Fig. 3
and the percentage of the number of pairs with the peak values for N-glycans,
all-glycans, CSLOGS and dblp−. All the minimum values are 0.

Figure 3 and Table 4 show that both distributions for N-glycans and all-
glycans are not similar but near to normal distributions. On the other hand,
both distributions for CSLOGS and dblp− are similar and almost pairs of cater-
pillars have small distances, but there exist pairs having a large distance.
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Fig. 3. The distribution of δPh and τIlst in N-glycans, all-glycans, CSLOGS and dblp−.

Figure 4 illustrates the scatter charts between the number of pairs of cater-
pillars with τIlst pointed at the x-axis and that with δPh pointed at the y-axis
for N-glycans, all-glycans, CSLOGS and dblp− and their correlation coefficients.
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Table 4. The maximum and the peak values in Fig. 3 and the percentage of the number
of pairs with the peak value of δPh and τIlst.

N-glycans all-glycans CSLOGS dblp−

Max. Peak % Max. Peak % Max. Peak % Max. Peak %

δPh 12 4 28.19 28 3 33.37 775 4 16.46 274 1 28.88

τIlst 16 5 19.20 29 4 18.58 486 4 15.77 240 1 35.62
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Fig. 4. The scatter charts between the number of pairs of caterpillars for N-glycans,
all-glycans, CSLOGS and dblp− and their correlation coefficients (cc).

Figure 4 shows that, for N-glycans and all-glycans, δPh and τIlst are incom-
parable not only in theoretical by Theorem6 but also in experimental. On the
other hand, for CSLOGS and dblp−, δPh and τIlst are much relative with high
correlation coefficients in experimental. The reason is that (1) the average height
is very low and then the difference between the number of leaves and that of
nodes is very small so that no pairs such that δPh � τIlst in both data exist, (2)
the labels of the roots are almost same so that no pairs such that δPh � τIlst in
dblp− exist and (3) the labels of almost leaves are different when the labels of
the roots are different so that no pairs such that δPh � τIlst in CSLOGS exist.

Fig. 5. Caterpillars such that δPh � τIlst and δPh � τIlst.
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Figure 5 illustrates caterpillars in N-glycans such that δPh � τIlst and δPh �
τIlst. Here, it holds that δPh(C1, C2) = 2 but τIlst(C1, C2) = τTai(C1, C2) =
5, and τIlst(C3, C4) = τTai(C3, C4) = 1 but δPh(C3, C4) = 8. Concerned with
Theorem 6, the pairs of caterpillars such that δPh � τIlst tend to have the small
number of leaves in contrast to the number of nodes. Also the pairs of caterpillars
such that δPh � τIlst tend to be almost isomorphic and either the labels near to
the root are different or a node in a caterpillar is inserted to another caterpillar.

5 Conclusion and Future Works

In this paper, we have introduced the path histogram distance and shown that
it is a metric, linear-time computable and an incomparable metric with the edit
distance and its variations. We have given experimental results of comparing the
path histogram distance with the isolated-subtree distance for caterpillars.

Since it is possible to compute the edit distance for caterpillars efficiently, it
is a future work to design the algorithm of computing it. Also it is an important
future work to extend the idea of this paper to non-caterpillar trees and introduce
an incomparable metric to the edit distance between trees if possible.

Acknowledgment. The authors would like to thank anonymous referees of ACIIDS
’18 for valuable comments to revise the submitted version of this paper.
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Abstract. Dementia has become a social problem in the aging society of
advanced countries. Currently, 46.8 million people have dementia worldwide,
and that figure is predicted to increase threefold to 130 million people by 2050.
Alzheimer’s disease (AD) is the most common form of dementia. The cost of
care for AD patients in 2015 was 818 billion US dollars and is expected to
increase dramatically in the future, due to the increasing number of patients as a
result of the aging society. However, it is still very difficult to cure AD; thus, the
detection of AD is crucial. This study proposes the use of machine learning to
detect AD using brain image data, with the goal of reducing the cost of diag-
nosing and caring for AD patients. Most machine learning algorithms rely on
good feature representations, which are commonly obtained manually and
require domain experts to provide guidance. Feature extraction is a
time-consuming and labor-intensive task. In contrast, the 3D Convolutional
Neural Network (3DCNN) automatically learns feature representation from
images and is not greatly affected by image processing. However, the perfor-
mance of CNN depends on its layer architecture. This study proposes a novel
3DCNN architecture for MRI image diagnosis of AD.

Keywords: Alzheimer’s disease diagnosis � 3D Convolutional Neural Network
Deep residual network � Image processing � Machine learning

1 Introduction

1.1 Research Background

Dementia, a disease involving cognitive impairment and memory disorder, has become
a social problem within the aging society of advanced countries. Currently, 46.8
million people suffer from dementia worldwide, and that figure is predicted to increase
threefold to 130 million people by 2050 [14]. Alzheimer’s disease (AD) is a pro-
gressive brain disorder and the most common case of dementia in late life. Seventy
percent of dementia cases are AD. AD leads to the death of nerve cells and tissue loss
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throughout the brain, and thus dramatically reduces the brain volume with time and
affects most of its functions [14]. Although we understand AD better than ever before,
means of preventing or curing AD are still unavailable. Alzheimer’s medications
currently being developed suppress progression of the disease. Therefore, early
detection is crucial. However, the current method of diagnosis is burdensome to
medical institutions and patients, since it involves three steps: interview, examination,
and testing. The cost of care for AD patients in 2015 was 818 billion US dollars and is
expected to increase dramatically in the future, due to the increasing number of patients
as a result of the aging society.

1.2 Purpose

To reduce the cost of care for AD patients, the introduction of computer-supported
systems is important. AD causes loss of nerve cells due to the accumulation of
β-amyloid peptide in the brain; symptoms usually begin with mild memory impairment
and turn into severe brain injury within several years. The AD neurodegenerative
process gradually affects different brain functions; thus, imaging such as Single Emis-
sion Computerized Tomography (SPECT) and Positron Emission Tomography
(PET) are widely used in computer-aided diagnosis (CAD) systems. However, machine
learning, learning from data, gives computers the ability to learn without being explicitly
programmed. Given sufficient training samples, machine learning builds a predictive
model from data, and the learned model can make predictions for subsegment unseen
data. Consequently, this study proposes the use of machine learning along with brain
image data to construct a detection model for AD in an effort to reduce the burden of
medical institutions and patients, and to reduce the cost of caring for AD patients.

In machine learning, each data sample should be represented as a feature vector;
therefore, many studies have proposed the extraction of various features from 3D
images of magnetic resonance imaging (MRI) and then classification of obtained
vectors. However, the qualities of the extracted feature vectors depend on image pre-
processing due to registration errors and noise; hence, domain knowledge is required to
extract discriminative features. Hosseini-Asl et al. [12] applied the 3D Convolutional
Neural Network (3DCNN) with nine layers for AD diagnosis in an effort to tackle this
problem. However, the performance of CNN is highly dependent on its layer archi-
tecture. It is expected that higher classification accuracy can be obtained using a more
suitable layer structure for MRI images. In this study, we propose a novel 3DCNN
architecture for MRI image diagnosis of AD.

2 Related Work

2.1 Convolutional Neural Network

The convolutional neural network (CNN) is a feed-forward artificial neural network in
which individual neurons are arranged to correspond with the visual cortex. CNN is
influenced by biological processing, and a multilayer perceptron was designed to
perform with comparatively less preprocessing. The network learns a filter that extracts
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the feature from the input data used by the last classification layer. The advantage of
CNN is that it considers feature learning and classification model simultaneously. The
performance of CNN depends greatly on the architecture of the layer and the settings of
the filters; thus, many researchers have focused on devising novel architectures to
improve performance.

LeCun et al. proposed the first successful application of convolutional networks,
known as LeNet5, for handwritten digits and character recognition [2]. LeNet5 is
comprised of seven layers, and the input is a 32 × 32 pixel image. LeNet5 consists of
two convolutional layers, two sub-sampling layers, and two fully connected (FC) lay-
ers. Krizhevsky et al. proposed a CNN architecture known as AlexNet [3], which was
the first work to popularize convolutional networks in computer vision. AlexNet was
submitted to the ImageNet Large-Scale Visual Recognition Challenge (ILSVRC) 2012
and significantly outperformed the second runner-up. The input image is 224 × 224
with three color channels. Its structure is deeper and larger than that of LeNet 5, and the
convolutional layer and the max-pooling layer are alternately followed. Zeiler et al.
proposed an improved architecture of AlexNet by tweaking the architecture hyperpa-
rameters, expanding the size of the middle convolutional layers, and decreasing the
stride and filter on the first layer [4]. Simonyan and Zisserman demonstrated that the
depth of the network is a critical component for good performance; they proposed a
best network with 16 CONV/FC layers and featured an extremely homogeneous
architecture that performs only 3 × 3 convolutions and 2 × 2 pooling from the
beginning to the end [7]. Szegedy et al. proposed a deep CNN architecture known as
Inception, which was responsible for setting the new state of the art for classification
and detection in the ILSVRC 2014 [8]. The Inception module reduces the number of
parameters in the network. Additionally, they used an average pooling layer instead of
FC layers at the top of the ConvNet, eliminating many parameters that do not seem to
matter much. He et al. proposed a residual learning framework (ResNet) to ease the
training of networks that are substantially deeper than those used previously [9].
ResNet makes it easier to optimize by learning the residual function with reference to
layer input instead of learning unreferenced functions.

2.2 Alzheimer’s Disease Diagonois by Machine Learning

It is necessary to extract feature vectors from 3D images of MRI in machine learning
for AD diagnosis. Since the result of machine learning depends on the extracted feature
vectors, various approaches for feature extraction have been proposed over the last
decade.

Liu et al. used multiple selected templates to extract multiview feature representa-
tions for subjects, and clustered subjects within a specific class into several subclasses in
each view space [10]. They used ensemble learning based on a support vector machine
(SVM). Suk et al. proposed a deep-learning-based feature representation with a stacked
auto-encoder that uses multi-task and multi-kernel SVM learning as the learning method
[11]. However, qualities of the extracted features depend on image preprocessing due to
registration errors and noise; hence, domain knowledge is crucial in extracting
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discriminative features. Obtaining hand-crafted features is labor-intensive and time-
consuming; more importantly, hand-crafted features normally do not generalize well.
Therefore, this study proposes the use of deep learning to obtain features from data.

Hosseini-Asl et al. applied 3DCNN with nine layers for MRI diagnosis of AD.
However, as mentioned in Sect. 2.1, the performance of CNN depends greatly on its
layer structure [12]. Since a 3D image typically has more features than a 2D image, a
simple 3DCNN architecture of nine layers is insufficient for 3D images. Therefore, we
propose a novel 3DCNN architecture for AD diagnosis.

3 Method

The proposed method first preprocesses the MRI image of the data set, then learns the
data set using 3DCNNResNet, and finally classifies the test data using the last learned
model.

This study proposes a novel 3DCNN architecture and applies the proposed archi-
tecture to MRI images. The training images have different sizes and different numbers
of slices; therefore, we preprocess the images to rescale them to the same size. Once the
training process is completed, we can use the learned model to make predictions based
on test data.

3.1 Problem Specification

Let I ¼ i 1ð Þ; . . .; i Ij j
� �

be a set of MRI brain images. Given images i 2 I, the goal is to
diagnose the patient’s class. The number of outcomes could be 2 to 4, depending on the
diagnosis result. We can transform the problem into a machine-learning problem.
In CNN, there is no preprocessing to extract the feature vectors from the images; the
goal is to learn a scoring function f : I ! y, where y is the patient’s class.

3.2 Preprocessing

In the preprocessing phase, we resize the images so that they are the same size. Samples
of MRI images are presented in Fig. 1. The image size is changed from
256 × 256 × 166 to 96 × 96 × 64 after image resizing.

Fig. 1. 3-way orthogonal images of a 3D neuro image of MRI
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3.3 3D Convolutional Neural Network

In 2D CNNs, convolutions are applied on the 2D feature maps to compute features
from the spatial dimensions only. However, since the MRI image is a 3D image and
there is a spatial relationship in the image, we propose convolution using a cubic filter
from each layer of the 3D image. Convolution of 3DCNN is illustrated in Fig. 2.

3.4 Our Proposed Architecture

Our proposed architecture is based on ResNet, which learns the residual function with
reference to the layer input instead of learning a non-referenced function to make
optimization easier. If we define the objective function of learning as H xð Þ, then the
difference from the input is F xð Þ ¼ H xð Þ � x, and the objective function is redefined as
H xð Þ ¼ F xð Þþ x. That is, the sum of the current convolutional layer’s output and the
previous convolutional layer’s output is the input of the next convolutional layer.

The proposed architecture uses plain architecture for the residual learning model.
Plain architecture uses two 3 × 3 × 3 kernel convolutional layers in one residual block
(Fig. 3). The proposed network is comprised of 36 convolutional layers, 1 dropout
layer, 1 average-pooling layer, and 1 FC layer. We perform down-sampling directly by
convolutional layers that have a stride of 2. We then perform regularization by the
dropout layer [5], which prevents over-fitting, by removing some of the nodes in the
layer. Our proposed network removes 50% of the nodes. Finally, the network ends with
a global average pooling layer and an FC layer with softmax. The architecture of the
entire proposed network is presented in Fig. 4, and details of each layer are listed in
Table 1.

Fig. 2. Simplified figure of 3D convolutional layer
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Fig. 3. Plain architecture of the proposed network. The shortcut connection sets the sum of two
convolutional layers to the next input.

Fig. 4. Our proposed network architecture. The network is comprised of 36 convolutional
layers, 1 dropout layer, 1 average pooling layer, and 1 FC layer.
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4 Experiments

We obtained an experiment data set for AD diagnosis from the Alzheimer’s Disease
Neuroimaging Initiative (ADNI) database. The data set consists of 574 normal cog-
nitive (NC), 450 mild cognitive intensive (MCI), 358 late MCI, and 346 AD, for a total
of 1728 MRI images. Details of the data set are presented in Table 2. We compared
five learning models in four classification tasks: two-class classification (NC/AD,
NC/MCI), three-class classification (NC/MCI/AD), and four-class classification
(NC/MCI/LMCI/AD). Evaluation experiments were conducted by dividing 90% of the
data set into training data and 10% into test data. The results of the experiment are
presented in Table 3 and Fig. 5.

5 Discussion

5.1 Discussion of Learning Models

Results of the experiment indicated that our proposed model had the highest classifi-
cation accuracy among learning models. Comparison of the learning models of
3DCNN and SVM indicated that the accuracy of SVM is high in two-class

Table 1. Parameters of each layer of our proposed architecture

Layer name Output size Our proposed architecture

conv_1 48 × 48 × 32 5� 5� 5; 16
stride2

conv_2 24 × 24 × 16 3� 3� 3; 16
3� 3� 3; 16

� �
� 3

conv_3 12 × 12 × 8 3� 3� 3; 32
3� 3� 3; 32

� �
� 4

conv_4 6 × 6 × 4 3� 3� 3; 64
3� 3� 3; 64

� �
� 6

conv_5 3 × 3×2 3� 3� 3; 128
3� 3� 3; 128

� �
� 4

Dropout layer 3 × 3 × 2 Remove 70% nodes
Average pooling layer 1 × 1 × 1 Average pooling 3� 3� 2
Fully connected layer 128 → class

Table 2. Dataset summary

Normal
(NC)

Mild cognitive impairment
(MCI)

Late MCI
(LMCI)

AD

Number of
subjects

574 450 358 346

Male/female 291/283 272/178 258/100 181/165
Patient age 77.02 76.23 75.07 75.94
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classification and that the classification accuracy of 3DCNN is high in three-class
classification. This is because SVM is suitable for two-class classification but not for
multi-class classification.

5.2 Discussion of 3DCNN Architecture

Comparison of the 3DCNN architectures indicates that our proposed architecture has
the highest accuracy in all classification tasks. 3DCNN accuracy differs greatly
depending on the architecture. Although the deeper architecture tends to have higher
accuracy, our proposed architecture with 39 layers has higher accuracy than ResNet-51
with 52 layers. It is assumed that this is because as the layer becomes deeper, the
backward parameter of each convolutional layer is multiplied and the extracted feature
amount of the previous layer disappears. Residual connection prevents disappearance
of feature amount by adding the feature amount extracted in the previous layer to the
feature amount extracted in the next layer. However, when the depth exceeds a certain
value, the disappearance of the feature goes beyond the capacity of the residual con-
nection, and accuracy begins to decrease.

Table 3. Experiment results of each learning model for four classification tasks

2class
(NC/AD)

2class
(NC/MCI)

3class
(NC/MCI/AD)

4class Learning model Number of
layers

Liu et al. 0.91 0.77 0.54 NA SVM
Hosseini-Asl et al.
architecture

0.76 0.74 0.57 0.43 3D Convolutional
Neural Network

9

VGGNet 0.63 0.59 0.61 0.52 16
ResNet-50 0.81 0.78 0.67 0.61 51

Our propose
architecture

0.94 0.90 0.87 0.66 39

Fig. 5. Experiment results of each learning models for four classification tasks
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6 Conclusion and Future Work

In this study, we proposed a novel 3D CNN architecture for AD diagnosis. In related
research, only a simple 3DCNN architecture was used, whereas our proposed archi-
tecture used residual connection to prevent feature loss and make deeper architecture
applicable to the MRI image. Experiments conducted to verify the accuracy of our
proposed architecture confirmed that the performance of 3DCNN depends greatly on
architecture, and our proposed architecture had the highest accuracy. However, in this
study, due to the capacity of GPU memory, it was necessary to make the image smaller
by resizing. It is assumed that resizing results in loss of information. Our proposed
architecture with 39 layers has higher accuracy than ResNet-51 with 52 layers. It is
assumed that as the layer becomes deeper, the backward parameter of each convolu-
tional layer is multiplied and the extracted feature amount of the previous layer dis-
appears. In the future, we will conduct experiments to investigate the effect of image
resizing in the preprocessing stage, and experiment to make deeper architecture
applicable using an architecture with denser residual connection.
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Abstract. The application scenario investigated in the paper is the
bank credit scoring based on a Gradient Boosting classifier. It is shown
how one may exploit hyperparameter optimization based on the Bayesian
Optimization paradigm. All the evaluated methods are based on the
Gaussian Process model, but differ in terms of the kernel and the acqui-
sition function. The main purpose of the research presented herein is to
confirm experimentally that it is reasonable to tune both the kernel func-
tion and the acquisition function in order to optimize Bayesian Gradient
Boosting hyperparameters. Moreover, the paper provides results indicat-
ing that, at least in the investigated application scenario, the superiority
of some of the evaluated Bayesian Optimization methods over others
strongly depends on the amount of the optimization budget.

Keywords: Binary classification · Gradient Boosting
Hyperparameters · Bayesian Optimization · Gaussian Process
Kernel function · Acquisition function · Bank credit scoring

1 Introduction

Until quite recently, automatic hyperparameter optimization was not widely
regarded as a mainstream area of the machine learning research [1]. Careful
tuning of hyperparameters of machine learning models was frequently consid-
ered as unavoidable black art – requiring expert experience, rules of thumb, or
brute-force search [2,3]. However, in the recent years, a significant progress has
been achieved in the field of the research on automatic hyperparameter opti-
mization methods (sometimes referred to as automatic machine learning [4]) –
especially on methods based on the Bayesian Optimization (BO) paradigm and
the Gaussian Process modelling principle [4].

Despite this progress, grid search and randomized search are still the most
popular methods for non-manual tuning of machine learning algorithms [3,4].
Therefore, one may infer that even the state-of-the-art hyperparameter opti-
mization methods need deeper, empirical investigation – in particular as far as
their applicability in domain-specific scenarios are concerned.
c© Springer International Publishing AG, part of Springer Nature 2018
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2 Related Work

Very recently, a paper has been published that focuses on Bayesian hyper-
parameter optimization of a Gradient Boosting (GB) classifier for credit scoring
[3]. Authors of [3] presented results that has served as the main starting point
for the research presented herein; the author of this paper acknowledges a strong
correspondence between his research and the research presented in [3]. On the
other hand, the author of this paper, suggests that a stronger evidence should be
provided in order to justify the application of a Tree Parzen Estimator (TPE)
as means for optimization of GB hyperparameters. As indicated in [4] and in [3],
although TPE addresses the need for so-called conditional parameter spaces (for
the case of which GPs are not immediately suitable), exploiting this property
requires availability of a useful definition of such conditional spaces – one that
is truly suitable for solving the given optimization problem.

Nearly the whole literature on successful applications of GB refers to the case
corresponding to A = 1 (i.e. to the case of using the regression tree as the base
learner for the ensemble model of GB) [3,5]. For this reason the “mainstream”
approach to BO that does not require an explicit definition of any conditional
relation between any hyperparameter subspaces [2,4] has been followed in the
research presented in this paper.

3 Bayesian Optimization Problem

As presented in many papers, e.g. in [4], mathematically, the Bayesian Optimiza-
tion problem may be expressed as finding a global maximizer of an unknown
objective function f :

x� = arg max
x∈X

f(x) (1)

where X is some design space of interest.
Applying Gaussian Process (GP) regression is widely regarded as the state-of-

the-art method for iterative update of an unknown objective function f model
under the assumption that functions f1:n are jointly Gaussian and that the
observations y1:n are normally distributed given f , resulting in the model:

f | X ∼ N (m,K) (2)

y | f , σ2 ∼ N (f , σ2I) (3)

where the elements of the mean vector are:

mi = μ0(xi) (4)

and the elements of the covariance matrix are:

Ki,j = k(xi, xj). (5)



Kernel and Acquisition Function Setup for BO of GB Hyperparameters 299

4 Research Motivation

The literature relevant to the main research problem investigated in this paper,
indicates that the leading BO methods, although basically being applied in order
to “take the human out of the loop”, have their own hyperparameters [2–4,6].
Therefore, an important question arises: is the practical advantage from using the
modern BO methods for automatic hyperparameter optimization significantly
dependent on configuration of these methods?

The key elements of the configuration of any of the leading BO methods are:
the kernel function type, the kernel function parameters (such as the “width”
coefficient or coefficients), the acquisition function type and the value of the
acquisition function coefficient that determines the fundamental “exploration vs
exploitation” trade-off [2,4]. The research presented in this paper focuses on
experimental evaluation of the impact that these elements of the BO algorithm
configuration have on the quality of fully automatic bank credit scoring based
on Gradient Boosting.

Despite the popularity of GB as a “universal” classification algorithm, alter-
native approaches have been proposed as means for more specialized binary
classification tasks, such as those based on the tensor data processing paradigm
[7]. Such approaches seem to form an especially interesting new area of research
on domain-specific applications of the Bayesian hyper-parameter optimization
methods.

5 Scope of the Experimentation

The experiments presented herein involved application of the kernel and acqui-
sition functions that have been already recognized as useful in many BO appli-
cation scenarios [2,4].

5.1 Kernel Functions Under Evaluation

As stressed by authors of many papers on BO and GP, including [2,4,8], in GP
regression, the kernel function “dictates the structure of the response functions
we can fit” [4]. Therefore, it seems to be important to include different types of
kernel function in experimental evaluation of the practical value of BO methods.

The RBF kernel, known also as the squared exponential kernel, is one of the
most popular choices for GP regression within the BO literature [4,9]. It has the
form of the function:

ksq−exp(x,x′) = θ20 exp(−1/2r2), (6)

where
r2 = (x − x′)T Λ(x − x′) (7)

and Λ is a diagonal matrix of d squared length scale parameters θi
2. The first of

these parameters, θ1
2, determines the amount by which the locality influences
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the covariance, while the following parameters θ1...d
2 determine the so-called

smoothness of the kernel with respect to each dimension of the input. Often
they are set to the same value (e.g. to 1), resulting in a isotropic (spherical)
kernel [9], as in the case of the experiments presented in this paper.

As the RBF kernel is infinitely differentiable, its smootheness (more precisely:
the smootheness of sample functions of this covariance function) is sometimes
regarded as too high for BO applications [2,4]. For this reason, in the BO liter-
ature, another type of kernel functions is presented as more suitable for solving
practical optimization problems – the family of the Matérn kernel functions:

kMatérn1(x,x′) = θ20 exp(−r)

kMatérn3(x,x′) = θ20 exp(−
√

3r)(1 +
√

3r)

kMatérn5(x,x′) = θ20 exp(−
√

5r)
(
1+

√
5r +

5
3
r2

)
. (8)

The Matérn kernel is a generalization of the RBF kernel. It has an additional
parameter ν that controls the smoothness of the resulting function. In particular,
the Matérn 3/2 kernel (i.e. the Matérn kernel of ν = 3/2) is once differentiable
while the Matérn 5/2 (ν = 5/2) is twice differentiable. As far as differentiability
is concerned, the Matérn 5/2 may be regarded as the most similar to the RBF
kernel. The use of the Matérn 5/2 as the default kernel function for BO, originally
proposed in [2], is now widespread in the BO literature [4,6].

It should be noted that using values of ν outside the (0.5, 1.5, 2.5, inf) set
leads to a considerably higher (approximately ten times higher) computational
cost, since it requires evaluation of a modified Bessel function. For this reason,
only the selected values of ν are considered useful in practical BO application
scenarios – including the one investigated herein.

5.2 Acquisition Functions Under Evaluation

Apart form the kernel function selection, the choice of the acquisition function
is widely regarded as the most important factor influencing the practical value
of BO [2,4]. Any acquisition function is conditioned on the set of observations
denoted by Dn = {(xi, yi)}n

i=1 and is used for evaluation of an arbitrary test
point x.

Probability of Improvement. As presented in [4], one of the “classic” propos-
als of a BO acquisition function, probability of improvement (PI) [10], measures
the probability that the evaluation of the point x will lead to an improvement
upon τ :

αPI(x;Dn) := P[v > τ ] = Φ

(
μn(x) − τ

σn(x)

)
, (9)

where Φ is the standard normal cumulative distribution function. In general,
the PI heuristics is regarded as strongly favouring exploitation over exploration
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[2,4]. To the knowledge of the author, there are two main ways of defining the
PI function. The more popular one may be found e.g. in [2,4] and follows the
assumption that τ = f(argmaxxn

f(xn)). The more general one introduces an
additional parameter ξ [9] that controls the trade-off between preferring higher
posterior mean and preferring higher posterior variance:

τ = f(argmaxxn
f(xn)) + ξ. (10)

However, as the majority of the literature on BO for hyperparameter optimiza-
tion follows the simpler way of defining the PI function (i.e. the first one), in the
experiments presented herein, the value of ξ has been set to zero.

Expected Improvement. Let Φ denote the standard normal cumulative dis-
tribution function. As proposed in [11], a BO acquisition function may be defined
as the expectation of the improvement:

αEI(x;Dn) := E[max{0, f(x) − f(argmaxxn
f(xn)) − ξ}] =

= (μn(x) − f(argmaxxn
f(xn)) − ξ) Φ

(
μn(x) − f(argmaxxn

f(xn)) − ξ

σn(x)

)

+ σn(x)φ
(

μn(x) − f(argmaxxn
f(xn)) − ξ

σn(x)

)
.

(11)

Analogically to the above-specified definition of PI function, the value of the
ξ variable of the EI function, has been set to zero.

Upper Confidence Bound. Another popular way of “negotiating” exploration
and exploitation of BO is the upper confidence bound (UCB) criterion [12] which
is referred to as being “optimistic in the face of uncertainty” [4]. The “optimism”
of (UCB) may indeed be seen in the way the variance component (i.e. σn) is used
to linearly trade exploration for exploitation:

αUCB(x;Dn) := μn(x) + βnσn(x). (12)

Obviously, tuning the hyperparameter βn may lead to a performance boost.
Therefore in the experiments presented herein, two values of different orders of
magnitude have been used: 1 an 10.

6 Evaluation Methodology

For the purpose of the comparability with the very recent results presented in
[3], the results of the classification quality evaluation presented in this paper
are expressed using the accuracy metric [1,3]. However, in order to “simulate” a
real-world application scenario – in which typically a single data set is used – the
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research presented herein involves the use of a single data set – the German data
set, which is the most widely referenced bank credit scoring data set [13–17].

For the sake of the results comparability, in the experiments presented in this
paper, the same hyperparameter space was used as this used by the authors of
[3], although some practitioners may find it as too narrow. This space, specified
in accordance to the XGBoost parameters names was: ‘min child weight’: (0, 4),
‘colsample bytree’: (0.9, 1), ‘max depth’: (1, 12), ‘subsample’: (0.9, 1), ‘gamma’:
(0, 0.01), ‘max delta step’: (0,1). As in the case of any of the widely-referenced
BO method based on GP modeling, all the hyperparameters including integer
ones – were treated as continuous variables. Also for the sake of the comparability
of the results with those presented in [3], the same prediction quality evaluation
measure (i.e. accuracy) has been used.

In accordance with the common practice followed by the authors of [3,18],
the value of the training ratio (determining the training/testing set partitioning)
has been set to 0.8. The experiments have been repeated 20 times to provide
appropriately reliable results (although obtaining them using a desktop com-
puter required more than 200 computation hours). Finally, the results of the
unit experiments have been averaged to alleviate the impact of the data set par-
titioning randomization. As in the typical case of a BO experiment, the training
set and the testing set of the supervised learning system (being iteratively opti-
mized by the BO system) remains the same (during the sequence of function
evaluations constituting the unit experiment), and the function f is calculated
using both the training set and the testing set of the supervised learning system.
While the author is aware of the availability of other (newer and larger) data
sets, the experiments presented herein were performed with the use of the Ger-
man data set only. This assumption was made because the German data set is
definitely the most widely referenced bank credit scoring data set and because
the total time of all the repeated experiments was very long, even despite using
a single data set.

7 Results of the Experiments

To the author’s opinion, in many real-world application cases, the ability of
obtaining a configuration of hyperparameters resulting in a ‘close-to-optimal’
quality in a small number of function evaluations may be as important as the
ability of finding the optimal configuration in the (specified a priori) total number
of iterations. Clearly, it may be the case when an optimized classifier is being
used before the optimization process is completed. From this perspective, the
assumption of presenting only the final results of the BO procedure (results
obtained after 100 iterations) that was made by the authors of [3] seems to be
only partially justified.

Figure 1 presents all the per-iteration results of the random search algorithm
application together with the corresponding results of the two selected BO algo-
rithms: ‘BO-Matérn(2.5)-UCB(1.0)’ and ‘BO-Matérn(2.5)-UCB(10.0)’. These
two algorithms are based on the combination of the kernel function (Matérn
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Fig. 1. The advantage of an effectively tuned Bayesian Optimization algorithm over
the random search algorithm.

5/2) and the acquisition function type (UCB) that is widely regarded as highly
effective [2,4]. It may be seen that applying BO algorithm that is appropriately
strongly “oriented on the exploration” (in the case of the UCB – having the
βn parameter set to an appropriately high value) enabled achieving an improve-
ment of the classification accuracy at a lower number of function evaluations
(i.e. BO algorithm iterations) than the number necessary for obtaining a sim-
ilar result while using the random search algorithm. It is worth pointing out
that the maximum accuracy values presented in the Fig. 1 are even higher than
those reported in [3]. From this perspective, the very small differences between
the accuracy levels of the three algorithms observed after 45 (or even after 32
iterations) may be considered neglectable. In consequence, the ostensible supe-
riority of the random search may also be considered neglectable. Moreover, it
should be taken into consideration that the Fig. 1 presents maxima observed for
each algorithm and for given number of already performed function evaluations,
rather than the outcome of the given function evaluation. It is worth mention-
ing that it is likely that the performance of the evaluated BO algorithms would
increase if some form of Markov Chain Monte Carlo had been used as means
for the so-called marginalization of the hyperparameters of the kernels (not to
be confused with GB hyperparameters) [2]. Such an extension of the “classical”
approach (based solely on the likelihood maximization) could probably prevent
the BO algorithm from behaving in a way similar to this of an optimizer being
stuck in a local optimum.
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Fig. 2. The impact of the kernel function selection on the performance of the selected
Bayesian Optimization algorithms.

Figure 2 presents the best algorithm configurations for each of the evaluated
kernel functions – across the first 32 function evaluations (the most important
from the practical point of view). The content of the Fig. 2 confirms the supe-
riority of the Matérn 5/2 kernel (i.e. this of ν = 2.5), over the RBF kernel and
the high potential of the UCB acquisition function – both observations being
reported in [2,4]. However, the surprisingly low effectiveness of both the ‘BO-
Matérn(2.5)-UCB(1.0)’ and the ‘BO-RBF(1.0)-UCB(10.0)’ algorithms indicates
that the selection of the kernel function should be integrated with the acquisition
function tuning.

It should be taken into consideration that in contrast to the results presented
in [3] the results presented herein have been obtained as a result of 20 repetitions
performed in the experimental scenario involving the use of a single data set only
(due to the lengthy experiments repetitions and the paper’s page limit).

8 Conclusions

As shown in the paper, an appropriate application of the state-of-the-art BO
methods may reduce the number of the hyperparameter optimization algorithm
iterations required to achieve the accuracy of classification (based on the GB
algorithm) that is close to the optimum. The results presented in the paper
indicate also that, in order to obtain a high hyperparameter optimization per-
formance, one should consider the use of the state-of-the-art kernel function –
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the Matérn kernel – together with the “optimistic” UCB acquisition function.
Another practically useful observation from the results reported in this paper is
the general importance of integrated tuning of both the kernel function and the
acquisition function.

To the author’s best knowledge, the paper provides results of the first exper-
imental evaluation of the applicability of the state-of-the-art hyperparameter
optimization methods to a bank credit scoring system configuration. These
results may be especially helpful for anyone working on tuning hyperparame-
ters of a bank credit scoring system based on the GB algorithm - an algorithm
that has been popularized by numerous winning solutions of Kaggle competi-
tions – known as frequently based on the XGBoost implementation of the GB
algorithm [5].
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Abstract. With an objective of discovering compact features of unlabeled time
series data and assessing the performance of grouping homogeneous patterns,
this paper thus propose a mathematical modeling that could be capable of the
general problem of multi-label time series clustering with high accuracy and
reliability. The proposed method is an extension of original Kalman Filter
algorithm that offers its main advantages by handling the complex characteristic
of time series including: noise, temporal dynamics, correlation, time-lags, and
harmonics. Consequently, the vital low-rank features extracted from the pro-
posed approach have benefit properties including comprehensible, interpretable
and visualizable that boost clustering quality. The experimental result on
real-world dataset is presented to verify the contributions of the proposed
method via improving significant performance compared with well-known
competitors in both terms of its effectiveness and scalability.

Keywords: Time series � Clustering � Kalman Filter
Expectation-maximization � Feature extraction � Data mining � K-mean

1 Introduction

Research on time series clustering has been considered as challenges issue in data
mining due to its effectiveness in providing useful information in many high-impact
applications, ranging from biology recognition such as microarray time series clus-
tering, gene expression data learning for functional group or functionally related genes
identifications, climate data, environment, finance, medicine, speech/voice/gesture
recognition, art/entertainment or biomedical signals and so on [1–6]. Clustering is a
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solution of unsupervised learning techniques for grouping similar patterns together
without any early knowledge [4]. In particular, a set of unlabeled time series is grouped
into the same cluster if those patterns share the same strongly similarity structures each
other within the group, and otherwise. Such ubiquitous applications, it’s worth
exploring on time series data to model, process and discover useful knowledge for
clustering problem.

With the evolving of data storage increasingly and processors as well, real-world
phenomena in time series data maintains the complex characteristics due to itself
recording mechanism, such as large amount of noise, temporal dynamics, high cor-
relation among multiple time series, time-lags, and harmonics. In particular, noise in
time series is frequently occurring because of quality of measurement recording or
transferring [9]. Temporal dynamics, or known as smoothness characteristic, referrers
to characterizing the trend of time series exhibited via the movement of each time
points. In other words, the evolving behaviors among the neighbors’ time ticks points
out particular trend of time sequence that derived in different temporal dynamics among
the time sequences [9–11]. Temporal components therefore play an important role in
clustering of time series whereby sharing the same dynamics, an illustration of tem-
poral dynamics and correlations is shown in Fig. 1(a). Another property in time series
often considered is time-lags. Figure 2(a) shows an intuitive example: given a time
series 2 deriving from sin function with period of 150, a time series 1 is time-lag of 1,
time series 3 is nearby frequency with signal 2. Time-shift is late phase in time between
two time sequences. With different lags of signal 1, nearby frequency of signal 3
compared with signal 2, but they are expected to be clustered into the same group as the
Fig. 2 presented. The last characteristic we mentioned as above is harmonics which
combines two frequencies with different periods is presented. Those signals are also
expected to detect and groups into a cluster together which shared the similarity
characteristic of periodicities and frequencies. For instance from Fig. 2(b), time series 4
and 5 are expected to fall into the same cluster.

Fig. 1. (a) An illustration about temporal dynamics and correlations characteristics (b) Math-
ematical modeling of the proposed method
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In order to mining such time series clustering efficiently, variety of approaches has
been developed to identify structure of similar/different patterns which is classified into
one of three major categories, namely raw dataset- based clustering directly,
feature-based approaches and model-based algorithms [1]. In this article, we investigate
on features-based approach for mining compact features that handling all main prop-
erties above of time series to extract useful knowledge data for clustering purpose
whereby minimization of the within-group samples similarity and maximization of the
between-group samples dissimilarity.

Revisiting literature methods for feature extraction in unsupervised learning, a very
powerful is known as Principal Component Analysis (PCA) that is valuable in cap-
turing linear correlations among time series [12]. This method derives latent features
successfully in a low-rank representation of the original dataset and then could be
enabling for decision support in clustering mining sequences. However, PCA ignores
temporal evolving trends of patterns due to itself characteristics is not designed to
monitoring the ordering of matrix dimensionality. Features extracted from PCA then
could not be easy to interpret and lead to poor quality in clustering performance.
Alternative feature-based approach is Discrete Fourier Transform (DFT) is also the
popular and widely applied algorithm of clustering category. The mechanism working
of DFT is first to transforms the time series into the frequency domain [13]. Conse-
quently, the more discriminative features extracted of DFT in new space can capture
frequencies in a single time series. Unfortunately, it lacks dynamics discovering.
Another method, named is Linear Predictive Coding Cepstrum (LPCC), also is applied
to discover distinguished features via extracting a few coefficients. Again, this method
meets a drawback for the clustering performance due to its cepstrum features are hard
to interpret. Kalman Filter, also known as Linear Dynamical System has been devel-
oped for time series recognition, especially for forecasting objective [14]. The
advantage of the Kalman Filter is to capture both correlations and temporal smoothness
of the time series. However, as we mentioned, its strongpoint is for prediction. Then the
hidden variables are extracted from Kalman Filter is not suitable for clustering purpose.
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Fig. 2. (a) An illustration time-shift and frequency in close proximity between three time series
1, 2, and 3; (b) An illustration of harmonics grouping of time series 4 and time series 5
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Aside from those above methods, there are two typical methods for time series mining,
called as Euclidean distance, the Dynamic Time Warping [17]. We do not show here
because they are out of our target since their characteristics are not designed for feature
extraction.

With the objective mining features are easy to interpret, enable for visualization and
capture compact information of data for unsupervised learning. In this paper, we
present an automatic feature extraction framework for multi-clusters time series mining
via providing an innovative Kalman Filter-based model algorithm. From this insight,
our goal is to propose a method that can tackle those challenges of time series,
including (1) mining dynamics and capturing correlations across time series; (2) deal-
ing with time-shift effects in which this property should be independent; (3) adapting
nearby frequency and (4) detecting group of harmonics or known as frequencies
mixing problem. Along with dealing those challenges, the contributions will be dis-
tributed into two axes: (1) refining learning mechanism toward transitions and pro-
jection matrix and careful implementing relying on designing model for extract deeper
features helpful in clustering; (2) applying to multiple clusters that can provide an
unsupervised tool in generally that can be easily and broadly adopted by different
applications.

The rest of paper is structured as follows: In Sect. 2, two steps of proposed systems
setup for time series clustering is presented, including feature extraction step and
clustering algorithm. Experimental results and discussion of the proposed system
compared with competitors is given in Sect. 4. The last section presents the summary
of the article and finds out our research works in future.

2 Proposed Method: Low-Rank Feature Extraction

Given an unlabeled dataset of m multidimensional time series X that is formulated as an
ordered sequence of observations with share the same length T, formed as the matrix of
Xm�T , our prime objective is to find a new feature subspace F0 ¼ f1; f2; . . .; fT 0f g
representing a low-dimensional reduction of original dataset F ¼ f1; f2; . . .; fTf g
whereby T 0 � T .

Original Kalman Filter assumes that all observations of time sequences xn are
generated from the series of latent variables zn via projection matrix C or also known as
output matrix, and the hidden variables zn are connected over time ticks throughout the
transition matrix A [9, 10]. The mathematical equations are used to model Kalman
Filter are given as following:

z1 ¼ l0 þx0; znþ 1 ¼ A � zn þxn; xn ¼ C � zn þ en ð1Þ

Where xn, zn denoted for vector of observations and hidden variables at time tick n,
respectively. Transition matrix A captures dynamics of time sequences and will predict
the hidden variables for the next time points with the initialization state of vector l0.
Output matrix C represents the projection matrix that maps the observation to hidden
states at each time tick. In our implementation, matrix C denotes for the features
extracted from the Kalman Filter where each rows represents a time series and column
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implies the number of features. Due to the page limitation, we skip the detail of the
Kalman Filter model, its tutorial can be found in [11, 18]. Our target here is to motivate
to improve the drawback of matrix C since it cannot clearly discovery the character-
istics of the particular series for clustering purpose. Our graphical model is shown in
Fig. 1(b).

At the first step, we motivate to handle the frequency mixing form of latent vari-
ables, which are derived from the Kalman Filter. As mentioned above, each row of
output projection matrix C does not clearly define characteristics of the corresponding
time series. Therefore, each row must be defined in form of more prominent and unique
representation. In our implementation, we work as a step toward identifying stronger
latent variables for each time sequences of Kalman Filter by refining the straight
forward transition matrix A and output projection matrix C. The hidden variables rely
on the eigenvalues of the transition matrix A as shown the Eq. (1). Then, normalization
of the transition matrix A will directly discover the frequency proximity and amplitude
since eigenvalues present the underlying characteristics of time series including
amplitude and frequency mixing. Consequently, in order to discover frequency com-
binations and its mixing weight, we improve Kalman Filter by applying eigen
decomposition on A, shown in Eq. (2).

A ¼ VKV� ð2Þ

Where V denotes for eigenvector and K is the diagonal matrix.
In the case of the projection matrix C of Kalman Filter, we need to compensate to

conduct the matrix of frequency combination from the eigen-dynamics K, given as:

Ch ¼C � V ð3Þ

The frequency proximity is derived as following:

znew0 ¼ V� � l0
znewn ¼ V� � zn ð4Þ

Herein, V maintains conjugate pairs of eigenvalues in K. Therefore, we derived
Eq. (4) as given:

znewn ¼V� � zn ¼ V� � A � zn�1 þ noise

¼ V� � V � K � V� � zn�1 þ noise

¼ Kn�1 � lnew0 þ noise

ð5Þ

xn ¼ Ch � Kn�1 � lnew0 þ noise ð6Þ

As can be seen from Eqs. (5) and (6), the characteristics of time series related to
frequencies and amplitudes are completed defined via the eigenvalues of transition
matrix A. From here, the contribution regarding to frequency combination is found.
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In the next step, we focus on how to eliminate time shift effects. With the
achievement of the frequencies mixing from the matrix above of Ch, each row of this
matrix can be applied directly for clustering performance. Unfortunately, this matrix
fails to identify similar time series due to its time-shift effect. To this end, we need to
take the magnitude of Ch, the same column of the conjugate column of Ch can be
explored. Then, a step of omitting these duplicated columns, the frequency magnitude
matrix is now calculated which shows the strong features and time shift now is handed.

In summary, the proposed method consists of following steps: (a) hidden variables
are first obtained via original Kalman Filter; (b) the eigen-decomposition then is cal-
culated directly from transition matrix A so as to figure out the frequency and
amplitude of hidden variables of step a; (c) the magnitude of the frequency matrix is
formulated in order to eliminate time-shift effect.

With the optimal features extracted above, the clustering phase then is demon-
strated. At this step, a popular method is k-means algorithm is applied for real-world
application time series recognition.

3 Experimental Results

In this paper, a real dataset taken from UCI repository1, known as the three-cluster of
Cylinder (C)- Bell (B)- Funnel (F) dataset, is carried out in order to evaluate the
efficiency and effectiveness of the proposed system. The CBF dataset is a kind of
artificial dataset that belongs to temporal domain [20]. In this paper, grouping in three
different CBF cluster are expected. A pictorial representation of each sample of
Cylinder, Bell and Funnel is shown in Fig. 3.

In order to assess the quality evaluation of clusters, we used the cluster similarity
measurement [21]. The first contribution of the proposed method is presented in its
clustering quality. Specifically, the proposed method demonstrates a significant per-
formance with 92.84% clustering accuracy, compared with 86.84% of original Kalman
Filter, 69.77% of PCA, 90.142% of LPCC and 78.976% of DFT. The reason leads to
the highest performance of the proposed method with 4 features is because it can
explore deeper hidden variables and handling all characteristics of time series.
Specifically, PCA, in our implementation, just keeping the top two hidden variables, or
known as principal components, that shows the effectiveness of dimensionality
reductions for CBF. Those score features however applied for clustering get poor
clustering due to it does not care about the temporal smoothness cross over time, only
preserve the Euclidean distance as much as possible. Similarity with original Kalman
Filter, the top four hidden variables is chosen for the best clustering. The derived output

1 https://archive.ics.uci.edu/ml/datasets.html.
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matrix of Kalman Filter then is directly used as features input in k-mean algorithm for
clustering. However, time-shift effects cannot be handed. Therefore, this issue leads to
those features are not easy to be interpretable and meets drawback of clustering.
Similarity with LPCC and DFT, we calculate the LPC cepstrum features and Fourier
coefficients, respectively. Then apply k-means on those features and get the lower
quality than the proposed method.

The second contribution lies on the visualization aspect. With the interpret features,
the proposed method could be clearly provide a good clustering performance via scatter
plot and the silhouette coefficient values, presented in Fig. 4. It is noted that, the
silhouette coefficients have a values ranging from −1 to 1, where 1 corresponds to the
case of better clustering wherein the pattern is clearly identical with neighboring group,
a value of 0 indicates the case of patterns is very close to the decision boundary or
overlap each other, and negative values denotes those patterns have been assigned into
the wrong group.

0 50 100 150
-3

-2

-1

0

1

2

3 Cylinder Time Series Cluster

0 50 100 150
-2

-1

0

1

2

3

4 Bell Time Series Cluster

0 50 100 150
-3

-2

-1

0

1

2

3

4
Funnel Time Series Cluster

Fig. 3. Samples for each cluster of Cylinder, Bell and Funnel, respectively
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4 Conclusion

This paper is interested with respect to clustering modeling of the time series, under-
standing ongoing characteristics to obtain better hidden structure of multiple-label time
sequences to propose a new approach for feature extraction. In particular, the proposed
feature extraction method is based on original Kalman Filter with extension via refining
parameter learning mechanism and careful implementing relying on designing model to
provide a generality solution for multi-label objects clustering. The contributions of
feature-based framework for clustering time course dataset are distributed along main
objectives is dimensionality reduction, improving clustering quality and providing high
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Fig. 4. (continued)
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performance computing. To that end, the proposed method is evaluated on real dataset
of engineering domain with high accuracy up to 92%, improving up to at least 3%
compared with others. In addition, since the proposed method can discover the latent
information, so it could be extended for the forecasting, compression task in our future
works.
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Abstract. This paper evaluates the capability of the hybrid parameter
reduction approach in handling private financial initiative (PFI) unitary
charges data to increase the classification performance. The objective of
this study is to analyse the performance of the proposed hybrid parame-
ter reduction approach in assisting the neural network classifier to clas-
sify complex data sets that might contain uncertain and inconsistent
problems. The proposed hybrid parameter reduction approach consists
of several methods that will be executed during the data analysis process.
Slicing technique and dominance-based rough set approach (DRSA) are
the two techniques that play important roles in the proposed parameter
reduction process. In order, to analyse the performance of the proposed
work, the PFI data that covers all regions in Malaysia is applied in the
experimental works. Besides, several standard data sets have also been
used to validate the obtained results. The results reveal that the hybrid
approach has successfully assisted the classifier in the classification
process.

Keywords: DRSA · Parameterization · Hybrid · Uncertainty
Inconsistency

1 Introduction

In recent years, many researchers had focused on dealing with uncertainty and
inconsistency problems. These problematic data need to be processed or analysed
before a good decision can be made. Without selecting the appropriate methods,
inaccurate or absolutely incorrect solution might be generated during the decision-
making process. Uncertainty issues occur when there are several values of the
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parameters or attributes which are parts of the information table are unknown or
recognised. Uncertainty can be categorised into two classes: external and inter-
nal. External uncertainty is related to the attribute which is known as an action
that needs to be identified by using incoming events. Meanwhile, internal uncer-
tainty is related to the preferences or factors of the problems that are being decided
by the decision-makers. Inaccurate perception, ambiguous information and con-
trary preference approaches are also categorised as internal uncertainties. Internal
uncertainty is always being solved by many research works compared to the exter-
nal uncertainty [1]. The negligence of considering the whole information during the
decision-making process will also cause the inconsistency problem. Inconsistent of
data problem might occur when there is a situation that has been misinterpreted
by the decision-maker. The object is supposed to have a better decision from a list
of condition. However, the object has been assigned as bad because of the wrong
judgmentally process done by the decision-maker [2]. The incorrect information
will create an inaccurate and inappropriate solution especially when dealing with
high dimensional data. Thus, it is important to ensure an efficient approach with
a good pre-processor method and with the help of the best classifier to be imple-
mented in order to achieve the best performance in the decision-making process.

Recently, there are many research works related to rough set theory which
considers the uncertainty and inconsistency issues in the decision-making pro-
cess. Some of the research works highlighted the frameworks and the char-
acteristics of the data [3–5], some of the works proposed new and extended
methods such as dominance-based rough set (DRSA) [6] and variable preci-
sion dominance-based rough set (VP-DRSA) [7] and trapezoidal fuzzy soft set
[8]. Moreover, most of the researchers had integrated several rough sets with
other methods to overcome the uncertainty and inconsistency issues in different
approaches. All the novel, extended and integration works were done in order to
increase the capability of the selected methods and approaches in dealing with
specified decision analysis problems.

DRSA is known as one of the best rough set approaches in dealing with
different types of data problems especially in uncertainty and inconsistent data
problems. It has been proven by many research works and also in the author
previous work [9]. Inspired by the previous work, this study has extended the
capability of DRSA by integrating it with a slicing method as an hybrid param-
eter reduction method and neural network as a classifier in dealing with prob-
lematic data. The private financial initiative unitary charges data was used in
the analysis work in order to test the performance of the proposed method in
the classification process.

This paper is structured into 5 sections where Sect. 1 introduces the high-
lighted issues which need to be investigated. Section 2 provides the brief concept
on dominance-based rough set approach, parameter reduction method and neural
network technique. Meanwhile, Sect. 3 presents the implemented methodology
in order to execute the analysis process. In Sect. 4, the conducted experimental
work is demonstrated and supported by the results discussion. As a conclusion,
Sect. 5 finalises the overall proposed work.
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2 Background Knowledge

This section discusses several basic concepts of related topics to provide the
understanding on parameter reduction method, dominance-based rough set app-
roach and neural network technique.

2.1 Parameter Reduction Method

Parameter reduction method is a method that is used to remove unwanted
parameters or attributes or features in a data set. Besides, parameter reduc-
tion is also used to identify the important parameters or any beneficial patterns
in a data set during the decision-making process [10]. It is also defined as an
attribute reduction or a feature extraction in some application area. Implement-
ing an inefficient and inappropriate parameter reduction method will affect the
decision-making process especially when dealing with complex data [11]. There
are many kinds of parameter reduction methods that could solved many different
issues. For example, rough set theory, soft set theory and fuzzy set theory. These
theories are formerly known and usually being implemented to solve uncertainty,
inconsistency and vague issues [12,13].

2.2 Dominance-Based Rough Set Approach (DRSA)

In 2010, Slowinski had proposed the dominance-based rough set approach
(DRSA) which is an extended version of classical rough set approach (CRSA)
that was initiated by Pawlak [14]. The classical rough set approach can only deal
with nominal data instead of ordinal data. Moreover, CRSA can support clas-
sification task only. DRSA was proposed in order to manage with ordinal data
that normally occurred in any of application area. DRSA is also able to handle
the data that needs a different kind of criteria to be analysed and considered.
This different kind of criteria is also called as multi-attribute criteria. DRSA
uses “if..else” representation form in the data analysis process and provides
two types of models to be considered before the analysis begins. The analysis
process is either for the classification task or for optimisation and ranking tasks.
DRSA defines the condition attributes as a criteria meanwhile decision classes
are defined as a preference ordered. It represents the knowledge as a collection
of upward and downward unions of classes, and sets of objects or also known
as granules of knowledge are defined as dominance relation. The data is pre-
sented by the decision table which can have more than one reduction set. The
intersection of the table is known as core. The process of approximation for the
dominance cones is the beginning process of initiating the decision rules.

3 Methodology

The purpose of this study is to develop an hybrid approach in dealing with uncer-
tain and inconsistent data. It combines three methods as the main processor,
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where DRSA and slicing method are implemented in the parameter reduction
process and a neural network acts as a classifier. The aim of this proposed app-
roach is to provide an effective approach in handling the highlighted issues which
were mentioned in the previous section. The neural network classifier is included
in the proposed approach which could assist the parameter reduction process in
order to return the high accuracy rate during the classification process. Figure 1
demonstrates the framework of the proposed hybrid DRSA parameterization
approach. It comprises of five main phases starting from the data pre-processing
phase until the result is obtained from the classification task. The details of all
phases will be discussed in the following subsections.

Fig. 1. Proposed framework of the hybrid parameter reduction approach

3.1 Phase 1: Data Pre-processing

The collected data will go through several processes in order to be prepared
for the classification task. The processes are data formatting, data normalisa-
tion and data randomisation. The raw data is formatted into a required scheme
according to the methods or software which are used during the classification
task. Basically, the data is presented by using m× n matrix including the deci-
sion class at the end of the data column. The formatted data then is normalised
in order to standardise the value of each column and to increase the computer
processing performance and also to decrease the memory usage. In addition, the
normalised data will be randomised to avoid any unbiased issues and also to
increase the accuracy rate of the classification task.
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3.2 Phase 2: Slicing Technique

This technique is applied after the data has gone through the pre-processing task
and also when the size of the data or instance is more than 10,000. The data will
be fragmented into a number of groups by dividing the total number of instance
with 10,000. If the calculation contains remainder, the number of group will be
added another 1.

The slicing technique will be executed only when the number of instance
is more than 10,000. 10,000 is a constant value. The reason of defining the
constant value as 10,000 is that, most of the parameter reduction method which
are executed by the normal processor (not super computer) can only afford this
value or less. If more than 10,000 of instances are being analysed, the processor
either takes longer time to process or unable to be executed at all. If the number
of instance is equal or less than 10,000, the next process which is phase 3b (as
shown in Fig. 1) will be executed. The slicing technique can be executed either
in sequential or parallel process.

3.3 Phase 3: DRSA Parameter Reduction Process

Phase 3 is divided into 2 parts where phase 3a is executed after the slicing tech-
nique has been done where number of instance is more than 10,000. Meanwhile,
phase 3b will be executed if the number of instance is equal or less than 10,000.

In phase 3a, DRSA parameter reduction process will be executed separately
based on the number of groups that has been assigned. Each separated process
will generates its own optimal reduction set result. The optimal reduction sets
then will be evaluated and compared in order to identify the best reduction set.
The best reduction set is selected when the optimal reduction set returns the
highest number of attribute. If all the optimal reduction sets returned the same
number of the highest attribute, the first set of the optimal reduction sets will
be selected. This concept has been implemented in the previous works [15].

In phase 3b, DRSA parameter reduction process will be executed directly to
the data set. The same concept as implemented in phase 3a has been applied
where-as the highest number of attribute will be selected from the generated
optimal reduction sets. The first set of the highest attribute will be chosen if the
optimal reduction set returns the same number of the highest attribute.

3.4 Phase 4: Data Integration

Data integration phase will only be executed when the data set has gone through
the phase 3a. The data set which has been sliced during phase 2 will be integrated
for the classification purpose. The data set is organised according to the required
format and applied only the selected reduction set attribute for the classification
purpose. Data integration phase is done in order to increase the classification
performance where large data will provide more information to the classifier
when compared to small data. This can be proven at the result section below.
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3.5 Phase 5: Classification Task

Classification task is the last phase that needs to be executed. Cleaned and
simplified data set was ready to be used as an input to the task. Any classifier
can be applied to execute the classification task. The results obtained from this
phase will be evaluated using several standard evaluation measures.

4 Experimental Work and Results Discussion

Experimental works had been conducted according to the proposed framework.
A few software were used to execute the experimental works, jMAF was used
for the DRSA parameter reduction process, Matlab R2014a was implemented to
accomplish the classification task and Ms. Excel 2016 was applied to prepare the
data in the pre-processing phase and to execute the slicing work. Software such
as WEKA was used to execute the other parameter reduction method named as
correlation-based feature subset selection (CFS). CFS is applied to validate the
obtained results of the proposed work. CFS identifies the optimal attributes of
the data set by considering the predictive capability of each of the attribute and
also the degree of redundancy among the attributes. Meanwhile, neural network
which was executed in Matlab R2014a was being selected as the classifier due to
its capability in classifying any kinds of data and had been successfully proven
by many research works.

4.1 Data Description

Private financial initiative unitary charges data (PFI) was selected to test the per-
formance of the proposed framework. It had also been used in many research works
such as in [16]. The data, however, had been tested only in the forecasting area
but not in the classification process. The data was about the construction mate-
rial price of six regions in Malaysia and was collected from year 1980 until 2012.
In addition, another standard five data sets that had been downloaded from UCI
Machine Learning Data Repository were also used in this experimental works for
the result validation purpose. Table 1 lists the characteristics of all data sets.

Table 1. Data sets characteristics

Data sets Number of
instances

Number of
attributes

Data type Missing values

PFI 6,528 9 Integer, Real Yes

Dota 102,944 116 Integer No

CNAE 1,080 857 Integer No

Semeion 1,593 257 Integer No

Buzz 140,707 77 Integer, Real No

HAPT 7,767 562 Real No
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4.2 Results Discussion

The performance of the proposed approach in the classification process is com-
pared by using different data sets and different parameter reduction methods.
The proposed approach which is a combination of DRSA, slicing technique and
neural network is also being compared with other two sets of combination: (i)
without any parameter reduction method, slicing technique and neural network
and, (ii) CFS, slicing technique and neural network. The proposed approach is
labelled by A1, approach number two which is combination without any param-
eter reduction method, slicing technique and neural network is labelled by A2
and third approach which is a combination of CFS, slicing technique and neural
network is labelled by A3.

Results on Number of Parameter After Going Through the Param-
eter Reduction Process. As being mentioned in the previous section, three
different approaches have been implemented in the experimental works including
the proposed approach. In order to evaluate the performance of the proposed
approach in the parameter reduction process, the number of optimised attributes
are being monitored and compared with the other two benchmark approaches.
The proposed approach (A1) which implements DRSA as the parameter reduc-
tion process has reduced more than 70% of the original attribute to obtained the
optimised attribute set. This contradicts with the A3 approach which is consid-
ered more than 3% of the attributes to be selected. The number of attribute in
the data set really helps the parameter reduction method to analyse the pattern
of the data. However, too large or too small of the data size will affects the whole
process of the decision-making.

Performance of the Proposed Approach on Each Data Set. The perfor-
mance of the proposed approach based on the six standard evaluation measures
are presented at the following tables. The values are presented starting from
accuracy value (ACC) that will highlight the performance of the classification
process in correctly classifying the data set. Then, followed by sensitivity (SENS)
value or also known as recall to evaluate the ability of the classifier to identify
the positive value of the data set. Meanwhile, specificity (SPEC) will evaluate
the opposite value which is negative value of the data set. PPV or positive pre-
dictive value is used to measure the percentage of the positive value data set
over all value of data set that are classified as positive. It is also known as pre-
cision. Negative predictive value (NPV) returns the percentage of the data set
over all values of data set that are classified as negative. Moreover, F-measure
score is used to recognise any shortcoming problems and overall performance of
the proposed approach in the classification process. It is also used to measure
whether the PPV and SENS are evenly weighted [17,18].

Referring to Table 2, approach A2 has performed well in classifying all data
set compared to A1 and A3. Even though approach A2 performs well in the clas-
sification task, it still requires large memory usage and processing time. Surpris-
ingly, the proposed approach has returned quite promising results for all data sets
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except for Dota data set. All approaches also do not perform well for Dota data set
where the average score for the classification accuracy is only 58.25%. However,
F-measure score for approach A1 does not return a significant result compared to
the accuracy rate for all data sets. These insignificant values have indicated that
some issues had been raised up either the data sets used in the experimental works
contain imbalance data division or the selected parameter reduction method itself
is unable to analyse the problematic and complex data set.

The opponent approach (A3) has shown a quite significant results for all
data sets. The obtained values of accuracy rate and the F-measure score for this
approach are almost equal for all data sets except for PFI and HAPT data sets.

Table 2. Classification results on all data set

Approaches ACC SENS SPEC PPV NPV F-measure

PFI

A1 88.2 3.01 93.72 5.30 93.68 3.13

A2 96.03 68.48 97.91 68.61 97.87 67.67

A3 91.53 33.27 95.48 30.52 95.52 28.77

Semeion

A1 86.71 32.56 92.70 32.12 92.57 32.50

A2 98.16 90.16 99.02 91.03 98.94 90.44

A3 98.08 90.57 98.93 90.44 98.93 90.30

CNAE

A1 83.81 46.28 90.92 25.49 90.77 24.13

A2 98.63 94.70 99.23 93.36 99.22 93.83

A3 97.23 90.63 98.44 87.72 98.43 88.43

Dota

A1 (10k instances) 57.33 53.82 53.82 52.87 52.87 50.43

A1 (90,625 instances) 54.28 53.82 53.82 52.87 52.87 50.43

A2 60.93 60.49 60.49 60.07 60.07 60.01

A3 (10k instances) 59.73 59.26 59.26 58.86 58.86 58.76

A3 (90,625 instances) 58.91 57.88 57.88 57.62 57.62 57.48

Buzz

A1 96.00 95.65 95.65 92.15 92.15 93.77

A2 95.8 94.67 94.67 92.72 92.72 93.65

A3 (460 instances) 95.53 93.88 93.88 91.69 91.69 92.73

A3 (140,707 instances) 95.27 94.74 94.74 91.58 91.58 93.04

HAPT

A1 93.64 58.41 96.25 49.78 96.19 51.69

A2 98.99 83.21 99.41 80.61 99.38 81.62

A3 97.14 68.56 98.32 68.35 98.27 68.40
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The significant scores for the SENS and PPV values indicate that CFS is a good
parameter reduction method that can manage any kinds of data sets. Unfortu-
nately, this approach is also unsuccessful in managing PFI data for the similar
reasons as approach A1. It can be proven by the SENS and PPV scores which
are 33.27% and 30.52% obtained during the classification task.

Overall Results. Three approaches which comprise of three different types
of parameter reductions (without any parameter reduction method, CFS and
DRSA) are compared. It can be concluded that all selected data sets have per-
formed more than 80% except for Dota in the classification task. The most
significant result generated by all approaches is obtained from Buzz data set.
Both accuracy rates and F-measure scores for all approaches reach more than
95%. This result indicates that the Buzz data itself is equally divided and not
too complex to be analysed. The overall performances of these three approaches
on classifying all selected data sets are shown by the average scores of the accu-
racy rate where A1 obtains 84.28%, A2 89.83% and A3 91.43%. The results
had shown that the proposed approach has done quite a good job in handling
uncertain and inconsistent data.

5 Conclusion

This paper has presented an analysis on hybrid parameterization approach
between dominance-based rough set approach (DRSA) as a parameter reduc-
tion method, slicing technique as a data separator and neural network as a
classifier. The performance of this hybrid approach has been tested in the classi-
fication process by using private financial initiative (PFI) unitary charges data.
The obtained results have shown that the proposed approach has successfully
managed the PFI data by returning a significant result even though the accuracy
rate is lower than the other two benchmark approaches. The obtained results
also show that the PFI data which is usually applied in the forecasting and
prediction process is able to be used in the classification process. Moreover, the
results have proven that the proposed approach is suitable to be implemented
for any data that faces uncertainty and inconsistency problems. The flexibility
of the data analysis framework offered by this approach makes it capable to deal
with different sizes of data sets. It is more beneficial if the proposed approach
can be implemented via high performance processor in order to decrease the pro-
cessing cycle time and also to decrease the size of the computational memory.
As a conclusion, the implementation of an efficient parameterization approach
will facilitate the classifier to generate a good and reliable decision. Moreover,
the types of data such as nominal, cardinal or ordinal might also affect the
result generation in the decision-making process. A proper selection on method
or approach also needs to be considered in order to obtain the best result.
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Abstract. The paper discusses results of a pilot project aimed at pro-
viding dynamic control for 4,000 LED luminaires in Kraków, Poland. The
main research goal is to provide a flexible and highly scalable system
architecture. Thus, the work regards both theoretical model improve-
ments, comparative technology research, and architectural flexibility
assessment based on available third-party systems that must be inter-
acted with. The structure of the system is presented in detail, along
with relation to previously-published theoretical work, technologies used
and important implementation details. The underlying theoretical con-
cepts, based on the dual graph grammars, are also presented. A critical
discussion presents the benefits of the proposed solution in the light of
various practical problems encountered during implementation of the
pilot project.

Keywords: Smart city · Smart lighting · Dynamic lighting control
Distributed system · Dual graph grammars · System integration

1 Introduction and Motivation

The benefits of modern, adaptable lighting systems are hard to question. Such
systems provide substantial energy savings, resulting both from technological
shift and intelligent control [1]. Saved energy can be directly translated into
avoided carbon dioxide emissions. Furthermore, keeping the architecture open
enables integration with other smart city systems. The additional value provided
by fusing multiple systems operating in a common area are virtually limitless.

Street lighting control systems are often convoluted and complex, especially
with regard to their scalability, capability to integrate with other smart city
systems and flexibility of control rule definition [2,3]. Research on an architecture
that is clear, can be easily integrated with external systems, such as traffic and
ambient light sensors, and an ability to control the actual luminaires in real time
has been conducted over the span of the several preceding years in numerous
projects, including a practical deployment in the city of Krakow.

A theoretical multi-agent architecture for flexible outdoor lighting control
system was introduced in [4]. This paper presents the results of further research,
c© Springer International Publishing AG, part of Springer Nature 2018
N. T. Nguyen et al. (Eds.): ACIIDS 2018, LNAI 10751, pp. 331–340, 2018.
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focusing on the transformation of the formal model in to a real-life system, as
well as the consequences of architectural and technological decisions made in the
process.

Using an agent-based background as the basis of the system allows it to
remain reliable and adaptable. Reliability is guaranteed by well-tested supervi-
sion mechanisms, also used in critical telecommunications systems. The proposed
approach binds heterogeneous components, enabling them to flawlessly cooper-
ate with each other. Adaptability is provided through well-defined interfaces
and components which support translation of different protocols. Heterogeneity
is a result of pragmatic use of the best suited languages and technologies to do
particular job.

The structure of the paper is as follows. Section 2 presents the research prob-
lems which drove the work presented in this paper. The formal model, being
an evolution of previously presented concepts, as well as the primary means
of improving performance, is discussed in Sect. 3, along with complexity esti-
mations. Section 4 presents the architectural and technological details, also dis-
cussing the feasibility of various tested solutions for implementation of large-
scale, graph-based control systems. Lessons learned during the pilot project in
Krakw are presented in Sect. 5, followed by conclusions and future work plans.

2 Challenges

Development of an outdoor lighting control system which fulfills the requirements
described in Sect. 1 poses several challenges. First of all, there is the problem of
scale. A city with a population of 1 million is expected to have 80,000 light
points, powered by 1,600 circuits. There will be thousands of ambient light and
traffic intensity detectors, which requires the control system to be efficient, or
at least scalable. Furthermore, deployment or modernization of lighting infras-
tructure is an ongoing process, which consists in replacing several thousand light
points every few years. Luminaire, sensor and communications equipment mod-
els change often, and there never a guarantee a new batch of replaced lamps will
use the same solutions as the preceding ones. Thus, the control system has to
be modifiable and flexible, to be capable of integration with diverse products.

Because of that, an extensible formal model with performance-wise process-
ing capabilities is needed. A graph-based model serves a formal background to
support such scalability and flexibility. As the actual control is provided by graph
transformations, a dual graph grammar concept was introduced to boost their
performance. Details of the model are presented in Sect. 3.

Furthermore, to create a control system, actual software technologies sup-
porting graph transformations have to be verified and benchmarked. The find-
ings, together with the proposed flexible architecture, are presented in Sect. 4.

To summarise, the main research challenges are threefold:

– to increase the performance of the model,
– to find the most suitable technologies that can be used to implement the

control agent, as the decision-making core of the system,
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– to propose an architecture of the system, designed with modularity and het-
erogeneity in mind.

3 Formal Model

The GEM-CA graph represents both the physical environment (General Envi-
ronment Model) and the aspects related directly to luminaire control (Control
Availability). During run-time, only the CA graph (CAG for short) is actively
modified.

An example of a CAG is given in Fig. 1. It is a undirected, labeled and
attributed graph. A certain formal notation is used. Graph labels are given at
the vertices or edges e.g.: dvt, or l. Optionally, there are also indices preceded by
a slash, e.g.: dvt1, l3. In particular, the indices are arbitrary symbols, not only
integers. The presented example represents a single lighting segment, which is
defined as part of a street with uniform structure: the same number of lanes,
width, speed limit, etc.1 A segment is indicated by a vertex labeled with s, in this
case it is s1. There are two sensors detecting certain environmental parameters
for this segment, hence the edges between s1 and dvt1 and dva1. The dvt1 is
labeled with dvt, which indicates that it is a virtual traffic intensity sensor. Since
it is virtual, its value is subject to be calculated based on values coming from
real sensors.

The concept of a virtual sensor was introduced in order to compensate for a
situation of a complex sensor infrastructure, e.g. multiple traffic intensity sensors
on the same lane and multiple lanes on the same street. Similarly, dva1 is labeled
with dva, which indicates a virtual ambient light sensor.

Furthermore, there are vertices labeled c, which represent lighting configu-
rations. For example, c1 defines a lighting configuration which provides proper
lighting to segment s1, which complies with the lighting norm me3, hence the
label between c1 and s1. The configuration sets lumiaires l1, l2 and l3 to 100%
of their nominal power. The luminaires are labeled with l, while the power of
a particular luminaire is indicated by the attribute p (e.g. set to 1.0, denoted
p(1.0)).

The sensor data processing view is presented in Fig. 2; it is a directed, labeled
and attributed graph. Formally, it is a separate graph, with a distinctive gram-
mar. However, both graphs, namely the control view and the sensor data pro-
cessing view, are synchronised with use of the dual graph grammar. That enables
graph processing, namely the application of graph transformations, to be inde-
pendent on both graphs, and only require synchronisation when needed. This
decreases the computing power necessary to provide the actual transformations
and improves system scalability. The synchronization points are the virtual sen-
sor vertices, labeled dvt1 and dva1.

1 At any given time, the entire lighting segment can be assigned only a single lighting
class. Thus, even an uniform part of a street can be split into several lighting segments
in order to allow them to be controlled independently.
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Fig. 1. An example control availability graph, control view.

The presented example graph represents an arithmetical expression which has
to be performed over the actual values coming from real sensors. The sensors are
labeled dt or da, representing the traffic intensity or ambient light, respectively.
There are also labels representing mathematical operators such as +, min, max,
etc. For example, dvt1 can be reduced to an expression: dvt1 = max(dt5 +
dt4, dt2)+max(dt3, dt1). This reduction can be performed before run-time which
reduces the graph size and increases its operational processing performance.

Introducing the concept of virtual sensors significantly decreases the effort
needed to process the input data. It reduces the problem size for run-time, in
terms of the graph size, measured as the number of its edges. Since the computa-
tional complexity of the transformations which provide actual control is O(n3),
the described modification results in the computation time being reduced by a
factor of 2.8.

The control process modifies the CAG. It propagates the sensor data and
activates appropriate configurations. Having a configuration active triggers the
dimming commands being sent to individual luminaires.

4 Architecture and Implementation

This section presents the architecture of the system, providing details on the
structure of modules, as well as measures taken to guarantee appropriate relia-
bility.

The implementation described in the paper was developed within a pilot
project in Krakw, Poland. It involved replacing almost 4,000 soda-based with
state-of-the-art LED lamps and developing an innovative dynamic control system
covering the project area. The control decisions are based on the following sensor
inputs:
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Fig. 2. An example control availability graph, sensor data processing view.

– traffic intensity, measured by induction loops installed in part of the roads in
the project area,

– ambient light level, measured by photocells installed in circa 10% of the
replaced luminaires.

Sensor data updates trigger decision-making processes, which determine the
optimal configuration for each luminaire using pre-calculated photometric data.
Luminaire configurations are transferred to the lamps using an API offered by
the basic controlled system, supplied together with the lamps.

4.1 System Structure

The overall structure of the solution reflects the abstract one presented in [4]
(Fig. 2, page 4) with some modifications determined by the technologies used and
the architectures of third-party components. The relation between technologies
used and the system structure has been presented in Fig. 3.

The role of the individual modules is as follows. The Sensor Push Agent
(SPA) reflects the abstract Sensor Agent (SA) and is responsible for collecting
sensor data. As there are many types of sensors, in practical implementations
there will be more than one type of SPA. In the Krakw project, the traffic sen-
sors and light intensity sensors are handled by completely separate IT systems,
and hence have separate SPAs. They feature communication methods specific to
given third-party APIs and make HTTP calls to the DMA. The Lamp Agents
(LA) take the form of the control system supplied with the lamps. They accept
requests using a HTTP interface, transmit them to the driver built into each
luminaire and transform them into control signals for the power supply. The
Decision Making Agent (DMA) receives sensor value updates from the SPAs
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and chooses the appropriate configuration for each LA. The decisions are com-
municated to the LAs by the PSAs. The DMA provides its own HTTP interface
for communications. The abstract Light Agent (IA) is represented by the Profile
Switching Agent (PSA). Each PSA manages a set of lamps and queries the DMA
for decisions and related configurations for these lamps. If new decisions become
available, the PSA submits the configurations to respective lamps. The Supervis-
ing Agent (SA) manages the DMA, as described in [4], but in addition manages
the SPAs and PSAs to enhance reliability. Its operation has been described in
more detail in Sect. 4.1.

Fig. 3. Deployment diagram, including technologies used

The entire control system follows the principle of Erlang OTP supervision
trees [5]. The concept is based on a hierarchical structure, consisting of supervi-
sors and workers. The role of supervisors is to monitor the execution of workers
and restarting them according to the specified strategy. Workers perform actions
and, as a rule, cannot be trusted, i.e. they may fail or succeed. This follows
Erlang’s “let it crash” philosophy by allowing processes to be unreliable (due
to any reason), rather than building a complex system of guard mechanisms to
prevent errors. Because of this, the system is more lightweight, flexible and easier
to maintain.

4.2 Technological Considerations

With the exception of the DMA, all modules are implemented using
Erlang/OTP. Because of its suitability for implementation of rule-based systems
(RBSs), Prolog [6] has been chosen as the implementation method of the DMA.
Inter-module communications can use native Erlang process messaging. Other
communication standards are necessary only for the following components:

– the DMA, which provides a HTTP-based REST interface used to submit
sensor readings and retrieve lighting configurations,

– the external (third-party) lighting management system, which provides a
HTTP-based REST interface,
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– the external (third-party) ambient light sensor system, which provides a
HTTP-based REST interface,

– the external (third-party) traffic management system, which communicates
its reading by making HTTP calls to a pre-configured server address.

All SPAs uses a cache of previously-recorded values to avoid unnecessary
calls to the DMA.

The PSA is responsible for making HTTP calls to the DMA and forward-
ing configurations via the lighting management system’s HTTP API. Since the
DMA’s REST API returns decisions on any sensor value update query, it may
be assumed that there is no need to make calls to the DMA on any other occa-
sion. Therefore, a PSA is created upon every update by a SPA. However, an
additional (“standalone”) PSA may be used in certain situations, as outlined in
Sect. 4.1.

The DMA is implemented in Prolog. Its main task is to deliver informa-
tion about proper setting of each of the luminaires under control. The inference
engine updates the GEM-CA graph, which is the formal model of the control
system, as described in Sect. 3. To implement the inference engine and the DMA
REST interfaces, SWI Prolog was used. There were two reasons to support
this choice: performance and language expressive power. The performance was
verified against other systems and languages including graph databases. The
benchmark took into consideration a complex lighting infrastructure consisting
of 1,000 luminaires and 1,400 detectors, running 10 control scenarios, for which
execution time was measured. The SWI Prolog based inference engine clearly
outperformed other competitors, see Table 1 for details.

5 Practical Experiences and Discussion

An idealistic view on Smart City systems, where all modules are deployed in
harmony, with careful selection of technologies used and unified protocols to
guarantee interoperability, rarely finds materialisation in real life. When deal-
ing with real-life projects – and often, public tenders – one needs to deal with
solutions readily available in the market.

In the aforementioned 4,000-luminaire pilot project (see Sect. 1) alone, the
University team also assisted the city officials in integrating the existing systems
and specifying requirements for ones to be retrofitted. The goal was to guarantee
integration and interoperability while maintaining a reasonable price to assure
an appropriate ROI (return on investment). In that project alone, the following
problems have been encountered (as outlined in Sect. 4.2):

– One of the existing traffic monitoring systems did not have an API (Applica-
tion Programming Interface) or other means of integrating with third-party
IT systems. The vendor was able to provide this functionality within a sep-
arate order, but the system needed to make queries (HTTP) to another
machine within the same local network. Thanks to selection of Erlang as the
implementation technology, it was possible to provide an appropriate node
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Table 1. Performance benchmark, results comparison, less is better.

Technology Time [s]

SWI Prolog 0.10

Erlang (optimized) 0.30

TinkerGraph graph database 0.99

Erlang 1.50

BitsyGraph graph database 1.53

Neo4j graph database (supercomplex) 1.73

PostgreSQL relational database 3.28

OrientGraph graph database 5.93

MySQL 7.37

InfiniteGraph graph database 7.96

DEX graph database 8.11

Java (HashMap) 9.00

Neo4j graph database 11.92

FoundationDB database 47.00

OrientDB graph database 299.20

(machine) to receive the requests within the institution’s local infrastructure
and use built-in distributed application integration mechanisms.

– Some lighting infrastructure managements systems in the market required a
direct connection to each lighting cabinet controller. However, network restric-
tions did not allow external connections to all cabinets from the Internet.
Because of modularity, it would still be possible to integrate them, providing
a simple embedded computer (e.g. a Raspberry Pi2) to function as a local
Erlang node.

– Finally, the provided lighting management system turned out to provide a
cloud-based REST API, albeit with a proprietary structure of JSON data.
This facilitated deployment regarding connection structure, and the gener-
ation and parsing of JSON data was handled by a separately-implemented,
lightweight Erlang module.

As shown in these examples, the modular structure of the proposed solutions
made it possible to adapt to various restrictions and conventions imposed by
existing systems, either ones already possessed by the city or bought within a
public tender.

The concept is inherently heterogeneous with regard to technologies used,
and the distributed architecture was developed with traversing various network
obstacles, such as firewalls or NATs, in mind. Moreover, the dynamic lighting
control system is intended to be extended to other parts of the city as well.

2 https://www.raspberrypi.org.

https://www.raspberrypi.org
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This means the system will need to “learn” to communicate with other sensor
systems, and possibly with lighting control systems from other vendors.

Experiences from the pilot project have shown that in a real-life scenario,
this approach is the only economically viable way of implementing Smart City
projects if all systems are not designed from scratch at the same time. Modularity
and heterogeneity helps to avoid vendor lockdown and maximise reuse of systems
already deployed in the city.

Field testing within the pilot project confirmed the applicability of the dual
graph grammar theory for large-scale control systems and demonstrated the
performance benefits of systems based on this theoretical approach. While the
decision-making core utilises Prolog for its flexibility and expressive power, the
other modules were implemented in Erlang/OTP and use the supervision scheme
for reliability and easy adaptation to distributed deployment environments.

It must also be noted that the developed system, thanks to a multi-variant
photometric design and utilisation of real-time sensor data, is unique due to
being fully compliant with the lighting norms [7] and providing dynamic control
at the same time.

However, there still is room for improvement in various aspects of Smart City
system integration. For instance, the external systems (lighting management,
sensors) need to provide some means of communication with third-party systems.
Also, the problem of vendor lockdowns still persists – in such case, the city may
be forced to purchase additional functionality or licences from a given vendor.
This, however, can be mitigated by following appropriate openness guidelines.

6 Conclusions and Future Work

The paper presents the architecture of a lighting control system, developed
within a pilot project targeted at providing dynamic control for 4,000 LED
luminaires in Krakw, Poland. The main goals for design of the architecture was
modularity and heterogeneity, in order to satisfy the performance, scalability,
distributability and reliability requirements. All modules of the system were
developed using Erlang/OTP, apart from the core decision module, developed
in Prolog. This decision proved beneficial not only with regard to expressive
power, but also performance, as shown in Sect. 4.2.

Dual graph grammars constituted the theoretical basis for the AI-based
decision-making module. The use of this formalism decreased the processing
time by a factor of 2.8 (see Sect. 3). The described project proved its feasibility
for implementation of high-performance, large-scale control systems.

Having rule-based control on top of a mathematical graph-oriented model
driven by graph transformations supports both scalability and reliability. The
scalability benefits are threefold:

1. There is no limit to the scale of a system that can be built with the use of
the complimentary graphs approach [8].
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2. The choice of rules as the method to define control strategy guarantees
reusability. The graph transformations providing actual control define user
requirements which determine the system behaviour. This remains unchanged
regardless of the deployment details. Having subsequent deployments requires
only model adjustments, since it reflects the physical infrastructure [9].

3. The formal and technological decisions make the run-time components highly
efficient. Their performance is boosted thanks to the dual graph grammar,
which separation of the control model from calculations on the sensor data
streams.

The technologies used to implement the system were carefully selected and
tested, with results presented in Table 1 (page 7).

Finally, real-life experiences from the pilot project have been discussed in
Sect. 5. These are valid not just for implementation of lighting control systems,
but for integration of various systems in general.

Future work primarily involves further extension and scaling of the project.
With regard to the sensor layer, work is performed to maximise the controlled
area in situations with limited traffic sensor coverage by means of traffic predic-
tion and interpolation. The control layer is being extended with new modules to
adapt to lighting management systems from other third-party vendors.

References

1. Wojnicki, I., Ernst, S., Kotulski, L.: Economic impact of intelligent dynamic control
in urban outdoor lighting. Energies 9(5), 314 (2016)

2. Guo, L., Eloholma, M., Halonen, L.: Intelligent road lighting control systems. Tech-
nical report, Helsinki University of Technology, Department of Electronics, Lighting
Unit (2008)

3. Highways England: motorway road lighting control system (MoRLiCS) - project
details (2012). http://www.highways.gov.uk/knowledge/projects/morlics

4. Wojnicki, I., Kotulski, L., Ernst, S.: On scalable, event-oriented control for lighting
systems. In: Barbucha, D., Le, M.T., Howlett, R.J., Jain, L.C. (eds.) KES-AMSTA.
Frontiers in Artificial Intelligence and Applications, vol. 252, pp. 40–49. IOS Press,
Amsterdam (2013)

5. Armstrong, J.: Programming Erlang: Software for a Concurrent World. Pragmatic
Bookshelf, Raleigh (2013)

6. Nillson, U., Maluszynski, J.: Logic, Programming and Prolog, 2nd edn. Linköpings
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Abstract. The paper presents a modification of the Harmony Search
algorithm, adapted to the effective resolution of the asymmetric case of
the traveling salesman problem. The efficacy of the proposed approach
was measured with benchmarking tests and in a comparative study based
on the results obtained with the Nearest Neighbor Algorithm, Greedy
Local Search and Hill Climbing. The publication also includes the com-
parison of the results with solutions proposed in literature, which were
developed with different metaheuristic techniques.
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1 Introduction

The Harmony Search (HS) algorithm is a promising metaheuristic used to solve
a variety of optimization problems (it has been successfully used in the design of
steel frames [3] and the optimization of container storage in a harbor area [2]).
Its results are usually characterized with the favorable value of the objective
function, while at the same time they are achieved in a relatively short time.
The nature of the algorithm, which determines the preferential use of the method
for continuous optimization problems, requires the application of sophisticated
approaches that allow for its adaptation to other ways of representing a number
of important issues in business practice.

The traveling salesman problem (TSP) is a classical combinatorial optimiza-
tion problem that involves finding the shortest Hamiltonian cycle in a complete
weighted graph. Its popularity stems from the fact that it belongs to the class
of NP-hard problems and that it can model a variety of utilitarian issues –
its asymmetric variant (characterized by the possibility of varying weights of
edges connecting the same nodes), representing line infrastructure located in
urban areas, has become the basis for many logistical problems (it models, for
example, the process of planning the mobile collection of waste electrical and
electronic equipment [7] and the process of transport activities related to the
acquisition of municipal waste [11]).
c© Springer International Publishing AG, part of Springer Nature 2018
N. T. Nguyen et al. (Eds.): ACIIDS 2018, LNAI 10751, pp. 341–351, 2018.
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Taking into account the relatively good research results concerning the use
of the Harmony Search algorithm to solve many practical problems, a number
of controversies over HS (as the method lacking innovativeness and being only a
special case of Evolution Strategies [14]), and the utilitarian importance of the
asymmetric variant of the traveling salesman problem, we chose to conduct a
study aimed at adapting the cited metaheuristics to the combinatorial optimiza-
tion problem. The proposed topic was also discussed in paper [1], but the results
presented there show the ineffectiveness of the method adapted to TSP, implying
the need for an innovative approach to the design of the algorithm facilitating
the process of planning the traveling salesman’s route.

The paper consists of the following parts: the first part introducing the topic,
the second part presenting the Harmony Search algorithm, the third part for-
mulating the asymmetric problem of the traveling salesman, the fourth part
proposing the approach to adapt the metaheuristic, the fifth part describing the
methodology of the study, the sixth part discussing the results, and the seventh
part concentrating on the conclusions and planned work.

2 Harmony Search Algorithm

The Harmony Search technique, proposed in paper [4], is based on the similarity
of the jazz improvisation process to the search for a global optimum by algorith-
mic methods. It assumes the existence of a HM structure (referred to as harmony
memory), which stores HMS harmonies (usually from 4 to 10 [9]), consisting of
a specified number of pitches (representing the values of the decision variables
of a given result). Each HM element is interpreted as a complete solution to a
problem whose objective function is determined based on its components.

The initial harmony memory content is generated randomly and later aligned
according to the appropriate objective function values (so that the first result
is the most favorable). These steps initiate the iterative creation of successive
solutions.

The procedure for creating a new solution uses the knowledge accumulated
in HM and is based on the analogy to the improvisation of harmony in music.
The development of a solution involves an iterative selection of the next pitch,
according to two parameters – HMCR (a harmony memory considering rate; its
value is usually within the range of 0.7 to 0.99 [2]) and PAR (a pitch adjustment
rate; often from 0.1 to 0.5 [2]). Based on the probability of HMCR, the pitch i
is selected and, using the values in the i position in harmonies belonging to HM
(otherwise the value is generated randomly). Creating a solution based on the
HM component, the pitch can be modified with a defined probability of PAR
(the change in value is based on the bw parameter, the value of which depends
on the representation of a problem).

When the next solution is generated, a comparison of its objective function
value with the relevant parameter describing the HM component in the last
position is made. When a more favorable result is identified, it replaces the
worst result in harmony memory and HM elements are rearranged.
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The procedure for generating a new solution is performed by IT iterations,
and then the best result (in the first position in harmony memory) is returned.
The pseudocode of the method is shown in Algorithm 1.

Algorithm 1. The Harmony Search pseudocode based on [4, 5]
1: function HS(HMS, HMCR, PAR, IT, bw)
2: iterations = 0
3: for i = 0; i < HMS; i + + do
4: HM [i]=stochastically generate feasible solution
5: end for
6: Sort HM
7: while iterations < IT do
8: H = ∅
9: for i = 0; i < n; i + + do � n - number of pitches

10: Choose random r ∈ (0, 1)
11: if r < HMCR then
12: H[i]=choose randomly available pitch on position i in HM
13: Choose random k ∈ (0, 1)
14: if k < PAR then
15: α = bw· random ∈ (−1, 1) � bw - range of changes
16: H[i]=H[i] + α
17: end if
18: else
19: H[i]=choose randomly available pitch
20: end if
21: end for
22: if f(H) is better than f(HM [HMS − 1]) then
23: HM [HMS − 1] = H
24: Sort HM
25: end if
26: iterations + +
27: end while
28: return HM [0]
29: end function

3 The Formulation of the Asymmetric Traveling
Salesman Problem

Based on paper [10], the following TSP formulation was adapted: for a directed
graph D = (N,A), with weighted arcs represented as cij (where i, j ∈
{1, 2, . . . , n}), a route (a directed cycle comprising all n cities) of minimal length
is sought. The asymmetric variant of the Traveling Salesman Problem (ATSP)
is characterized with the possibility of the occurrence of inequality cij �= cji.

A decisive variable xij representing the edge between vertices i and j in the
solution found adapts the following values:
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xij =
{

1 when the edge (i, j) is part of the route constructed,
0 otherwise. (1)

The objective function was formulated in the following way:
∑
i,j

cijxij → min. (2)

The constraints ensuring exactly one visit of the travelling salesman to every
city were presented in the following way:

∑
i

xij = 1 ∀j∈N,
∑
j

xij = 1 ∀i∈N. (3)

Such a formulation of the Traveling Salesman Problem could result in the
occurrence of solutions representing separate cycles instead of 1 cycle, so it is
necessary to introduce additional constraints (MTZ):

u1 = 1, 2 ≤ ui ≤ n, ui − uj + 1 ≤ n(1 − xij), ∀i �= 1, ∀j �= 1. (4)

4 The Proposal of the Approach to HS Design

According to the proposed approach to the design of the HS method (tailored to
solve the asymmetric traveling salesman problem), each pitch is represented by
integers corresponding to the number of the individual cities visited by the sales
agent. The order of their occurrence - in harmony representing the complete
route - indicates the sequence of a journey.

Taking into account the nature of the optimization problem under study, the
position occupied by a given city in harmony is deemed irrelevant. It is necessary,
however, to consider the sequence of vertices, by selecting the next pitch value
based on the generated list of available nodes, occurring in the solutions recorded
directly after the last city that belongs to the constructed result. Based on the
structure created, the city is selected according to the roulette wheel method
(the probability of acceptance of a given item is dependent on the value of the
objective function of the solution represented by the length of the route, similarly
to the approach discussed in paper [6]), or any unvisited node is drawn (when
the list of vertices is empty). As a modification of the pitch – related to the
PAR parameter – we opted for the choice (made within the nodes available) of
the city nearest to the last visited site in the solution being created (the results
of empirical studies assuming the alignment of the representation problem to
continuous space and the use of the bw parameter showed the ineffectiveness of
this approach in the case of ATSP).

In order to avoid premature convergence, we introduced the option of reset-
ting the HM elements at the time of execution of a specified number of R iter-
ations from the last replacement of the result in HM . This mechanism assumes
that the best result is kept and the remaining solutions are drawn. The proposed
approach to the HS design is presented in Algorithm2.
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Algorithm 2. The Harmony Search pseudocode for ATSP
1: function HS(HMS, HMCR, PAR, IT, R, first city)
2: iterations = 0
3: iterationsFromTheLastReplacement = 0
4: for i = 0; i < HMS; i + + do
5: HM [i]=stochastically generate feasible solution
6: end for
7: Sort HM
8: while iterations < IT do
9: H = ∅

10: H[0]=first city
11: for i = 1; i < n; i + + do � n - number of cities
12: Choose random r ∈ (0, 1)
13: if r < HMCR then
14: list=generate list containing vertices occurring after H[i−1] in HM
15: if list.length > 0 then
16: H[i]=choose element ∈ list according to the roulette wheel

method
17: else
18: H[i]=choose randomly available city /∈ H
19: end if
20: Choose random k ∈ (0, 1)
21: if k < PAR then
22: H[i]=find nearest and available city from H[i − 1]
23: end if
24: else
25: H[i]=choose randomly available city /∈ H
26: end if
27: end for
28: if f(H) is better than f(HM [HMS − 1]) then
29: HM [HMS − 1] = H
30: Sort HM
31: iterationsFromTheLastReplacement = 0
32: else
33: iterationsFromTheLastReplacement + +
34: end if
35: if iterationsFromTheLastReplacement = R then
36: for i = 1; i < HMS; i + + do
37: HM [i]=stochastically generate feasible solution
38: end for
39: Sort HM
40: iterationsFromTheLastReplacement = 0
41: end if
42: iterations + +
43: end while
44: return HM [0]
45: end function
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5 Empirical Research Methodology

The nineteen tasks representing the asymmetric traveling salesman problem were
selected as the test bed (their characteristics are available in paper [8]). It is
assumed that statistically significant results – for non-deterministic algorithms
– can be achieved by repeating calculations at least ten times for each instance
of the problem [12], so each test was solved 30 times.

The values of the HS parameters were as follows: R = 1000, HMS = 5,
HMCR = 0.98, PAR = 0.25 (empirical studies were carried out for their des-
ignation, the fragmented results of which are shown in Table 1). It was assumed
that the algorithm would be executed for 10 min, during which the value of the
objective function of the best solution found after 2, 6, and 10 min would be
determined (the same time interval between measurements allows for the obser-
vation of changes in the dynamics of the improvement of the solution). Average
error was calculated as follows: ((result − optimum)/optimum) · 100%.

Table 1. The impact of parameter values on the average error obtained after 1 min.

Test

name

Average error [%]

R HMS HMCR PAR

lack 250 500 750 1000 1250 3 5 7 10 0.95 0.97 0.98 0.99 1 0.2 0.24 0.25 0.26 0.3

p43 0.07 0.04 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.06 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05

ry48p 3.28 1.74 1.66 2.17 1.63 1.64 1.74 1.63 1.96 2.29 1.63 1.88 1.35 1.8 3.99 2.14 1.68 1.35 1.89 1.36

ft70 5.69 6.03 5.76 5.45 5.49 5.58 5.73 5.49 5.65 5.59 5.49 5.07 4.75 4.7 4.41 4.74 4.89 4.75 4.75 5.09

Total 3.01 2.6 2.49 2.56 2.39 2.42 2.51 2.39 2.55 2.65 2.39 2.34 2.05 2.18 2.82 2.31 2.21 2.05 2.23 2.17

Algorithms were implemented in C# and the study was conducted on a
Lenovo Y50-70 laptop, the parameters of which are presented in Table 2.

Table 2. The parameters of the laptop used to conduct the study

No Parameter Value

1 Processor Intel Core i7-4720HQ (4 cores, from 2.60 GHz to
3.60 GHz, 6MB cache)

2 RAM 16GB (SO-DIMM DDR3, 1600 MHz)

3 Hard drive 1000GB SATA 5400 rev. Express Cache 8GB

4 Operating system Windows 7 Professional N Service Pack 1 64-bit

For comparative purposes – to provide background for the results generated
by HS - the solutions obtained by the Nearest Neighbor Algorithm (NNA),
Greedy Local Search (GLS) and Hill Climbing (HC) were selected. The first
method always started constructing a route from city number one.
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The Greedy Local Search variant is characterized with the acceptance of
the first designated neighborhood solution, which is described with the more
favorable value of the objective function, while Hill Climbing grants acceptance
when the entire neighborhood is reviewed. The local search methods used in the
study were based on the result found by the Nearest Neighbor Algorithm, and
the neighborhood of the current solution was defined as a set of routes differing
from it by two cities only, while the initial vertex remains unchanged.

The obtained results are also compared with the solutions presented in liter-
ature [8]. Due to the different formulation of the algorithm stop condition, they
should not be treated as the basis for a direct comparison of the efficiency of
metaheuristics, but should only be used to estimate the quality of the proposed
solutions.

6 Results

The percentage surplus of the objective function (compared to the optimum)
determined by the methods studied is shown in Table 3. The table also includes

Table 3. Compilation of the percentage surplus of the objective function

Test name Average error [%]

NNA GLS HC AMCPA [8] GA [8] HS

2 min 6min 10 min

br17 135.9 7.69 7.69 0.26 1.54 0 0 0

ftv33 30.87 23.64 23.64 7.77 7.79 2.47 2.2 2.2

ftv35 21.59 21.38 21.38 6.52 6.2 1.21 1.01 0.94

ftv38 16.21 10 10 5.33 6.92 1.39 0.94 0.64

p43 2.63 0.53 0.96 0.15 0.27 0.05 0.05 0.03

ftv44 24.86 24.18 24.18 10.49 8.38 2.05 1.63 1.45

ftv47 33.67 28.89 28.89 7.21 4.86 1.91 1.57 1.44

ry48p 16.19 15.21 13.81 2.79 4.67 1.11 0.8 0.69

ft53 37.78 30.93 30.14 12.64 11.98 10.39 7.65 6.7

ftv55 25.12 23.2 23.2 11.41 14.25 3.41 2.5 1.98

ftv64 43.50 36.54 36.22 13.18 14.86 3.57 2.4 1.7

ft70 11.67 8.15 8.98 4.4 5.45 4.49 4.04 3.81

ftv70 31.85 23.85 23.28 13.06 9.97 5.54 4.85 4.23

kro124 31.12 26.82 24.77 7.67 10.58 11.07 8.94 8.12

ftv170 42.40 38.73 36.88 46.02 43.28 35.95 23.56 21

rbg323 30.77 12.37 12.67 43.40 60.11 60.61 57.7 56.71

rbg358 55.80 17.02 20.55 64.05 74.89 86.84 83.31 82

rbg403 43.41 6.98 4.87 17.52 20.83 32.67 31.67 31.05

rbg443 44.19 7.21 7.57 25.56 24.29 34.11 32.87 32.61

Total 35.77 19.12 18.93 15.76 17.43 15.73 14.09 13.54



348 U. Boryczka and K. Szwarc

the reference results obtained with the Genetic Algorithm (GA) and the Adap-
tive Multi-Crossover Population Algorithm (AMCPA; results were processed
based on [8]).

Based on the results obtained, it was found that the proposed approach to the
design of the HS algorithm is characterized with high efficacy. For most instances
of the problem – the number of cities below 100 – the average percentage surplus
of the objective function value, in relation to the optimum, was decidedly less
than 5% (regardless of the time needed to apply the method). HS also rated the
best results (among the analyzed algorithms; in terms of the objective function
value) for 74% of the benchmarking tests.

For each of the analyzed time intervals in which the measurement was per-
formed, HS obtained the most favorable results in terms of the total percentage
surplus of the objective function values (within the methods under study), rang-
ing from 15.73% to 13.54% (respectively for 2 and 10 min).

It is of particular interest that the efficiency of GLS and HC for tasks
described by a minimum of 323 vertices is relatively high. Due to the multi-
tude of permissible solutions, the proposed method, together with AMCPA and
GA, yielded results with significantly higher values of the objective function.

Table 4 presents the values of the objective function determined by the tested
solution methods. Accordingly, it was found that NNA, GLS and HC did not
provide the optimal solution in any of the analyzed benchmarking tests. The
proposed approach to the HS design made it possible to obtain the most favorable
result for seven tasks, every time finding a given result in the first two minutes
of running the algorithm. In time, one can observe a decrease in the dynamics of
the improvement of the solution by HS (the visualization of the dependence is
shown in Fig. 1), but the process still produces the expected effects while avoiding
stagnation – it would probably be possible to determine solutions optimal for
each test by performing the method longer. In addition, the best results for the
ftv38, p43, ry48p, ftv64, and ftv70 tasks are characterized with the objective
function value diverging from the optimum only to a small extent, which might
demonstrate the need to improve the mechanism of exploiting the method (for
example, by hybridizing it with other techniques).

Based on the above compilation, we argue that the algorithm is character-
ized by a significant standard deviation from the objective function value of the
obtained solutions, thus implying the observable non-determinism of the method
leading to significantly different results after the same period of time (in conse-
quence, preventing their prediction).
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Fig. 1. Dynamics in changes of the solutions for the ft53 task

7 Conclusions and Future Work

The obtained results indicate the relatively good effectiveness of the proposed
approach (within the methods under study, it obtained the best – in terms of the
total percentage surplus of the objective function – results, characterized with
the deviation from the optimum ranging from 13.54% to 15.73%, depending on
the running time of the algorithm), encouraging further work on its refinement
and the adaption of the method to solving other combinatorial problems.

Accounting for a variety of the obtained results close to the optimum and the
observations discussed in paper [13], it is assumed that HS has a weak mechanism
of exploitation (its inefficiency was revealed in particular for the tasks where the
number of vertexes was above 300, for which the method had far worse results
than the results obtained by simple local search methods that were based on
the NNA), implying the need to conduct research on the hybridization of this
method with other techniques to eliminate the imperfection.
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Abstract. The Vehicle Routing Problem (VRP) and its variants are
well-studied problems in Operations Research. They are related to many
real-world applications. Recently, several companies like Amazon, UPS,
and Deutsche Post AG showed interest in the integration of autonomous
drones in delivery of parcels. This motivates researchers to extend the
classical VRP to the Vehicle Routing Problem with Drones (VRPD),
where a drone works in tandem with a vehicle to reduce delivery times.
In this paper, we focus on solving the VRPD. In particular, we introduce
two heuristic algorithms for solving this problem and, through numerical
experiments on large-scale instances, we evaluate the performance of the
heuristics and show the potential benefit that can be expected when
using drones.

Keywords: Last-mile Logistics · Vehicle Routing Problem
Drone Delivery · Large-scale Instances · Heuristic

1 Introduction

The Unmanned Aerial Vehicles (UAVs), i.e., drones, have started to play an
increasing role in delivery applications from the point of view of both, researchers
and large companies, such as Amazon Inc., Deutsche Post AG, UPS, and Google
(see e.g., [7] and references therein).

The UAVs are not considered as an alternative to the conventional deliv-
ery vehicles such as truck, but rather as complementary delivery tools. Table 1
highlights the complementary features of trucks and drones for delivery applica-
tions. Since drones are not restricted to the road network or congestion, they can
generally move, between two locations, faster than trucks. Furthermore, drones
and their payload are far more lightweight than trucks’, which causes drones to
consume much less energy for the movement between two points. However, a
drone’s carrying capacity is typically limited to one or few parcels. Furthermore,
since drones rely on comparatively small batteries for powering their flight, their
range is somewhat limited compared to a truck using a fossil fuel.

The Vehicle Routing Problem (VRP) is one of the most well-studied prob-
lems in operations research. As a generalized case of the well known Traveling
c© Springer International Publishing AG, part of Springer Nature 2018
N. T. Nguyen et al. (Eds.): ACIIDS 2018, LNAI 10751, pp. 352–361, 2018.
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Table 1. Qualitative differences between trucks and drones.

Speed Weight Capacity Range Energy consumption

Truck Low Heavy Many Long High

Drone High Light One Short Low

Salesman Problem (TSP), for a given fleet of vehicles and a set of customers,
the VRP seeks for the optimal set of routes in order to deliver goods to the
customers and satisfy their demand. In [9], Toth and Vigo provide an extensive
overview of the problem and its variants.

In the academic literature, the interest in integrating drones in delivery appli-
cations has surged, following Murray and Chu, who introduced two new NP-hard
problems related to deliveries with a vehicle working in tandem with a drone [6].
In their flying sidekick traveling salesman problem (FSTSP), a drone travels
along with a vehicle, both of which start from a common distribution center
(DC) and must return to the same DC at the end of the tour. At any customer,
the drone might be launched from the vehicle, starting a sortie. In this case, it
will begin delivery to a customer and will then rendezvous with the vehicle at a
later customer. In the parallel drone scheduling TSP (PDSTSP), it is assumed
that the DC is in close proximity to most of the customers. In this case, it can be
beneficial to let the drone make its deliveries independently from the vehicle. In
both problems, the objective consists in minimizing the time required to serve all
customers and the drone and vehicles must return to the DC. Murray and Chu
proposed Mixed Integer Linear Programs (MILP) as well as two simple heuristic
methods for solving the FSTSP and PDSTSP, respectively. They note, that only
small size instances can be solved up to optimality due to the NP-hard nature
of the proposed problems. Later, Ha et al. [2] employed two heuristics to solve
the FSTSP: route first, cluster second and cluster first, route second. The latter
heuristic performed better according to their numerical results.

Mathew et al. [4] introduced the Heterogeneous Delivery Problem (HDP)
which shares most features of the previously introduced FSTSP. They propose
a solution by reducing the HDP to the Generalized Traveling Salesman Problem
(GTSP). They suggest splitting the HDP into two traceable sub-problems: first
a TSP is used to generate the optimal tour, then convex optimization is applied
to compute the specific deployment points for the drone and vehicle.

Mourelo et al. [5] worked on a variant of the FSTSP, where they allow multiple
drones per vehicle. They introduced a heuristic based on K-means for clustering
purposes and a Genetic Algorithm for routing. They conducted their computa-
tional experiments taking into account various drone speeds and they noticed
that the drones should be at least twice as fast as the vehicles in order to allow
for significant improvements.

Wang et al. [12] introduced the Vehicle Routing Problem with Drones
(VRPD), where a fleet of trucks, each truck equipped with a given number
of drones, delivers packages to customers. According to the classification of Toth
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and Vigo [9], the VRPD can be classified as a variant of the Distance-Constrained
Capacitated Vehicle Routing Problem (DCVRP) with a set of heterogeneous
vehicles. The objective consists in minimizing the completion time, i.e., the time
required to serve all customers and return the fleet to the depot. Wang et al.
introduced several lower bounds on the amount of time that can be saved by
employing drones. The lower bounds depend on the relative speed of the drones
compared to the vehicles and the number of drones per vehicle.

Ulmer and Barrett proposed the same-day delivery routing problems with het-
erogeneous fleets (SDDPHF), where drones and vehicles serve customers without
a need for synchronization [10]. The customers are not known a priori; hence,
dynamic routing of the heterogeneous fleet based on the incoming requests is
required. Therefore, the previously introduced PDSTSP, where all customers
are known a priori, can be viewed as a relaxed version of the SDDPHF. Using
computational experiments, Ulmer et al. can show that the combination of vehi-
cles and drones can reduce the delivery costs significantly.

Jiang et al. [3] applied drone logistics to the Vehicle Routing Problem with
Time Windows (VRPTW) and derived an MILP model. Their problem consists
of assigning a swarm of drones to serve customers within predefined time frames.
They used an adapted version of Particle Swarm Optimization for drone routing.
They conclude that their implemented heuristic is well suited for solving their
version of the VRPTW.

In this article, we focus on the VRPD introduced by Wang et al. [12]. Our
contributions are twofold: first, we introduce two heuristics for solving VRPD.
Second, in order to assess the performance of the implemented heuristics, we
carried out numerical experiments on large-scale TSP instances that we adjusted
for using in the context of the VRPD. On the one hand, our numerical results
highlight usefulness of incorporating drones in last-mile logistics. On the other
hand, based on our experiments, we can derive implications for the way future
heuristics should be designed when solving the large-scale VRPD instances.

This paper is organized as follows. Section 2 introduces the notation and
describes the VRPD. In Sect. 3, we present our heuristics for solving the VRPD.
Section 4 is dedicated to the computational experiments and the numerical
results. Finally, we draw some concluding remarks and derive some future
research questions in Sect. 5.

2 The Vehicle Routing Problem with Drones

Suppose that a set of n customers and a fleet of m homogeneous trucks, each
carrying k homogeneous drones, are given. We might assume that the capacity
of each truck is C. The Vehicle Routing Problem with Drones (VRPD) looks
for minimizing the maximum completion time, i.e., the time required to serve
all customers using the trucks and the drones such that, by the end of mission
all trucks (carrying drones as well) must be at the depot [7,12]. By tTn+1, we
denote the objective value of the VRPD solution indicating the time that the
set of trucks and drones needs for serving all customers and then, returning to
the depot. This time corresponds to the mission time of the latest truck or drone
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that arrives to the depot, as soon as all customers have been served by the set
of trucks and drones (other trucks and/or drones arrive ahead of this time). In
tTn+1, T stands for the total time and n + 1 indicates that the solution includes
the set of n customers and the depot.

Furthermore, we make the following assumptions about the drone’s behavior
in a risk-free environment [6,7,12]:

– A drone can carry exactly one parcel when airborne.
– A drone has a limited battery life of E time units. After returning to the truck,

the battery life of the drone is recharged instantaneously with no service delay.
– The trucks and drones follow the same distance metric.
– The service time to launch and reunite with a drone is assumed to be negli-

gible.
– The service time required to serve a customer is assumed to be negligible.
– Without loss of generality, the speed of each truck is set to 1 and the speed

of each drone is assumed to be α times the speed of the truck.
– A drone must always return to the truck from which it was launched.
– Drones may only be dispatched and picked up from vertices, i.e., at the depot

or any other customer location. Furthermore, a drone may not be picked up
from the same vertex, where it has been launched from.

– Since the drones are assumed to be in constant flight and can not conserve
battery while in flight; consequently, if a truck arrives earlier to a pick-up
node, then the truck has to wait for its corresponding drone.

– We assume that when a drone is launched, then its delivery will be successful.

3 Algorithms for Solving the VRPD

In this section, we present two heuristic algorithms that we introduce for solving
the VRPD. The heuristics are composed of several components; in particular,
they have two main stages: an initialization step and an improving (optimization)
phase.

Indeed, as a natural approach, we need an initial solution in order to start
the optimization phase. For this purpose, we choose a route-first cluster-second
(RFCS) heuristic. The RFCS heuristics has different components. First, we cre-
ate a single tour using the nearest neighbor heuristic (NHH) [8]. Afterwards,
having created a single tour that contains all vertices, the tour is split equally
in m segments, where m is the number of available trucks.

The improvement phase of the heuristics is inspired from the VRP literature.
In fact, improvement heuristics for the VRP can be categorized into single-route
improvement and multi-route improvement heuristics [9]. Single-Route improve-
ments focus on improving a single tour at a time. Multi-Route improvements,
on the other hand, try to improve the objective function by considering multiple
distinct tours simultaneously. In [11], van Breedam has classified the multi-route
improvement operations into String Cross (SC), String Relocation (SR), String
Exchange (SE), and String Mix (SM), where string stands for a tour. While SM
is a combination of SE and SR, SC is a generalization of the k-opt operator [1].
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Since the VRPD imposes additional constraints, that do not allow for a direct
application of the introduced single- and multi-route improvement operators, we
introduce a variation of the 2-opt and SM operators with the aim of handling
the additional constraints imposed by the VRPD. More precisely, the launch and
rendezvous vertices must be updated when inverting a sub-sequence of the tour
in order to maintain synchronization of the truck and the drone. Additionally,
endurance constraints must not be violated when applying the 2-opt or any other
operator.

Fig. 1. A visual example of the implemented single-route improvement heuristics: 2-opt
(left) and delivery exchange (right). Truck routes are indicated by solid lines and drone
routes indicated by dashed lines. In the case of 2-opt, inverting a sub-sequence (top
to middle) requires adjusting delivery and rendezvous vertices (bottom) to maintain
feasible routing. In all cases, any change must not violate the endurance constraints of
the drone.

Furthermore, in order to explore the solution space of the problem, we define
two operators that focus mainly on drones: Drone Insertion (DI) operator and
Delivery Exchange (DE) operator. The DI operator is based on the concept
of first-improvement. More precisely, starting from the first vertex in a tour,
whenever the first feasible sortie is possible and reduces the time required to
complete the tour, the drone is inserted. The DE operator works as follows:
Assume that both, the drone and the truck, serve exactly one customer after a
launch and before meeting at a rendezvous vertex, then the DE operator will
attempt to change the method of delivery. If the exchange is feasible and the
time required to complete the tour decreases, then the change is kept; otherwise,
the move is reverted.

Figure 1 shows a visual example of the single-route improvement operators: 2-
opt and DE. Figure 2 visualizes the String Exchange (SE) and the String Reloca-
tion (SR) operators. The SE operator exchanges two random customers between
two distinct tours. The SR moves a vertex from one tour to another one. The
affected customers can be served by drone or truck before the move and will
always be assigned to a truck after the move.
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Fig. 2. A visual example of the implemented multi-route improvement operators: string
exchange (left) and string relocation (right). In the case of string exchange, the vertices
labeled 2 and 6 are exchanged between two tours. In the case of string relocation, the
vertex labeled 5 is moved from one tour to another tour.

Algorithm 1. Two-Phase Heuristic (TPH)
1: procedure optimize(m, α, β, Instance)
2: solution ← routeFirstClusterSecond(Instance,m);
3: while !stoppingCriterion do
4: if phaseOne then
5: solution.twoOpt();
6: solution.stringMix();
7: else
8: solution.insertDrones();
9: solution.deliveryExchange();

10: end if
11: end while
12: return solution;
13: end procedure

Algorithm 2. Single-Phase Heuristic (SPH)
1: procedure optimize(m, α, β, Instance)
2: solution ← routeFirstClusterSecond(Instance,m);
3: solution.insertDrones();
4: while !stoppingCriterion do
5: solution.twoOpt();
6: solution.stringMix();
7: solution.insertDrones();
8: solution.deliveryExchange();
9: end while

10: return solution;
11: end procedure
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Assume that tTa and tTb are the objective values of two tours a and b before
applying the operators and tTa′ and tTb′ are the objective values after applying the
operators. We keep the change if max(tTa′ , tTb′) < max(tTa , tTb ) holds true.

Using the described operators, i.e., 2-opt, SM (i.e., SE & SR), DI, and DE,
we introduce two heuristics for solving the VRPD. Both heuristics are started
by the NNH in order to construct initial tours. The first heuristic, called Two-
Phase Heuristic (TPH), initially ignores the drones and focuses on constructing
good VRP tours by means of 2-opt and SM. As soon as a given amount of
time has passed, the drones are inserted into the existing tours using DI and the
drone placement optimized using DE, transforming the initial VRP solution into
a VRPD solution. The second heuristic, named Single-Phase Heuristic (SPH),
inserts drones right from the very beginning (i.e., just after NNH) and tries to
create good VRPD solutions by using a combination of 2-opt, SM, DI, and DE.
Since some sorties might be removed after using 2-opt or SM, due to violation of
the endurance constraint, it is necessary to continuously utilize DI. Algorithms
1 and 2 illustrate the pseudo-code of the introduced heuristics (where, α and β
are instance and test parameters. See also Sect. 4).

4 Computational Experiments

This section is dedicated to the presentation of our computational experiments
and their numerical results. In particular, we have carried out a total of 750
experiments. For this purpose, we rely on instances from the TSPLIB1 in order
to generate VRPD instances. For this purpose, we start by introducing the fol-
lowing metric for setting comparable endurance constraints among all instances.
Since each instance can be described by a graph G(V,E), we first consider the
adjacency matrix A(G). Then, through introducing a new parameter β, we set
the endurance to E = β · max(A) and use the following parameter values and
TSP instances in our experiments:

– Six TSP instances: rd400, att532, u574, gr666, rat783, dsj1000.
– Three different values for α ∈ {2, 3, 4}.
– Five different values for β ∈ {0.0, 0.25, 0.5, 0.75, 1.0}.
– Five runs per problem instance and each pair of parameters of α and β. The

case β = 0.0 corresponds to the classical VRP (i.e., there is no drone). Hence,
for the case of β = 0.0, we only test for one value of α, as no drones will be
used, regardless of the value of α.

– We test with m = 3 trucks and k = 1 drone per truck.
– There is no limit on the capacity C of the trucks but the capacity of each

drone is limited to 1.

We implemented the algorithms in Java SE 8. We limit the run time of each
algorithm to 5 min and record the best value achieved after passing the time-
limit. The algorithms were run on an Intel 5200U CPU limited to the base clock

1 https://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95/.

https://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95/
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speed of 2.2 GHz with a maximum of 8 GB of RAM available. In the case of
TPH, we ran the tour phase for 4 min and used the remaining time to insert
drones and applied the delivery exchange heuristic afterwards. For the sake of
comparison, we computed reference values, generated using TPH with a tour
phase of 5 min and β = 0 (no drones are inserted). For all instances, we set the
first vertex as the depot. Figure 3 shows sample output for an instance with 51
vertices and limited drone endurance. Table 2 shows the numerical results of the
experiments. For each instance, the objective value of the VRP solution (β = 0)
is taken as the reference (base) value and the remaining values in the same row
are the average values (of five runs) scaled relative to the VRP solution.

Fig. 3. Sample output for a problem with 51 vertices and limited drone endurance. The
truck’s and the drone’s paths are shown using solid lines and dashed lines, respectively.

According to the numerical results, we can make the following observations:

• The TPH can typically achieve good results among a wide range of α and β
values. Additionally, the TPH always produces better results than the base
value (β = 0).

• The SPH only achieves good results for large values of α and β. Additionally,
the SPH often produces worse results than the base value (β = 0).

• Our experiments indicate, that the TPH creates better solutions than the
SPH in most cases - in particular on large-scale instances (i.e., u574, gr666,
dsj1000). Nevertheless, in some instances (e.g., some cases of rd400, att532,
rat783), the SPH can provide better or competitive results in comparison
to the TPH. A possible explanation might be due to the presence of the
additional constraints imposed by the VRPD. In fact, these constraints limit
the search space and make it more difficult to find valid and high-quality
VRPD solutions by means of a single-stage heuristic.
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Table 2. Summary of the numerical results of the TPH and the SPH algorithms across
different instances.

Instance α

Two-Phase Heuristic (TPH) Single-Phase Heuristic (SPH)

β β

0.00 0.25 0.50 0.75 1.00 0.25 0.50 0.75 1.00

rd400 2 100% 84.5% 85.1% 81.6% 84.6% 108.0% 99.7% 99.3% 99.8%

3 100% 81.2% 82.1% 84.4% 81.4% 99.7% 99.3% 99.8% 84.5%

4 100% 82.6% 83.2% 83.1% 83.5% 99.3% 99.8% 84.5% 85.1%

att532 2 100% 87.5% 91.9% 85.9% 87.7% 92.6% 92.6% 94.0% 92.6%

3 100% 87.6% 87.7% 87.8% 85.6% 92.6% 94.0% 92.6% 87.5%

4 100% 86.4% 88.8% 89.4% 87.4% 94.0% 92.6% 87.5% 91.9%

u574 2 100% 93.5% 94.6% 93.9% 94.2% 104.4% 106.1% 107.9% 102.4%

3 100% 84.8% 82.6% 86.1% 84.5% 106.1% 107.9% 102.4% 93.5%

4 100% 83.4% 84.6% 82.5% 84.0% 107.9% 102.4% 93.5% 94.6%

gr666 2 100% 87.8% 88.1% 83.5% 87.3% 124.0% 122.0% 116.1% 114.5%

3 100% 85.8% 83.2% 83.1% 84.2% 122.0% 116.1% 114.5% 87.8%

4 100% 83.4% 83.2% 84.9% 82.9% 116.1% 114.5% 87.8% 88.1%

rat783 2 100% 86.9% 88.4% 88.7% 89.1% 103.2% 106.7% 97.8% 106.0%

3 100% 89.2% 87.9% 85.5% 89.9% 106.7% 97.8% 106.0% 86.9%

4 100% 89.5% 85.4% 93.4% 96.1% 97.8% 106.0% 86.9% 88.4%

dsj1000 2 100% 88.0% 86.7% 87.0% 84.7% 106.4% 104.6% 103.4% 98.5%

3 100% 83.5% 81.4% 86.1% 85.6% 104.6% 103.4% 98.5% 88.0%

4 100% 84.6% 82.9% 85.3% 81.6% 103.4% 98.5% 88.0% 86.7%

• Although the TPH has a higher-average solution quality, we notice that the
TPH fails to provide better solutions in most of the instances that correspond
to larger values of α and β. However, the SPH shows a clear progression
towards higher objective values with an increase in α and β.

5 Conclusion

In this paper, we introduced two new heuristics, Two-Phase Heuristic (TPH) and
Single-Phase Heuristic (SPH), for solving the VRPD. To the best of our knowl-
edge, it is the first time that numerical results for large-scale VRPD instances
are presented. While the TPH, as a two-stage approach, is based on first cre-
ating good VRP tours and then creating a VRPD solutions through insertion
of drones, the SPH focuses on creating good VRPD solution right from the
scratch. Our observations, based on preliminary numerical results, confirm that
the TPH provides better results than the SPH in most cases, and there are a
few cases where the SPH produces better or competitive results. Hence, it seems
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reasonable to claim that good VRPD solutions can be constructed by using a
two-stage heuristic, starting from good VRP solutions.

Future research might focus on heuristics that allow for a good exploration
of the search space by means of more effective methods for handling additional
constraints of the VRPD. Metaheuristics, such as Simulated Annealing, seem
to be a reasonable choice for this task. Finally, design of algorithms for solving
VRPD in presence of more realistic conditions, e.g., limited truck capacity or
multiple drones per truck, can also be considered as interesting future research
plans. The research in these directions are in progress and the results will be
published in future.

Acknowledgements. The authors acknowledge the chair of Business Information
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Abstract. In this paper, we are interested in studying the Maximum
Dispersion Problem (MaxDP). In this problem, a set of objects are given
such that each object has a non-negative weight. The objective of the
MaxDP consists in partitioning the given set of objects into a predefined
number of classes. The partitioning is subject to some conditions. First,
the overall dispersion of objects, assigned to each class, must be maxi-
mized. Second, there is a predefined target weight assigned to each class
and the total weight of each class must belong to an interval surrounding
its target weight. It has been proven that the MaxDP is NP-hard and,
consequently, difficult to solve by classical exact methods. In this paper,
we provide a Variable Neighborhood Search (VNS) algorithm for solving
the MaxDP. In order to evaluate the efficiency of the introduced VNS,
we carried out numerical experiments on randomly generated instances.
Then, we compared the results of our VNS algorithm with those provided
by the standard solver Gurobi. According to our results, our VNS algo-
rithm provides high-quality solutions within a short computation time
and dominates the solver Gurobi.

Keywords: Maximum Dispersion Problem · Heuristic
Variable Neighborhood Search · Local Search

1 Introduction

As an important branch of mathematical optimization, combinatorial optimiza-
tion contains many interesting optimization problems with academic or prac-
tical background. It is well known that most of these problems are NP-hard;
consequently, it is difficult to solve their large instances within a reasonable
computation time. An important category of combinatorial optimization prob-
lems deals with classification of objects. For example, we might be interested in
partitioning a set of objects into disjoint classes with the aim of minimizing or
maximizing an objective function [1,4,8,11,13–15]. The description of objective
function depends on the context or application; more precisely, the objective
might be minimization or maximization of a function that defines the pairwise
distance of objects or their dissimilarity in a given set (see, e.g., [6,8,11,13], and
c© Springer International Publishing AG, part of Springer Nature 2018
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references therein). While minimizing the distance or dissimilarity, we are inter-
ested in identifying similar objects in order to put them in a same class. However,
if we seek to maximize the distance, then our focus is on dispersed classes. In
the scientific literature, there are several examples of such problems. One of the
recently introduced dispersion problems is called Maximum Dispersion Problem
(MaxDP). In this problem, the objective consists in creating a partition on a
given set of objects with the aim of maximizing the dispersion defined as the
pairwise distance between objects that belong to a same class [6].

There are several practical situations in which the MaxDP appears. For exam-
ple, consider a class of students that must be partitioned into a given number of
learning groups [1,6]. We might be interested in putting students with different
abilities in the same group in order to create heterogeneous groups including
students with different academic or cultural backgrounds. This diversity will
help the members of the group in gaining more from their peers. The MaxDP is
closely related to the Maximum Diversity Problem in which the goal is to select
a maximally diverse subset of objects and the diversity is measured by the sum
of distances between chosen objects [8,11].

Since MaxDP is NP-hard, there is no polynomial-time algorithm for solv-
ing this problem. Hence, it is difficult to solve large instances of the MaxDP by
means of classical exact methods [6,13]. Consequently, we need to design efficient
algorithms in order to address this issue. Efficient heuristics are natural choice
in this kind of situations with the aim of providing high-quality solutions in
short computation time. In this context, Variable Neighborhood Search (VNS)
provides a framework for designing efficient heuristics. The VNS has been used,
with success, for solving a large variety of combinatorial optimization problems
[3,10]. Therefore, in this paper, we introduce a VNS algorithm for solving the
MaxDP. Our contribution consists in introducing new neighborhood structures
that fit to the special structure of the MaxDP and are obtained after analyzing
the characteristics of the problem. In order to evaluate the efficiency of the intro-
duced VNS, we conducted computational experiments using randomly generated
medium-sized and large-scale instances. Then, we compared the results of the
algorithm with those provided by the standard solver Gurobi. According to the
numerical results, the introduced algorithm provides high-quality solutions and
outperforms the solver Gurobi.

This paper is organized as follows. Section 2 presents the MaxDP problem
and its mathematical programming models. In Sect. 3, we introduce our VNS
algorithm. Section 4 is devoted to the numerical results of our computational
experiments. Finally, some concluding remarks are drawn in Sect. 5.

2 The Maximum Dispersion Problem

In this section, we present the notation that we are going to use in this paper
and provide mathematical formulations for the MaxDP. We assume that a set
V = {1, ..., n} of n objects is given such that each object i has a non-negative
weight ai ≥ 0, where i ∈ V and we set A =

∑
i∈V ai. We want to partition this
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set of objects into m classes (groups) c ∈ C = {1, ...,m}. The partition must
meet some conditions: the sum of weights of the objects in any class c must
belong to the interval [(1 − α)Mc, (1 + α)Mc], where Mc ≥ 0 is the target weight
of class c ∈ C. We assume that there is no single object having a weight which
allows it to make a singleton class on its own. Finally, the pairwise distance
between objects i and j, denoted by dij , is symmetric.

In [6], Fernández et al. present three mathematical models for the MaxDP.
For each i ∈ V, c ∈ C, we define the binary decision variables xic as follows:

xic =
{

1 : if object i is assigned to class c,
0 : otherwise. (1)

Using the presented notation, we have the following nonlinear mathemat-
ical programming model for the maximum dispersion problem, denoted by
MaxDPNLP :

Max Mini,j∈V,c∈C
dij

xicxjc
(2)

s.t.
∑

c∈C

xic = 1, ∀i ∈ V, (3)
∑

i∈V

aixic ≥ (1 − α)Mc, ∀c ∈ C, (4)
∑

i∈V

aixic ≤ (1 + α)Mc, ∀c ∈ C, (5)

xic ∈ {0, 1}, ∀i ∈ V, c ∈ C. (6)

In this mathematical model, the objective function (2) is nonlinear and maxi-
mizes the minimal pairwise distance between objects that belong to a same class
c ∈ C. According to the constraints (3), each object can only be assigned to a
single class. The constraints (4) and (5) are called the balancing constraints and
restrict each class to meet the weight limits around its target weight.

We can linearize MaxDPNLP and use any standard MILP solver such as
Gurobi or IBM Cplex for solving the problem. In fact, MaxDPNLP can be
linearized in different ways (see [2,6,13]). One approach consists in reformulating
the MaxDPNLP as a Mixed-Integer Linear Program (MILP). This approach is
based on the idea of replacing the quadratic term xicxjc by an additional variable
zijc i.e., zijc := xicxjc. In this case:

zijc =
{

1 : if objects i and j are both assigned to class c,
0 : otherwise. (7)

We observe that zijc variables are symmetric with respect to i and j, that is
zijc = zjic; hence, we can assume that i < j. Furthermore, we need to add the
following additional constraints into the model:

xic + xjc ≤ 1 + zijc ∀i, j ∈ V, i < j, c ∈ C.

Indeed, when objects i and j belong to a same class c ∈ C, these constraints
force the variable zijc to be 1 [6,7]. Finally, we need to add a continuous variable
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u that represents the minimum distance between each pair of objects in the same
class [6]. To sum up, the MaxDPNLP is reformulated as the following MILP,
that we denote it by MaxDPL:

Max u (8)
s.t. (3) − (5), (9)

u ≤ dij zijc + D(1 − zijc), ∀i, j ∈ V, i < j, c ∈ C, (10)
xic + xjc ≤ 1 + zijc, ∀i, j ∈ V, i < j, c ∈ C, (11)

xic, zijc ∈ {0, 1}, ∀i, j ∈ V, c ∈ C, (12)
u ≥ 0, (13)

where D = maxi,j dij . The aim of the MaxDPL is to maximize the minimum
pairwise distance between members of each class. For this purpose, for each
class c, the objective function of the MaxDPL along with the constraints (10)
provide the smallest pairwise distance between the members of the class. Indeed,
a constraint (10) becomes binding only if zijc = 1, i.e., for any class c, the
variable u is bounded by dij for all objects i and j in the class c. According to
the definition of the variables zijc i.e., zijc := xicxjc, maximization of u yields,
for an optimal solution, a value for u i.e., u∗ that equals the minimum of dij .

3 A Heuristic Solution Method

Due to NP-hardness of the MaxDP, solving its large-scale instances is a big
challenge [5,13]. In order to address this issue, we need to design efficient methods
able to provide high-quality solutions within short computation time. In this
context, the focus of this paper is to use the framework of Variable Neighborhood
Search (VNS) in order to introduce an efficient algorithm. The VNS was first
introduced by Hansen and Mladenović [12] and it has been used for solving a
large variety of (combinatorial) optimization problems for which this approach
often provides high-quality solutions (see e.g., [3,9,10], and references therein).

The general structure of a VNS algorithm is composed of an initialization
phase and an optimization stage. In particular, the VNS uses a sequence of
neighborhood structures in order to explore the solution space of the problem.
The general frame of VNS includes several neighborhood structures; however, in
most cases, the local search heuristics might use a single neighborhood structure
[10]. Another feature of VNS is the shake operation that consists of random
moves inside the feasible region of the problem with the aim of escaping from
local optima and preventing premature convergence of the algorithm.

By taking into account the structure of the MaxDP, we define swap of two
elements between two disjoint classes as the main neighborhood structure that
permits to move from one solution of MaxDP to another one. The simplicity
of swap operation permits an effective exploration of the solution space. The
feasibility of a swap is restricted by the balancing constraints i.e., swapping two
elements should not hurt the bounds on their corresponding classes. In order to
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present the VNS algorithm that we introduce for solving the MaxDP, we need
to define some additional notation, where k ∈ {1, ...,m}.

– minDistck : Denotes the minimal distance among all objects of class ck ∈ C.
– absMinDist: Denotes the current absolute minimal distance within all classes

i.e., the current objective value.
– MDEck : Denotes the set of elements of class k which are involved in the

minimal distance of this class.
– CminDist: Denotes the set of all classes ck for which minDistck is equal to

absMinDist.
– κmax: Indicates the limit on the number of shake procedures.

The VNS algorithm that we introduce is composed of three main parts. The first
part concerns the initialization stage in which we generate a solution by random
distribution of objects among the given classes. Then, we check the feasibility of
the random solution through verifying the balancing constraints. If the solution
is not feasible, then we simply move the objects among different classes in order
to attain the feasibility. As soon as a feasible solution is obtained, we compute
the sets MDEck , for all ck ∈ C, and store in CminDist all classes having the
minimal distance absMinDist.

The second part is a shake procedure, where we choose randomly a class ck
out of CminDist as well as a class cl out of all remaining classes in C. Each class
has its own minimum distance, MDEck and MDEcl , respectively, in which some
objects are involved. We select two of such objects e.g., ek,i and el,j . First, we
check the feasibility of swapping these objects as well as possibility of obtaining
an improvement, either in the current best-known minimum distance or only
in the minimum distance of ck or cl. In the latter case, by accepting solutions
that deteriorate the current best solution, we privilege diversification in order
to explore the solution space in a more effective way. If swapping conditions are
met, then we perform the swap and update the state of each class. We repeat
this procedure κmax times, where κmax indicates the limit on the number of
possible shakes. Algorithm 1 shows the pseudo-code of the shake procedure.

Algorithm 1. Shake Procedure
1: procedure Shake(κmax, x)
2: κ ← 1;
3: while κ ≤ κmax do
4: Select randomly classes ck and cl from CminDist;
5: Select randomly ek,i and el,j from MDEck and MDEcl , respectively;
6: if it is feasible to swap ek,i & el,j , and the swap improves the objective
7: value or the minimum distance of one of the classes k and l then
8: PerformSwap(ek,i, ej,l);
9: Update the information of classes and/or the best minimum distance;

10: κ ← κ + 1;
11: end if
12: end while
13: return x.
14: end procedure
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Algorithm 2. Swap Procedure
1: procedure Swap(x)
2: improvement ← true;
3: while improvement == true do
4: for ck ∈ CminDist do
5: for cl ∈ C such that l �= k do
6: for ek,i ∈ MDEck do
7: for el,i ∈ MDEcl do
8: if it is feasible to swap ek,i & el,j and the swap improves
9: the objective value or the swap improves the minimum

10: distance of one of the classes k and l then
11: Swap ek,i and ej,l;
12: Update the information of classes and/or
13: the best minimum distance;
14: improvement ← true;
15: else
16: improvement ← false;
17: end if
18: end for
19: end for
20: end for
21: end for
22: end while
23: return x.
24: end procedure

The third part of the algorithm is a deterministic search within the solution
space in order to improve the current solution. This task is performed through the
swap neighborhood structure. In fact, we examine the possibility of improving
the best current solution by perturbing the composition of the classes involved
in the best solution found so far. To this end, we iterate over all classes ck ∈
CminDist and cl ∈ C (for all l �= k) and pick up objects ek,j , el,j that are involved
in the minimum distance of their corresponding classes i.e., ek,i ∈ MDEck and
el,j ∈ MDEcl . If swapping ek,i and el,j is feasible, then we check whether both
minDistck and minDistcl obtained by the swap of these two objects improves
the current absMinDist. If this condition holds, we perform the swap (line 11
of Algorithm 2), update all necessary information, and start a new search for
the classes of CminDist. We iterate this procedure until it can no more find any
improvement. Algorithm2 presents the pseudo-code of the swap procedure.

Finally, Algorithm3 sums up the introduced VNS algorithm for solving the
MaxDP. The algorithm iterates for a predefined maximum number of iterations.
Within the algorithm, the starting solution x is passed to the shake step in order
to obtain x′. This one is passed to the swap operation in order to get x′′. If x′′ is
an improving assignment of objects, we store it, update the information of the
solution, and set κ = 1; otherwise, we increase κ by 1. If κ reaches κmax, then
we set κ = 1.
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Algorithm 3. VNS for MaxDP
1: procedure VNS
2: x ← randomInitialSolution(V, C);
3: Create feasible partition (x);
4: Compute CminDist and MDEck : ck ∈ C;
5: iteration ← 0;
6: κ ← 1;
7: while iteration ≤ iterationMax do
8: absMinDistStart ← absMinDist;
9: x′ ← shake(κmax, x);

10: x′′ ← swap(x′);
11: iteration ← iteration + 1;
12: if absMinDist > absMinDistStart then
13: x ← x′′;
14: κ ← 1;
15: else
16: κ ← κ + 1;
17: if κ > κmax then
18: κ ← 1;
19: end if
20: end if
21: end while
22: return Solution.
23: end procedure

4 Numerical Experiments

In order to evaluate the performance of the introduced VNS algorithm in solv-
ing the MaxDP, we conducted numerical experiments on randomly generated
instances. In this section, we present the test setting, the numerical results, and
comments on our observations.

We generated random instances1 in a similar way as Fernández et al. [5].
More precisely, each object has a coordinate (x, y) randomly distributed in the
square Q = ((0, 0), (10, 10)). The associated weight of each object is a real-valued
number uniformly distributed over the interval [1000, 4000]. The target weights
of the classes are drawn uniformly from the interval [0.75(A/m), 1.25(A/m)],
and then normalized in order to obtain an overall sum of A. The instances are
generated with the size of n ∈ {100, 200, 300, 400, 500} and we partition them
into m ∈ {3, 5} classes. For each pair of (set of objects, number of classes), i.e.,
(n,m), we have generated 3; hence, in total, there are 30 instances. We solved the
MaxDP for each instance by setting α ∈ {0.01, 0.05}, that means 60 experiments
overall.

Our VNS algorithm has some parameters that need to be set. We define the
maximal number of shakes to be κmax = 3. The stopping condition of the algo-
1 The instances are publicly available on:

https://sites.google.com/site/mahdimoeini2013/test-instances.

https://sites.google.com/site/mahdimoeini2013/test-instances
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rithm is based on the maximal permitted number of iterations and is determined
by means of the number of objects i.e., iterationMax = n/3.

In order to evaluate the quality of the results provided by our VNS algorithm,
we compared them by those obtained by the Gurobi Optimizer Version 7.5.1.
For this purpose, we implemented the mixed-integer linear programming (MILP)
formulation of MaxDP, i.e., the model (8)–(13), and solved it by Gurobi on the
same instances as we used for the VNS. As time limit for Gurobi, we chose
tmax = 1200 s. If the solver could not provide an optimum within the determined
time limit, we noted the best solution (if there is any) found so far.

We implemented the algorithm as well the MILP model in Java. In order to
have a fair comparison, all experiments were done under same conditions and
on an AMD Phenom II X4 945 Processor (3.0 GHz) with 4 GB of RAM under
Windows 10 operating system.

Table 1 shows the results of the experiments. In the first three columns of this
table, instance information such as number of objects n and number of classes
m, as well as tolerance value α for balancing constraints are presented. In the
remaining part of the table, for each values of m, n, and α, the results of Gurobi
as well as the VNS algorithm are reported. In fact, for each of these cases, we
tested the methods on three instances, and the average of best objectives value
provided by each method i.e., obj.val., the average computation time of each
method in seconds i.e., t(s) are shows in the table. Furthermore, for each case of
m, n, and α, the average number of iterations that the VNS algorithm needed to
find the solution is given in the last column of Table 1. The column Opt? tells if
Gurobi could provide the optimum. Unfortunately, in most of the cases, Gurobi
fails to provide the optimal solution within the time-limit. In many cases, the
solver aborts its search even within the time-limit (denoted by O.M.); however,
the solver always provides solutions computed by its internal heuristics.

Comments on the Results

According to the results, we make the following observations:

• Our VNS algorithm provides high-quality solutions or optima for all instances
in very short computation time (less than 10 s). In fact our algorithm dom-
inates for all instances, with a large gap, the standard commercial solver
Gurobi. Apart from n = 100, Gurobi fails to find even good-quality solutions.

• For some instances with n = 200, n = 300, and n = 400, Gurobi can find
some solutions (even not optimal) but we had to stop it due to the time
limit. For n = 200 with m = 5 and n = 300 with m = 5, α = 0.05, the solver
stops its solution search at some point within the time limit with a message
of gurobi-out-of-memory exception. That is why, in these cases, the average
computation time of Gurobi is less than the time limit.

• When n = 500 or n = 400 with m = 5, Gurobi provides only heuristic
solutions found by its internal heuristic approaches and the solver itself fails
in finding any solution. In fact, the solver starts with the presolve process
and, after a while, stops with the gurobi-out-of-memory exception message.



370 M. Moeini et al.

Table 1. Computational results.

Instance Gurobi VNS algorithm

n m α obj.val. t(s) Opt? obj.val. t(s) Iter.

100 3 0.01 0.52 122.73 Yes 0.52 0.02 6

3 0.05 0.52 83.23 Yes 0.52 0.01 3

5 0.01 1.07 247.98 Yes 1.02 4.03 28

5 0.05 1.07 253.06 Yes 1.04 1.23 17

200 3 0.01 0.28 1200.09 No 0.32 1.00 25

3 0.05 0.31 1200.10 No 0.34 0.07 19

5 0.01 0.33 730.33 No 0.67 1.62 42

5 0.05 0.15 609.33 No 0.68 0.05 14

300 3 0.01 0.12 1200.09 No 0.21 0.03 5

3 0.05 0.12 1200.09 No 0.23 0.03 5

5 0.01 0.12 1200.40 No 0.50 0.49 57

5 0.05 0.09 1141.83 No 0.52 0.42 26

400 3 0.01 0.07 1200.43 No 0.22 0.27 29

3 0.05 0.07 1200.28 No 0.19 0.26 28

5 0.01 0.03 O.M. No 0.37 0.31 41

5 0.05 0.02 O.M No 0.39 0.94 39

500 3 0.01 0.02 O.M. No 0.17 0.65 67

3 0.05 0.01 O.M. No 0.16 0.29 38

5 0.01 0.04 O.M. No 0.32 1.70 110

5 0.05 0.02 O.M. No 0.36 1.13 89

In these cases, no actual computation time can be provided. In Table 1, these
cases are denoted by O.M.

5 Conclusion

In this paper, we introduced an effective VNS algorithm for solving the Maximum
Dispersion Problem (MaxDP). According to the numerical results of the compu-
tational experiments, we observe that our heuristic is able to provide high-quality
solutions in short computation time. The proposed algorithm highly dominates
the commercial solver Gurobi.

The MaxDP is a recently introduced problem and the avenue of research for
solving the MaxDP is quite wide. Design of alternative heuristics or introducing
valid inequalities and facets for the MaxDP can be interesting research perspec-
tives. The research in these directions is in progress and we hope to publish the
results in a close future.
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Abstract. Designing of the large scale roadway lighting installations is
a complex task for the sake of its computational complexity. Additionally,
each project has to meet the mandatory lighting standard requirements
and business constraints such as investment costs of an installation, its
energy efficiency and so on. The important issue one has to face to com-
ply with lighting standards in the large-scale projects is resolving all
conflicts arising in areas where two or more streets with different light-
ing requirements meet. The common problem for such shared areas is
that the installation’s adjustments depend on for which street they were
calculated. This behavior may cause the flickering effect (Note that the
term flickering refers in this article to a non convergent behavior of
an optimization process and not to a light flickering).The agent-based
method of lighting design proposed in the previous works assumed opti-
mization with agents traversing a global structure representing an urban
area and adjusting subsequent installations. Now we propose yet another
method relying on a multi-agent system approach, assuming that agents
operate on the local portions of global data. We also discuss the flicker-
ing effect being a result of conflicts among agents and propose methods
of their resolution. It has to be stressed that overcoming this problem is
necessary for making the proposed approach to be applicable in practical
solutions.

Keywords: Multi-agent system · Custom lighting design · LED
Flickering effect

1 Introduction

In this work we consider a scenario of a roadway lighting design process per-
formed by agents, which does not converge (a halting condition of a process is
not satisfied) yielding to the flickering effect. We propose the methods of resolv-
ing such issues.

The correct preparation of an optimal project of outdoor lighting installation,
fulfilling the energy efficiency criteria and being consistent with the mandatory
c© Springer International Publishing AG, part of Springer Nature 2018
N. T. Nguyen et al. (Eds.): ACIIDS 2018, LNAI 10751, pp. 372–381, 2018.
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lighting performance requirements [1,2] is a very complex task. In this work
we limit our considerations to roadway lighting although there exist related,
nontrivial problems like road tunnels lighting [3,4].

Thanks to the graph transformation mechanisms which support parallel com-
putations [5,6] an artificial intelligence system is capable of making it much faster
and more efficient way than a human designer. In the implemented system we
design a lighting installation separately for each street but there still remain
some influences on lighting conditions of some regions caused by installations
standing alongside the neighboring streets (e.g., in cross section areas).

Actually we are able [7] to prepare a lighting project in a situation when a
street is influenced by any arbitrary set of lighting points. The problem consid-
ered in this work concerns a situation when an infinite cycle (in terms of steps
required to find a solution for all cycled lighting installations) of such influences
appears. It is a common phenomenon in our context because streets form many
cycles. An agent system performing parallel computations has to be able to
handle such a scenario in a reasonable time and with acceptable energy costs.

2 Related Works and Basic Notions

In this section we present the basics of lighting design related problems which
are a background for the further considerations.

2.1 Optimization Process – Main Facts

The objective of an optimization in a roadway lighting design process is deter-
mining such settings of particular luminaires constituting a roadway lighting
installation, that some objective function for a problem is optimized, i.e., mini-
mized or maximized, dependently on the context. For example the objective may
be minimizing an annual power usage of a city streetlight installation. Then this
function may return a power usage (see for example [8] for energy optimization),
investment costs but also take into account another, more complex criteria either
business or technical ones [9]. In more advanced (real-life) cases one deals with
a multi-criteria optimization with an objective function compromising several
factors (e.g., the power usage and investment costs). The mentioned luminaire’s
settings may cover a range of parameters such as pole height, arm length, fix-
ture model, fixture inclination angle or luminous flux dimming. The area of an
optimization may be either a single street (then the problem gets trivial) or an
entire city containing tens of thousands of lighting points.

An important constraint imposed on an optimization process is that the
obtained solutions have to fulfill mandatory lighting standard requirements (e.g.,
for standard EN-13201:2 in Europe [1]). The optimal adjustments of luminaires
in a large-scale design are searched for all installations located within a city,
district or other area. The crucial fact here is that each luminaire is regarded
separately, i.e., luminaire’s adjustments are found luminaire by luminaire rather
than globally, for an entire roadway. This optimization method was described in
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depth in [7] so it will not be discussed here as being out of the scope. The impor-
tant technical consequence of such an approach is that this optimization method
implies a significant computational overhead. The order of magnitude of a com-
putational complexity can be assessed as follows. Suppose that one optimizes N
luminaires in such a way that for each of them 5 parameters can be varied (a
number of variants is given in parenthesis): pole height (7), arm length (8), fix-
ture model (2000), fixture installation angle (7), luminous flux level (50). Thus
for each single luminaire one has 3.92 × 107 possible variants. To achieve even
the partial reduction of this flood of possible states to be checked, the appropri-
ate heuristics have to be applied (not to be discussed here). Unfortunately, it is
still not sufficient for making the method to be practically applicable. As it was
already shown in other works [6,10] the fundamental workaround is paralleliza-
tion of computations using for example a multi-agent system. Application of
intelligent agents seems to be a suitable approach here, as such a complex opti-
mization problem requires decision making based not only on a built-in agent’s
knowledge but also a knowledge acquired dynamically from a surrounding envi-
ronment.

2.2 Lighting Classes

The basic criterion of a considered lighting design optimization is the compli-
ance with lighting standards established for public spaces including highways,
roadways, residential areas, road junctions and another conflict areas, bike lanes,
walkways and so on. Public lighting standardization is made in two steps. First,
it defines lighting classes as such and specifies which types of road situations can
be assigned with them. Those assignments depend on numerous different factors
such as dominant roadway users, traffic speed and intensity, number of intersec-
tions and so on (see Fig. 1). In the second step the performance requirements
(e.g., required illuminance level for an area) are set for each class (see Tables 1
and 2).

Table 1. M-lighting classes (for traffic routes, dry surface condition) according to
the EN 13201-2:2016 standard. Lavg—min. average luminance maintained, Uo—min.
overall uniformity, Ul—min. longitudinal uniformity, fTI—max. disability glare, REI—
min. lighting of surroundings.

Class Lavg [cd/m2] (min. *) Uo (min.) Ul (min.) fTI [%] (max. **) REI (min.)

M1 2.00 0.40 0.7 10 0.35

M2 1.50 0.40 0.7 10 0.35

M3 1.00 0.40 0.6 15 0.30

M4 0.75 0.40 0.6 15 0.30

M5 0.50 0.35 0.4 15 0.30

M6 0.30 0.35 0.4 20 0.30

* min.: minimum allowed value; ** max.: maximum allowed value
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Fig. 1. The scrap of the table for evaluating a lighting class on the basis of a roadway
properties (EN 13201-1:2016)

Table 2. C-lighting classes on conflict areas (e.g., shopping streets, road intersections,
queuing areas etc.) according to the EN 13201-2:2016 standard

Class Horizontal illuminance

Eavg [lx] Uo

C0 50.0 0.40

C1 30.0 0.40

C2 20.0 0.40

C3 15.0 0.40

C4 10.0 0.40

C5 7.50 0.40

2.3 Lighting Class Assignment

In the sequel we assume for simplicity and without the loss of generality that
each roadway has some lighting class ascribed (usually Mx, for x = 1, 2, . . . ,6).
Similarly, each road junction area is ascribed with some lighting class (usually Cx,
for x = 0, 1, . . . ,5). This assumption is illustrated by Fig. 2. It should be remarked
that such an approach is static. For the case of a dynamic lighting control it is
admitted be the standard that a roadway lighting class can be dynamically
changed due to a changeable traffic flow for instance. In those circumstances we
obtain multiple performance patterns for a single roadway, dependently on an
actual environment state. The detailed discussion concerning a dynamic lighting
control can be found in [11].
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Fig. 2. The sample lighting class assignment. Dotted circles enclose junction areas

3 Large-Scale Optimization - Computation Scheme

In this section we briefly sketch how the customized photometric calculations
underlying an optimization process performed by agents, are carried out.

Let L(Ri) = {Li
1, L

i
2, . . . L

i
n} be a set of luminaires located along a roadway

Ri, H be an average mounting height in the set L(Ri) and S be an average
spacing in L(Ri). We assume that luminaires Li

j located along a roadway Ri are
indexed (with j) in the order of their natural sequence perceived by an observer
walking down the street. The photometric computations for those luminaires are
made on so called calculation fields. For each of them the appropriate quantities
are computed (as those specified in Tables 1 and 2). A calculation field F is
a roadway section, sometimes taken together with adjacent walkways, located
between two subsequent luminaires. A relevant area for a computation filed
F is an area covering all points located not further than 12H from F in the
direction of increasing luminaire indices and 5H in side and backward directions
(see Fig. 3). Relevant luminaires for a computation filed F are all luminaires
contained in a relevant area for F .

Fig. 3. The relevant area for a cal-
culation field F

According to the EN-13201:3 standard we
define a number of relevant forward lumi-
naires as

Nfw =
⌈12H

S

⌉

and a number of relevant side/backward
luminaires as

Nsb =
⌈5H

S

⌉
.

If Ri terminates (on any side) and either (i) it does not join any other illumi-
nated road, walkway or any other area (Fig. 4), or (ii) it does and a lighting
class changes (R1, . . . , R4 in Fig. 5) then the final calculation fields of Ri will be
referred to as terminating ones.

Remark. The above definition does not clarify practically when can we regard
F as a terminating field. This decision is taken arbitrary on the basis of the
actual installation’s layout data. Usually, luminaires located alongside Ri have
a “regular” layout in the sense that they are spaced with some s ± Δs and their
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distance form s roadway is a ± Δa. If one takes the very last calculation field F
then some luminaires can be “missed” (a number of front luminaires selected for
calculation is less than Nfw, see Fig. 4) and thus standard requirements cannot
be met. The same can apply to the first calculation field for which a number of
backward luminaires is less than Nsb.

Having the above remark made the following problem has to be addressed
prior to launching a customized lighting design: how to proceed with the termi-
nating fields of Ri? This problem will be solved in the following way. First, a
more operational definition of a terminating field will be introduced. F will be
regarded as such if (i) a number of remaining forward luminaires if less than Nfw

or (ii) lighting performance requirements cannot be met for F . The proceeding
on terminating fields, in turn, will be accomplished by changing a lighting class
for which photometric computations are made. For example, if a lighting class
of Ri is M4 then for terminating fields it is changed to C4 (or the another,
appropriate Cx class).

Fig. 4. A street with the sample terminating field F (the inner dotted rectangle) and
the relevant area of F (the outer dashed rectangle)

4 Multi-agent system

The scheme of a multi-agent system performing customized optimization is fol-
lowing. There are two types of agents only: a registry agent (RA) and the opti-
mizing agents (OA). A registry agent maintains a database of roadways and
luminaires being processed. We do not specify in depth the structure of this
database which can reflect the graph structure of the street layout [6,12]. The
excerpts important for the future considerations are presented in Table 3 which
illustrates dependencies for the sample scene shown in Fig. 5.

Each area, R, is allotted with a list of luminaires affecting it, L(R). The
ellipses present in rows 1–4 of Table 3a indicate some remaining luminaires
belonging to the L(Ri) set but being out of the area of interest for this exam-
ple. An RA creates an optimizing agent for each area and updates the corre-
sponding database record with an agent’s name (the third column in Table 3a).
Thus, in the moment of its creation an OA is assigned with the correspond-
ing area, Ri, and a list of the relevant luminaires L(Ri). Note that for each
luminaire Li

j ∈ L(Ri) the set A(Li
j) of agents hosting Li

j can be fetched on
the fly from a database by sending a query to an RA. For the case of sam-
ple data shown in Table 3a the agent A3 is assigned with the following data
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set: A3 ← {R3; [L1, L2, L3, L4]} and the agents hosting the luminaire L1 are
A(L1) = [A3, A4, A5].

Table 3. The sample database tables for the scene shown in Fig. 5

Fig. 5. The sample scene consisting of terminating sections and the junction area

An OA in turn, say Ai, optimizes an installation’s adjustments by performing
the suitable photometric computations. Once an optimization process is com-
pleted, resultant adjustments for each luminaire are registered in a database
managed by an RA (see Table 3b).

The important task of a registry agent is discovering and resolving all conflicts
in the areas shared by two ore more agents. Such a conflict arises when two
(or more) agents register a luminaire(s) settings which cannot be agreed among
areas due to the lighting performance standard violation. The records with serial
numbers (S/N) 200, 201 and 203 respectively (Table 3b) are the example of such
a conflict. The luminous flux value 0.60 (S/N = 203) adjusted for L7 by A1 in
R1 area is too low for complying with a standard requirements defined for the C
and R2 areas, managed by A5 and A2 respectively which adjusted previously the
luminous flux levels to 0.70 (S/N = 200) and 0.65 (S/N = 201). Analogously,
the record with the S/N = 201 clashes with the entry 200.
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5 MAS Life-Cycle. Conflict Resolution

Figure 6 depicts a multi-agent system life-cycle. Dotted lines delimit states
of the particular agent types; dashed arrows with the envelope sym-
bol represent the interactions among agents accomplished by sending the
request/update/information messages.

Fig. 6. The life-cycle of a multi-agent system

When a multi-agent system performs a parallel optimization processes the
problem of stopping can arise. For example, if all luminaires located along Rk

are already adjusted by some agent Ak and an agent Ai responsible for Ri

processing reaches its terminating fields located by the junction area then it can
modify settings for luminaires already adjusted by Ak. This modification, in turn,
requires verification and re-optimizing Rk. Note that this simplified scenario can
occur for more complex layouts containing multiple roadways arranged in the
circular way. For such complex inputs a multi-agent system may evolve in the
following ways.

Scenario 1. Optimization process reaches a fully compliant solution in the result
of a convergent optimization process.

Scenario 2. Optimization problem cannot be resolved at all for this set of
parameters because there does not exist a set of adjustments in a browsed space
of configurations, satisfying the performance requirements. In this situation pro-
cessing has to be terminated arbitrary if some of below conditions is satisfied.
We denote the termination testing function as F and a vector of road situations
as R.

1. A number of conflicts (not standard-compliant fields) is less than some num-
ber n: F (R) = |{Ri : performance requirements are not satisfied for Ri}|.

2. All non-compliant fields posses lighting classes belonging to some set, say
{M5, M6}. This approach to conflict resolution has the practical motivation
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as it aims at “moving” non-compliant fields from most important roadways
to the minor ones.

3. All non-compliant fields are grouped together in terms of mutual geodetic
proximity. If all such installations are enclosed in relatively small area then an
optimization process can be relaunched with new set of parameters: F (R) =∑

i<j |r(Ri) − r(Rj)|, where the summation is made over all areas for which
a lighting system performance is not compliant with the standard; r(Ri) is a
vector of the center of gravity for Ri.

4. An averaged deviation from the standard requirements is minimized: F (R) =
1
K

∑K
i=1 ||Mi − M(Ri)||, where Mi denotes a vector of photometric param-

eters required for an area Ri and M(Ri) is a vector of those parameters
computed for the given installation’s adjustments. As previously, summa-
tion is made over all areas for which a lighting system performance is not
compliant with the standard.

Scenario 3. Optimization process reaches a fully compliant solution but it is
obtained temporary in a flickering effect. In this case the decision to stop further
processing is also taken on the basis of some arbitrary premises, e.g.:

1. minimum computation time: further optimization is terminated right after
finding the first solution,

2. energy efficiency of a solution,
3. total costs of all resultant installations.

In Fig. 6 it is encapsulated in the decision node inside an RA activity area.
Selecting an appropriate resolution strategy depends on a context, i.e., a par-
ticular design problem, existing constraints and assumptions. It can be achieved
by following one of the approaches presented in Scenarios 2 and 3. Note that
we admit for some cases that the Conflicts occurred? node can be left with
Y decision even when some settings are non complying with the performance
requirements. It occurs for all cases of Scenario 2.

6 Discussion and Conclusions

Preparation of optimized large-scale street lighting projects is a complex task
not only due to the computational complexity but also because of the flickering
effect which makes a computation process to be not convergent.

It has to be remarked that considered computations are made for the static
scenario, i.e., once a lamp is switched on its luminous flux level does not change.
The problem gets more complicated when one considers lighting control [11,13].
Then luminous fluxes may change following the variable traffic flows and other
variable environment conditions (ambient light, rain etc.). Then the setups of
particular installations have to be recalculated accordingly.

To handle such complex computations one can either try to extend the search
space but with no guarantee of success or to apply some heuristic approaches.
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The first of them is a conditional acceptance for non standard-compliant solu-
tions. The second method is grouping together all non-compliant regions in a
single area which can be proceed separately for another set of settings.

The above methods allow to complete computations in a reasonable time
and make the agent-based approach applicable in practical use. In particular,
the software tool relying on presented concepts for preparing the large-scale
projects, is developed at the AGH University. Once the development phase is
completed the results of tests will be published in the next works.
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Abstract. For the mathematical model of a three-sector economic cluster, the
problem of optimal control with fixed ends of trajectories is considered. An
algorithm for solving the optimal control problem for a system with a quadratic
functional is proposed. Control is defined on the basis of the principle of
feedback. The problem is solved using the Lagrange multipliers of a special
form, which makes it possible to find a synthesising control.
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1 Introduction

The problem of optimal control for dynamical systems can be formulated as the
problem of finding program control or constructing a synthesising control that depends
on the state of the system and the current time. In the first case, the problem can be
solved using the Pontryagin maximum principle [1, 2]. In the general case, the Pon-
tryagin maximum principle gives the necessary conditions for optimality and allows
one to obtain program control, depending on the current time. In the second case,
Bellman’s dynamic programming method [3] or Krotov sufficient optimality conditions
[4] can be used.

In practice, there is a large number of optimal control problems for economic
systems that are nonlinear systems with coefficients that depend on the state of the
control object. In economic systems, it is required to achieve a certain level of eco-
nomic development on a given planning horizon.

A three-sector (i.e. materials, labour resources, and production assets) economic
model and the necessary conditions for an optimal balanced growth of the economy are
given in Kolemayev [5]. Various aspects of the analysis of economic growth with the
development of deterministic and stochastic three-sector dynamical models of open and
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closed types are presented in the works of Dzhusupov et al. [6], De [7], Dobrescu et al.
[8], Zhang [9], Zhou and Xue [10], Sen [11].

The fundamental work of Aseev et al. [12] provides the foundations of the math-
ematical theory of optimal control of dynamical systems on an infinite interval using
the Pontryagin maximum principle. As an example, a two-sector model of optimal
economic growth with a random price jump is considered.

The article of Shnurkov and Zasypko [13] studies the optimal control problem
(OCP) for a dynamic three-sector model of the economy on the basis of the maximum
principle. The OCP considered by them is a problem with free right ends of trajectories
with scalar control, representing specific investments in the fund-creating sector of the
economy. Note that in this article a frequent case is considered, when the investment
changes only in the fund-creating sector.

In contrast to the above works, we consider the optimal control problem
(OCP) with fixed ends of trajectories, in a finite time interval. In this paper, we propose
to use an approach based on sufficient optimality conditions using Lagrange multipliers
of a special type, which allows us to represent the desired control in the form of
synthesising control, depending on the state of the system and the current time. In
addition, this method makes it possible to take into account the existing restrictions on
the values of controls. It should also be emphasised that this study considers the setting
of the OCP for a three-sector economic model of a cluster in which the shares of labour
and investment resources for all three sectors of the economy can simultaneously
change.

Note that the peculiarity of the OCP considered in this paper is that the trajectories
of the system must pass through given points at the initial and final instants of time (i.e.
the left and right ends of the trajectories are fixed). The problem is considered on a
finite time interval, there are restrictions on the values of controls, the task of con-
structing a synthesising control is posed. To solve this problem, the method of
Lagrange multipliers is used [14], with the use of multipliers of a special form, which
allows to obtain optimal control in the form of a control sum with feedback and
program control.

The proposed approach is used to solve the problem of optimal distribution of
investment and labour resources in a three-sector economic model of a cluster.

2 Statement of the OCP for a Three-Sector Economic Model
of a Cluster

Consider a three-sector economic model of a cluster, described by a system of six
differential and algebraic equations [5]:

_ki ¼ �kiki þðsi=hiÞx1; kið0Þ ¼ k0i ; ki [ 0; ði ¼ 0; 1; 2Þ;

xi ¼ hiAik
ai
i ; Ai [ 0; 0\ai\1; ði ¼ 0; 1; 2Þ;

ð1Þ
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as well as three balance conditions:

s0 þ s1 þ s2 ¼ 1; s0 � 0; s1 � 0; s2 � 0;

h0 þ h1 þ h2 ¼ 1; h0 � 0; h1 � 0; h2 � 0;

ð1� b0Þx0 ¼ b1x1 þ b2x2; b0 � 0; b1 � 0; b2 � 0:

ð2Þ

Here the state of the system is described by the vector ðk0; k1; k2Þ, and
ðs0; s1; s2; h0; h1; h2Þ is the vector of control. The initial state of the system is ðk00 ; k01; k02Þ,
where k0i ¼ kið0Þ – the capital-labour ratios of i-th sector (i ¼ 0 – material, i ¼ 1 –

creation of funds, and i ¼ 2 – production) at t ¼ 0. We will consider the problem of
transferring the system to the state ðk�0; k�1 ; k�2Þ for the interval ½0; T�. As the desired final
state ðk�0 ; k�1 ; k�2Þ, we choose the equilibrium state of the system, which is determined by
equating the right-hand sides of the differential equations (1) to zero, i.e.:

k�1 ¼
s1A1

k1

� � 1
1�a1

; k�0 ¼
s0h1A1ðk�1Þa1

k0h0
; k�2 ¼

s2h1A1ðk�1Þa1
k2h2

: ð3Þ

The values of capital-labour ratios k�i ði ¼ 0; 1; 2Þ in the steady state (3) depend on the
controls ðs0; s1; s2; h0; h1; h2Þ, for which the authors of [15] determined the values of
ðs�0; s�1; s�2; h�0; h�1; h�2Þ, solving the nonlinear programming in problem to maximise the
specific consumption: x2 ! max.

In the state ðk�0 ; k�1; k�2Þ (3), the right-hand sides of the differential equations (1)
vanish, which means the constant in time of the values of capital-labour ratios
k�i ði ¼ 0; 1; 2Þ are constant in the equilibrium state.

Using three balance relations (2), a problem with six controls ðs0; s1; s2; h0; h1; h2Þ
can be reduced to a task with three controls, denoted later through ðs1; m2; h1Þ, using the
controls:

s0 ¼ v2ð1� s1Þ; s2 ¼ ð1� m2Þð1� s1Þ:

We write the system of differential equations (1) in deviations with respect to the
equilibrium state of the system using the following notation:

y1 ¼ k0 � k�0; y2 ¼ k1 � k�1 ; y3 ¼ k2 � k�2 ;
u1 ¼ s1 � s�1; u2 ¼ m2 � m�2; u3 ¼ h1 � h�1 :

_yi ¼ fiðy; uÞ; yið0Þ ¼ y0i ; ði ¼ 1; 2; 3Þ;
ð4Þ

Here, y ¼ ðy1; y2; y3Þ0 denotes the state vector of the object, u ¼ ðu1; u2; u3Þ0 denotes
the control vector. Linearising the system (4), we obtain a vector differential equation
of the form:

_yðtÞ ¼ AyðtÞþBuðtÞ; t 2 ½0; T �; ð5Þ

where the elements of the matrices A ¼ aij
�� ��

3�3 and B ¼ bij
�� ��

3�3 are determined by
the formulas:
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aij ¼ @fiðy; uÞ
@yj

; bij ¼ @fiðy; uÞ
@uj

; ði; j ¼ 1; 2; 3Þ ð6Þ

with y ¼ ð0; 0; 0Þ0 and u ¼ ð0; 0; 0Þ0.
It should be noted that the controllability criteria for nonlinear systems of the form

(4) were obtained in the works of Klamka [16], and for discrete systems in [17]. The
system (5) is controllable, i.e. matrices A and B satisfy the controllability criterion
defined in [16].

The initial and final states of the system are given as:

yð0Þ ¼ y0; yðTÞ ¼ 0: ð7Þ

Note that the desired final state of the system yðTÞ ¼ 0 is an equilibrium state in which
the specific consumption is maximised and a balanced growth of the sectors of the
economy is ensured.

The control vector components u ¼ ðu1; u2; u3Þ0 satisfy two-way constraints of the
following type:

�s�1 � u1 � 1� s�1; �m�2 � u2 � 1� m�2; �h�1 � u3 � 1� h�1; ð8Þ

which are derived from the source constraints 0� s1 � 1; 0� m2 � 1; 0� h1 � 1:
We consider the OCP: it is required to find the control uðtÞ, which takes the system

(5) from the given initial state yð0Þ ¼ y0 to the equilibrium state yðTÞ ¼ 0 for the
interval ½0; T �, while minimising the target functional:

JðuÞ ¼ 1
2

ZT

0

½y0ðtÞQyðtÞþ u0ðtÞRuðtÞ�dt; ð9Þ

where Q and R are positive semidefinite and positive definite ð3� 3Þ- matrices,
respectively.

Thus, we obtain the so-called LQ-problem (linear-quadratic OCP) (5)–(9), in which
the ends of the trajectories of the system are fixed: yð0Þ ¼ y0, yðTÞ ¼ 0, i.e. it is
required to ensure the optimal path through specified start and end points.

3 Solution of the LQ OCP in the Presence of Constraints
on the Values of Controls

Consider a control system described by a differential equation of the form:

_xðtÞ ¼ AðtÞxðtÞþBðtÞuðtÞþ f ðtÞ; ðt0 � t� TÞ; ð10Þ

with a given initial xðt0Þ ¼ x0 and final xðTÞ ¼ 0 states, with constraints on the values
of the control:
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uðtÞ 2 UðtÞ ¼ fujaðtÞ� uðtÞ� bðtÞg; ðt0 � t� TÞ: ð11Þ

Here, xðtÞ is the n-vector of the state of the object; uðtÞ is the m-vector of
piecewise-continuous control actions; AðtÞ, BðtÞ - are matrices of dimensions ðn� nÞ,
ðn� mÞ, respectively (the elements of these matrices are continuous functions); f ðtÞ is
the n-vector of continuous functions; aðtÞ, bðtÞ are m-vectors whose components are
piecewise-continuous functions; t0 and T are predetermined initial and final moments
of time. It is assumed that system (10) is completely controllable at time t0.

The quality of management is described by the target functional:

JðuÞ ¼
ZT

t0

0:5x0ðtÞQðtÞxðtÞþ x0ðtÞPðtÞuðtÞþ 0:5u0ðtÞRðtÞuðtÞþ x0ðtÞpðtÞþ u0ðtÞrðtÞþ rðtÞ�dt;½ ð12Þ

where QðtÞ, PðtÞ, RðtÞ - are matrices of dimensions ðn� nÞ, ðn� mÞ, ðm� mÞ,
respectively, pðtÞ, rðtÞ - are vectors of dimensions ðn� 1Þ, ðm� 1Þ, respectively; rðtÞ-
is a scalar function; and a stroke means the transpose operation.

Statement of the problem: it is required to find a synthesising control u ¼ uðx; tÞ
that satisfies the constraint (11) and transforms the system (10) from the given initial
state x0 to the final state xT for a fixed interval ½t0; T�, while minimising the target
functional (12).

In the case where the final condition xðTÞ ¼ 0 is given in the form xðTÞ ¼ xT , we
can make the substitution ~xðtÞ ¼ xðtÞ � xT , and again we obtain a problem of the form
(10)–(12). In many practical problems, we have Pð�Þ 	 0; pð�Þ 	 0; rð�Þ 	 0; rð�Þ 	 0;
but here we consider a functional of the form (12), since such a formulation of the
problem may be required for the realization of some numerical solution algorithms of
solving the OCP of a more general form.

We shall consider a symmetric ðn� nÞ-matrix KðtÞ that satisfies the Riccati dif-
ferential equation:

_KðtÞ ¼ �~A0ðtÞKðtÞ � KðtÞ~AðtÞþKðtÞSðtÞKðtÞ � ~QðtÞ; KðTÞ ¼ KT ; ð13Þ

where ~AðtÞ ¼ AðtÞ � BðtÞR�1ðtÞP0ðtÞ; SðtÞ ¼ BðtÞR�1ðtÞB0ðtÞ; ~QðtÞ ¼ QðtÞ � PðtÞR�1

ðtÞP0ðtÞ:
Let us denote by Wðt; TÞ the symmetric ðn� nÞ-matrix of the form:

Wðt; TÞ ¼
ZT

t

Uðt; sÞSðsÞU0ðt; sÞds

Here Uðt; sÞ ¼ HðtÞH�1ðsÞ is the matrix of dimension ðn� nÞ; HðtÞ - is the fun-
damental matrix of solutions of a differential equation of the form of a _yðtÞ ¼ ÂðtÞyðtÞ,
where ÂðtÞ ¼ ~AðtÞ � SðtÞKðtÞ.

We shall consider the n-vector-valued function qðtÞ, which satisfies the differential
equation:
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_qðtÞ ¼ �½~AðtÞ � SðtÞKðtÞ�0qðtÞþW�1ðt; TÞBðtÞuðxðtÞ; tÞ � KðtÞ~f ðtÞ � ~pðtÞ;
qðt0Þ ¼ q0;

ð14Þ

where

k1ðx; tÞ ¼ RðtÞmaxf0; aðtÞ � xðx; tÞg; k2ðx; tÞ ¼ RðtÞmaxf0; xðx; tÞ � bðtÞg;
xðx; tÞ ¼ �R�1ðtÞf½KðtÞBðtÞþPðtÞ�0xþB0ðtÞqðtÞþ rðtÞg; uðx; tÞ ¼ R�1ðtÞ½k1ðx; tÞ � k2ðx; tÞ�;
~f ðtÞ ¼ f ðtÞ � BðtÞR�1ðtÞrðtÞ; ~pðtÞ ¼ pðtÞ � PðtÞR�1ðtÞrðtÞ:

ð15Þ

The solution of the considered OCP (10)–(12) using the above notation can be
formulated as the following theorem.

Theorem 1. Let the matrix RðtÞ with nonnegative elements be positive definite in the
interval t0 � t� T and the matrix ~QðtÞ be nonnegative definite. In addition, assume that
W0 ¼ Wðt0; TÞ[ 0 and system (10) is completely controllable at time t0. Then

1. the optimal motion trajectory of the system x�ðtÞ, ðt0 � t� TÞ in problem (10)–(12)
is determined from the differential equation:

_xðtÞ ¼ ½~AðtÞ � SðtÞKðtÞ�xðtÞþBðtÞuðxðtÞ; tÞ � SðtÞqðtÞþ~f ðtÞ; xðt0Þ ¼ x0; ð16Þ

where matrix KðtÞ and vector qðtÞ satisfy the differential Eqs. (13) and (14),
respectively;

2. the optimal control is:

u�ðxðtÞ; tÞ ¼ xðx�ðtÞ; tÞþuðx�ðtÞ; tÞ; ðt0 � t� TÞ; ð17Þ

where the values of vector functions xðx�ðtÞ; tÞ and uðx�ðtÞ; tÞ are calculated using
formula (15).

Proof of Theorem 1 is obtained on the basis of sufficient optimality conditions for
dynamical systems with fixed-end of trajectories, similar to those obtained in [14] using
Lagrange multipliers of a special form.

For an arbitrary continuous function xð�Þ and an arbitrary piecewise continuous
function uð�Þ, defined in the interval ½t0; T �, the Lagrange functional is compiled:

Lðxð�Þ; uð�ÞÞ ¼
ZT

t0

0:5 x0ðtÞQðtÞxðtÞþ x0ðtÞPðtÞuðtÞþ 0:5 u0ðtÞRðtÞuðtÞf

þ x0ðtÞpðtÞþ u0ðtÞrðtÞþrðtÞþ k00ðxðtÞ; tÞ ½AðtÞxðtÞ þBðtÞuðtÞþ f ðtÞ � _xðtÞ�
þ k01ðxðtÞ; tÞ ½aðtÞ � uðtÞ� þ k02ðxðtÞ; tÞ ½uðtÞ � bðtÞ�� dt;

ð18Þ

where k0; k1; k2 – multipliers of Lagrange, and k1ðxðtÞ; tÞ� 0, k2ðxðtÞ; tÞ� 0,
ðt0 � t� TÞ; k0ðxðtÞ; tÞ is given in the form k0ðxðtÞ; tÞ ¼ KðtÞxðtÞþ qðtÞ, ðt0 � t\TÞ;
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the KðtÞ matrix and the qðtÞ vector satisfy the differential Eqs. (13) and (14),
respectively.

Choose the Lagrange multipliers k1ðx; tÞ, k2ðx; tÞ in such a way that the so-called
complementary nonrigidity conditions are satisfied:

k01ðx; tÞ ½aðtÞ � u� ¼ 0; k02ðx; tÞ ½u� bðtÞ� ¼ 0; ð8 x 2 En; t 2 ½t0; T �Þ: ð19Þ

For this, we choose k1ðx; tÞ and k2ðx; tÞ in the form (15).

4 Solution of the Problem for a Three-Sector Economic
Model of a Cluster

As an example, let us consider a mathematical model of a three-sector cluster economy
model described by differential equations of the form (4) in the interval ½t0; T�. The
calculation of the elements of the matrices A and B by formulas (6) to reduce the system
to the form (5) was performed on a computer using the possibilities of symbolic
computations in the MatLab medium.

Note that getting the above cumbersome formulas without using the possibilities of
symbolic computing on a computer would be very difficult.

The numerical calculations were performed on a computer with the different values
of the parameters (see Table 1):

In the last line of Table 1, values of capital-labour ratios k�i ði ¼ 0; 1; 2Þ in the
equilibrium state are calculated by the formula (3), in which the values of the controls
ðs�0; s�1; s�2; h�0; h�1; h�2Þ are chosen from the condition of maximising the specific con-
sumption. With these values of the model parameters, the following matrices were
obtained:

A ¼
�0:0345 0:0084 �0:0063

0:0 �0:0160 0:0
�0:0197 0:0220 �0:0420

0
@

1
A; B ¼

�87:4858 96:6194 156:5572
269:2298 0:0 0:0
�98:6600 �109:039 409:5059

0
@

1
A:

The matrices KðtÞ and RðtÞ are chosen in the form of matrices stationary in the
½t0; T� interval: K ¼ 50E3; R ¼ 107 � E3:

Table 1. Parameter values for a three-sector cluster economic model

i ai bi ki Ai s�i h�i k�i
0 0.46 0.39 0.05 6.19 0.2763 0.3944 966.4430
1 0.68 0.29 0.05 1.35 0.4476 0.2562 2410.1455
2 0.49 0.52 0.05 71 0.2761 0.3494 1090.1238
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Since the KðtÞ matrix is stationary, its derivative with respect to time will be zero.
Then it follows from the differential equation (13) that in QðtÞ it will also be a sta-
tionary matrix in the ½t0; T� interval equal to Q ¼ �A0K � KAþKSK, where
S ¼ BR�1B0. Hence:

Q ¼
13:8274 �6:3093 16:8514
�6:3093 19:7212 �7:7414
16:8514 �7:7414 51:5278

0
@

1
A:

the initial state of the system is set to: yðt0Þ ¼ y0 ¼ ð�80;�560;�70Þ0. It is required to
transfer the system (12) to the equilibrium state: yðTÞ ¼ ð0; 0; 0Þ0 over the interval
½t0; T� ¼ ½0; 10�, while minimising the target functional (9).

The numerical calculations were carried out on a computer using the above algo-
rithm for solving OCP (10)–(12), in which, with the help of Lagrange multipliers, it is
possible to take into account constraints on the values of controls. In addition, the
proposed method of solving the OCP allows us to represent the desired optimal control
in the form of synthesising control. As an example, a three-sector economic model of a
cluster (5), (7), (9) was considered, with additional constraints (8) on the values of
control actions. For the example under consideration, these restrictions have the form:

�0:4476� u1 � 0:5524; �0:5002� u2 � 0:4998; �0:2562� u3 � 0:7438: ð20Þ

The obtained optimal trajectories and optimal controls are presented in Figs. 1 and 2.
As can be seen from Fig. 1, the optimal controls found ensure that the trajectories of
the system (5) are brought to the equilibrium state: yðTÞ 
 ð0; 0; 0Þ0. The optimal
controls found (see Fig. 2) do not go beyond the region U, defined by the constraints
(20), where the control vector component u1ðtÞ lies on the boundary of the U region in
the interval ½0; t1�, then at t 2 ðt1; T� enters the interior of the region U. Control
switching occurs at time t1 
 0:673.

Fig. 1. Graphs of optimal trajectories using Lagrange multipliers
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5 Conclusion

An algorithm for solving the problem posed was developed and a control was found on
the basis of the feedback principle. The problem was solved using Lagrange multipliers
of a special type. Numerical calculations were made using the above algorithm, in
which Lagrange multipliers managed to take into account constraints on the values of
controls. In addition, the proposed method of solving the OCP allows us to represent
the desired optimal control in the form of synthesising control. As an example, a
three-sector economic model of a cluster with additional restrictions on the values of
control actions was considered. The control parameters were selected in such a way as
to satisfy the algebraic conditions for the controls and the states of the system.
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Abstract. Nowadays, companies use accounting IT systems in which the
registration of economic events is most often performed with the use of rela-
tional or object databases. More often, it becomes necessary not only to register
the value of economic events attributes but also to automatically analyze their
meaning. These functions can be realized by using, among others, the cognitive
agents. Their knowledge related to economic events shall be represented using
semantic methods. Therefore the aim of this paper is to develop a semantic
method for knowledge representation of cognitive agents processing economic
events. This method will facilitate registration of attributes of economic events
and the analysis of their meaning.

Keywords: Accounting IT systems � Economic events � Cognitive agents
Semantic knowledge representation

1 Introduction

IT systems facilitate efficient functioning of accounting mainly by registering economic
events (every event - fact, phenomenon- related to the business conducted by business
organizations) and processing information in near-real time, which consequently has a
positive effect on the effectiveness and efficiency of decision taking. However, it needs
to be stressed that nowadays, companies use accounting IT systems in which the
registration of economic events is most often performed with the use of relational or
object databases. Analysis of meaning of these events by decision-makers is very
time-consuming process. Nowadays, however, in turbulent economic environment
business decisions should be taken near real time in order to achieve high efficiency of
business organizations’ functioning. Therefore, it becomes necessary not only to reg-
ister by IT systems the values of economic events attributes but also to automatically
analyze their meaning. It is important to interpret economic events in the context of
supporting decisions, and realizing unexpected information management needs [1].
These functions can be realized by using, among others, the cognitive agents [2, 3].
More often the knowledge of such agents is represented by using semantic methods
(e.g. ontologies, semantic nets). Therefore, economic events shall also be represented
using semantic methods (enabling representation of semantically complex data) and
saved in NoSQL database.
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The aim of this paper is to develop a semantic method for knowledge representation
of cognitive agents processing economic events. This method will facilitate registration
of attributes of economic events and the analysis of their meaning.

The first part of the article contains a review of literature on methods for repre-
senting agents’ knowledge and basic notions. The second part presents the developed
method for representing such events. The last part of the article contains a case study
which verifies the applicability of the developed method in practical solutions.

2 Related Works and Basic Notions

The literature of subject presents many different methods for agents’ knowledge rep-
resentation used in the mentioned groups. The main of them include first-order pred-
icate logic, production systems, artificial neural networks, frame representation,
ontologies such as semantic web, semantic networks and topic maps, multi-attributes
and multi-values structures, multi valued logic includes a three valued logic and a fuzzy
logic [e.g. 4, 5, 6]. However in relation to economic event representation semantic
methods are mainly used in order to detection of these events [e.g. 7] but in small
degree in order to automatically analysis of meaning of these events. The use of
traditional, relational databases implies the method of representation of attributes of
economic events in the form of atomic values. Atomization involves registering an
economic event in an indivisible form. An atom consists of three attributes [7]: symbol
of a phenomenon, value of a phenomenon, date of phenomenon.

An advantage of such an approach is the ease of processing and searching for data,
however it allows for saving in a computer system only simple (atomic) values of
phenomena, which is a simplification in modeling the real world in which attributes of
economic phenomena are often complex. Additionally, such a representation of eco-
nomic phenomena does not allow for the analysis of their meaning.

The application of object database enables representation of economic phenomena
attributes with the use of complex values. An object is treated as pair [8]: Identification
(unique in the whole system) and value.

Both data, as well as their processing procedures, are treated as the value of an
object, which is an advantage of such a model. Another advantage of such a model is
the possibility of processing incomplete data [9]. However, the analysis of economic
phenomena in such a model is also limited.

The formal definition of an economic event, referring to relational and
object-oriented databases, is presented, for example, in the works [7, 9–11]. It is
presented as follows:

Definition 1.
An economic event is called a set:

ZG ¼ z; c; p; s; l; d; t;wq;wvf g ð1Þ
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where:
z – symbol of the event (z 2 Z – set of events),
c – symbol of the purpose (e.g. cost carrier, product, order; c 2 C – set of

purposes),
p – symbol of the business entity (e.g. liability center, employee, contractor; p 2 P

– set of entities),
s – type feature (catalog of types - materials, fixed assets, products; s 2 S – set of

types),
l – individual catalog numbers (list of individual items: Inventory numbers of fixed

assets, commodity-file catalog numbers; l 2 L – set of individual catalog
numbers),

t – date of event (t 2 T – set of dates),
d – accounting document’s number (d 2 D – set of document’s numbers),
wq

– measurement value in natural units,
wv

– measurement value in value units.

The elements of the set representing the economic event are called the dimension of
the event. Event representation as defined in Definition 1 may also be extended to
include other dimensions depending on the level of detail of data necessary to real-
ization a specific business process.

When an event is recorded in an accounting computer system, it is automatically
categorized using the knowledge base and automatically recorded in the accounting
books [7]. The definition of an economic event is thus extended to include information
on accounting accounts as follows:

Definition 2.

ZG ¼ ki; kj; z; c; p; s; l; d; t;wq;wvf g ð2Þ

where:
ki; kj 2 K – accounts DT, CT included in the plan of accounts.

3 Method for Knowledge Representation

Cognitive agent’s knowledge representation related to economic event is based on
semantic network and defined as follows:

Definition 3.
An economic event is called a quadruple:

ZG ¼ N; I;R; Zh i ð3Þ

where:
N – set of dimensions,
I – set of dimensions’ instances,
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R – set of relationships defined on the set N,
Z – set of axioms i.e. the set of relations between N and I.

The next part of the paper will outline the specific elements of an economic event.
It is assumed that the real world is represented by a pair <O, V> where O is a finite

set of objects (e.g., contractor-entity, generic-commodity), and V is the domain of set
O (e.g. Alpha-contractor), and

V ¼ [ o2OVo ð4Þ

where: Vo is the domain of object o 2 O.
It is assumed that an economic event refers to the real world <O, V>. A detailed

definition of an economic event is considered at four levels: dimensions, instances,
relationships and axioms.

3.1 Definition on the Dimensions Level

Definition 4.
The dimension of the economic event defined in the world <O, V> is defined as triple:

n ¼ idn;On;Vnh i ð5Þ

where idn is a unique dimension name (e.g. commodity, date), On 2 O is the object
represented by the dimension (e.g. contractor-entity, generic-commodity), and Vn 2 V
is the domain of object (e.g. Alfa, Beer):

Vn ¼ [ o;vh i2OnVo: ð6Þ

Tuple On;Vnh i is called a structure of dimension n. All dimensions belonging to the
same event differ from one another.

Each economic event should contain at least the dimensions specified in Definition
1 or 2, and may additionally include other dimensions (e.g. in the case of products -
dimension “packaging”).

3.2 Definition on Instance Level

Definition 5.
The n-dimension instance is described by objects from a set On and values from the set
Vn and defined as a pair:

i ¼ idi; vh i ð7Þ

where idi is a unique identifier of an instance in a real word <O, V>, instead v is the
value of the object instance (np. Beer-Heineken) On determined as function:
v : On ! Vn, such, as vðoÞ 2 Vo for each o 2 On.
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Value v is also called a description of the instance of the object. Dimension can be
interpreted as a set of all instances described in its structure.

In order to describe the fact that i is an instance of dimension n, following notation
can be use: i 2 n. All instances of the same dimension within a given business event
should have a different identifier. Two or more instances may have the same values.
The given instance can belong to different dimensions.

3.3 Definition on Relationships Level

In an economic event between two dimensions you can define one or more relation-
ships. Relationships describe the relationship between dimensions. For example, a
“whole-part” relationship can be defined between two dimensions. Relationship is
defined as follows:

Definition 6.
Let set of dimensions N is given. The relationship is called the following relation:

R ¼ n; n0h i ð8Þ

where n; n0 2 N.

3.4 Definition on Axioms Level

The set Z can be interpreted as a condition of data integrity or relationships between
instances and dimensions that cannot be expressed in a set of relations R.

Definition 7.
Let set of dimensions N and set of instances I are given. The axiom is called the
following relations:

Z ¼ N; Ih i ð9Þ

in dimension: N � I
and

Z ¼ I; I
0

D E
ð10Þ

in dimension: I � I.

3.5 Graphical Representation of the Economic Event

The developed definition of economic event can be presented graphically. An example
of such representation is illustrated in Fig. 1. Oval denotes dimensions, rectangles
denote instances, relationships are drawn with a solid line, and dashed lines indicate
axioms. The presented economic event contains three dimensions. The interpretation is
as follows: Dimension1 is related to Dimension2 and Dimension3. Dimension1 is
connected to Instance1 via an axiom. Dimension1 is also related to Dimension3 by
axiom, while Dimension3 is also related to Instance3.
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4 Verification of Developed Method – Case Study

In order to verify the method developed, the following assumptions were made:

1. The accounting information system is made up of cognitive agents in the LIDA
architecture [13]. The knowledge of these agents is represented by a semantic
network and they have built-in mechanisms for processing such knowledge.

2. User experience tests will be performed (3 expert persons and 3 non-expert persons
will be employed in tests, they task will be to analysis of meaning of 5 different
economic events representing by traditional methods and developed method – the
measure of tests will be a time of performing analysis).

3. In order to illustrate analyzing process the following exemplary economic event can
be considered: “On 30-10-2017, shipping note (Sn) No. 1/2016 for the
Alpha-contractor was issued, containing the following items: Wine1 20 pcs, price
3.20 (box: box) and Wine2 6 pcs., price 3,30 (packaging: film)”.

Representation of the exemplary event in semantic form is as follows:

1. Dimensions: Issuing_an_document, Date, Purpose, Commodity, Package, Wine,
Entity, Sn, Number, Value, Natural Units, Pcs, Value Units, USD.

2. Instances: 30-10-2017, 1/2017, Alpha-Contractor, Wine1, Wine2, Film, Box, 20; 6;
3,20; 3,30; 730; 330.

3. Relationships: Issuing_an_document!Date, Issuing_an_document!Purpose,
Issuing_an_document!Entity, Issuing_an_document!Cn, Issuing_an_docu-
ment!Value, Purpose!Commodity, Commodity!Wine, Commodity!Package,
Cn!Number, Value!Natural_units, Value!Value_units, Natural_units!Pcs,
Value_units!USD,

4. Axioms: Date!30-10-2017, Package!Film, Package!Box, Wine!Wine1,
Wine!Wine2, Entity!Alpha_contractor, Number!1/2017, Pcs.!20, Pcs.!6,
USD!3,20, USD!3,30, Wine2!Film, Wine2!6, Wine2!3,30, Wine1!Box,
Wine1!20, Wine1!3,20.

Fig. 1. An example of a graphic representation of a semantic representation of an economic
event
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The graphic representation of this representation is shown in Fig. 2.

When an event is logged on the system, cognitive agent programs automatically
classify the economic event using a knowledge base that contains the event accounting
patterns that are also stored as semantic networks. An example of such pattern
(graphical form) with reference to the Cn document is shown in Fig. 3.

Classification is made using comparative semantic networks, which are described in
greater detail in the work [12].

As a result of the classification, the economic event is extended by the following
dimensions: Account, DT, CT, instances: 730, 330, relationships: Issuing_an_docu-
ment!Account, Account!DT, Account!CT, as well as axioms: DT!730,
CT!330. Ultimately, the representation (graphical form) of the considered economic
event is presented on Fig. 4. In classic IT accounting systems, booking a Cn document
would be made on an analytical account (330-100-200, where that segment 100 means

Fig. 2. Graphical form of the considered economic event’s semantic representation.

Fig. 3. A Cn document accounting pattern in the knowledge base.
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a commodity, and 200 - Wine). Instead, by using the semantic representation, the
analytical part of the account is expressed directly by the dimensions of the Com-
modities and Wine (330-Commodity-Wine).

As this form of representation is close to the representation of reality in a human
mind, it is possible to determine the meaning, context of a given economic event in a
natural way. There is no need to perform any complicated analyses using time and
resource consuming methods of data exploration. Events represented with the use of
the semantic method can be directly visualized, e.g. in the form of a manager’s cockpit.
The semantic method is characterized by total openness. The process of determining
dimensions, instances, relationships and axioms is not limited by the structure of a
database. For example, if there was a need to record the color of a packaging, it would
require just adding a new dimension: Color (and relationship it with the dimension:
Packaging), and instances: Red, Green (and relationship it using Color dimension
axiom with the instances, and join using the axiom e.g. instance: Box with instance:
Green).

The developed method enables saving economic events in NoSql databases, mainly
graph ones (data is saved in the form of directed graphs, making it possible to model a
semantic network). The advantages of the semantic method of representation include:

• flexibility of data model,
• possibility of modifying the structure of data while a system is being started (in

runtime) or used by workers,
• effective processing of queries on semantically complex data,
• speed of finding data paths,
• possibility of representing rich data semantics in a graphic form.

Fig. 4. Representation of the economic events after the process of its classification
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User experience tests’ results will be as follows: average time of finish of meaning
analysis of economic events representing by traditional methods by experts – 6 min, by
non-experts 21 min; average time of finish of meaning analysis of economic events
representing by developed method by experts – 48 s, by non-experts 6 min. Therefore
developed method allows for shortening time of analysis performed by
decision-makers (for example, when they analyze dozens of economic events a day,
saving time is very high).

In case of accounting IT systems, the semantic method of representation enables
recording information on ontology (data description) and taxonomy (data syntax, e.g.
an account has a WN and MA site) of data concerning economic events which have
been semantically ordered (a large number of information resources concerning an
event are ordered according to a given semantic dimension). It enables, for example,
multidimensional visualization of information describing economic events, in an
arrangement defined ad hoc by a user (using, for example, the manager’s cockpit, by
clicking on a selected dimension, e.g. a commodity, apart from details concerning the
dimension a user obtains information on its semantic connections with other dimen-
sions such as a symbol of an event, a color of a packaging, or an account number).

Semantic representation of economic events may also be applied in systems related
to other areas of company operation, e.g. in a controlling system in realization of the
function of planning and monitoring performance of a plan. Since planning results are
determined with a certain degree of probability, in a controlling subsystem it is possible
to additionally use the semantic network with levels of activation of dimensions (e.g.
Issuing_an_document, Commodity, Beer) and relationships.

The main limitation of the method is the complexity of a data model, which is why
an application of such a method requires using hardware with parameters which
guarantee better efficiency than in case of applying the classic method.

5 Conclusions

Representation of knowledge of cognitive agents performing economic events based on
the semantic network enables not only processing information connected with these
events, but also automatically analysis of their meaning. The method described in the
paper may be applied e.g. to represent knowledge of agents in a financial and
accounting subsystem of a cognitive integrated management information system [2].
Events represented in such a manner may be saved in a NoSQL database. It may leads,
in consequence, to taking faster and more effective decision by decisions-makers.

Further research is going to focus on developing methods for analysis, by cognitive
agents, the meaning of economic events, and on developing a prototype of the financial
and accounting subsystem using semantic method.
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Abstract. Solution of the eigenvalue problems can be based on inverting
matrices built from regularized vectors. The regularization parameters are equal
to the eigenvalues of the given matrix after fitting in accordance to the
collinearity models. In this approach the eigenvectors are equal to the columns
of the inverted matrix.
A new procedure of matrix inversion with the basis exchange algorithm has

been recently proposed. In accordance with this procedure the inverse matrix is
computed in an iterative manner by gradual replacement of unit vectors by
successive regularized vectors. Such replacement is impossible if a new regu-
larized vector depends linearly on the vectors which are already in the basis.

Keywords: Eigenvalue problem � Iterative inversion of matrices
Fitting eigenvalues � Collinearity models

1 Introduction

Computational techniques of the eigenvalue problem solution are used for exploring
large data sets [1]. One of the most successful and widely used methods of data
exploration is the principal component analysis (PCA) [2]. The PCA procedure
involves computation of the eigenvalues and eigenvectors of the covariance matrix.
The covariance matrix is symmetrical and can be efficiently computed on the basis of
large data sets. The eigenvalue computations are also used in other methods of data
exploration [3].

A new method of the eigenvalue problem solution has been recently proposed [4].
In accordance with this method eigenvalues are selected through inducing linear
dependency between regularized vectors. This method uses the iterative inversion of
matrices composed from regularized vectors [5]. The inverse matrix is obtained from a
unit matrix in an iterative manner through successive replacement of unit vectors by
regularized vectors. As a result, the transformed column of the inverted matrix becomes
gradually equal to the desired eigenvector.

The replacement of a successive unit vector by the regularized vector becomes
impossible if the new vector depends linearly on regularized vectors which are already
in the basis. Collinearity models formulated in the paper allow to specify conditions
when the above replacement cannot be executed. A procedure based on collinearity
models aimed at finding eigenvalues is proposed in the paper.
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2 Principal Component Analysis and Eigenvalue Problem

Let us consider a data set C of m feature vectors xj = [xj,1, …, xj,n]
T [3]:

C ¼ fx1; . . .; xmg ð1Þ

where the feature vectors xj (j = 1, …., m) can be considered as points in the n-
dimensional feature space F[n] (xj 2 F[n]).

We assume that m objects Oj have been represented in a standardazied manner by
the n - dimensional feature vectors xj (j = 1, …., m). Components xj,i of the feature
vector xj may be numerical results of measurements of n different features xi
(i = 1, …, n) of the j - th object Oj (xj,i 2{0,1} or xj,i 2 R1).

The data set C (1) can be described by the mean vector m and the covariance
matrix:

m ¼
X

j
xj=m ð2Þ

and

S ¼
X

j
xj �m
� �

xj �m
� �T

= m�1ð Þ ð3Þ

The PCA method can reduce the dimensionality of multivariate data C (1) whilst
preserving as much of the variance as possible. The basic idea of the PCA method is to
describe the variation of a set of multivariate data in terms of a set of new, uncorrelated
variables zi′ each of which is a particular linear combination of the n features xi. The
linear transformation of the feature vectors xj (1) used in the PCA gives such new
variables zi′ which have the greatest variability [2].

The PCA method is based on the solution of the eigenvalue problem with the
symmetric covariance matrix S (3) of the dimension n x n [1]:

S ki ¼ kiki ð4Þ

where ki = [ki,1, …, ki,n]
T is the i-th eigenvector (i = 1, …, n) and ki is the i-th

eigenvalue (ki � 0).
The eigenvectors ki should have the unit length:

ð8i 2 1; . . .; nf gÞ kTi ki ¼ 1 ð5Þ

Two eigenvectors ki and ki′ (4) of the symmetrical matrix S (3) are perpendicular if
their eigenvalues ki and ki′ are different (ki 6¼ ki′) [2]:

ð8i 6¼ i0Þ if ki 6¼ ki0 ; then k
T
i ki0 ¼ 0 ð6Þ

The eigenvectors ki are typically set in descending order of the eigenvalues ki:
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k1; k2; . . .; kn
k1 � k2 � . . .� kn � 0

ð7Þ

The eigenvector ki allows to define the i-th principal component zi:

ð8i 2 1; . . .; nf gÞ zi ¼ kTi x ¼ ki;1x1þ ...:þ ki;nxn ð8Þ

The eigenvalues ki and the eigenvectors ki are computed on the basis of the Eq. (4).
The Eq. (4) can be provided in the below form:

ðS� kiIÞki ¼ 0 ð9Þ

The determinant | S − ki I | equal to zero is the necessary condition for a non-trivial
solution ki 6¼ 0 of the Eq. (9) [1]:

S� kiIj j ¼ 0 ð10Þ

The characteristic Eq. (10) is solved in order to find the matrix’s S eigenvalues ki.
The eigenvectors ki (7) can be directly computed based on the eigenvalues ki [1].

The Singular Value Decomposition (SVD) is currently the primary method of the
eigenvalue problem solution used for the Principal Components Analysis [3].

3 Iterative Matrix Inversion

Let us name the columns of the matrix S = [s1, …, sn] (3) as vectors sj = [sj,1, …, sj,n]
T

(sj 2 Rn) regularized in the below manner:

ð8j 2 1; . . .; nf gÞ zj ¼ sj � kej ð11Þ

where k 2 R1 and ej is the j-th unit vector.
The below matrix Sk can be defined for an arbitrary value of the regularizing

parameter k (k 2 R1):

Sk ¼ ½s1 � k e1; s2 � k e2; . . .; sn � k en ¼� ½z1; z2; . . .; zn� ð12Þ

Let us assume that the matrix Sk (12) was created in an iterative manner from the
unit matrix I = [e1, …, en] [5]. During the first step (k = 1) the matrix Sk(1) = [z1,
e2, …, en]

T was created by changing the vector e1 to z1. Similarly, in the step k, the
matrix Sk(k) was created by changing the vector ek to zk = sk − k ek (11):

ð8k ¼ 1; . . .; n� 1Þ Sk kð Þ ¼ ½z1; . . .; zk; ekþ 1; . . .; en�T ð13Þ

We can assume without additional restrictions that during the first n − 1 steps k the
matrices Sk(k) (12) are non-singular and the inverse matrices Sk(k)

−1 can be computed
for a given value of the parameter k (13):
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ð8k ¼ 1; . . .; n� 1Þ Sk kð Þ�1¼ ½r1 kð Þ; . . .; rn kð Þ� ð14Þ

The vectors zj (11) and the columns rj(k) of the inverse matrix Sk
−1(k) (13) fulfil the

below equations:

ð8j 2 1; . . .; kf gÞ rj kð ÞTzj ¼ rj kð ÞTðsj � kejÞ ¼ 1; and
ð8j0 2 1; . . .; j� 1f gÞ rj kð ÞTzj0 ¼ rj kð ÞTðsj0 � kej0 Þ ¼ 0

ð15Þ

The eigenvalue Eq. (9) can be represented similarly to (15) by using the regularized
vectors zj = sj − k ej (11):

ð8j 2 1; . . .; nf gÞ; andð8j0 2 1; . . .; nf gÞ
rj kð ÞTzj0 ¼ rj kð ÞTðsj0 � kjej0 Þ ¼ 0

ð16Þ

We can see that the major difference between Eqs. (15) and (16) is that all products
rj(k)

T(sj′ − k ej′) are equal to zero in the Eq. (16).
If during the successive step k + 1 the vector ek+1 is replaced by zk+1 (11) then the

columns rj(k + 1) of the inverse matrix Sk(k + 1)−1 (14) can be computed based on the
columns rj(k) in accordance with the Gauss - Jordan transformation [8]:

rkþ 1 kþ 1ð Þ ¼ ð1=rk kð ÞTzkþ 1Þ rk kð Þ ð17Þ

and

ð8j 6¼ ðkþ 1ÞÞ ri kþ 1ð Þ ¼ rj kð Þ�ðrj kð ÞTzkþ 1Þ rkþ 1 kþ 1ð Þ ¼
¼ rj kð Þ�ðrj kð ÞTzkþ 1=rk kð ÞTzkþ 1Þ rkðkÞ

ð18Þ

The basis exchange algorithms were based on the Gauss-Jordan transformation
(17), (18) [8]. The inverse matrix Sk(k)

−1 can be computed efficiently in successive
steps k by using the basis exchange algorithm even in case of high-dimensional vectors.

4 Eigenvectors Obtained from Inverted Matrices

Let us suppose that during the n-th step we try to replace the unit vector en in the
non-singular matrix Sk(n − 1) = [z1, …, zn−1, en]

T (13) by the regularized vector
zn = sn − k en (11). The matrix Sk(n) = [z1, …, zn−1, zn]

T will become singular if the
n-th regularized vector zn = sn − k en (13) is linear combination of the remaining
regularized vectors zj = sj − k ej (j = 1, …, n − 1) [6]:

sn � k en ¼ a1ðs1 � k e1Þþ . . .þ an�1ðsn�1 � k en�1Þ ð19Þ

where (8j2{1, …, n − 1}) aj 2 R1.
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Lemma 1: If the matrix Sk(n − 1)−1 (16) is non-singular and the regularized vector
zn = sn − k en (13) is a linear combination (19) of the remaining regularized vectors
zj = sj − k ej (j 6¼ n), then

rnðn� 1ÞTðsn � k enÞ ¼ 0 ð20Þ

where rn(n − 1) is the n-th column of the inverse matrix Sk(n − 1)−1 (16).
Proof: The n-th column rn(n − 1) of the inverse matrix Sk(n − 1)−1 (14) fulfills the

Eq. (15). Therefore:

ð8j 2 1; . . .; n� 1f gÞ rnðn� 1ÞTðsj � k ejÞ ¼ 0 ð21Þ

Based on this and the assumption (19) we can infer that the Eq. (20) holds. ☐
The Eqs. (20) and (21) can be aggregated in the below manner:

ð8j 2 1; . . .; nf gÞ rnðn� 1ÞTðsj � kejÞ ¼ 0 ð22Þ

The Eq. (22) means that kn = rn(n − 1) /|| rn(n − 1) || (5) is the eigenvector of the
matrix S = [s1, …, sn] with the eigenvalue k.

The Lemma 1 can be generalized to a case when the l-th vector zl = sl − kl el (11)
with the regularizing parameter kl is a linear combination (19) of the remaining vectors
zj = sj − kl ej (j 6¼ l):

ð8l 2 1; . . .; nf gÞ
sl � klel ¼ al;1ðs1 � kle1Þþ . . .þ al;nanðsn � klenÞ ð23Þ

where (8j2{1, …, n}) a l, j 2 R1, and a l, l = 0.
The Eq. (23) can be formulated in the below manner:

ð8l 2 1; . . .; nf gÞ
sl � al;1s1 � . . .:� al;nsn ¼ klðel � al;1e1 � . . .� al;nenÞ ð24Þ

where (8j2{1, …, n}) a l, j 2 R1, and a l, l = 0.
If the Eq. (24) holds for the l-th regularized vector zj = sj − kl ej (11), then the

matrix Sk = [s1 − kle1, s2 − kle2, …, sn − klen] (14) is singular. In this case, the
equation similar to (22) has the below form:

rTl ðsl � klelÞ ¼ 0 ð25Þ

where rl is the l-th column of the inverse matrix Sk(l)
−1 = [r1, …, rn] (16), where:

SkðlÞ ¼ ½s1 � kle1; . . .; sl�1 � klel�1; el; slþ 1 � klelþ 1; . . .; sn � klen� ð26Þ
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Lemma 2: If the l-th column rl of the inverse matrix Sk(l)
−1 (26) fulfills the Eq. (25),

then kl = rl /|| rl || (5) is the eigenvector of the matrix S = [s1, …, sn] linked to the
eigenvalue kl (25) [6].

5 Induced Collinearity of Regularized Vectors

The linear dependence (23) of the regularized vector zl = sl − kl el (11) on the
remaining n − 1 vectors sj − kl ej is (j 6¼ l) can be induced by an adequate choice of
the regularizing parameter kl. The l-th collinearity model (24) can be formulated as a
set of n non-linear equations [6]:

kl ¼ sl;l � al;1sl;i � . . .� al;nsl;n ð27Þ

And

sl;1 � al;1s1;1 � . . .� al;nsn;1 ¼ �klal;1
sl;2 � al;1s1;2 � . . .� al;nsn;2 ¼ �klal;2
. . .:

sl;n�1 � al;1s1;n�1 � . . .� al;nsn;n�1 ¼ �klal;n�1

sl;n � al;1s1;n � . . .� al;nsn;n ¼ �klal;n

ð28Þ

where sl = [sl,1, …, sl,n]
T (sl 2 Rn).

The l-th set of n Eqs. (27) and (28) contains n unknown variables kl and al,j
(without the coefficient al,l which is equal to zero (al,l = 0)).

6 Fitting Eigenvalues with Collinearity Models

In accordance with the Lemma 2, the l-th eigenvalue kl of the matrix S = [s1, …, sn]
(11) is equal to the solution kl of the collinearity Eqs. (13) and (14). In this case the l-th
eigenvector kl of the matrix S is defined by the column rl of the inverse matrix Sk(l)

−1

(14) [6]:

kl ¼ rl= rlk k ð29Þ

The solution kl of the non-linear Eqs. (27) and (28) can be used in an experiment
with many values k′ of the regularizing parameter k (11). The l-th collinearity model is
specified by the Eq. (26). In accordance with the previous remarks, an adequate value
kl of the regularizing parameter k (11) should assure both the nonsingularity of the
matrix Sk(l) (13) and fulfilling the condition (14).

An iterative procedure of matrix inversion has been described in the recent paper
[7]. In accordance with this procedure the non-singular matrices Sk(k) (13) are designed
gradually from the unit matrix I = [e1, …, en] through successive replacement of the
unit vectors ek by the regularized vectors zk = sk – k′ ek (11) with a priori selected value
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k′ of the regularizing parameter k. After the replacement of the vector ek by the
regularized vector zk = sk – k′ ek (11) the columns rj(k) of the inverse matrix Sk(k)

–1

(16) are modified in accordance with the Gauss - Jordan transformation (17), (18).
The transformation (17) can not be performed if the condition (24) is met. The

condition (25) means division by zero in the Eq. (17). In accordance with the previous
considerations, the condition (25) also means that the l-th vector zl = sl − k′ el (13) is a
linear combination (23) of the earlier vectors zj = sj − k′ ej (j < l). Therefore, the
regularizing parameter k′ which fulfils the condition (25) can be the l-th eigenvalue kl
of the matrix S = [s1, …, sn] (11).

The proposed experimental evaluation of particular values k′ of the regularizing
parameter k (11) involves iterative inversion of matrices Sk(l) (26) with the columns sj
− k′ ej. Two values k′ and k′′ of the regularizing parameter k (13) can be compared on
the basis of the below rule:

if rTl ðsl � k0elÞ[ rTl ðsl � k00elÞ; then k00is better than k0 ð30Þ

The evaluation rule (30) allows to find experimentally the optimal value k* of the
regularizing parameter k (13) which assures the condition (25). Therefore, the l-th
eigenvalue kl of the matrix S = [s1, …, sn] (11) is equal to k* (kl = k*).

7 Concluding Remarks

The article contains a proposal of the iterative procedure of the eigenvalues ki (4)
identification through collinearity models (23) extraction. This procedure uses com-
parison rule (30) for the regularizing parameters k (11) evaluation. The proposed
procedure of the eigenvalues ki (4) extraction could be used for the purpose of collinear
biclustering in exploratory data analysis and for modelling of multiple interactions [9].
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Abstract. This article presents an analysis of the Shapley value of simple
cooperative games in situations where the weights of the players and the
majority required to accept a decision (in the form of a winning coalition) are
given by fuzzy numbers. We propose a modification of the concept of the
additivity of the payoff function which is necessary in this framework.

Keywords: Shapley value � Fuzzy numbers � Additivity

1 Introduction

When analysing a decision making body in which group decisions are made on the
basis of voting, one uses an a priori approach which assumes that the weights of
individual decision makers (players) are predetermined constant values (e.g. according
to the result of an election). Observation of real life indicates that this assumption is
unreasonable. For various reasons, the real weights of players are variable and rarely
take the values assumed by the a priori analysis. For example, if the players are
parliamentary parties (whose weights are determined by the number of members of
parliament each party has), it is very rare that all the members of a particular party take
part in a parliamentary vote. Hence, the weights of parties in particular votes are not
constant integer numbers, but variable integer numbers which in theory can vary from 0
(i.e. none of the members of a given party took part in a vote) to the number of
members of parliament belonging to that party.

Let’s look at the votes in the Senate of the Republic of Poland at the meetings on
December 20–22, 2011. At the Senate there were 4 groups at that time: Platforma
Obywatelska PO (63 seats), PiS Law and Justice (29 seats), Circle of Independent
Senators (4 seats), Parliamentary Club Solidarna Polska SP (2 seats) and Parliamentary
Club of the Polish Peasant Party PSL (2 seats). The majority required in the votes are at
least 1/2 or at least 2/3 of votes in the presence of at least half of the senators. Not all
members were present at the meetings. And so the number of senators participating in
the voting ranged from 84 to 95: PO (57–63), PiS (28–29); The senators of the other
groups were all present. Hence, in the case of voting that took place then, the required
majority (at least 50%) was at the level of 43 to 48 votes. However, the majority of at
least 2/3 would range from 57 to 64 votes. And here, PO would not always have the
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required majority. This example shows that when determining the player strength
index, you must take into account possible fluctuations in the number of senators
participating in the voting. Hence, the literature proposes the use of fuzzy logic in the
analysis of players’ strength.

Our approach to the situation described above proposes that the weights of the
players are described by fuzzy numbers. As a result, the required majority (quota) is
also a fuzzy number.

The structure of the article is as follows: The next section describes such voting
procedures in the form of simple cooperative games. After this, we describe the weights
of players as fuzzy numbers and give some illustrative examples. Finally, we make
some conclusions from this analysis and give some directions for future research.

2 The Shapley Value in Cooperative Games

Let N be a finite set of players, q be a quota, wj be the voting weight of player j 2 N. By
ðN; q;w) = (N, q, w1; w2; . . .;wnÞ we shall denote a committee (weighted voting
body) with a set of players N, quota q and weights wj, j 2 N. We shall assume that the

wj are nonnegative integers. Let t ¼ Pn
j¼1

wj be the total weight of the committee.

The theory of cooperative games can be used to describe a decision making boy in
which decisions are made according to a voting procedure. Since N is the set of players
(decision makers), there exist 2N possible coalitions, i.e. subsets of N. We define a
non-negative real function v (called the characteristic function of the game) on the set
of all coalitions of players N, i.e. v : T ! v Tð Þ, where T �N; v Tð Þ� 0. The value
vð;Þ ¼ 0, since the coalition of all players (the so called grand coalition) cannot gain
more than what is gained when all the players cooperate together.

We call the pair N; vð Þ a simple cooperative game with the set of players N when
the characteristic function v satisfies the following condition:

v Tð Þ ¼ 1 if
P

i2T wi � q
0 otherwise

�
:

When q[ t
2

� �þ e; where e � 0 and [.] denotes the integer part, such a game is
called a simple strict majority game. Note that for a standard majority game, we may
define e ¼ 1.

A cooperative game N; vð Þ is called supperadditive if for each pair of coalitions S; T
we have v S[ Tð Þ� v Sð Þþ v Tð Þ when S\ T ¼ ;. This condition ensures that it pays to
cooperate.

Any vector ðx1; . . .; xNÞ 2 RN such that x1 þ . . .þ xN ¼ v Nð Þ is a payoff vector of
the game N; vð Þ. The set of all possible payoff vectors of the game N; vð Þ given by P vð Þ.

The set of payoff vectors r vð Þ is called a solution of the cooperative game defined
by the characteristic function v on the set of players N when r vð Þ is a subset of P vð Þ and
this set of payoff vectors satisfies the concept of a cooperative solution accepted by the
players. For example, they might only accept egalitarian solutions (where each player
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obtains the same payoff) or solutions where each player’s payoff is proportional to their
contribution (this rule is commonly used to split the profits from a joint investment),
etc.

A set r vð Þ is called a value if for any game N; vð Þ the set r vð Þ contains exactly one
member, i.e. there only exists one solution of a game.

It is commonly thought (see e.g. Aumann 1978; Hart and Mas-Collel 1989; Bertini
2011) that the Shapley value (Shapley 1953) is precisely such a value, u vð Þ, for the
cooperative game N; vð Þ: u vð Þ ¼ u1 vð Þ;u2 vð Þ; . . .;uN vð Þð Þ, where

ui vð Þ ¼
X

T�N; i2T
t � 1ð Þ! n� tð Þ!

n !
v Tð Þ � vðTnfigð ÞÞ: ð1Þ

This the expected marginal value of a player to a coalition under the assumption
that each player enters the coalition in a random order, i.e. all coalitions are equally
likely, until the grand coalition is formed.

The Shapley value has the following properties:

– effectiveness: for any game N; vð Þ, PN
i¼1 ui vð Þ ¼ v Nð Þ,

– for any insignificant player i, a player who only increases the value of any coalition
when entering it by the value that player i can ensure herself, i.e. 8T � Nði 62
T ) v T [ if gð Þ ¼ v Tð Þþ v if gð Þ (a null player satisfies the further condition that
v if gð Þ ¼ 0), the Shapley value of any such game is given by ui vð Þ ¼ vð if g, for a
null player it is given by ui vð Þ ¼ 0,

– symmetry (also called anonymity): for each game N; vð Þ and any permutation p of
the set N, ui p vð Þð Þ ¼ up ið Þ vð Þ,

– local monotonicity: for each pair of players i; j 62 S � N : v S[ if gð Þ�
v S[ jf gð Þ ) ui vð Þ�uj vð Þ, as well as

– strong monotonicity (Young 1985): when two games N; vð Þ and N;wð Þ satisfy the
condition that if v T [ jf gð Þ � v Tð Þ�w T [ jf gð Þ � w Tð Þ for each coalition T 63 j,
then uj vð Þ�uj wð Þ.
Shapley’s theorem (1953): the only effective, additive1 and symmetric value of a

game satisfying the null player condition is the Shapley value2.

1 The property of additivity (also called the “law of aggregation” by Shapley (1953)): for any two
games N; vð Þ; N;wð Þ: u vþwð Þ ¼ u vÞþuðwð Þ (i.e. ui vþwð Þ ¼ ui vð Þ + ui wð Þ for all i in N,
where the game vþwð Þ is defined by vþwð Þ Sð Þ ¼ v Sð Þþw Sð Þ for any coalition S). This property
states that when two independent games are combined, their values must be added player by
player. This is a prime requisite for any scheme designed to be eventually applied to systems of
interdependent games.

2 There exist several theorems related to additional properties of the Shapley value. For example,
Young (1985) proved that the Shapley value is the only value satisfying the properties of
effectiveness, symmetry and strong monotonicity, van den Brink (2001) showed that it is the only
value preserving a fairness condition according to a modification of marginal contributions to a
coalition and Myerson (1977) showed that it preserves fairness based on balanced contributions to a
coalition.
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3 The Shapley Value in Fuzzy Cooperative Simple Games

An interval fuzzy number eX is a family of real closed intervals eX� �
k, where k 2 0; 1½ �,

such that: k1\k2 ) eX� �
k1
� eX� �

k2
, where I� 0; 1½ � ) eX� �

supI¼
T

k2I eX� �
k (Zadeh

1965). The interval eX� �
k for a given k 2 0; 1½ � is called the k-level of the fuzzy numbereX . We denote such an interval by eX� �

k¼ x kð Þ;�x kð Þ½ �.
Dubois and Prade (1978) introduced the following useful definition of the L-R class

of fuzzy variables. The fuzzy variable eX is called an L-R type fuzzy variable when its
membership function takes the following form:

lX xð Þ ¼
L m�x

a

� �
for x\m

1 for m � x � �m

R x��m
b

� �
for x [ �m;

8><
>: ð2Þ

where: L xð Þ, R xð Þ are continuous non-increasing functions x; a; b[ 0.
The functions L xð Þ, R xð Þ are called the left and the right spread functions,

respectively. The most commonly used spread functions are: max 0; 1� xpf g and
exp �xpð Þ, x 2 0; þ1Þ½ , p� 1. An interval fuzzy variable for which L xð Þ, R xð Þ ¼
max 0; 1� xpf g and m ¼ �m ¼ m is called a triangular fuzzy variable and will be
denoted by m; a;bð Þ.

Consider two fuzzy variables X; Y with possibility distributions lX xð Þ, lY yð Þ,
respectively. The possibility distributions of the fuzzy variables Z ¼ X þ Y and V ¼
XY are defined by means of Zadeh’s extension principle (Zadeh 1965) as follows:

lZ zð Þ ¼ supz¼xþ y min lX xð Þ; lY yð Þð Þð Þ ð3Þ

lV vð Þ ¼ supv¼xy min lX xð Þ; lY yð Þð Þð Þ ð4Þ

If we wish to compare two fuzzy numbers, i.e. ascribe the level of possibility that a
realization of eX (the value taken by an observation of eX ) will be greater than (not less
than) a realization of eY, then we can apply the measure of possibility proposed by
Dubois and Prade (1978):

Pos X � Yð Þ ¼ supx� y min lX xð Þ; lY yð Þð Þð Þ ð5Þ

In classical cooperative games the values of the characteristic function v in (1)
belong to the set of real numbers. In the case of voting games, it is assumed that the
number of votes cast by a certain player (hereafter called the weight of a player) is
determined. For various reasons, this assumption is often unrealistic and can lead to
incorrect conclusions regarding the power of a given player (e.g. regarding any
assessment of the ability of a given parliamentary party to become a member of a
winning coalition and the resulting division of power between coalition members).
Hence, the concept of fuzzy games was introduced.
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A review of Shapley’s work on fuzzy cooperative games can be found in the paper
(Borkotokey 2014). There are two types of games: cooperative games with fuzzy
coalitions, and cooperative games with fuzzy characteristic functions. Borkotokey
(2008) and Yu and Zhang (2010) discuss cooperative game with fuzzy coalition and
fuzzy characteristic function. In co-operative games with real characteristic function,
authors propose different approaches in the design of characteristic functions. Tsurumi
et al. (2001), Li and Zhang (2009) construct a real game function using Choquet
integral and fuzzy proportions of individual players in the coalition. Pang et al. (2014)
propose a blurred game in which the character function is described by the concave
integral. Meng and Zhang (2011) construct a characteristic function as a fuzzy number
support function. We propose a cooperative fuzzy game in which the weights are fuzzy
and the characteristic function is a real function. In the modeling of decision problems,
the apparatus of fuzzy and probabilistic logic as well as their connections are often used
Gładysz (2016). In fuzzy logic, different measures of the majority relation are pro-
posed. We proposed the adoption of the measure of the possibility introduced by
Dubois and Prade (1978), see Eq. (5). The main contribution of the paper is a modi-
fication of the additivity concept, which is used in payoff function.

This article proposes the use of non-negative triangular fuzzy numbers to describe
the weights of players. We thus assume that the weight of a player is given by a
triangular fuzzy number m; a; bð Þ, where m denotes the most likely value of the weight
of a particular player.

The pair gN; vð Þ will be called a fuzzy simple cooperative game based on the set of
players N and the real characteristic function v if for each coalition T �N the char-
acteristic function takes the value

v Tð Þ ¼ Pos
X

i2T
eAi � qeA0 þ e

� �
; ð6Þ

where:

eAi ¼ mAi ; aAi ; bAi

� �
– the fuzzy weight of the i-th player, i ¼ 1; . . .;N,eA0 ¼

PN
i¼1

eAi – fuzzy quota,
q� 1

2 þ e; e[ 0:

The fuzzy contribution of player i to a given coalition is given by the increase in the
value of the characteristic function when player i enters that coalition.

Since the characteristic function is in this case a real function, then the increase in
the value of coalition T [ if g resulting from player i entering coalition T is the same as
the fall in the value of the coalition T [ if g resulting from player i leaving that
coalition.

It should be noted that such a game gN; vð Þ is not superadditive.

Lemma. For S\T ¼ ;, it follows that v S[ Tð Þ� v Sð Þ and v S[Tð Þ� v Tð Þ. This is a
modified version of the property of superadditivity (called fuzzy superadditivity) which
implies the willingness of players and subcoalitions to cooperate.
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Proof. It suffices to show that v S[ Tð Þ� v Tð Þ.

v S[ Tð Þ ¼ Pos
X

i2T [ S
eAi �Q0

� �
¼ max 0;min 1þ mT þmS � mQ

bT þ bS þ aQ

� 	� 	

v Tð Þ ¼ Pos
X

i2T
eAi �Q0

� �
¼ max 0;min 1þ mT � mQ

bT þ aQ

� 	� 	

Thus v S[Tð Þ� v Tð Þ\¼[ mT þmS�mQ

bT þbS þ aQ
� mT�mQ

bT þ aQ
\¼[mS bT þ aQð Þ� bS mT � mQð Þ:

From the definition of the sum of two fuzzy variables in Eq. (3) it follows that
mQ ¼ P

i2N mi �mT . Hence, mT � mQ � 0 and thus v S[Tð Þ� v Tð Þ. □
It can also be shown that the function given by (6) satisfies all the other standard

properties of a characteristic function. It should thus be expected that the Shapley value
appropriate to such a fuzzy game is the unique value resulting from Shapley’s theorem.

Example 1. Consider the game gN; vð Þ defined in the following way: N ¼ 1; 2; 3f g,
and the fuzzy weights of the players are given by the triangular fuzzy numbers:eA 1ð Þ ¼ 47; 5; 2ð Þ, eA 2ð Þ ¼ 47; 4; 1ð Þ and eA 3ð Þ ¼ 2; 0; 1ð Þ.

This means that the weight of player 1 varies between 42 and 49, such that the most
likely value is 47. The weight of player 2 can take values between 43 and 48, such that
the most likely value is 47. The weight of player 3 belongs to the interval [2, 3], such
that the most likely value is 2. The fuzzy weight of the grand coalition in this game is
given by (96, 9, 4), i.e. varies in the interval between 87 and 100, with the most likely
value being 96.

Assume that a standard majority is required to form a winning coalition3, i.e. q ¼
1=2 and e ¼ 1. Hence, the quota may be estimated by the fuzzy number
qeA0 þ e ¼ 1

2 96; 9; 4ð Þþ 1 ¼ 49; 5; 2ð Þ.
Table 1 presents values of the characteristic function for each of the possible

coalitions in the game gN; vð Þ with q ¼ 0:5 and e ¼ 1.

Table 1. Values of the characteristic function for the game gN; vð Þ:
Coalition T eA(T) v Tð Þ
{1} (47, 5, 2) 0.71
{2} (47, 4, 1) 0.67
{3} (2, 0, 1) 0
{1, 2} (94, 1, 3) 1
{1, 3} (49, 5, 3) 1
{2, 3} (49, 4, 2) 1
{1, 2, 3} (96, 9, 4) 1

3 q defines what proportion of the votes describes a winning majority.
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Table 2 presents the marginal contributions of the player entering a coalition for
each of the possible permutations of the players in this game.

Player 1 has the greatest Shapley value, 0.46. Player 2 has a slightly lower value,
0.44. Player 3 has the lowest value, 0.1. It should be noted that in the case of simple
games, these values are equal to the (here, fuzzy) Shapley-Shubik power index (1954)
and can thus be used to assess the ability of a given player to form a winning coalition.

Example 2. In the classical (non-fuzzy) version of example 1 it is assumed that the
weights of these players take their maximum values, i.e. A 1ð Þ ¼ 49, A 2ð Þ ¼ 48 and
A 3ð Þ ¼ 3. The appropriate quota is q ¼ 51. The corresponding values of the charac-
teristic function for the individual players are given by v 1f gð Þ ¼ v 2f gð Þ ¼ v 3f gð Þ ¼ 0.
The values for the coalitions are: 1; 2f gð Þ ¼ v 1; 3f gð Þ ¼ v 2; 3f gð Þ ¼ v 1; 2; 3f gð Þ ¼ 1.
The contributions of individual players are given in Table 3.

The expected contribution of each player is equal to 1/3. Comparing the Shapley
values for these two games (Tables 2 and 3), it can be seen that player 3 has a much
lower power index in the fuzzy game. This results from the fact that when the weight of
player 3 is equal to 2 (the most likely value of this weight), then it is likely that one of

Table 2. Contributions of individual players when forming a grand coalition according to a
random permutation of the set {1, 2, 3} for q ¼ 1=2 and e ¼ 1.

Order Contribution
of player 1

Contribution
of player 2

Contribution
of player 3

1, 2, 3 0.71 0.29 0.00
1, 3, 2 0.71 0.00 0.29
2, 1, 3 0.33 0.67 0.00
2, 3, 1 0.00 0.67 0.33
3, 1, 2 1.00 0.00 0.00
3, 2, 1 0.00 1.00 0.00
Mean 0.46 0.44 0.10

Table 3. The marginal contributions of individual players to the grand coalition in example 2.

Order Contribution
of player 1

Contribution
of player 2

Contribution
of player 3

1, 2, 3 0 1 0
1, 3, 2 0 0 1
2, 1, 3 1 0 0
2, 3, 1 0 0 1
3, 1, 2 1 0 0
3, 2, 1 0 1 0
Mean 1/3 1/3 1/3
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the other two players can individually form a majority (e.g. when player 1 has a weight
of 48 and player 2 has a weight of 45). Also, even when the weight of player 3 is equal
to 3, it is still possible that one of the other players can individually form a majority
(e.g. when player 2 has a weight of 48 and player 1 has a weight of 44). Hence, the
power of player 3 in the fuzzy game is much lower than the power of the other two
players. In the classical form of this game, two parties are needed to form a winning
coalition and any such coalition is winning (hence the equality of the power indices). It
thus seems that taking into account the fuzziness of a voting game that the power of
player 3 in the game described in example 2 is for practical purposes significantly lower
than 1/3.

4 Conclusions

This proposed fuzzy approach to simple games, which takes into account the inde-
terminacy of players’ weights, seems to represent real life more accurately than clas-
sical models, where the weights are assumed to be fixed. Future research is required to
check whether the properties of the Shapley value are preserved for other forms of
fuzzy numbers, although the authors do not expect it to be otherwise. Another task is to
consider fuzzy versions of the characteristic function, which is here assumed to be a
real function due to a specific form of “defuzzification”. As a result, it is necessary to
take into account, not only the fuzzy form of the property of superadditivity, but to also
formulate a version of Shapley’s theorem for such fully fuzzy games.

In addition, it seems that such fuzzy approaches to cooperative games should be
particularly important when particular players can (and often) do form coalitions, but in
reality are very protective of their own interests and often treat coalitions as something
temporary. An example of such coalitions can be found in e.g. Mercik and Ramsey
(2017), where the concept of pre-coalitions was used to analyse the effects of the
United Kingdom leaving the European Union. Such an analysis would be based on a
fuzzy simple game with 28 players.
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Abstract. Scheduling and resource allocation problems are widespread in
many areas of today’s technology and management. Their different forms and
structures appear in production, logistics, software engineering, computer net-
works, etc. In practice, however, classical scheduling problems with fixed
structures and only standard constraints (precedence, disjoint etc.) are rare.
Practical scheduling problems include also logical and non-linear constraints
and use non-standard criteria of schedule evaluations. In many cases, decision
makers are interested in the feasibility and/or optimality of a given schedule for
specified conditions formulated as questions, for example, Is it possible…?,
What is the minimum/maximum…?, What if..? etc. Thus there is a need to
develop a programming framework that will facilitate the modeling and solving
a variety of diverse scheduling problems. This paper proposes such a
constraint-based framework for modeling and solving scheduling problems. It
was built with the CLP (Constraint Logic Programming) environment and
supported with MP (Mathematical Programming).

Keywords: Scheduling � Constraint logic programming
Mathematical programming optimization � Hybrid methods
Decision support systems

1 Introduction

Nowadays scheduling is a quite common process, which appears in many areas such as
manufacturing, logistics, software engineering, computer networks, inventory man-
agement, supply chain management etc. This is the process of deciding how a set of
tasks to be performed on a set of resources and at what time. In this process, there are
also some constraints (precedence, disjunctive, cumulative, etc.). An assignment over
time of tasks to resources is called a schedule. There are different objective functions
which evaluate the quality of a schedule (makespan, the number of resources, the mean
flow time etc.). Classification of scheduling problems, formal models and solution
methods are widely described in the literature [1]. In practice, standard scheduling
problems reported in the literature are rare. Additional constraints typically occur, due
to specific technologies, business-related conditions, legal contracts, safety reasons, etc.
Moreover, the users are more and more interested in the schedule evaluation criteria
(e.g. time varied) other than those found in the literature. Another important aspect is
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related to a possibility of asking questions, which may concern the feasibility of a given
schedule under given conditions. Due to the universality and diversity of scheduling
problems and users’ requirements, there is a need to develop a programming frame-
work capable of modeling and solving diverse and complex problems. This paper
proposes a constraint-based approach implemented by constraint logic programming
(CLP), which is highly flexible in the modeling of all constraint types. In practice,
scheduling problems are often modeled and solved using mathematical programming
(MP) methods [2]. Their effectiveness is dependent on the problem size and may be
unsatisfactory. Therefore, the proposed programming framework includes a hybrid
method, which uses both environments, CLP and MP, to find the solution [3, 4]. This
method is enriched by the transformation technique developed by the authors [5, 6] and
used in the proposed framework as a presolving method.

2 Constraint-Based Framework for Scheduling Problems

Figure 1 shows a general scheduling process diagram. Scheduling is the process of
executing activities (jobs, tasks, etc.) by assigning them to resources (machines, pro-
cessors, manpower, tools, etc.) while satisfying a number of constraints resulting from
the problem character and type. These constraints are of various types, for example,
disjunctive, precedence, cumulative, time, etc. The process ends with the development
of the schedule defining the allocation of activities to resources in time. Each schedule
can be evaluated according to a selected criterion (makespan, number of resources
used, job flow time, etc.). The sets of activities, resources, constraints, objectives and
the organizational environment are the major factors in defining scheduling problems.
The problems are classified into several categories. The most important and most
common classification is based on the a||b||c system, where a- machine environment,
b- job characteristics, c- objective to be minimized [7]. JSSP (Job Shop Scheduling
Problem), FSSP (Flow Shop Scheduling Problem), FFSSP (Flexible Flow Shop
Scheduling Problem), project scheduling, etc., are the most widely known scheduling
problems [1, 8].

Figure 2 shows the concept of the constraint-based programming framework for
modeling and solving scheduling problems. The implementation of the framework used
the CLP declarative environment [9] and MP. The CLP environment enables easy
modeling constraints of any type and the separation of the modeling process from the
process of searching for the solution. Solving mechanisms in CLP, such as constraint
propagation, backtracking, etc. are effective in finding feasible solutions to constrained
problems [9]. Unfortunately, they are a lot worse at dealing with optimization [2, 10].
Scheduling problems contain multiple constraints particularly important in practical
problems. In addition to formal constraints resulting from the scheduling process
(sequence, precedence, etc.), other constraints appear due to business, law, marketing
or safety related conditions. The CLP is based mostly on CSP (Constraint Satisfaction
Problem) [9]. In order to describe a problem, they use facts and rules, i.e., logical
structures known, for example, from the PROLOG language [11]. Both structures are
written as predicates.
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A predicate is a function that returns true/false and consists of clauses. The simplest
form of predicate is a fact. A fact is a statement about relationship between objects.

In this framework, the CLP environment was used to model the problem, pre-solve
it and generate a MP model. The MP environment was used to solve this model. The
framework was implemented in ECLiPSe [11]. A few sets of predicates (P_1, .., P_6), a
set of facts and the MP environment make up the framework. MP may be a built-in
environment, e.g., EPLEX, or an external environment, e.g., LINGO, SCIP, and
Gurobi. The sets of predicates are described in Table 1.

3 Illustrative Example - Statement of the Problem

The illustrative example refers to the scheduling problems with a given set of machines
A = {a1, …, aLA} on which a specified set of products (jobs) B = {b1, …, bLB} is
executed. Each product requires that defined operations (exb,a amounts to the duration
of the operation for product b on machine a, exb,a = 0 means that product b is not
performed on machine a) be performed on selected machines. A set of resources
(except machines) of different types C = {c1, …, cLC} is made available in the system
(e.g., employees with different skills). The resources are limited (foc amounts to the

Table 1. The sets of predicates of the framework

Name Description

P1 A set of predicates for the modeling of questions (Table 2), which are assessment
criterions or conditions to be met if the schedule is to be satisfied

P2 A set of predicates for the modeling of the constraints
P3 A set of predicates, which, based on questions, constraints and facts, generates a

CLP model
P4 Built-in predicates responsible for the presolving method of constraint propagation
P5 A set of predicates responsible for the transformation of the CLP model into the

transformed CLPT model (with reduced number of variables, constraints and
aggregated parameters)

P6 A set of predicates, which, based on the CLPT model, generate the final MP

Fig. 2. The schema of programming framework
for modeling and solving scheduling problems

Fig. 1. The schema of general scheduling
process
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available number of c-type resources, and roc is the cost of the c resource use within
time unit/period d). To perform an operation for product b on machine a, an appropriate
number of one type of resource c has to be allocated to it (bob,a,c is the number of
available units of resource c to be allocated for manufacturing product b on machine a;
if bob,a,c = 0 then the c-type resource cannot be allocated). The sequence of operations
is specified (gob,a1,a2 = 1 when the operation on machine a1 for product b has to be
processed before the operation on machine a2). Operations progress uninterrupted.
Orders for selected products b are entered into the system (zab amounts to the mag-
nitude of the demand for product b). Only one operation for product b be can be
accomplished on machine a. Time is divided into periods D = {d1, …, dLD}. The
problems considered here have constraints (1)–(10). Their formalization is presented in
Appendix A. Table 5 summarizes the decision variables, indices and constraints of the
modeled problem.

Statement of the problem: A schedule, i.e., the allocation of resources and machines for
products/orders in time, has to be found that satisfies all constraints and specified
criteria/conditions formulated as questions Qu_1..Qu_12 (Table 2).

4 Illustrative Example – Transformation Method

The transformation of the model is the authors’ original concept [5] implemented in
this framework as a presolving method. Indices (dimensions), decision variables,
parameters, constraints and facts are all subject to transformation. The process starts
with index transformation, which then extends over decision variables, parameters and
constraints. Facts are the last transformed item. In general, transformation involves

Table 2. Criteria of evaluation and feasibility for schedules in the form of questions

Questions

Qu_1 What is the min Cmax (makespan)?
Qu_2 What is the minimum makespan (Cmax

1 ) if the set of resources is foc = N?
Qu_3 What is the minimum set of resources foc at Cmax

3 ?
Qu_4 Is it possible to schedule orders in Cmax

4 and what are the required sets of resources C2?
Qu_5 Is it possible to schedule orders in Cmax

5 if the set of resources is C3?
Qu_6 Is it possible to schedule orders in Cmax

6 if resources ci and cj cannot be used
simultaneously?

Qu_7 Is it possible to schedule orders in Cmax
7 if machines ai and aj cannot be used

simultaneously?
Qu_8 What is the min Cmax

8 if resources ci and cj cannot be used simultaneously?
Qu_9 What is the min Cmax

9 if machines ai and aj cannot be used simultaneously?
Qu_10 What is the min Cmax

10 if machines ai and aj and resources ck and cl cannot be used
simultaneously?

Qu_11 Is it possible to schedule orders in Cmax
11 if the cost of resources is Wp?

Qu_12 What is the min Cmax
12 if the available budget is Wp?
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eliminating infeasible points in the multidimensional search space. In practice, infea-
sible combinations of indices (dimensions) are determined based on the facts and
constraints and the corresponding points are removed. The process is similar to the
constraint propagation process except that it concerns index (dimension) domains
instead of variable domains and is based on constraints and facts instead of constraints
alone. This section describes the transformation process for the illustrative example
(formulated in Appendix A).

The following indices (scheduling problem dimensions) can be discriminated in the
illustrative problem (Appendix A, Sect. 3): b-product, a-machine, c-resource, d-period.
The facts allow establishing that not every product b will be manufactured on machine
a. And if the product b is manufactured on machine a, then not all resources c are used
to do this. In addition, for a given scheduling problem it may be that not all products
b are manufactured during the given schedule (not all products are considered in a
given schedule-eg. not all were ordered).

The information (knowledge) read from the set of facts and constraints is the basis
for the transformation of indices in accordance with the b, a, c ! f regime, where f is
the new transformed index of product b execution on machine a with resource c. This
new index is developed based on the existing values of indices b, a, c instead of all
possible combinations. In the next step, decision variables are transformed as a result of
index transformation. Table 6 in Appendix A shows the post-transformation decision
variables for the illustrative model. Parameters are transformed in the same way, as are
constraints in the next stage. The mode of transformation results from the location of
the indices in the constraint (in summation, phrase for, etc.). Appendix A shows the
constraints after transformation, (1T)–(10T), used in the illustrative model. The final
stage involves the transformation of facts. Figure 3 shows the schematic of fact
transformation. Fact-based data representation facilitates its integration with any
database system and data warehouse.

Fig. 3. The schema of transformation of the facts for illustrative example
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5 Computational Experiments

Multiple computational experiments were carried out with the use of the framework to
evaluate the proposed solution (Sect. 3). During these experiments the illustrative
problem was implemented for each question in Table 2. The results are presented in
Table 3 and, for questions Qu_1, Qu_10 and Qu_12, in Figs. 4, 5 and 6, in the form of
a Gantt charts. The diversity of questions that can be asked and implemented using the
framework is indicative of its potential and flexibility. Obtaining answers from one
framework is convenient and facilitates decision support within the scheduling area.

Table 3. Obtained results of the numerical experiments for asked questions Qu1..Qu12

Q Parameters Result T

Qu_1 —— Cmax = 26 66
Qu_2A fo1 = 4, fo2 = 5, fo3 = 4 Cmax = 27 87
Qu_2B fo1 = 40, fo2 = 40, fo3 = 40 Cmax = 26 54
Qu_3A Cmax” = 26 fo1 = 4 67
Qu_3B Cmax” = 30 fo2 = 5 45
Qu_4 Cmax” = 30 Yes fo1 = 5, fo2 = 6,

fo3 = 6
34

Qu_4 Cmax” = 25 NO 8
Qu_5 Cmax

” = 25, fo1 = 40, fo2 = 40, fo3 = 40 NO 12
Qu_5 Cmax

” = 28, fo1 = 4, fo2 = 8, fo3 = 4 YES 24
Qu_6 c1 i c3 cannot be used simultaneously and

Cmax’ = 30
No 23

Qu_8 c2 i c3 cannot be used simultaneously Cmax = 31 194
Qu_7 a5 i a6 cannot be used simultaneously and

Cmax’ = 34
YES 56

Qu_9 a5 i a6 cannot be used simultaneously Cmax = 30 203
Qu_10 c2 i c3 and a5 i a6 cannot be used

simultaneously
Cmax = 32 210

Qu_11 Cmax’ = 34 Wp = 4000 YES 20
Qu_12 Wp = 3500 Cmax = 26 53

Cmax – optimal makespan
foc – the number of resources c
Cmax’’ – given makespan
T – computing time (in seconds)

Fig. 4. Example Gantt charts illustrate the answer to the question Qu_1 (the left allocation of
machines, the right the use of resources)
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Fig. 5. Gantt charts illustrate the answer to the question Qu_10 (the left allocation of machines,
the right the use of resources)

Fig. 6. Gantt charts illustrate the answer to the question Qu_12 (the left allocation of machines,
the right the use of resources)

Table 4. Obtained results of the numerical experiments for asked question Qu_1

P(n) So VN Mathematical
programming

Framework

V C FC T V C FC T

1 L 87 8531 9007 22 45 1703 3328 22 34
S 87 8531 9007 22 10 1703 3328 22 8

2 L 99 8531 9009 22 791 1939 3324 22 40
S 99 8531 9009 22 345 1939 3324 22 13

3 L 115 8531 9012 24 1136 2234 3319 24 70
S 115 8531 9012 24 594 2234 3319 24 31

4 L 131 8531 9015 26** 1200* 2706 3311 24 98
S 131 8531 9015 24 1023 2706 3311 24 48

5 L 147 8531 9017 28** 1200* 2883 3308 26 154
S 147 8531 9017 26** 1200* 2883 3308 26 85

So – MP solver (L-LINGO, S-SCIP)
VN – The number of nonzero decision variables
FC – Objective function (makespan) - Qu_1.
* – Interruption of the calculation after 1200 s
V – The number of decision variables
C – The number of constraints.
** – Feasible solution
T – Solution time in seconds

A Constraint-Based Framework for Scheduling Problems 425



For the illustrative problem, the decision support is related to the optimal relative
scheduling time (Qu_1), optimal relative time scheduling at limited resources (Qu_2),
optimal relative scheduling of selected resource set at fixed scheduling time (Qu_3),
allowable scheduling within specified time at defined limited resources (Qu_4, Qu_5),
allowable scheduling at the pre-set time on condition that the selected resources cannot
be used simultaneously (Qu_6, Qu_7), optimal scheduling if selected resources cannot
be used simultaneously (Qu_8, Qu_9, Qu_10) and allowable and optimal scheduling
relative to resource cost, Qu_11 and Qu_12, respectively.

At the further stage of the experiments, the proposed approach was compared to a
classical approach based on mathematical programming. For this purpose, the illus-
trative problem was implemented for question Qu_1 (classical example of optimization
Cmax with high computing demand) using the proposed framework and the classical
MP environment. Examples P(1)..P(5), varied in terms of the number of orders that
were modeled and solved in both environments. The results confirmed the superiority
of the framework, which, depending on the problem size (Table 4), allowed finding the
solution from 1.5 to 20 times faster than in the case of the MP environment.

6 Conclusions

The proposed concept in the form of a constraint-based framework has multiple
advantages over the MP-based approach in that it is highly flexible, allows modeling a
wider spectrum of constraints (not only linear, integer or binary but also non-linear,
logical and symbolic constraints) and automatic generation of decision and optimiza-
tion models based on a set of reference constraints and questions of different type and
structure (Tables 2 and 3). This framework is highly efficient and effective in solving
the models generated. As shown by computing experiments (Sect. 6, Table 4), finding
the solution for the illustrative example (scheduling length optimization) using the
framework is many times faster than with the MP environment. Certainly, the
NP-completeness of particular cases is not solved, but it allows solving problems of
much larger sizes (larger number of machines, resources or products) within acceptable
time. In addition to its flexibility and efficiency, the framework offers easier model
generation, which is automatic. This considerably reduces the time and effort of a user,
who would have to create the model for each question in the MP environment.

Appendix A Models and Facts

(See Tables 5, 6, 7 and 8).
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Wp ¼
XLB

b¼1

XLA

a¼1

XLC

c¼1

XLD

d¼1

Xb;a;c;d�roc ð1Þ

Zb;a �Cmax8b ¼ 1::LB; a ¼ 1::LA ð2Þ

XLC

c¼1

XLD

d¼1

bob;a;c � Xb;a;c;d ¼ exb;a � zab8b ¼ 1::LB; a ¼ 1::LA : exb;a [ 0 ð3Þ

XLB

b¼1

XLC

c¼1

Xb;a;c;d � 18a ¼ 1::LA; d ¼ 1::LD ð4Þ

XLA

a¼1

XLB

b¼1

bob;a;c � Xb;a;c;d � foc8c ¼ 1::LC; d ¼ 1::LD ð5Þ

Xb;a;c;d�1 � Xb;a;c;d �Yb;a;c;d�18a ¼ 1::LA; b ¼ 1::LB; c ¼ 1::LC; d ¼ 2::LD ð6Þ

Table 5. The decision variables, indices and constraints of the model for illustrative example

Indices
a Machine a = 1..LA
b Product type b = 1..LB
c Resource (in this example employees) c = 1..LC
d Period d = 1..LD
Parameters
exb,a The time required to make a product b on the machine a
foc The number of resources c
roc The cost of a unit of resource c per period d
bob,a,c If the resource c can be used to make the product b on the machine a, then bob,a,c

denotes the number of units made in one run, otherwise bob,a,c = 0
gob,a1,a2 If the operation of the product b on the machine a1 to be processed before the

operation on the machine a2 then gob,a1,a2 = 1, otherwise gob,a1,a2 = 0
Inputs
zab Demand/order for product b
Auxiliary parameter
prd Coefficients for conversion numbers of periods d for the variables dimension

prd = d (necessary for linearizing the model)
Decision variables
Xb,a,c,d If the employee c in period d makes the product b on the machine a then Xb,a,c,

d = 1 otherwise Xb,a,c,d = 0
Zb,a The number of the period in which machine a finishes its work on product b
Yb,a,c,d If the period d is the latest in which the employee c makes the product b on the

machine a then Yb,a,c,d = 1 otherwise Yb,a,c,d = 0
Wp The total cost of the resources employed
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PLD

d¼1

PLC

c¼1
Yb;a;c;d ¼ 18a ¼ 1::LA; b ¼ 1::LB : tiba [ 0

Yb;a;c;1 ¼ 08a ¼ 1::LA; b ¼ 1::LB;C ¼ 1::LC;Yb;a;c;LD ¼ 08a ¼ 1::LA; b ¼ 1::LB;C ¼ 1::LC
ð7Þ

Zb;a ¼
XLC

c¼1

XLD

d¼1

ðprd � Yb;a;c;dÞ8a ¼ 1::LA; b ¼ 1::LB : exb;a [ 0 ð8Þ

Zb;a2 � zab � exb;a2 �Zb;a18b ¼ 1::LB; a1; a2 ¼ 1::LA : gob;a1;a2 ¼ 1 ð9Þ

Xb;a;c;d 2 f0; 1g8b ¼ 1::LB; a ¼ 1::LA; c ¼ 1::LC; d ¼ 1::LD;Yb;a;c;d 2 f0; 1g8b
¼ 1::LB; a ¼ 1::LA; c ¼ 1::LC; d ¼ 1::LD

ð10Þ

Wp ¼
XLF

f¼1

Xf;d � rof ð1TÞ

Zf �Cmax8f ¼ 1::LF ð2TÞ

XLF

f¼1

XLD

d¼1

ist3f;b � ist2f;a � Xf;d ¼ exb;a � zab8b ¼ 1::LB; a ¼ 1::LA : exb;a [ 0 ð3TÞ

XLF

f¼1

ist2f;a � Xf;d � 18a ¼ 1::LA; d ¼ 1::LD ð4TÞ

Table 6. The new decision variables, indices and constraints of the transformed model

Indices
f Implementation (new index from the aggregation of a, b, c) f = 1..LF
Parameters
rof The cost of implementation f
bof,c If resource c can be used in implementation f, then bof,c denotes the units of resource

c required
Coefficients instance
ist1f,c If the implementation f is done using the resource c then istf,c = 1 otherwise istf,c = 0
ist2f,a If the implementation f is done using the machine a then istf,a = 1 otherwise istf,

a = 0
ist3f,b If the implementation f is done for product b then istf,b = 1 otherwise istf,b = 0
Decision variables
Xf,d If during the period d implementation f is performed then Xf,d = 1 otherwise Xf,d = 0
Zf The number of the period in which the implementation f ends
Yf,d If the period d is the latest in which implementation f is performed then Yf,d = 1

otherwise Yfd = 0
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XLF

f¼1

ist1f;c � bof;c � Xf;d � foc8c ¼ 1::LC; d ¼ 1::LD ð5TÞ

Xf;d�1 � Xf;d �Yf;d�18f ¼ 1::F; d ¼ 2::LD ð6TÞ

XLD

d¼1

XLF

f¼1

ist2f;a � ist3f;b � Yf;d � 18a ¼ 1::FA; b ¼ 1::FB : exb;a [ 0Yf;1 ¼ 08f
¼ 1::LFYf:;LD ¼ 0 ð7TÞ

Zf ¼
XLF

f¼1

prd � Xf;d8f ¼ 1::LF ð8TÞ

XLF

f¼1

ðist2f;a2 � ist3f;b � ZfÞ � zab � exb;a2 �
XLF

f¼1

ðist2f;a1 � ist3f;b � ZfÞ8b ¼ 1::LB; a1; a2

¼ 1::LA : gob;a1;a2 ¼ 1

ð9TÞ

Xf;d 2 f0; 1g8f ¼ 1::LF; d ¼ 1::LD;Yf;d 2 f0; 1g8f ¼ 1::LF; d ¼ 1::LD ð10TÞ

Table 7. Description of the constraints for both models

Constraint Description

(1) (1T) Calculation of the total cost of the resources employed
(2) (2T) Makespan greater than the time of end-use for all machines
(3) (3T) The schedule satisfies consumer demand
(4) (4T) A resource cannot be used for two purposes in a single period
(5) (5T) Only resources from the available set can be used in any period
(6) (6T) The processing of a product on any machine is uninterrupted
(7) (7T) The processing of a product on any machine is uninterrupted
(8) (8T) Determination of the completion time
(9) (9T) The precedence constraints
(10) (10T) Binary variables
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Abstract. This paper proposes a novel feature-fusion frame work for the
image-to-video person re-identification. In this framework, we formulate
person re-id problem as a classification-based information retrieval where
a person appearance model is learned in the training phase and the iden-
tity of an interested person is determined by the probability that his/her
probe image belongs to the model. To learn the person appearance model,
two features that are Kernel descriptor (KDES) and Convolution Neural
Network (CNN) are investigated. Then, three fusion schemes including
early fusion, product rule and query-adaptive late fusions are proposed.
Extensive experiments have been conducted on two public benchmark
datasets: CAVIAR4REID and RAID. The obtained accuracies at rank
1 are 95.00% and 94.29% for CAVIAR4REID and RAID, respectively.
Among three proposed fusion schemes, the two late fusion schemes obtain
better results than that of the other one. They gain approximately 10%
improvement for accuracy at Rank 1.

Keywords: CNN · Kernel descriptor · Person re-identification
Feature fusion

1 Introduction

Person re-identification, the task of recognizing people in a non-overlapping cam-
era network, has attracted especial attention of the computer vision and pat-
tern recognition community because of its widely applications in video surveil-
lance. The existing person re-identification methods are classified into two main
approaches: image-based and video-based [1]. In the first approach, an indi-
vidual has only single image on both the probe and the gallery sets while an
individual in the second approach contains a set of images. As consequence, the
works belonging to the first approach focus mainly on image content analysis
and matching while that of the second approach can exploit different informa-
tion such as temporal and motion. One special case of the video-based approach
is the image-to-video person re-identification in which the probe is an image
c© Springer International Publishing AG, part of Springer Nature 2018
N. T. Nguyen et al. (Eds.): ACIIDS 2018, LNAI 10751, pp. 433–442, 2018.
https://doi.org/10.1007/978-3-319-75417-8_41
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while the gallery has a set of images [2–4]. This reflects the situation in real life
such as criminal or suspect search where one sole query image is available. The
image-to-video person re-identification shares the same common challenges with
the image-based person re-identification (i.e. occlusion, low resolution, large vari-
ation in poses and viewpoints, similar appearance) and has its own challenge:
matching two different modalities that are an image and a video.

The main contribution of this paper is a novel feature-fusion framework
for the image-to-video person re-identification. In this framework, we formu-
late the image-to-video person re-identification as a classification-based infor-
mation retrieval problem where the model of person appearance is learned from
the gallery images and the identity of interested person is determined by the
probability that his/her probe image belonging to the model. In order to learn
the person appearance model, two kinds of features that are hand-designed and
learning features are investigated. For hand-designed feature, Kernel descriptor
(KDES) that has been proved to be robust for representing person appearance
is chosen [2]. Concerning learning feature, the features before fully connected
layer of Googlenet are extracted [5]. In order to evaluate the influence of classi-
fication methods for these features, we employ two classification methods that
are Softmax and SVM (Support Vector Machine). Moreover, several data aug-
mentation algorithms are used to enrich training samples. Then, three fusion
schemes including early fusion, product rule and query-adaptive late fusions are
proposed. The early fusion scheme concatenates both hand-designed and learn-
ing features for person representation while two late fusions schemes aim to fuse
two lists of retrieved people obtained by applying one kind of feature. Product
rule-based late fusion scheme has outperformed other fusion schemes in infor-
mation retrieval [6], plant identification [7]. In this study, we propose to use this
scheme for person re-identification problem. Moreover, inspired by the work of
Zheng et al. [8] for query-adaptive late fusion in image-to-image person search,
we propose to use it for the image-to-video person re-identification. The main
idea is that instead of using fixed weight for each feature, we compute it adap-
tively according to the query image.

The remainder of this paper is organized as follows. Section 2 describes the
related work on the image-to-video and feature fusion approaches. The proposed
framework is presented in Sect. 3. And finally, experimental results and conclu-
sion are shown in Sect. 4 and Sect. 5, respectively.

2 Related Work

A large number of works have been dedicated to person re-identification problem
[1]. In this section, we focus on the feature fusion and image-to-video person re-
identification.

Feature extraction plays an important role in person re-identification. In lit-
erature, there are many features that have been proposed for person appearance
representation [9]. Taking into account that each feature has its own advan-
tage and drawback, several works aim at fusing different features in order to
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get a good person re-identification performance. The feature fusion approach is
divided into two categories: early fusion (also named feature-level fusion) and
late fusion (named score-level fusion). In the first category, features are concate-
nated to generate a larger dimension vector for representing an image while the
methods belonging to the second category compute the weight (score) for each
feature in similarity function. Gao et al. [10] proposed an early fusion method
for the image-to-image person re-identification. A combined feature is created
by concatenating a high-dimensional low-level feature (WHOS formed by com-
bining color histograms and HOG) and a low-dimensional mid-level feature.
The authors have proved that the recognition rate is improved when using the
combined features with experiments conducted on several datasets. The work
of Eisenbach et al. [11] belongs to the late fusion scheme. The authors prove
that late fusion methods can achieve better results than early fusion ones for
the image-to-image person re-identification. Taking into account that features
are not equally important for all queries, in [8], the authors proposed to learn
adaptively weight for each query. The obtained results of this technique for the
image-to-image person re-identification are very promising.

Concerning the image-to-video person re-identification, Pham et al. [2]
have proposed a fully automated person re-identification that also formulates
the image-to-video person re-identification as classification-based problem. The
authors proposed to employ KDES as a descriptor and SVM as a classifier. This
method has outperformed many state of the art works on different benchmark
datasets. However, this method uses one sole kind of feature for person repre-
sentation. In this study, we compare the proposed framework with the method
provided by Pham et al. [2] on two benchmark datasets. Zhang et al. [3] intro-
duced a novel temporally memorized similarity learning neural network to solve
the challenge in the image-to-video person re-identification. In this work, CNN
features are extracted at image-level and these feature vectors are fed into LSTM
(Long Short-Term Memory) network to generate a unified signature to represent
a sequence of images by concatenating all feature vector at each node. Finally,
feature vectors of a probe image and a sequence images are forwarded to the sim-
ilarity sub-network for distance metric learning. Therefore, the image-to-video
problem is turned into matching two feature vectors by learning a metric in a
new sub-network. By using LSTM, the authors focus on the case that images
of the same person in training set have a temporal constraint. In the case that
the images of the training set are not temporal-related, LSTM cannot show its
advantage.

As analyzed, several works have been dedicated to the feature fusion and
image-to-video person re-identification. However, most of feature fusion works
focus on the image-to-image person re-identification. While working with the
image-to-video person re-identification, fusion feature is not simply a similarity
function with appropriate scores/weights.
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3 Proposed Approach

3.1 Overall Framework

The proposed framework for the image-to-video person re-identification is shown
in Fig. 1. In this framework, we formulate the image-to-video person re-id as a
classification-based information retrieval problem where the model of person
appearance is learned from the gallery images and the identity of interested
person is determined by the probability that his/her probe image belonging to
the model. In order to learn the model of person appearance, we compute two
kinds of features (KDES and CNN) for each person’s image. Then, SVM is
employed to learn the model. For each query image, a list of people is ranked
by descending order of the similarity between this image and learned model. In
the framework, we propose three fusion schemes: early, product rule and query-
adaptive. In case of early fusion, KDES and CNN features are concatenated
and fed to SVM model while in two late fusion schemes, a new list of people is
determined from two different lists obtained by using two kind of features. In
the following section, we focus on two main components of the framework that
are feature extraction and feature fusion.

A query image 
(probe) Feature 

extraction

Multiple images 
(Gallery) Feature 

extraction
ID1

ID2

ID3

Extracting 
KDES feature

Early fusion Training 
SVM

Product-rule-
based late 

fusion Matching 
and 

ranking

ID 
person

Extracting 
CNN feature

Extracting 
KDES feature

Extracting 
CNN feature

SVM 
PredictionEarly fusion

Model

Query-adaptive 
late fusion

Fig. 1. The proposed framework for the image-to-video person re-identification.

3.2 Feature Extraction

KDES is firstly introduced by Bo et al. [12] which the main idea is to build a
compact patch-level features from pixel attributes such as gradient, color and
texture. This feature has been proved to be robust for object recognition in
general and person re-identification in particular. Pham et al. [2] have improved
this feature to make it be invariant to scale change and have shown that this
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feature outperforms many hand-designed features on a number of benchmark
datasets. In this study, we employ the improved version of KDES computed
with three kernels provided by Pham et al. [2]. KDES descriptor is computed
at three levels: pixel level, patch level and image level. Three features that are
gradient, color and texture are calculated at pixel level. Then, patch level feature
is determined by matching kernels via kernel approximation. Then, image level
is computed by concatenating features from 3 layers-pyramid. By this way, each
image is represented by a 63000-dim vector.

Recently, with the impressive results obtained by deep learning, several work
try to compute features learned from deep architecture for person appearance
representation. Among different architectures, we propose to extracted learned
features of GoogleNet [5]. In this paper, we use a pre-trained GoogleNet model
on ImageNet dataset. After that, two benchmark datasets (CAVIAR4REID and
RAID) are employed to fine-tune the weights of pre-trained network. A vector
of 1024-dim is extracted from pool5/7× 7 s1 layer for the given image. Some
existing works claim that CNN network is not effective on a small dataset. In
order to enrich the training set, we apply two data augmentation techniques
provided in [13]: rotation and translation. From one image, we generate 3 images
by rotating the original image 5 degrees in left and right and translating this
image by 1% of image width and 4% of image height.

3.3 Feature Fusion

The image-to-video person re-identification is described as follows. Given a probe
(query) image q, its identity is determined by:

i∗ = argmaxi∈1,2,..,Ng
sim(q, {gj}mg

j=1) (1)

where i∗ is the identity of probe q, and sim(.,.) is some kinds of similarity func-
tions. The gallery consists of Ng persons. Each person has mg images, denoted
as {gj}mg

j=1.
In the early fusion scheme, a larger dimension feature is created by con-

catenating KDES and CNN features. This complementary combination takes
advantages both of above features for representing a person image. After that,
extracted feature vectors are forwarded the SVM classifier to match a query
image to a set of images in the gallery. In this case, the identity of the query is
determined by the identity of the person in gallery having the highest score.

In the late fusion scheme, for each feature, a list of retrieved people and
its corresponding score is determined. Then, the final list is determined by the
following strategy. Denote s

(k)

q,{gj}mg
j=1

is the similarity score between query q and

person represented by {gj}mg

j=1 images by using feature k. K is the number of
features (K=2 in our experiments).
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– Product rule-based late fusion: In this scheme, the final similarity is deter-
mined by product rule [14] as follows:

sim(q, {gj}mg

j=1)product−rule =
K∏

k=1

(
s
(k)

q,{gj}mg
j=1

)
. (2)

– Query-adaptive late fusion: Zheng et al. [8] have observed that a feature may
be effective for a given query but ineffective for others query. Based on this
observation, they try to estimate the effectiveness of a feature based on the
score curve. A feature is considered as an effective feature for a given image
if its score curve has a L-shape. It means the score corresponding to the first
rank is much higher than those of the next ranks. The authors proposed to
compute feature weight according to it’s shape of score. However, the authors
have just applied for the image-to-image approach. Inspired by this work, we
propose to apply it for the image-to-video person re-identification.

sim(q, {gj}mg

j=1)query−adaptive =
K∏

k=1

(
s
(k)

q,{gj}mg
j=1

)ω(k)
q

, with
K∑

k=1

ω(k)
q = 1, (3)

where ω
(k)
q is the feature weighting for the kth feature. This weight is adap-

tively determined according to the score’s shape of feature for each query.
The detail of weight computation is presented in [8].

4 Experiments and Results

4.1 Datasets and Evaluation Measure

In order to evaluate the proposed framework, two benchmark datasetes that are
CAVIAR4REID [15] and RAID [16] are used. CAVIAR4REID dataset contains
multiple images for 72 pedestrians in two non-overlapping camera views. How-
ever, only 50 of them have images on both cameras. This dataset is one of the
most challenging ones in benchmark datasets because of occlusion, low resolution
and strong variation in illumination. The resolution of these images vary from
17× 32 to 72× 144. With CAVIAR4REID dataset, there exist different ways to
create training and testing sets. Hence, in this paper, two scenarios are setup
named case A and case B. In case A, a person has 5 images for testing and train-
ing sets while in the case B, each individual has 5 images for testing sets and the
rest of images are used for training. These setups allow to evaluate the effect of
the number of samples in training sets on the person re-identification accuracy.
RAID dataset [16] includes 6920 images of 43 people appeared in two indoor
and two outdoor cameras. In this paper, the training and testing sets are set the
same ones as in [2], in which images from one indoor camera are set for training
(210 images) and the other for testing (6710 images). All images in this dataset
are the same size as 64 × 128. The strong variation in illumination of images in
this dataset is one of the difficulties for person re-identification problem.
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We employ Cumulative Matching Characteristic curve (CMC) as an evalua-
tion measure for person re-identification. The horizontal axis shows ranks while
the vertical axis describes the rate of the true matching corresponding to each
rank. The value of CMC curve at rank k presents the rate of true matching
in the first k images are ranked. Higher CMC curve is, better the person re-
identification method is.

4.2 Experimental Results

For CAVIAR4REID dataset, we have performed two experiments: person re-
identification without and with data augmentation. The obtained results on
CAVIAR4REID for case A (balanced case) and case B (imbalanced case) are
shown in Figs. 2 and 3. The results of KDES feature and SDALF are achieved
by running the code provided by the authors in [2,17] our own setup. As seen
in these figures, the larger number of training sample is, the higher matching
rates are. Comparing between two cases, the number of training images in the
case B is larger than that of case A. Therefore, the recognition rates of the case
B are higher than those of the case A. Data augmentation allows to gain from
4–5% of accuracy at rank 1. It is interesting to see that when applying data
augmentation strategy, the matching rate improves for not only learning feature
but also hand-designed feature.

We compare the performance of three features: KDES in [2], CNN and
SDALF (Symmetry-Driven Accumulation of Local Features) in [17] in the first
experiment. The experimental results also show that two chosen features (KDES
and CNN) outperform SDALF. KDES obtained better results than CNN feature
with Softmax classifier. It is note that CNN with Softmax classifier is the default
implementation in GoogleNet. By extracting CNN feature before fully connected
layer and putting in SVM classifier, the accuracy at Rank 1 increases by from 5
to 10%.
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Fig. 2. CMC curves obtained by the proposed framework for CAVIAR4REID dataset
without applying data augmentation.
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Fig. 3. CMC curves obtained by the proposed framework for CAVIAR4REID dataset
with data augmentation.
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Fig. 4. (a) Person recognition rate on RAID dataset with the proposed framework;
(b) An example shows the effectiveness of feature fusion strategy for CAVIAR4REID
dataset. The correct matching is indicated by a blue circle while the incorrect matching
is described by a red rectangle. Each person is illustrated by the representative image.
(Color figure online)

As shown in Figs. 2 and 3, even KDES and CNN obtained good results for
person re-identification, the accuracy still can improve thanks to fusion scheme.
The early fusion gots approximately 6% of improvement while the two late fusion
schemes obtain 10% of improvements. The query-adaptive late fusion obtains
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results that are slightly better than those of the product-rule late fusion. This
can be explained use of two features that are equally important for query repre-
sentation. Therefore, the weights for each feature computed by adaptive scheme
are similar to the fixed equal weights used in product-rule scheme.

The obtained results for RAID dataset are shown in Fig. 4a. These results are
consistent with the results obtained for CAVIAR4REID dataset. This confirms
once again the robustness of the proposed framework. The accuracies at rank 1
of two late fusions are greater than 94%. Without using feature fusion, those are
87.33% and 75.79% for KDES and CNN, respectively.

Figure 4b shows an example of person re-identification on CAVIAR4REID
dataset. The correct matching is indicated by a blue circle while the incorrect
matching is described by a red rectangle. As seen in this figure, fusion schemes
allow to get the correct matching at rank 1.

5 Conclusion and Future Work

In this paper, a novel feature fusion framework for the image-to-video per-
son re-identification has been proposed. The results obtained on two bench-
mark datasets (CAVIAR4REID and RAID) show the robustness of the proposed
framework. Three proposed feature fusion schemes have improved significantly
the re-identification accuracy (ranging from 6% to 10% at rank 1). Based on
this promising results, we will extend our work for the video-to-video person
re-identification. Moreover, in this study, we treat the training images for each
person as a set of independent images. Temporal and motion information are
not exploited yet. In the future, we will investigate these features for the image-
to-video person re-identification.
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Abstract. This work is part of an effort for the development of a Knowledge-
Vision Integration Platform for Hazard Control (KVIP-HC) in industrial
workplaces, adaptable to a wide range of industrial environments. This paper
focuses on hazards resulted from the non-use of personal protective equipment
(PPE), and examines a few supervised learning techniques to compose the
proposed system for the purpose of recognition of three protective equipment:
hard hat, gloves and boots. In the KVIP-HC, classifiers, feature images and any
context information are represented explicitly using the Set of Experience
Knowledge Structure (SOEKS), grouped and stored as Decisional DNA
(DDNA). The collected knowledge is used for reasoning and to reinforce the
system from time to time, customizing the service according to each scenario
and application. Therefore, in choosing the classification methodology that best
suits the application, processing time for training (once the system will be
eventually reinforced in real time), accuracy, detection time and the predictor
sizes (for the purpose of storing data) are analyzed to propose the most rea-
sonable candidates to compose the platform.

Keywords: Decisional DNA (DDNA)
Set of Experience Knowledge (SOEKS) � Industrial hazard control
Machine learning � Deep learning � Classifier performance

1 Introduction

Hazard control is fundamental to ensure occupational health and safety of labors [1]. In
industrial environments, workers are exposed to hazards in a variety of situations, such
as when accessing controlled zones without authorization, crossing yellow lines, not
respecting safe distances from machines and areas, not wearing the required personal
protective equipment (PPE), among others. The process of controlling these hazards
includes their detection, recognition and evaluation to determine the level of risk they
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present [1]. Once the risk has been evaluated, it must be minimized in some way so that
it does not eventuate.

Among the existing approaches for control of hazards in industries, the real time
detection and tracking of workers to indicate when they are exposed to dangerous
situations has gained interest. However, the existing sensor data and computer vision
technologies are, mostly, not scalable and lack adaptability to broad industrial envi-
ronments and existing situations. As a result, the existing technologies creates
case-based applications that work only for specific circumstances [2].

This work is part of an effort for the development of a Knowledge-Vision Inte-
gration Platform for Hazard Control (KVIP-HC) in industrial workplaces, attending a
wide range of industrial environments [3]. This paper focuses on hazards resulted from
the non-use of personal protective equipment (PPE). For that, a few supervised clas-
sification learning techniques are examined to compose the system for the purpose of
recognition of three protective equipment: hard hat, gloves and boots. Other market
PPEs will be included in the future work, as well as a broader range of risky activities,
as mentioned before. In this system, classifiers, feature images and any context
information collected through the platform are represented explicitly using the Set of
Experience Knowledge Structure (SOEKS) [4], grouped and stored as Decisional DNA
(DDNA) [5]. The collected knowledge is used for reasoning and reinforcing the system
from time to time, customizing the service according to each scenario and application.
In choosing the classification methodology that best suits the application, the pro-
cessing time for training and detection, accuracy, and predictor sizes are analyzed.

This paper is organized as follow: in section two a background about vision-based
classification techniques and the knowledge representation approach in use is intro-
duced; in section three the methodology, including the system design, the process of
creating the datasets, and the classification techniques to be investigated are presented;
in section four experimental results and performance of each learning technology are
discussed; and lastly, in section five, conclusions and future work are presented.

2 Background

The use of sensors data and computer vision techniques support automated detection
and tracking of workers indicating potential dangerous situations. However, the
existing sensor-based technologies used for this purpose require the devices or markers
to be attached on the human body, which can disturb some movements [6]. In contrast,
visual sensing facilities, such as video cameras, can monitor workers behavior and
environment conditions without any disturbances. In addition, the generated data, such
as video sequences or digitized visual data can be processed in powerful computers in
real time [7]. For the reasons just described, computer vision approach has been a
research focus for a long period of time in surveillance systems, human detection and
tracking. The most common vision-based systems use supervised techniques, although
some researches have shown interesting results for unsupervised systems such as [8],
which presents an efficient and stable system to detect unusual events in a large set of
videos based on unsupervised learning approach, using a small set of features.
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2.1 Supervised Learning Classification

K-Nearest Neighbors (k-NN) classification technique is conceptually and computa-
tionally the simplest technique that provides high classification accuracy [9]. The k-NN
algorithm is based on a distance function and a voting function in k-Nearest Neighbors;
the metric employed is the Euclidean distance [10]. However, Support Vector
Machines (SVM) have high approximation capability and much faster convergence
than k-NN for many applications [11].

Another method proven successful on classification problems is the traditional
statistical Discriminant Analysis (LDA) [12], and its extension, the Quadratic dis-
criminant analysis (QDA). QDA improves LDA as it works for non-linear problems by
separating classes of objects according to quadric surface [13]. However, classification
rules based on QDA are known to require generally larger samples than those based on
LDA [14].

Recently, there has been a lot of interest in “ensemble learning” methods, with
boosting [15] and bagging [16] as well-known classification trees methods. Some
examples of algorithms that implement boosting are Adaboost, and Gradient Boosting.
AdaBoost constructs a strong classifier as a combination of weak classifiers with proper
coefficients as an iterative supervised learning process. Gradient Boosting algorithm
determines in each iteration the direction or gradient. There is still randomness, but on
average the gradient indicates moving closer to the true regression function when
compared to Adaboost [17]. In bagging, each successive tree is independently con-
structed using a bootstrap sample of the data set and a majority vote is taken for
prediction [18]. Some examples of algorithms are Standards Trees, Random Forest and
Extremely Randomized trees. In Standard Trees, each node is split using the best split
among all variables [19]. In a Random Forests, each node is split using the best among
a subset of predictors randomly chosen at that node [18]. In Extreme Randomized trees
randomness goes one step further and a reduction of variance is achieved at a cost of
slightly increase in bias [20].

Neural networks are also a very powerful Machine Learning classifier. The first
computational model for neural networks was based on mathematics and algorithms
called threshold logic [21]. In 1965, the first functional networks with many layers
(Deep Neural Network DNN) was proposed. However, at that time the computers
didn’t have enough processing power to effectively handle the work required by large
neural networks [22]. A key trigger for the renewed interest in neural networks and
learning was the backpropagation algorithm that accelerated the training of multi-layer
networks [23]. Another technique called Dropout used to reduce overfitting (a very
common problem in deep networks) gave major improvements over other regulariza-
tion methods [24]. In 2011, Convolutional Neural Network CNN (a class of deep,
feed-forward artificial neural networks) was presented [25]. Such supervised deep
learning method was the first artificial pattern recognizer to achieve human-competitive
performance on certain tasks [26].
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2.2 Knowledge Based Approach

Although vision-based approach appears to be a reasonable option for the proposed
application, the accuracy of current systems when operating in real life scenarios,
subject to change in illumination, variation in backgrounds, noise and different camera
resolutions still remains a challenge [27]. Furthermore, the broad industrial environ-
ments and situations existing may result in rewriting most of the application code each
time the conditions change.

In this context, methods incorporating prior knowledge and context information are
gaining interest. With additional contextual information it is possible to enhance the
speed and accuracy of the detection algorithm and reduce scalability issues [28]. For
instance, an automatic semantic and flexible annotation service able to work in a
variety of video analysis with little modification to the code using Set of Experience
Knowledge Structure (SOEKS) was proposed in [2]. Though, a lot of information
contained in the classifiers was lost by separating the classification of the humans and
objects from the event recognition.

Set of Experience Knowledge Structure (SOEKS) and Decisional DNA (DDNA).
Set of Experience Knowledge Structure (SOEKS) is a knowledge representation
structure designed to obtain and store formal decision events in an explicit way. It is
based on four key elements of decision-making actions: variables, functions, con-
straints and rules. Variables are used to represent knowledge in an attribute-value form;
functions define relations between a dependent variable and a set of input variables;
constraints are functions that act as a way to limit possibilities, restrict the set of
possible solutions and control the performance of the system; finally, rules are rela-
tionships that operate in the universe of variables and express the
condition-consequence connection as “if-then-else” [4]. A SOEKS from a formal
decision event represents a portion of an organization’s DDNA (as a gene that guides
decision-making). This gene belongs to a decisional chromosome from a certain type or
category. A group of chromosomes from different kinds comprise the DDNA, a
decisional genetic code of an organization [5].

3 Methodology

In this section, (i) the process of creating the dataset is explained and (ii) the learning
algorithms candidates to compose the system are presented. The codes to perform the
data-preparation, training, tests and analysis of the methodologies were developed in
Python 3 [29] and Jupyter Notebook web application [30] platform.

3.1 Dataset

For the creation of the positive samples 12 videos with different sizes and resolutions
were used (containing images of boots, gloves and hard hats). These videos were
separated automatically into frames using FFmpeg program [31] and the ones con-
taining the objects of interest were randomly selected. From each selected frame, a
Region of Interest (ROI), comprising a PPE was saved as a positive sample. These
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images were split into Training and Test. The Training positive dataset was composed
by 302 samples of boots, 300 of gloves and 310 of hard hats. The Test positive dataset
by 100 entire or part images of boots, 100 of gloves and 100 of hard hats. For the
purpose of training and validation, the positive dataset is considered very small, a
couple of thousands images are expected to achieve high accuracy [32]. However, such
small quantity of samples is necessary to reduce the amount of data stored in the system
and consequently the costs. Thus, a data augmentation was performed on the Training
dataset and saved temporarily. To augment the data, the samples were rotated, shifted,
flipped and saved in a size of 28 � 28 pixels. The images were reduced to 28 � 28 to
ensure the recognition time is small enough to be used in real-time applications and
also to reduce computation time for training. The final positive dataset was, composed
by three subsets containing entire or parts of the object of interest: 3190 of boots, 3206
of gloves, and 3270 of hard hats. To guarantee robustness, the datasets containing
samples are subject to low resolution, blur and lens distortion, different lighting con-
ditions and diverse background before being processed. Figure 1 summarizes the
process of creating the positive datasets.

The negative dataset is composed by images of random objects (anything besides
gloves, hard hats and boots) and general scenes. The images were standardized, having
their sized fixed to 28 � 28 and saved as RGB in .jpg format. The negative dataset is
composed by 3000 images for Training and 100 images for Test.

3.2 Learning Algorithms

Feature-Based Classifiers. Often the hardest part of solving a machine learning
problem can be finding the right estimator (or learning algorithm) for the job. Different
estimators are better suited for different types of data and different problems. The
flowchart shown in Fig. 2 is designed to give users a rough guide on how to approach
problems with regard to which learning algorithm to try on their data and the methods
presented are available through the Scikit-Learn [33] library. Scikit-Learn is developed
by a large community of developers and machine-learning experts and includes tools

Example of Final 
Samples

Data Augmentation

Separation of Training and 
Test datasets

Selection of frames and ROI 
cut

Extraction of frames (2 
frames/sec)

Download of Videos from 
Internet 12 Videos

5,156 Frames

Boots

Training 
302

3190  
Samples

Test
100

Gloves

Training
300

3,206 
Samples

Test
100

Hats

Training
310

3,270 
Samples

Test
100

Fig. 1. Process of creation of the positive datasets.
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for a variety of standard machine-learning tasks. For the proposed application, the
objective is to predict categories of labeled data. Through Fig. 2, the approach that will
suit the application the most is the classification methodology. As previously men-
tioned, for the training process, a limited number of samples is used (more than 50 per
class, but less than 100 K). It is shown in Fig. 2 that the recommended methods are: the
Support Vector Machine (SVM) implemented as linear kernel (Linear SVM) multiple
kernels (Adjusted SVM), k-Nearest-Neighbors (k-NN) and the Ensemble Classifiers,
which includes Decision Tree, Random Forests (RF), Extremely Randomized Trees
(ERT), Adaboost, Gradient Boosting, Linear Discriminant Analysis (LDA) and
Quadratic Discriminant Analysis (QDA). The implementation of these algorithms in
Scikit-Learn library is based on feature vectors, a vector that contains information
describing image’s important characteristics. In this paper, the raw intensity value of
each pixel is used as a feature representation.

Deep Neural Networks. Neural Networks algorithms are included in Scikit-Learn
library but their implementation is not intended for large-scale applications and do not
offer support for Graph Processing Units (GPUs) [33]. For that reason, the TensorFlow
library [34], an open source library developed to conduct machine learning and deep
neural networks research was utilized. Through TensorFlow it was possible to test the
performance of a general Deep Neural Network DNN using backpropagation, the
Convolutional Neural Network (CNN) and CNN with random regularization to prevent
overfitting (CNN Dropout).

Fig. 2. Flowchart to guide users on choosing estimators [32].
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4 Experimental Results

Each classifier implemented using Scikit-Learn library has one or more hyper-
parameters as input. To optimize the hyper-parameters for the feature-based classi-
fiers random searching was used [35], choosing suitable parameters that maximize the
accuracy and minimize the overfitting for all three training datasets.

For the boosting and discriminant analysis algorithms, the default input parameters
are chosen. For Linear SVM, the estimation is adjusted by reducing C to 0.025. For the
Adjusted SVM, C = 1.8 achieve the best performance for kernel rbf. For kNN, the
number of neighbors k chose is 3. For Standard Decision tree, the optimal maximum
depth max_depth of each tree is 5. For Random Forests, the number of jobs to run in
parallel n_jobs is 10. Finally, for Extremely Random Forests, the optimal maximum
depth max_depth is 10, and minimum number of splits min_samples_split of 2.

For the Deep Neural Networks (DNN, CNN and CNN Dropout), softmax regres-
sion and cross-entropy to compute the loss of the model is used. For the DNN model, a
single linear layer, minimizing the loss using gradient descent algorithm with a
learning rate of 0.01 is utilized. For the CNN model and CNN Dropout, weights and
biases are created. The pooling is a max pooling over 2 � 2 blocks. The convolutional
layer has patch size of 5 � 5 with 3 input channels and 32 output channels. In the
fully-connected layer, there are 1024 neurons (to allow processing on the entire image,
which is reduced to 14 � 14), that feed the readout layer together with the number of
classes to predict. In addition, the steepest gradient descent optimizer is replaced by
ADAM, a more sophisticated optimizer. For the CNN Dropout, the regularization
function is applied before the readout layer.

The results for accuracy, training and test time, and size of classifiers for Boots,
Gloves and Hats dataset are presented in Table 1. As can be observed, Adjusted SVM
gives better results than Linear SVM, with very good accuracy for all three test
datasets. However, in both cases the detection time is high when compared to other
methods. As the proposed platform will operate in real time, the detection time must be
as small as possible which makes the SVM inappropriate for the proposed application.
The k-NN classifier has moderate accuracy and low training time, but the detection
time is the highest among all methodologies and the predictors’ size are also very large.
Due to the slow detection and large predictor size (which must be considered for the
purpose storing data for reinforcement) k-NN methodology was also found
inappropriate.

Among the ensemble models, Gradient Boosting and RF present the best perfor-
mances in terms of accuracy. Although, the time required to train a Gradient Boosting
classifier is greater than all the other classifiers. It makes RF slightly better for the
purpose of eventual re-training of the classifiers. However, RF has the largest predictor
size among all the ensemble learning algorithms, which could become an issue as the
platform grows and more predictors are incorporated to the system, increasing the
volume of data to be stored excessively.

The LDA fitted the datasets better than the QDA. The QDA overfitted all three
PPEs for all hyper-parameters verified, resulting in a very low accuracy for the test
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Table 1. Classifiers’ performance for Boots, Gloves and Hats dataset.

Classifier Training acc.
(%)

Test acc.
(%)

Training time
(s)

Test time
(s)

Predictor
size (KB)

Boots Linear SVM 89.22 86.50 126.22 2.28 52,831
Adjusted SVM 99.04 93.50 87.87 2.34 55,884
k-NN 86.28 83.50 1.57 7.22 265,463
Decision Tree 80.98 83.00 7.45 0.00 6
RF 99.53 89.50 1.17 0.25 658
ERT 95.18 87.00 1.08 0.00 479
Adaboost 84.38 88.00 74.87 0.02 31
Grad. Boosting 95.23 92.50 188.60 0.00 178
LDA 92.35 86.00 17.15 0.00 93
QDA 99.84 55.50 28.94 0.25 86,511
DNN 99.99 89.00 3.96 0.01 1,292
CNN 99.87 91.50 65.26 0.20 1,455
CNN Dropout 97.96 94.00 81.94 0.18 1,637

Gloves Linear SVM 92.00 85.00 103.94 2.00 43,174
Adjusted SVM 99.87 95.00 69.53 1.89 46,043
k-NN 75.86 67.00 1.46 7.11 263,037
Decision Tree 86.41 81.00 7.61 0.00 6
RF 99.77 92.00 1.46 0.23 496
ERT 96.74 90.00 1.17 0.01 177
Adaboost 90.43 86.00 77.90 0.02 31
Grad. Boosting 97.88 90.00 190.57 0.00 177
LDA 94.41 81.50 16.57 0.00 93
QDA 100.00 68.50 27.79 0.36 86,511
DNN 99.75 91.00 6.15 0.01 2,551
CNN 99.42 96.00 124.45 0.18 2,775
CNN Dropout 99.71 95.50 82.54 0.20 3,018

Hats Linear SVM 93.36 89.00 85.74 1.52 35,135
Adjusted SVM 97.69 95.00 62.18 1.59 40,985
k-NN 95.03 86.00 1.36 7.69 266,676
Decision Tree 90.74 86.50 8.30 0.00 6
RF 99.49 92.50 1.00 0.23 442
ERT 97.67 93.50 1.14 0.00 464
Adaboost 91.87 88.50 76.48 0.02 31
Grad. Boosting 96.67 95.50 187.26 0.00 177
LDA 95.66 90.50 14.78 0.00 93
QDA 99.94 60.50 25.30 0.23 86,511
DNN 99.11 95.00 2.01 0.01 3,232
CNN 98.87 97.00 50.97 0.18 3,484
CNN Dropout 99.39 97.50 62.24 0.17 3,755
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datasets. Both LDA and QDA classifiers are also large in size, which can lead to the
same scalability issues as RF.

Alternatively, the deep neural networks were proven to be universal approximators;
all networks were capable of approximating all three measurable functions accurately.
The algorithm CNN Dropout presented the best overall accuracy for the test datasets,
and detection time for all of the PPEs is less than a sec/100 samples. The training time
is moderate but the predictors’ size are larger than the ones obtained from the ensemble
methods. These results indicates that CNN Dropout is a good option for the system.

5 Conclusion and Future Work

This research is still at its early stages. Classification technologies have been exten-
sively researched and helped on the evaluation of the possibilities of classification
technologies to compose the proposed Knowledge-Vision Integration Platform for
Hazard Control (KVIP-HC) in industrial workplaces. From the results obtained, it can
be concluded that CNN Dropout is a reasonable choice with good average performance
for the variables analyzed with low variance among the three PPEs datasets. However,
the predictors’ size is a concern that will need to be addressed. In addition, ensemble
methods such as Random Forest and Gradient Boosting also performed well (in
average, slightly lower than CNN Dropout).

In future work, the PPE classification will be expanded. Reinforcement learning
will be explored and the capacity of the system to adapt to different set of images with
different characteristics will be tested.
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Abstract. The EyeDee™ embedded eye tracking solution developed by
SuriCog is the world’s first innovative solution using the eye as a real-time
mobile digital cursor, while maintaining full mobility. The system consists in a
wearable device capturing images on the human’s eye and sending these images
over a transmission medium (wire/wireless transmission). One important request
of this system is the real-time transmission of the captured images, along with
low-power, low-heat, low-MIPS requirements. This work is concentrated
around an improvement of the ROI (Region of Interest – region containing
image of the human’s pupil) image compression performance achieved via extra
information removal. The feature based compression lies on ROI image blocks
classification, implemented using a neural network.

Keywords: Eye tracking � Image compression � Neural networks

1 Introduction

In [1] the EyeDee™ (Fig. 1) embedded eye tracking solution developed by SuriCog
was introduced. The problematic is the deployment of computationally intensive
algorithms on a restrained resources embedded platform. Nowadays, most embedded
and portable image processing applications require low power consumption and
wireless communication and face a common problem of limited CPU resources and
limited battery autonomy (measure of the time for which the battery will support the
Weetsy™ board operation).

In most cases, these applications have a processing chain as follows:

– Retrieve the image from the sensors (readout);
– Process the image in real time in order to extract relevant features (results of

computer vision algorithms: convolution, thresholding, etc.);
– Find parameters of a physical model relevant to the application (for example,

SLAM for reconstruction of the 6 degrees of freedom of an object, ellipse fitting for
eye tracking, model fitting, etc.) through mathematical optimization with the pre-
viously computed features;

– Send the parameters to the end user application.
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Processing algorithms can be highly demanding in CPU resources and can often
require different platforms for implementation. For example, FPGA/GPU are optimized
for parallel/integer type processing such as image processing, while standard CPU has
an easier implementation offloating point mathematical optimizations. Communication/
readout stacks can introduce important issues, such as the bottleneck effect due to
limited bandwidth/memory, or cost of implementation.

In the case of SuriCog’s EyeDee™ solution, the embedded system should be able
to capture at high frequency (100 Hz) the image of user’s eye (*VGA 8bpp), and
broadcast wirelessly in real time to the end application the result of the processing
algorithm which consist in the parametrization of a 3D model of the eye. The system
should run continuously during more than 3 h, with the lowest latency possible (typ-
ically < 10 ms). Three options are possible:

– Locally read the sensors and send the resulting image to the end application to
proceed to full algorithm on the client machine;

– Locally read the sensors and locally process the full algorithm, and send the results
to the client machine;

– Locally read the sensors, pre-process the image and send these preprocessed images
to the client machine for final processing.

SuriCog’s EyeDee™ eye tracking algorithm consists in reconstructing the
quasi-ellipse of the contour of the pupils in order to fit a 3D model of an eye. The image
processing (contour extraction, thresholding, etc.) require to work on a locally pre-
served region of the image (highest quality image in the vicinity of the pupil),
unmodified by any compression algorithm.

The first option is constraint by the limited bandwidth of the wireless channel (Wifi,
BT) and the latency/quality loss introduced by standard compression/decompression
algorithms. The second option is constraint by the limited resources of CPU, battery

Fig. 1. EyeDee™ eye tracking solution: Weetsy™ frame, Weetsy™ board, p-Box™ remote
smart sensor and processing unit (running EyeDee™ software).
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and power dissipation required to run the algorithms at full speed. The third option,
described in this paper, introduces a preprocessing phase that can be viewed as a “smart
compression”: compressing the image in order to select the relevant features required
by the final algorithm, and only those ones. In the case of an eye tracker using dark
pupil technique [2] the features of interest are the points that lie on the edges of the
pupil’s quasi-ellipse.

In order to reproduce eye images needed for the research we have developed a
simulator of the capturing setup (Fig. 2). We simulate an eye of known geometry and a
camera sensor of known resolution, focal and distortion. The real pupil is a disk in
rotation. The image of the pupil viewed by the sensor is the perspective projection of
the refraction of the real pupil though the cornea of a known index of refraction. The
noise present in real images is simulated using a Gaussian kernel (Fig. 3).

In [1] we proposed a deep learning method based on Artificial Neural Network
(ANN) used as function regression calculator. It consists in tuning the hyperparameters
[3–5] of this network to relate the image of the pupils (inputs) to the 5 parameters of a
geometrical ellipse (outputs).

The approach we propose in this paper is to use a deep learning method, based on
Artificial Neural Network (ANN), as a classifier. We train the ANN to learn which are
the relevant areas of an image (i.e., the edges) and which are not. We then use the ANN
output classification as an image compressor to define which area of the image should
be broadcasted for further processing.

2 Eye Image Compression Approaches

Herein and after we use the following terminology:

– ROI (Region of Interest) – region containing image of the human’s pupil;
– FOI (Features of Interest) – image containing useful (for the eye tracking algorithm)

features of ROI.

Fig. 2. Ellipse reconstruction on simulator-
based eye image.

Fig. 3. Ellipse reconstruction based on a real
human eye image (videoframe).
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ROI finding technique is based on Haar-like features for rapid object detection [6–
9], but without any machine learning (like Viola Jones object detection framework
[10]) applied.

It is necessary to understand the difference of the proposed neural network based
approach of ROI eye image compression with respect to the classical one. Classical
approach of image compression (Fig. 4), consists in the compression of the ROI image,
sending thus the compressed image (bitstream) over a channel, followed by decom-
pression of the bitstream on the remote side to get the original ROI image, which is
further used as an input for the eye tracking algorithm. The proposed neural network
based approach of image compression (Fig. 5), consisted in the following steps:

– Training a neural network to classify the blocks of a ROI image. The training is
based on a set of samples: ROI block itself and a boolean value that indicates if this
block contains pupil edges. During the training this value is obtained from the
default image processing based eye tracking algorithm.

– Use the trained neural network to perform ROI blocks classification, i.e. to decide if
a particular block contains pupil edges.

Fig. 4. Image compression: classical approach.

Fig. 5. Image compression: neural network based approach.
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3 Neural Network Construction and Training

The neural network [11] is aimed on classification of the ROI image blocks into 2
classes (blocks contain/does not contain pupil edges). To this purpose, Torch7 [12]
software (neural network ‘nn’ and optimization ‘optim’ packages) is used with ‘con-
vnet’ (convolutions + 2-layer mlp, where 2-layer mlp is multilayer perceptron, Fig. 6)
and ‘2-layer mlp’ (pure 2-layer mlp, Fig. 7) models. This functionality was further
integrated into the EyeDee™ eye tracking software running on Windows platform.
During an initial testing we decided to split the ROI image into blocks of size 20 � 20
and 10 � 10 (the block sizes in range 10..20 lead to conditions resulting in maximal
benefit of using the presented approach). In case of ‘convnet’ model we used 2 con-
volution layers (with max pooling), followed by reshaping, and standard 2-layer mlp
model. In case of ‘2-layer mlp’ model we directly used reshaping followed by 2-layer
mlp model.

We used batch learning, i.e. learning on the entire training data set at once. In all
tests batch size was set to 10. The training of the neural network is based on the
well-known back-propagation approach [13] coupled with a gradient descent opti-
mization method [14]. The output of the network is compared to the desired output
using a loss criterion. Therefore, the training can be interpreted as the loss function
optimization (error minimization).

Fig. 6. ROI image block classification using convolutional neural network (convolu-
tions + 2-layer mlp).

Fig. 7. ROI image block classification using 2-layer mlp neural network.
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4 Testing Framework

After the integration of the Torch7 software into the EyeDee™ eye tracking solution
several experiments were completed (Figs. 8 and 9). The first experiment (Fig. 8) is
targeted on bitrate (expressed as bpp, bits per pixel) comparison of the eye images in
different configurations. This experiment will show the benefit of different compression
approaches.

The second experiment (Fig. 9) is targeted on efficiency ðeÞ and purity ðpÞ of blocks
classification, which are calculated as follows:

e ¼ N11

N10 þN11
; ð1Þ

p ¼ N01

N01 þN11
; ð2Þ

where:

– N00 – number of blocks predicted not to contain pupil edges which do not contain
edge in reality;

– N01 – number of blocks predicted to contain pupil edge which do not contain edge
in reality;

– N10 – number of blocks predicted not to contain pupil edge which do contain edge
in reality;

– N11 – number of blocks predicted to contain pupil edge which do contain edge in
reality.

These efficiency e and purity p metrics were selected to estimate the training quality
of the neural network, because terminology ‘efficiency’ and ‘purity’ is more pertinent
(in comparison with commonly used ‘precision’ and ‘recall’) in characterizing results
of blocks classification.

Legend:
FOI images (NN-based) – FOI images obtained with neural network based approach,
FOI images (ET-based) – FOI images obtained with general ET (Eye Tracking) algorithm

Fig. 8. Compressed image comparison scheme.
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5 Experimental Results

In order to evaluate the learning quality, we have tested the training of the neural
network with images taken from a simulator and from previously saved video
sequences of eye movements. We finally selected 400 training iterations (epochs), as
this amount is reasonable to get satisfying results (i.e., confusion matrixes values).
With the same setup we obtained the results for two tested models: ‘convnet’ (con-
volutions + 2-layer mlp) and ‘2-layer mlp’ (pure 2-layer mlp).

According to the classification quality results (Figs. 10 and 11), the use of a trained
neural network for ROI image blocks classification has a good potential in general. In
particular, ‘convnet’ model shows better results over ‘2-layer mlp’ model. This can be
explained by the features extractions followed by the ‘2-layer mlp’ model (instead of
pure ‘2-layer mlp’).

ROI image split on blocks (example)

General notion
Prediction

1Cls 2Cls

Truth 1Cls 00N 01N

2Cls 10N 11N

Particular example
Prediction

1Cls 2Cls

Truth 1Cls 27 3
2Cls 2 10

Legend:
1Cls – block does not contain pupil edges

2Cls – block contain pupil edges

Fig. 9. Efficiency/purity illustrated explanation.

Prediction
1Cls 2Cls

Truth 1Cls 67.70% 0.02%

2Cls 0.15% 32.05%
Simulator, Block size 20

Prediction
1Cls 2Cls

Truth 1Cls 68.13% 0.14%

2Cls 0.08% 31.64%
Video, Block size 20

Prediction
1Cls 2Cls

Truth 1Cls 83.72% 0.53%

2Cls 1.13% 14.60%
Simulator, Block size 10

Prediction
1Cls 2Cls

Truth 1Cls 83.62% 0.88%

2Cls 1.48% 14.01%
Video, Block size 10

Fig. 10. Confusion matrixes, 400 epochs, ‘2-layer mlp’ model.
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According to the application results (Tables 1 and 2), both ‘convnet’ and ‘2-layer
mlp’ models show relatively promising results. In particular, increasing the number of
training iterations (from 50 to 400) results in higher efficiency. This is because the
number of N00 and N11 is higher meaning that the model is trained better. For example,
using ‘convnet’ model with ROI blocks of size 10 � 10 at 100 training iterations is
enough to reach 100% of both N00 and N01.

For the compression of ROI images, we used a JPEG2000 [15] encoder. We
configured the encoder to keep a relatively high PSNR (>45 dBs) as the decompressed
blocks will be further used in an image processing-based eye tracking algorithm.
However, this quality can be lower, as proved in [16]. Results in Fig. 12 show that with
the proposed approach it is possible to reach 99.47% of gain in terms of data size
reduction.

The visual comparison of ROI image block removal quality (Fig. 13) on the val-
idation set shows that there are more accuracy issues, in comparison with the training
set, i.e., the number of N01 is increased (Fig. 13b, c). If the neural network is not
enough trained the quality is significantly degraded (Fig. 13d) in case of both ‘mlp’ and
‘convnet’ models.

Increasing the number of ROI image blocks will result in a more accurate
preservation of pupil ellipse edges (less data to transmit). However, for the validation
set there are issues of preserved blocks situated in the corners of the ROI images. These
issues can be solved by applying some additional logic. For example, if the block is
located M-blocks far from the blocks containing pupil edges, this block can be con-
sidered as incorrect and should not be used for further image compression.

From the computational point of view (computational complexity), the ROI image
compression based on neural network requires just the resources needed to obtain the
classification results (i.e., input: N � N ROI image blocks, output: value indicating
whether a block contains pupil edges). The neural network has also constant-time
response, which can be taken into account for the overall performance estimation.
However, the use of neural network has a well known challenge of its training
(hyper-parameters tuning, training time reduction, output results quality maximization),
as the cost of each training session is time expensive.

Prediction
1Cls 2Cls

Truth 1Cls 67.78% 0.00%

2Cls 00.00% 32.21%
Simulator, Block size 20

Prediction
1Cls 2Cls

Truth 1Cls 68.27% 0.00%

2Cls 0.00% 31.72%
Video, Block size 20

Prediction
1Cls 2Cls

Truth 1Cls 83.87% 0.36%

2Cls 0.98% 14.77%
Simulator, Block size 10

Prediction
1Cls 2Cls

Truth 1Cls 83.88% 0.62%

2Cls 0.92% 14.56%
Video, Block size 10

Fig. 11. Confusion matrixes, 400 epochs, ‘convnet’ (convolutions + 2-layer mlp) model.
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Table 1. Average results of ROI image blocks classification quality (expressed as
efficiency/purity) and average bit budget (expressed as bits per pixel) needed to transmit the
compressed ROI images with extra blocks removed. Use of ‘2-layer mlp’ model.

Mode Block
size

Epochs e% p% Bits per pixel (bpp)

Original
ROI

ROI with
removed
blocks

ROI with
removed
blocks
(reordered)

Training
set

Trained on
video, tested
on video

20 50 97.85 1.24 2.15 1.33 (38.14%) 0.88 (59.07%)
100 98.89 0.46 2.15 1.33 (38.14%) 0.89 (58.60%)

200 99.19 0.48 2.15 1.33 (38.14%) 0.89 (58.60%)
400 99.58 0.49 2.15 1.33 (38.14%) 0.89 (58.60%)

10 50 70.64 20.12 2.15 1.06 (50.70%) 0.50 (76.74%)

100 70.14 19.65 2.15 1.04 (51.63%) 0.50 (76.74%)
200 70.87 17.54 2.15 1.04 (51.63%) 0.49 (77.21%)

400 76.69 14.06 2.15 1.07 (50.23%) 0.52 (75.81%)
Validation
set

Trained on
simulator,
tested on video

20 50 79.08 20.33 2.15 1.35 (37.20%) 0.90 (58.17%)
100 81.09 17.74 2.15 1.35 (36.91%) 0.89 (58.49%)

200 82.05 16.87 2.15 1.35 (36.95%) 0.89 (58.49%)
400 85.50 20.79 2.15 1.38 (35.55%) 0.94 (56.03%)

10 50 61.45 28.12 2.15 1.13 (47.41%) 0.51 (76.05%)
100 63.55 29.64 2.15 1.16 (46.00%) 0.53 (75.12%)
200 68.42 34.16 2.15 1.23 (42.61%) 0.59 (72.67%)

400 72.08 37.94 2.15 1.29 (39.80%) 0.63 (70.86%)

Table 2. Average results of ROI image blocks classification quality (expressed as
efficiency/purity) and average bit budget (expressed as bits per pixel) needed to transmit
compressed ROI images with extra blocks removed. Use of ‘convnet’ model.

Mode Block
size

Epochs e% p% Bits per pixel (bpp)

Original
ROI

ROI with
removed
blocks

ROI with
removed
blocks
(reordered)

Training
set

Trained
on video,
tested
on video

20 50 92.69 2.93 2.15 1.32 (38.66%) 0.86 (60.03%)
100 93.93 0.27 2.15 1.31 (39.25%) 0.85 (60.48%)

200 95.44 0.00 2.15 1.31 (38.90%) 0.86 (59.99%)
400 100.00 0.00 2.15 1.33 (38.10%) 0.89 (58.68%)

10 50 72.94 28.20 2.15 1.11 (48.50%) 0.55 (74.51%)

100 70.04 26.66 2.15 1.10 (48.99%) 0.53 (75.45%)
200 70.48 25.03 2.15 1.09 (49.14%) 0.53 (75.55%)

400 71.31 23.10 2.15 1.31 (38.90%) 0.86 (59.99%)
Validation
set

Trained on
simulator,
tested on
video

20 50 89.90 11.68 2.15 1.37 (36.26%) 0.90 (58.05%)
100 92.83 16.09 2.15 1.42 (33.67%) 0.96 (55.07%)

200 93.07 16.51 2.15 1.43 (33.49%) 0.97 (54.81%)
400 93.15 16.77 2.15 1.43 (33.37%) 0.97 (54.65%)

10 50 62.06 38.45 2.15 1.18 (44.92%) 0.55 (74.51%)
100 62.71 44.13 2.15 1.25 (41.94%) 0.59 (72.64%)
200 62.58 43.91 2.15 1.26 (41.25%) 0.59 (72.57%)

400 67.72 48.18 2.15 1.32 (38.43%) 0.65 (69.65%)
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bpp size bpf gain
8 104000 832000 0%

3.05 10400 317200 61.87%

2.94 14000 42336 94.91%

8 4000 32000 96.15%

1.10 4000 4400 99.47%

Fig. 12. Eye image compression configurations. Full image resolution: 400 � 260, ROI image
resolution: 120 � 120, compressor: JPEG2000, bpp – bits per pixel, bpf – bits per frame, FOI –
Features of Interest.

‘2-layer mlp’ model:

a b c d
‘convnet’ model (convolutions+2-layer mlp):

a b c d

Fig. 13. Visual comparison of blocks removal quality on validation set (increasing degradation
order, from best (a) to worst (d)). Block size is 10.
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From the implementation point of view (implementation complexity), the proposed
neural-network eye tracking approach reduces the amount of data to compress by a
standard image compression system (JPEG2000 or other). It is also expected that the
next version of the Weetsy™ board will have a memory space large enough to store the
trained neural network.

From the conceptual point of view, employing a neural network before the ROI
image compression can be interpreted as preprocessing, i.e. keeping only the regions in
the ROI image that are important to the eye tracking algorithm, prior to compression
(reducing thus data size and, therefore, speeding-up data transmission).

6 Conclusion

In this paper we propose a new ROI eye image compression approach based on ROI
image blocks classification. A neural network was implemented with Torch7 software,
which was integrated into EyeDee™ software. Two different models, ‘convnet’
(convolutions + 2-layer mlp) and ‘2-layer mlp’ (pure 2-layer mlp), have been used in
order to train the neural network, both with generated and real ROI images. It has been
shown that the classification quality is high for these training models. The proposed
compression method has an average bitrate gain of *64%, with respect to direct
encoding of ROI images, at the only expense of memory needed to store the trained
neural network. Future work is targeted on implementation of the approach in the
Weetsy™ board as well as its generalization for usage in wider class of applications.
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Abstract. In this research we have developed and evaluated a system that uses
the image compositional metric called ‘Rule of Thirds’ used by photographers to
grade visual aesthetics of an image. The novel aspect of the work is that it
combines quantitative and qualitative aspects of research by taking human
psychology into account. The core idea is to identify how similar the perception
of a ‘good image’ and ‘bad image’ is by machines versus humans (through a
user study based on 255 participants on 5000 images from the standard MIR-
FLICKR database [9]). We have considered the compositional norm, namely
‘rule of thirds’ used by photographers and inspired by the golden ratio that states
that - if an image is segmented on a 3 � 3 grid, then it is appealing to the eye
when the most salient object(s) or ‘subject(s)’ of the image is located precisely
on or aligned on the middle grid lines [11]. First, we preprocess the input image
by labeling the regions of attraction for human eye using two saliency algo-
rithms namely Graph-Based Visual Saliency (GBVS) [3] and Itti-Koch [4].
Next, we quantify the rule of thirds property in images by mathematically
considering the location of salient region(s) adhering to rule of thirds. This is
then used to rank or score an input image. To validate, we conducted a user
study where 255 human subjects ranked the images and compared our algo-
rithmic results, making it a both a quantitative and qualitative research. We have
also analyzed and presented the performance differences between two saliency
algorithms and presented ROC plots along with similarity quantification
between algorithms and human subjects. Our massive user study and experi-
mental results provides the evidence of modern machine’s ability to mimic
human-like behavior. Along with it, results computationally prove significance
of rule of thirds.
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1 Introduction

One of the most abstract instance of comprehending visual data is ‘finding beauty’ -
only possible by human psychology. In this research, we have devised a synthetic
system which can understand visual appeal in a framed image. We have used the basic
photographic rules as the foundation and the rules of computer vision and machine
learning as the pillars of our system. In this research, first we have identified the salient
region of an image using methods derived from research of Itti, Koch, and Harel [3, 4].
Next, we applied photographers’ rule of thumb to measure the aesthetic appeal of the
image [11]. The metric we have narrowed down to is ‘Rule of Thirds’ (ROT). Finally,
we conducted a survey to evaluate our system’s aesthetic measurement of an image
with respect to visual aesthetics perceived by human psychology.

2 Related Works

Few have traveled before us in finding automated means to extract compositional
properties in images. Here, the novel idea is the human user-study that we conducted.
We have incorporated ideas, findings, and bits and pieces of several research in our
system to conduct our research. One of these research aims to detect ROT compositions
in images [1]. The ROT states that placing important or salient objects along the
images’ thirds lines (refer to Fig. 1) or around their intersections often produces highly
aesthetic photos [2]. In this research, researchers have utilized multiple image saliency
algorithms, namely, Fourier Transform (FT) Map, Graph Based Visual Saliency
(GBVS) map [3], Global Contrast (GC) map and Objectness (OBJ) map to extract the
salient region of an image. Afterwards, several machine learning techniques including
the Naïve Bayesian Classifier, Support Vector Machine (SVM) etc. have been used for
the rule of thirds detection. This research also shows that GBVS performs the best
exhibiting 75% accuracy over a dataset of 2089 images collected from Flickr and
Photo.net. We have incorporated the ideas of finding salient regions and ROT com-
positions of this research into our system.

Fig. 1. Some sample images that follows rule of thirds in photography to enhance appeal or
aesthetics
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In research [3], authors have proposed a bottom-up saliency model named “Graph
Based Visual Saliency” (GBVS). This model mainly works in two steps. While the
classical algorithms of Itti and Koch achieved only 84% of the ROC area of human
based control, GBVS has achieved 98%. In a prior research [4] by Itti and Koch,
authors aimed to solve this same problem of finding salient regions in digital images.

In [5] Mai et al. has used Rule of Thirds composition method to measure the
aesthetics of an image. To do that, first they have used a variety of saliency and generic
objectness methods to detect the main object of an image and after that they have used
the concept of Rule of Thirds to measure the aesthetics of that particular image. For
detecting a salient region of an image, in this paper, they have mainly used three
algorithms and they are GBVS (Graph-based Visual Saliency), FT (Frequency-tuned
salient region) and GC (Global contrast based salient region detection). Furthermore,
they have used generic objectness analysis as a complement of saliency analysis. For
the detection of ROT they have used various Machine Learning methods, for example,
Naïve Bayesian Classifier, Adaboost etc.

Amirshahi et al. [6] have contrasted aesthetically pleasantness of photographs and
paintings between computer based scoring and behavioral scoring (scores that are
obtained from 30 participants) on the basis of Rule of Thirds compositional method.

Maleš et al. in their paper [7], they have presented a saliency based method to
detect the compositional rule – ROT. To detect a salient region they have used two
algorithms – Context Aware (CA) salient region detector and Global Contrast
(GC) based salient region detector. After that, they have created a training set on which
they have applied Principal Component Analysis (PCA). They have used Linear
Discriminant Analysis, Mahalanobis Linear Discriminant Analysis, Quadratic Dis-
criminant Analysis and Support Vector Machines to train the classifiers.

In [8], the authors have presented a collection for MIR community which comprises
a subset of 25,000 images from the Flickr website under creative commons license that
had been a standard dataset for most research in visual data retrieval. These images are
also redistributable for research purposes and, also represent a real user community.

3 System Design

Our system takes images as input and produces a score as aesthetic appeal. As men-
tioned in the abstract and introduction, we have used metric - ROT in our system to
produce the beauty measurement. We have accomplished the task of scoring beauty in
several stages starting from an input image to final beauty measure. Therefore, we have
subdivided the processing of the system into stages presented in Fig. 2. Figure 2
represents simple processing flow of our system. In the initial stage, the system receives
image as input from the users via the user interface. Next, that image is fed into the
preprocessor which marks the beginning of the second stage of our system. To apply
the compositional metric, precondition is to compute the salient regions of the image.
Hence the second stage has been developed using GBVS and Itti-Koch saliency
algorithms to calculate salient regions.

Based on user selected algorithm out of two (Itti-Koch and GBVS), salient region(s)
of the input image are calculated and are passed to the third stage. This stage is also the
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centerpiece of our system. This stage of processing has an engine running as a service in
the system, which receives the input image and salient image map from previous stage.
Based on the ROT evaluator engine, the system processes it to produce ROT measure.
This processing stage is the heart of this research.

Inner workings of this engine will be explained in the following subsections.
Finally, in the fourth and final stage the beauty score is transferred to a user interface
from the service for representing the output to the users of the system. We have
developed a system consisting a web interface powered by Node.JS and an image
processing service for ROT metric developed using MATLAB. As a result, users can
access this tool just using a web browser without needing access to MATLAB or any
other additional software. The web server and the MATLAB engine communicate via
JSON. Figure 3 represents a simple overview of our system design.

For validation, we have conducted a user study to evaluate our system’s aesthetic
pleasantness measurements against visual aesthetics perceived by humans. We have
executed our system on 5000 images from MIR Flickr dataset [11] and analyzed the
execution and performance differences between GBVS and Itti-Koch algorithm.

3.1 Workflow of the ROT Engine

Definition of Rule of Thirds or ROT states that in a rectangular frame, human eye tends
to perceive objects more appealing - the more they are close to the gridlines having 2/3
area on the greater side and 1/3 area on the shorter side [2]. This visual compositional
rule has been established based on the golden ratio [9] proportion guideline by the
ancient Greeks [2]. The ROT was first documented and written down in 1797, in the
book – ‘Remarks on Rural Scenery’ by J.T. Smith [10]. In simple terms, if we draw two
evenly spaced vertical and two evenly spaced horizontal imaginary gridlines in a
rectangle image then each of these lines divides the image according to golden ration.
Figure 4 simplifies the understanding of the subdivision.

Fig. 2. Simple block diagram of processing stages.

Fig. 3. Simple overview of system design
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An image having its salient regions closer to any of these lines will have better
aesthetic appeal. Furthermore, salient objects closer to the intersecting points of the
gridlines will be more appealing to human eye as it means the object is maintaining
golden ratio vertically and horizontally both at the same time. To measure distance, we
have calculated the center point or centroid C (x, y) of salient area in the image. Then
the distance is calculated with respect to the centroid. Centroid is calculated as follows
for a given salient blob:

Cx ¼ X1 þX2 þX3 þ . . .þXk

S
ð1Þ

Cy ¼ Y1 þ Y2 þ Y3 þ . . .þ Yk
S

ð2Þ

Where, X1, X2, X3, …. Xk are the x coordinates, Y1, Y2, Y3, … Yk are the y
coordinates, and S is the sum of all pixels in the salient blob. We have constructed a
distance function (Eq. 3) in this research which calculates a distance measurement from
each cross sections of gridlines and the centroid of the salient region of the image. This
measurement is the proxy of measuring beauty and visual aesthetics.

3.2 Distance that Serves as Scoring Function

To calculate distance, we have measured the distance of centroid from 2/3 cross-
sections of each gridline. This gives us a tentative distance measurement from indi-
vidual gridlines. Pair with the shortest measurement is the candidate axis for further
calculation as the salient region would be the closest with that line. An image can have
n number of salient regions where n is a positive integer. Therefore, the input image
can have n number of distance scores for each subject or salient region. Regarding
understandability and writing progression we have used ROI (Region of Interest) as
synonym of salient regions in the next few sections. In Fig. 4, (1, 1), (1, 2), (1, 3), …,
(4, 4) are the corner points of gridlines. If g (2, 2), g (2, 3), g (3, 2), g (3, 3) are the
cross-sectional points then the distance is measured as Eq. 3.

Fig. 4. Corner points of gridlines.
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distanceROI nð Þ ¼ minð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G22x � Cxð Þ2 þ G22y � Cy

� �2
q

;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G23x � Cxð Þ2 þ G23y � Cy

� �2
q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G33x � Cxð Þ2 þ G33y � Cy

� �2
q

;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G32x � Cxð Þ2 þ G32y � Cy

� �2
q

Þ
ð3Þ

3.3 Scoring Function Normalization

As an input image can have more than one ROI, hence it can have more than one
distance score. The distance is a measurement in pixels with respect to individual image
(where size or dimensions can vary) which is not an absolute measurement that we can
compare with scores of other images. Also, the more the Region of Interest (ROI) is
closer to prominent gridline, less the distance measurement but aesthetic score is the
compliment. Considering these facts, we have constructed the following equation to
normalize distance score and produce a score which we can considered as the aesthetic
score of an image.

score imgð Þ ¼
Xall ROIs¼N

i¼1

Area of ROIi � 0:05
img:length� img:widthð Þ � 1� distanceROI ið Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

img:height2 þ img:width2
p

 ! ! !

� 1
N

ð4Þ

In Eq. 4, distance has been divided by the diagonal of the image to produce a
relative measurement and which is then subtracted form one. This measurement is then
multiplied with the relative area of ROI to give better score to ROI having bigger area
and negate ROIs with smaller areas. Finally scores of all ROIs has been added and
divided by the number of ROIs to compute the final aesthetic score.

For illustration, we decided to use the standard “cameraman.tif” file (Fig. 5) and
produced a running example. Beforehand, if we look closely we can observe this image
is not especially good in terms of ROT. In the first step of processing we draw
imaginary gridlines over the image. In Fig. 5a, white lines are the gridlines and the
yellow dots are the cross-sections of gridlines. Next, we use GBVS (Fig. 5d, e) and
Itti-Koch maps (Fig. 5b, c) to produce ROI for the input image maps. Observe that
there are one ROI for GBVS and three ROIs for Itti-Koch algorithm. After that, the
system uses distance function and next our normalization technique produces final
aesthetic score.

Fig. 5. GBVS vs. Itti-Koch. (a) cameraman.tif image on grid, (b) Itti-Koch Map Overlayed,
(c) Itti-Koch Map and (d) GBVS Map Overlayed, and (e) GBVS Map. (Color figure online)
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From Fig. 6(a) we can see that, we have gotten only one ROI using GBVS algo-
rithm (from ‘cameraman.tif’). So our whole procedure is developed surrounding only
this ROI. Firstly, we have measured the centroid of the ROI and the axis of the centroid
in pixel is (Cx, Cy) = (197px, 154px). After that, using Eq. 3 we have calculated the
minimum distance between the gridlines and the centroid which is 53.96px. The area of
our ROI is roughly 7146px2 and the height and width of the image are 311px and
376px accordingly. So, finally using Eq. 4 we got the final score for this particular
image that is 0.55 (where the scale is as such that 1 is the best and 0 being the least
aesthetic).

4 User Study

We have conducted a user study to evaluate our system. We used 255 human partic-
ipants in the study and they were aged between 19 to 29 regardless of gender. They
were asked to score randomly presented images. All participants were undergraduate
students from the North South university and some of the ware member of photography
club. Each participant was presented with 35 images from different category in random
order to eliminate bias. Participants were asked the question – “Rate the picture you
are seeing, where 5 is the best score 1 is the worst score. Also, click on the most
salient object or region you think is present in this image using Javascipt.” We
recorded both ratings and the pixels of the participants perceived ‘subject’ of the image.

We have used 5000 images from this dataset to evaluate our system.

5 Results Analysis

In this research, we have two results and analyzed their accuracy. Firstly, we produced
aesthetic score which we measured against aesthetic score response to human psy-
chology, and then, we compared the execution and performance differences of the two
saliency algorithms we have used in this research. Our results and analysis have been
described in detail in the following subsections.

Fig. 6. ROI and distance measurement using GBVS and Itti-Koch. (a) ROI using GBVS,
(b) Distance score using GBVS (c) ROI using Itti-Koch, and (d) Distance score using Itti-Koch.
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5.1 Distances from Baseline of Human Users

We have presented the results in Fig. 7. In Fig. 7a, the horizontal axis represents the
system given score and the vertical axis represents the user given score. Both of the
scores are given in a scale between 1 to 5, and the values in each box represent the
number of responses against each score for both system and human. For instance, in
position (5,5) the number is 668 means that 668 images were scored 5 by the both
system and user. Figure 7b represents score vs. the score difference between the user
user and the system. From this figure we can observe, for lower score i.e. 1, the average
difference is higher – 2.5 and for higher score i.e. 5, the average difference is lower – 1
(note: lower the better). This gives us the intuition of the fact that in most cases when
humans find some image appealing it maintains minimum level of ROT but the
opposite is not true.

The average sum of squared difference (SSD) is used to measure distance of score
and provide an analytical result as presented in Eq. 5. Here, i is image index (1 to 100)
and j is category index (1 to 10).

SSDij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPfor all in j

i¼1 scorei � scorehuman userð Þ2
q

100
ð5Þ

5.2 Comparative Analysis of Saliency Algorithms

To do this comparative analysis of saliency algorithms, first we observed that- although
the average SSD is low across each category, some results are too far or too close to the
baseline. Bounded boxes were drawn around the detected salient regions for the two
algorithms- GBVS and Itti-Koch. After that, we went through all of them manually to
further validate the system if the saliency algorithms indeed find the salient regions of
an image.

Fig. 7. (a) System generated scores vs. user generated scores and (b) the differences between the
score responses.
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5.3 Methodology of the Comparisons

All of the 5000 images were annotated. Parameters that were noted are – salient regions
detected by human, GBVS and Itti-Koch Saliency algorithm. We used human per-
ception to detect four scenarios – true positives (properly detected ROI), false positive
(any algorithm that detected a salient region which is not ROI), true negatives
(non-salient region detected as salient region) and finally false negatives (salient
regions missed by the algorithms). If a salient region detected by any of the three
algorithms overlapped 50% or more than that of what human perceived as salient
region is recognized as true positive. After that, we represented the research findings
using ROC plots. They are presented in Fig. 8. The number of regions of interest or
ROI’s is 2680 which is higher than 5000 (the number of images) is because many
single images contained more or less than one salient regions or subjects.

6 Discussion and Future Work

In this research, we have successfully devised a system that can perceive beauty with
good accuracy. In this regard, we have been successful in most cases. We have ana-
lyzed significance of the compositional rule and its combination in different scenarios.
We also analyzed differences between GBVS and Itti-Koch saliency algorithm based
on real world applications by involving actual human comprehension. Finally, we can
conclude that image compositional metrics are a valid and stable mean to understand
visual aesthetics and ROT has significance in good magnitude. However, we experi-
mentally validated that GBVS outperforms Itti-Koch to some extent.

Although, we have successfully gone to the closest points with some categories of
images, we feel if we use other compositional metrics i.e. Rule of frames, Rule of odds,
Rule of space etc. [11] in addition, it would give more insights. A larger user study is
coming up as well.

Acknowledgments. This work was funded by North South University’s annual research grant
for the fiscal year 2017–18. We would like to thank Professor John Kender (http://www.cs.
columbia.edu/*jrk/), Professor of Computer Science at Columbia University for his insights.

GBVS Itti-Koch
Number of ROIs:   2680 

Number Correct:    1850 

Accuracy:         69% 

Sensitivity:       69.8% 

Specificity:       63.6% 

Empiric ROC Area:  0.667

Number of ROIs:   2680 

Number Correct:    1812 

Accuracy:         67.5% 

Sensitivity:       65.6% 

Specificity:       93.5% 

Empiric ROC Area:  0.701 

(a) (b)

Fig. 8. Comparative ROC plots of between GBVS (a) and Itti-Koch (b) saliency algorithms
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Abstract. Super-resolution reconstruction (SRR) consists in processing
an image or a bunch of images to generate a new image of higher spatial
resolution. This problem has been intensively studied, but seldom is SRR
applied in practice for satellite data. In this paper, we briefly review the
state of the art on SRR algorithms and we argue that commonly adopted
strategies for their evaluation do not reflect the operational conditions.
We report our study on assessing the SRR outcome, relying on new
quantitative measures. The obtained results allow us to outline the most
important research pathways to improve the performance of SRR.

Keywords: Super-resolution · Image processing · Similarity measures

1 Introduction

In numerous practical applications, images of high resolution are valuable, but
are often unavailable due to technological limitations or economic reasons. Obvi-
ously, this problem is inherent to satellite imagery, where higher resolution
induces higher costs, lower coverage and longer revisit times. In such cases, it is
still possible to analyze a low-resolution image or an image sequence to extract
the details with the subpixel precision and produce an image of a higher reso-
lution. This process is termed as super-resolution reconstruction (SRR) and it
is a well-studied problem of computer vision. However, the effectiveness of the
state-of-the-art solutions is still insufficient to make the SRR methods capable
of enhancing satellite images in real-life scenarios.

Spatial resolution of satellite images is usually expressed in ground sampling
distance (GSD—the smallest dimension of an object on the ground that can
be distinguished from an image1). Depending on GSD, the spatial resolution of
satellite images is classified as low (LR, GSD > 100 m), medium (MR, GSD of
10–100 m), high (HR, GSD of 1–10 m) and very high (VHR, GSD < 1 m).
1 It is understood as the distance between the centers of two neighboring pixels, how-

ever this simplification may be incorrect in the presence of some distortions.
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In this paper, we outline the current trends in SRR with particular attention
given to the adopted evaluation procedures, including the available benchmarks,
which was not discussed in recent surveys on SRR [33]. Our contribution lies
in identifying the pivotal obstacles that must be overcome to make the SRR
suitable for real-world applications. First, we discuss how the robustness of eval-
uating the SRR algorithms can be increased with new quantitative measures.
Furthermore, we present qualitative examples of several state-of-the-art algo-
rithms in order to confront the numerical measures against the visual impression
on the image quality. Finally, we discuss the future research pathways concerned
with: (i) enhancing the benchmarks, (ii) introducing new SRR quality measures,
better correlated with GSD, and (iii) improving the objective functions, whose
optimization is substantial to obtaining a correct reconstruction.

Section 2 is an overview of existing SRR techniques, while the evaluation
methodologies and benchmarks are summarized in Sect. 3. Our proposed evalu-
ation framework is presented in Sects. 4 and 5 concludes the paper.

2 Current Trends in Super-Resolution Reconstruction

There have been a number of research works [33] presenting different approaches
towards SRR for a variety of image types, modalities and acquisition scenarios.
Apart from satellite imagery, SRR was considered for medical imaging [32], anal-
ysis of facial images [12], document image processing [3], or microscopy imag-
ing [16]. SRR can be executed given a single image [6], including processing
hyper-spectral images [21], or from a sequence of images acquired with some
shifts in the spatial domain [13].

2.1 SRR from a Single Image

Single-image SRR is primarily dealt with example-based learning, which con-
sists in establishing the relation between images of low I(l) and high I(h) reso-
lution, given some training data. This creates a model that makes it possible to
reconstruct a high-resolution image I ′(h) from I(l). Among many approaches to
determine such relation, manifold learning has been extensively exploited [27] to
match the patches of high and low resolution. Recently, it has been shown that
deep learning can also be highly successful here [7]. For images presenting some
repeated patterns at different scales, the patches may also be matched within a
single image on the basis of self-similarity [11].

Reconstructing I ′(h) may involve the decomposition of I(l). This could be
aimed at extracting high-frequency components of a single image, which are
amplified to increase the spatial resolution, e.g. with the wavelet transform
(WT) [6].

2.2 Multiple-Image Fusion

SRR from multiple images is usually addressed by defining a parametrized imag-
ing model (IM) which simulates the process of degrading a hypothetical high-
resolution image into the observed I(l). In general, such models include image
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warping, blurring, downsampling and finally contamination with the noise [19].
The majority of methods are underpinned with a certain cost function (related
to the reconstruction error), whose optimization determines the values of the
parameters that control the IM. This, in turn, makes it possible to restore I ′(h).
Such approach is applied to hyper-spectral imaging and SRR from multiple
images. In the latter case, the images are first registered, and then the sub-
pixel shifts between them are also subject to the optimization. An interesting
approach was presented in [5], where the low-resolution images are assessed to
select those of good quality and reject the poor ones.

Optimizing the imaging model parameters is an ill-posed problem, which is
usually solved by employing the Bayesian framework (BF) or gradient-based
techniques with some regularization imposed to provide spatial smoothness of
I ′(h). Regularization [20] translates a maximum likelihood (ML) problem into
maximum a posteriori (MAP) estimation. In one of the earliest approaches, the
gradient projection algorithm (GPA) [23] was employed. Also, it is often benefi-
cial to incorporate the motion blur into the imaging model [28]. Another fairly
popular optimization technique applied here is the projection onto convex sets
(POCS) [2], which consists in updating the high-resolution target image itera-
tively based on the error measured between I(l) and I ′(l)—a downsampled ver-
sion of reconstructed I ′(h), degraded using the assumed imaging model. Fast and
robust super-resolution (FRSR) employs regularization based on total variation
combined with bilateral filter [9]—importantly, the error between subsequent
reconstructed (and degraded) high-resolution images is minimized, thus avoid-
ing the expensive scaling operation. In [1], a genetic algorithm was applied to
determine the parameters that control the subpixel registration. Here, the reg-
ularization is ensured by imposing certain constraints on the genetic operators
(especially mutation). Furthermore, particle swarm optimization [4], simulated
annealing [31] and differential evolution [36] were exploited here.

2.3 SRR for Satellite Imagery

Most of the SRR methods applied to satellite images (see Table 1) either rely
on PCA-based decomposition [34] (for hyper-spectral images) or an IM is opti-
mized [2,13,17,18]. Also, the example-based methods [22], including deep learn-
ing [14], were found useful for this task. Moreover, an algorithm for SRR can
be tightly related with the sensor characteristics—the intrinsic keystone dis-
tortion of the IKONOS hyper-spectral sensor was exploited in [21]. Recently,
multiple-image SRR for satellite images was proceeded using adaptive detail
enhancement (SRR-ADE) [37]—this employs bilateral filter to decompose the
input images and amplify the high-frequency detail information.

3 Evaluating Super-Resolution Reconstruction

Applying a proper evaluation strategy is pivotal in achieving progress in numer-
ous domains concerned with advanced data analysis. This encompasses both the
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Table 1. SRR methods applied to satellite imagery (the image modalities are abbre-
viated as SI: single-image, HS: hyper-spectral image, MI: multiple images).

Author Year Main concept Modality Sensor type

Ducournau and Fablet [8] 2016 Deep learning SI AVHRR, AATSR,
SEVIRI

Liebel and Körner [14] 2016 Deep learning HS Sentinel-2

Zhu et al. [37] 2016 Adaptive
enhancement

MI ZY-3

Qian and Chen [21] 2012 Keystone
effect

HS IKONOS

Wu et al. [31] 2012 Sim. anneal.
in RMF

HS Hyperion, ALOS

Zhang et al. [34] 2012 PCA+ IM
optimization

HS+ MI SPOT, Landsat-7,
IKONOS

Li et al. [13] 2008 IM + Markov
trees

MI Landsat-7

Molina et al. [18] 2008 IM + BF HS Landsat-7 ETM+

Miravet and Rodriguez [17] 2007 IM + neural
network

MI QuickBird

Akgun et al. [2] 2005 IM + POCS HS AVIRIS

Rubert et al. [22] 2005 Patch-based SI Landsat-7

Gonzalez et al. [10] 2004 PCA+ WT HS SPOT

Zhang [35] 2002 PCA+ WT HS SPOT, Landsat-7,
IKONOS

methodology and benchmarks used for evaluating the emerging solutions. These
both aspects in the context of SRR methods are addressed in this section.

3.1 Evaluation Methodology

In most cases, evaluating the developed SRR techniques consists in downscal-
ing I(h) using different offsets and degradation operators to obtain one or N

images of low resolution I(l) = {I(l)
1 , I(l)

2 , ..., I(l)
N }. The goal is to reconstruct

I ′(h) from I(l). The similarity between I ′(h) and I(h), commonly measured with
peak signal-to-noise ratio—PSNR, structural similarity index—SSIM [30], infor-
mation fidelity criterion—IFC [25], visual image fidelity—VIF [24], or universal
image quality index—UIQI [29], is used to evaluate the reconstruction quality.
While such procedure is sufficient to verify certain aspects of the algorithms, the
assumptions imposed on the degradation model may actually not hold.

A more realistic scenario was adopted in [36]—the outcome of SRR obtained
for Landsat-7 ETM+ images was compared with IKONOS data of higher reso-
lution, but these data were not published as a benchmark. A similar approach
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was presented in [31], where Hyperion images were upscaled and compared with
ALOS data. Unfortunately, such approaches are very uncommon, partially due
to the difficulties in comparing the upscaled images with the images obtained
using a different sensor. Basically, such metrics as PSNR or SSIM would favor
the operations which consist in mapping the image histograms over those that
really increase the spatial resolution, but preserve the original histogram. Hence
employing some advanced image processing routines, which demand high spatial
resolution, is more appropriate here. In the aforementioned works [31,36], I ′(h)

is compared with I(h) based on the subpixel land-cover classification maps. It
is also possible to evaluate the SRR outcome without ground truth, based on
image entropy [37], but such approach may drift towards amplifying the noise.

3.2 Available Benchmark Data

Virtually all of the SRR benchmarks (e.g., MDSP Super-Resolution And Demo-
saicing Datasets2 or Multi-Sensor Super-resolution Datasets3 contain a few
images or image sequences acquired at a single scale, degraded with a certain
technique. There are also some widely-used images for testing single-image SRR4.
The Sun-Hays dataset [26] contains 80 high resolution images and their down-
sampled counterparts. Very recently, a new DIV2K dataset was published for the
NTIRE single-image SRR challenge5. With 800 images, each of which is in the
original high resolution, as well as after (i) bicubic and (ii) unrevealed downscal-
ing (2×, 3× and 4×), it is by far the largest benchmark for SRR. Unfortunately,
there are no benchmarks encompassing real images acquired at different original
resolutions, which could correspond to the real-world conditions, and seldom are
the SRR methods validated in such scenarios.

To our best knowledge, there is no well-established benchmark with satellite
images at all. On the other hand, there are quite a few free sources with such
data, e.g., U.S. Geological Survey6 (includes images from Sentinel-2, Landsat
and Hyperion satellites), Global Land Cover Facility7 with images acquired by
Ikonos, Quickbird, Orbview, Landsat and more, and Copernicus Open Access
Hub8 for all Sentinel data. The aforementioned satellites are equipped with a
variety of sensors that have different spatial resolution for specific bands. This
makes it possible to match the images covering roughly the same area, acquired
at a similar time, using sensors of different resolutions.

2 Available at https://users.soe.ucsc.edu/∼milanfar/software/sr-datasets.html (26th
Oct 2017).

3 Available at https://www5.cs.fau.de/research/data/multi-sensor-super-resolution-
datasets (26th Oct 2017).

4 Available at http://www.wisdom.weizmann.ac.il/∼vision/SingleImageSR.html
(26th Oct 2017).

5 Available at http://www.vision.ee.ethz.ch/ntire17 (26th Oct 2017).
6 Available at https://www.usgs.gov (26th Oct 2017).
7 Available at http://glcf.umd.edu (26th Oct 2017).
8 Available at https://scihub.copernicus.eu (26th Oct 2017).

https://users.soe.ucsc.edu/~milanfar/software/sr-datasets.html
https://www5.cs.fau.de/research/data/multi-sensor-super-resolution-datasets
https://www5.cs.fau.de/research/data/multi-sensor-super-resolution-datasets
http://www.wisdom.weizmann.ac.il/~vision/SingleImageSR.html
http://www.vision.ee.ethz.ch/ntire17
https://www.usgs.gov
http://glcf.umd.edu
https://scihub.copernicus.eu
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4 Proposed SRR Evaluation Framework

One of the main problems with the SRR techniques is that they are usually val-
idated in artificial scenarios (see Sect. 3), which do not reflect the real-life condi-
tions sufficiently. Experimental validation often employs artificially downsampled
images, and even if the original images are magnified using SRR, there is usu-
ally no ground-truth counterpart available. For many fields of computer vision
(facial image analysis being the most prominent), designing proper benchmarks
and updating them carefully stimulates the research community and allows for
achieving the advancement level required for practical applications. Therefore,
creating proper validation procedures and using realistic benchmark data should
be an important step towards deploying SRR methods in practice.

4.1 Image Similarity Measures

Using realistic data for validation induces a problem of evaluating the SRR out-
come. If two images presenting the same area are captured using different sensors
of different resolution, then even high-quality reconstruction of a low-resolution
image may be visually very different from the ground-truth image. Relying on
standard metrics mentioned in Sect. 3.1 may be misleading, as they may not be
sufficiently robust against such variations. Therefore, we investigate two types of
image similarity measures based on (i) image filtering and (ii) keypoint detectors.
In the first case, we treat an image with a high-pass filter based on the differ-
ence of Gaussians to extract the edges, followed by slight blurring to achieve
some level of translation invariance. Both I(h) and I ′(h) are processed in that
way and the similarity between the processed maps is measured using PSNR
(termed PSNRHP ). In a different variant, we apply local standard deviation
followed by blurring (PSNRσ).

Furthermore, we employ keypoint detectors (namely, scale-invariant feature
transform—SIFT, speeded-up robust features—SURF and binary robust invari-
ant scalable keypoints—BRISK) to determine the landmarks in two images that
are to be compared. Our general assumption is that if an image is well recon-
structed, then the detected landmarks should be similar in I(h) and I ′(h). We
consider both the keypoint locations (we blur the location maps to allow for small
displacements and measure PSNR between them)—we term it KPl, as well as
the keypoint features (KPf ). In the latter case, we detect the keypoints in I(h)

only, extract image features in both I(h) and I ′(h), and the image similarity is
obtained based on the distance measured in the feature space.

4.2 Illustrative Examples

In Fig. 1, we present two examples of images reconstructed using different SRR
algorithms (selected regions are magnified for better visualization). We imple-
mented all the SRR algorithms in C++ language and here we report the results
obtained with FRSR [9], GPA [23] and SRR-ADE [37]. In addition, we ini-
tialize FRSR with a high-resolution image obtained with shift-and-add method
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(FRSR-SAA)—low-resolution observations are co-registered and mapped into
higher-resolution space (the missing values are filled based on median of its
neighbors). In the upper row in the figure, we present an artificial image (i.e.,
I(l) was obtained by degrading I(h) using different shifts), while in the bottom
row, I(h) and images in I(l) were captured using different satellites (Digital Globe
and Sentinel-2, respectively). In both cases, we had N = 5 images in the I(l)

set. From visual assessment, the artificial image is best enhanced with FRSR-
SAA—the digits are clearly visible, though some noise-resembling artifacts can
be seen as well. Less artifacts are rendered with GPA, however this is obtained
at the cost of the detail level. The results for a real sample of satellite images
are quite different—here, FRSR-SAA generates hardly acceptable artifacts and
best visual result is obtained using SRR-ADE and GPA.

I(h) I(l) FRSR [9] FRSR-SAA SRR-ADE [37] GPA [23]

Fig. 1. Examples of reconstruction outcome obtained using different techniques.

Interestingly, the quantitative scores reported in Table 2 confirm only the
observation made for the artificial image, while those for the satellite image are
somehow surprising. For the artificial image, SSIM, IFC, UIQI are the highest for
GPA, while the remaining measures indicate FRSR-SAA as the best method. For
the real satellite images, two detail-based measures (KPf and PSNRHP ) indicate
the original low-resolution image I(l) as the most similar to the ground-truth
I(h). KPl selects FRSR-SAA despite the artifacts (and I(l) is right behind),
and the remaining measures are split between SRR-ADE and GPA. The scores
obtained based on the keypoint detectors are important, as they suggest that
visual assessment may not correlate with the performance of image understand-
ing algorithms. The latter clearly indicate whether a given SRR method benefits
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Table 2. Similarity scores (to I(h)) of the images in Fig. 1 (highest scores are bold).

Image Measure Low resol. FRSR [9] FRSR-SAA SRR-ADE [37] GPA [23]

Artificial PSNR 19.91 25.90 30.70 21.31 26.44

SSIM 0.72 0.91 0.81 0.81 0.93

IFC 1.32 1.92 1.80 1.61 1.98

UIQI 0.26 0.37 0.37 0.28 0.38

VIF 0.25 0.47 0.54 0.30 0.49

KPf 4.84 9.69 14.29 5.02 9.03

KPl 39.40 39.60 43.64 38.33 38.00

PSNRσ 30.05 32.24 37.16 29.63 32.17

PSNRHP 30.46 33.05 38.93 29.87 32.55

Real satellite PSNR 13.45 16.15 16.05 15.54 16.22

SSIM 0.37 0.46 0.37 0.46 0.47

IFC 0.98 1.21 1.04 1.28 1.25

UIQI 0.25 0.28 0.26 0.31 0.30

VIF 0.12 0.12 0.11 0.14 0.13

KPf 3.57 3.19 3.31 3.35 3.17

KPl 40.18 38.84 40.37 39.53 38.77

PSNRσ 36.79 36.09 35.27 36.97 36.79

PSNRHP 37.70 35.52 37.17 36.25 36.43

from the information hidden in multiple low-resolution observations. Naturally,
more experiments are necessary, however it appears that making evaluation of
SRR robust against real-world sensor variations is very challenging.

Another interesting problem is presented in Fig. 2, where I ′(h) is recon-
structed from N = 5 low-resolution natural images captured in laboratory condi-
tions (GSD of I(h) is ca. 50% larger than for I(l)). In this case, the SRR outcome
presents more details than I(h), so during evaluation, poorer algorithms (render-
ing images of spatial resolution similar to I(h)) may be ranked higher. Overall,
such a risk must be considered while preparing a benchmark dataset.

High resolution I(h) Low resolution I(l) I′(h) obtained with GPA [23]

Fig. 2. A reconstruction example of a natural image using the GPA algorithm [23].
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5 Conclusions and Outlook

In this paper, we report our study on making SRR evaluation robust against
the variations observed in operational conditions. We argue that there are three
major research pathways that may be instrumental in developing effective SRR
techniques (see Fig. 3). First, we need real-life benchmarks encompassing satel-
lite images of the same region, acquired with sensors of different resolution.
This induces the need for robust metrics—we showed that evaluation of SRR
applied to real-world images is by no means trivial. We proposed to use key-
point detectors here and our ongoing work is to exploit land-cover classifiers.
Also, ensembles of the reported measures may help obtain stable assessment.
Finally, having established proper validation framework, we need to revisit the
problem of IMs, as they may not reflect the real correspondence between low
and high resolution. For tuning the SRR methods (including IMs), we exploit
evolutionary algorithms, powerful in hyper-parameter optimization [15]. Out ini-
tial results are promising, but as the fitness function is based on the similarity
measures, more consideration is necessary to increase their robustness.

Most important research pathways in SRR

Real-life benchmarks Robust metrics Imaging models

Fig. 3. Most important research pathways in SRR.

Importantly, we plan to publish the code for computing the metrics (as well
as our implementation of some SRR techniques) alongside a real-life dataset. We
expect that introducing such benchmarks would accelerate the works on bridging
the gap between the SRR performance in laboratory and real-world conditions.
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Abstract. In this paper, we propose an automated deployment scheme
with script-based development mechanisms aimed at building cloud man-
ufacturing systems by using scripts. The automated deployment scheme
cooperates with our previously CMFAS architecture, and consists of
three core mechanisms. First, a script-based service deployment mech-
anism is designed to represent components of a cloud manufacturing
service as a set of scripts and standalone packages. Second, an auto-
mated workflow generator is designed to compose a workflow-based ser-
vice request processor in the cloud platform. Thirdly, a service integrated
checking mechanism is designed to verify whether manufacturing ser-
vices are successfully deployed. We deploy an engine diagnosis system to
a VMWare-based private cloud for conducting integrated tests. Testing
results show that the engine diagnosis cloud service successfully analyzes
the engine performance in the CMFAS-based cloud platform.

Keywords: Smart manufacturing · Factory automation
Industry 4.0 · Text-based development

1 Introduction

With the coming of Industry 4.0 era, enterprises are eager to add intelligence to
their manufacturing systems, in order to increase their global competitiveness
[1,2]. There are many types of manufacturing intelligence for an enterprise to
solve various manufacturing challenges, so that rapid cloud prototyping is an
eminent solution to enhance the manufacturing automation. For example, some
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automotive companies are able to diagnose engine performance any time and
anywhere through a proper cloud service by just migrating their smart progno-
sis applications to a cloud platform. Another example is to diagnose the driver
behavior from the video data in the cloud. Hence, rapidly cloud service proto-
typing has become a significant topic in the industry automation, and fits the
movement of toward smart manufacturing to earn value-added profits [3–5].

Cloud computing has become a new trend of operating Internet applica-
tions in the last decade [6], which allows users to exploit the cloud resources
on demand and pay only for how much resource they use. Thus, many small
and medium enterprises (SMEs) have high desire to graft their manufacturing
intelligence onto cloud computing platforms for bringing commercial values to
enterprises [7]. Although the cloud manufacturing concepts attract much atten-
tions from academic and industrial experts, the fundamental issue that how to
rapidly and automatically graft existing single-machine applications onto a cloud
manufacturing platform, is not thoroughly investigated due to following reasons:

– Re-developing the intelligent manufacturing functions (IMFs), mostly devel-
oped in the standalone environment, wastes time and financial cost, and this
encounters a more complex environment than the standalone one.

– Grafting IMFs onto a remote and distributed cloud environment increases
the deployment barrier.

– Lacking uniform mechanisms to monitor whether the deployed cloud services
correctly operate or not.

In this paper, we propose an automated deployment scheme with script-
based development mechanisms aimed at building cloud manufacturing systems
by using scripts plus existing standalone intelligent manufacturing applications.
The automated deployment scheme cooperates with our previously CMFAS
architecture, and consists of three core mechanisms. First, a script-based service
deployment mechanism is designed to represent components of a cloud manufac-
turing service as a set of scripts and standalone packages. Second, an automated
workflow generator is designed to compose a workflow-based service request pro-
cessor in the cloud platform. Thirdly, a service integrated checking mechanism
is designed to verify whether manufacturing services are successfully deployed.
Finally, we deploy an engine diagnosis system to a VMWare-based private cloud
for conducting integrated tests. Testing results show that the engine diagnosis
cloud service can successfully analyze the engine performance in the CMFAS-
based cloud manufacturing platform.

2 Cloud Manufacturing Framework with Auto-Scaling
Capability (CMFAS)

Figure 1 shows the design of the auto-scaling cloud manufacturing framework
[8]. The main workflow of the cloud manufacturing (CMfg) service is shown in
the upper part of the figure. The cloud service GUI is the interface for the user
to interact with the CMfg system. Each user will be served by one worker which
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is matched through the bulletin board-based exchange (BBX) protocol. The
advantage of this design is to reduce management efforts for workers. When a
user request arrives, the GUI merely posts the request to the task bulletin board
(TBB), and a proper worker would take this request to serve through its bulletin-
board communication (BBC) module. A worker contains all the manufacturing
modules together with the BBC module, shown in the upper middle of the
figure. After a task is completely executed, the worker would send the result to
the result bulletin board (RBB), and then the GUI can take the results from the
RBB. In order to support auto-scaling capability (that is, automatically scaling
out/in the cloud resources), the worker controller (WCR) shown in the lower
part of Fig. 1, is designed to dynamically adjust the number of workers. The
WCR periodically estimates the number of required workers according to the
customized scaling algorithm specified in the WKR scaling rule.

3 Overview of Automated Deployment Scheme

Figure 2 shows the reference architecture of the proposed automated deployment
scheme with script-based development for CMFAS, which includes three parts
(shown in the middle of the figure): the script-based CMS development com-
ponent, the CMS deployment component and the CMS monitoring component,
aiming at rapidly developing and deploying cloud manufacturing services by
using scripts plus existing standalone intelligent manufacturing applications. For
avoiding re-developing manufacturing functions, the proposed scheme provides
developers to create cloud manufacturing services by using scripts, as shown in
the bottom of the figure. In addition, the proposed scheme can automatically
created cloud manufacturing services based on our previously developed cloud
manufacturing paradigm, i.e., CMFAS, shown in the top of the figure.

Fig. 1. The architecture of
CMFAS, adopted from [8].

Fig. 2. Architecture of the proposed scheme.

The proposed scheme uses three phases to create a cloud manufacturing
service. The first phase is to describe the cloud service by using scripts plus
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related standalone packages. The second phase is to transform these scripts to
the required formats of the CMFAS architecture, and deploy them into a cloud
platform. Note that development of the cloud systems for achieving the goal of
this phase is the main focus of this work. The third phase is the deployed CMFAS-
based cloud service, which can served users with using standalone packages in
the cloud. The CMFAS-based manufacturing services can be created or removed
through our proposed automated deployment scheme.

The script-based CMS development component is designed to automated gen-
erate codes associated to the manufacturing service manager and workers from
the uploaded scripts, whose details will be presented in Sect. 4.1. This compo-
nent has a GUI for interacting with developers to receive development scripts.
Among these scripts, the auto-scaling capacity and the execution capacity are
inherited from CMFAS. In this work, we design a workflow-based manufactur-
ing service manager for improving automation degree of CMFAS. Hence, the
automated workflow generator is designed to automatically generate a workflow
corresponding to the cloud services that described in script files. The details are
presented in Sect. 4.2.

The CMS deployment component is designed to create a CMFAS platform
and deploy the cloud service to the CMFAS platform. The core of this component
is the CMFAS manager for acquiring virtual machines from the underlying cloud
host system, and deploying programs of CMFAS roles to corresponding virtual
machines by following [8].

The CMS monitoring component is designed to continuously diagnose alive-
ness of the deployed cloud manufacturing services. This provides administrators
a convenient way to maintain the CMFAS-based service for increase its service-
level agreement, meaning that robustness of the cloud manufacturing service
is satisfied for more industrial applications. The core of this component is the
service integration checking mechanism, which verifies whether a deployed man-
ufacturing service correctly serves in the CMFAS-based platform. The details
are presented in Sect. 4.3.

4 Core Designs

The key designs in the proposed scheme include: (1) script-based service devel-
opment, (2) automated workflow generator, and (3) service integrated checking
mechanism. The first two mechanisms are related to deployment and the last
one is related to service complement verification.

4.1 Script-Based Service Development

For fitting CMFAS, three scripts and two packages are required for service
deployment, including (1) manufacturing service script, (2) auto-scaling rule
script, (3) standalone program script, (4) standalone program package, and
(5) user interface package. The advantage of the invented script-based service
development is to avoid verification and testing costs of re-developing the same
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manufacturing functions, and to preserve the production confidence given from
the existing manufacturing applications. Next, we present the details of scripts,
implemented by the XML (eXtensible Markup Language) technique, for service
development in our proposed scheme. Note that the standalone program pack-
age including standalone-version executable files and the user interface package
including the web-based interfaces for manufacturing services are developed by
using the well-developed standalone and Web programming techniques, we do
not describe them in details due to limit of the paper length.

Figure 3(a) shows an example of a manufacturing service script. There are
four components for specifying a manufacturing service, including the name of a
manufacturing service, the names of functions in the service, and inputs and out-
puts of each function. By considering scope covering of these four components, a
manufacturing service script is constructed as the hierarchical structure shown
in the figure. The ‘root’ is the root element, indicating that it is the root of the
script. It contains a sub-element, ‘MS Class’, to enclose a manufacturing service,
whose name is specified in the attribute ‘name’ (e.g., name = “ADAS Service”
in Line 3 of the figure.) Within ‘MS Class’, the ‘MS function’ is used to enclose
a manufacturing function, whose name is specified in the attribute ‘name’ (e.g.,
name = “VehicleSensorDataStorage” in Line 5 of the figure.) The inputs and out-
puts of a manufacturing function are enclosed inside the element ‘MS function’.
The ‘MS Function InputField’ encloses the inputs by using the sub-element
‘Parameter’ with specifying its data type in attribute ‘type’. For example, the
input parameter ‘SensorData’ is declared in Line 6 of the figure. Similarly,
the ‘MS Function OutputField’ encloses the outputs by using the sub-element
‘Parameter’ with specifying its data type in attribute ‘type’. For example, the
input parameter ‘StorageResult’ is declared in Line 9 of the figure.

Fig. 3. Illustration of three deployment scripts.

Figure 3(b) shows an example of an auto-scaling rule script. There are four
components for specifying an auto-scaling rule, including the name of an applied
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manufacturing service, and the name and parameters of the auto-scaling algo-
rithm. Figure 3(c) shows an example of a standalone program script. There are
five components for specifying a standalone program, including the name of
a manufacturing service requiring the standalone program, and the name, the
path, the inputs, and the outputs of the standalone program.

4.2 Automated Workflow Generator

Note that each uploaded script is used for building a CMFAS component: the
auto-scaling rule script is used for creating the scaling controller, the standalone
program script is used for workers, and the manufacturing service script is used
for manufacturing service. The first two is inherited from our previous work [8].
In order that the generated CMFAS platform can handle the customized man-
ufacturing services without manual assistance, we invent the automated work-
flow generator for creating the workflow-based manufacturing service manager
in a CMFAS platform. More specifically, the automated workflow generator is
designed to compose a workflow-based service request processor with the man-
ufacturing service script in the cloud platform.

Figure 4 shows the flowchart of the automated workflow generator, which
consists of five steps and is presented as follows. Firstly, the workflow service
generator gets the parameters (such as service name, function name, etc.) for
developed manufacturing services from the manufacturing service script. In this
step, the manufacturing service script parser will be used to extract parameters
from an XML document. Secondly, the workflow service generator generates the
workflow template with filling the extracted parameters. In our implementation,
the BPEL is adopted as our workflow representation. Thirdly, the workflow ser-
vice generator generates the WSDL file for describing services and associated
function in the Web Service. Finally, the workflow service generator generates a
complete workflow file in BPEL in the last step.

Figure 5 shows an example of visualizing a generated workflow. The generated
workflow is a tree-like structure, where each branch is used to describe how to
perform a standalone package in CMFAS. The workflow identifies the required
function by using the incoming requests and use corresponding branch of the
workflow to deal with the message delivery, including sending commands and
receiving results. For example, in the first branch, if the received requests satisfies
the ‘VSDS-Sequence’, then the parameters and commands are generated and sent
to TBB, and the results are retrieved from RBB and assigned to corresponding
variable ‘VSDS-Output’ in the workflow.

4.3 Service Integrated Checking Mechanism

The service integrated checking mechanism is used to verify completeness of
message delivery between the web interface and works, so that related com-
mands and corresponding results can be correctly delivered. We proposed two
approaches to check completeness of the service integration as follows.
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Structure Verification Approach:
This approach is to ensure the generated codes for CMFAS can successfully
deliver the request commands and receive the manufacturing results from stan-
dalone packages. We first define two key concepts related CMFAS, and describe
the condition of achieving the goal in the following theorem.

Definition 1. A CMFAS-based manufacturing service is consist of five roles:

CMFAS = {cws,msm, bbx,wkr, wcr}

where cms is the cloud web server, msm is the manufacturing service manager,
bbx is the BBX protocol, wkr is the set of workers, wcr is the worker controller.

Definition 2. A CMFAS-based manufacturing service is message deliverable if
there always exists a two-way message delivery path between cloud web server
(cws) and workers (wkr).

Theorem 1. Let (x, y) be the existence of two-way message delivery between
components x and y, where x, y ∈ {cws,msm, bbx,wkr, wcr} and x �= y. If a
generated CMFAS-based manufacturing service exists (cws,msm), (msm, bbx),
and (bbx, wkr), then the generated service is message deliverable.

Theorem 1 indicates the condition that a generated CMFAS-based manufac-
turing service can successfully operate. Thus, we can develop a static structure
verification module by obeying the theorem to verified the codes (generated or
uploaded) whether satisfies completeness of service integration.

Fig. 4. The flowchart of the automated
workflow generator.

Fig. 5. An example of visualizing a
generated workflow.
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Checking-by-Testing Approach:
Since the CMFAS provides highly automatic operational mechanisms, we develop
a module in this work to physically test a CMFAS-based cloud service through
feeding proper requests. In addition, the manufacturing service interface is
designed by using the REST (Representational State Transfer) technology, and
thus, the approach needs only to send requests and receive results through Web
programming techniques.

Figure 6 shows the syntax of a manufacturing function in the URI format. The
prefix of the URI is the same to a REST service. The service ‘getWorkflowService’
is developed to deal with manufacturing requests, and its parameters includes
inputs and outputs of a request.

Fig. 6. An example of the REST API format for testing a manufacturing service.

5 Case Study

5.1 System Deployment and Experimental Settings

We deploy the proposed scheme in the VMWare-based private cloud. There are
five virtual machines are used to build the components for a CMFAS-based
service, including the cloud web server, the manufacturing service manager, a
worker, and the worker control. In this case study, the BBX protocol is imple-
mented with a relational database in the same virtual machine of the manu-
facturing service manager. The number of workers can be dynamically adjusted
by the worker control, and the auto-scaling rule is the same as that in [8]. The
application in this case study is engine performance prediction of the advanced
driving assistance system, where the data of monitoring engine operations comes
from Neural Network Competition held by Ford [9] and the kernel is developed
by the support vector machine (SVM). The application kernel includes a set of
packages that are executable in standalone environment. The related script files
fitting for the proposed scheme are developed in this case study.

5.2 Testing Scenario

In order to verify the effectiveness of the proposed automated deployment scheme
with service integrated checking mechanism, we design various operational sce-
narios to test the developed system. Due to space limit, we display only the
deployment of the engine diagnosis cloud service. In the scenario, certain engine
diagnosis applications are deployed to a CMFAS-based platform, and related
scripts are developed, where some snippets are shown previously.
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Scenario: Deploying Engine Diagnosis Cloud Service

Step 1: The developer logins the system via the Web GUI.
Step 2: The GUI receives five kinds of scripts from the developer.
Step 3: The cloud development component creates virtual machines to play

roles of CMFAS components.
Step 4: The cloud development component creates the workflows from scripts,

and the CMS deployment component installs the generated workflows
and standalone packages to corresponding virtual machines in the
cloud.

Step 5: The CMS monitoring component would verify whether the deployed
services correctly work in the generated CMFAS platform.

Step 6: After Step 5, the generated cloud manufacturing services can be pro-
vided to users through Web interfaces in the generated CMFAS plat-
form.

5.3 Integrated Testing Results

The integrated testing results of various operational scenarios show that the
developed engine diagnosis cloud service works smoothly. Due to space limit, only
some GUI snapshots are displayed below for validating efficacy of the scheme.

(a) Snapshot of creating a CMFAS plat-
form with 4 virtual machines.

(b) Snapshot of deploying scripts to corre-
sponding virtual machines.

(c) Snapshot of deployed engine diagno-
sis cloud service.

(d) Snapshot of cloud service checking re-
sults.

Fig. 7. Screenshots of integrated testing results for the proposed scheme.
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Figure 7(a) is a GUI snapshot showing creation of a CMFAS platform with
4 virtual machines, which play roles of cws, msm, wkr, and wcr. This indicates
the proposed scheme can communicate with the private cloud with creating and
deleting CMFAS platforms. Figure 7(b) is a GUI snapshot of deploying scripts to
corresponding virtual machines. This indicates the scripts are correctly sent to
corresponding virtual machines for setting customized cloud services. Notice that
the manufacturing service script has been transformed into a BPEL-formatted
worflow and corresponding WAR-formatted executable file by using the auto-
mated workflow generator mentioned in Sect. 4.2. Figure 7(c) is a GUI snapshot
showing the deployed engine diagnosis cloud service. This indicates that the
script-based development paradigm is validated. Figure 7(d) is a GUI snapshot
showing cloud service checking results. This indicates that our proposed scheme
can continuously monitoring the status of the deployed cloud service with the
checking-by-testing approach, mentioned in Sect. 4.3.

6 Conclusions and Future Work

In this paper, an automated deployment scheme with script-based develop-
ment mechanisms is proposed for rapidly creating cloud manufacturing systems.
Three key designs are included in the scheme. The first is to invent the script-
based development for a cloud manufacturing service. With such development
paradigm, developers merely describe the service properties in scripts together
with the standalone manufacturing packages. The second is to invent the auto-
mated workflow generator for transforming the manufacturing service script to
a workflow for the manufacturing service manager in the CMFAS architecture.
The third is to invent the service integration checking mechanism for continu-
ously verifying whether a deployed cloud manufacturing service correctly works.
We implement a prototype of the proposed scheme and deploy it on a VMWare-
based private cloud platform to demonstrate the rapid development. An engine
diagnosis system is used to thoroughly test the proposed scheme. This paper
can be a useful reference for developers to build cloud manufacturing systems
for enterprises. Our future work will focus on developing comprehensive engine
diagnosis functions for completely demonstrating the proposed scheme.
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Abstract. It’s very difficult to find an appropriate parking space in urban area,
when drivers are near to their destinations. The literature studies showed that
30% of the traffic congestion, unnecessary fuel consumption and exhaust emis-
sions are caused by searching for the parking spaces. With the ever-changing
nature of technology, smart parking systems composed of smart devices and
sensor technologies are readily available and provide various information such as
locations, real-time available counts, and parking costs. However, the drivers
can’t know whether there is an available parking space at the arrival time. In this
paper, we propose a parking occupancy prediction approach based on spatial and
temporal analysis. In this approach, we extract related features and build the
parking occupancy prediction model by Naïve Bayes classifier and decision tree.
The prediction model can be used to predict the level of parking occupancy rate
for each street block in the next hour. To evaluate the performance of proposed
approach, we carried out the experiment by the on-street parking data collected
by the SFPark system in San Francisco, USA. The results show that our proposed
smart parking guidance system can significantly improve the prediction accuracy
for the level of parking occupancy rate.

Keywords: Smart parking � Occupancy prediction
Spatial and temporal analysis

1 Introduction

Finding an available parking space in urban area is a big problem for the city trans-
portation. Since the resource of parking spaces is limited for a city, the cars will spend
lots of time searching for a parking space, and it may lead to congested traffic, fuel
consumption and exhaust emissions. The literature showed that about 30% of the traffic
congestion is caused by cars which are cruising for parking spaces [5]. With the
ever-changing nature of technology, the concept of smart city can be fulfilled by the
appearance of Internet of Things (IoT), which make the current Internet to a network of
interconnected objects, such as sensors, parking meters [2], and the service of parking
management is included. Melbourne, Australia and Santander, Spain and San Fran-
cisco, USA have deployed the sensors to record the parking events and availability of
on-street parking spaces [7]. San Francisco even provides the real-time parking
information to the public to help them make decisions about parking. Hence, smart
parking systems have become a critical issue currently.
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In the scenario of the city which can provides the real-time information of on-street
parking spaces to drivers. Drivers can check the status of the available on-street parking
spaces through the smart phones or other smart devices, and each of the drivers can
select the parking space that is available at current time. However, the drivers can’t
know whether there is an available parking space at the arrival time. Therefore, in this
paper, we propose a smart parking occupancy prediction approach based on spatial and
temporal analysis. The parking occupancy prediction can utilize the historical data of
each parking street block. In this approach, we first extract several features including
spatial, temporal and other related features and then build a parking occupancy pre-
diction model based on Naïve Bayes and Decision Tree to predict the level of occu-
pancy rate for the next hour. To evaluate the performance of our proposed prediction
approach, the real world data of the on-street occupancy of the parking street block data
collected from San Francisco is used to conduct a series of experiments, and the
experimental results show that the proposed approach can improve the accuracy of
parking occupancy level prediction comparing to the previous 7-day method.

The contributions of this paper are listed as follow.

1. We define several features related to parking occupancy level including temporal
related features, spatial related features and weather condition.

2. Due to the data contains numeric and categorical attributes, we utilize Naïve Bayes
and Decision Tree C5.0 model to learn the occupancy level prediction model.

3. We use the occupancy level prediction model to predict the occupancy level for the
next hour.

4. Based on the real dataset, the experimental results show that our approach can
improve the prediction accuracy.

The organization of the paper is as follow. Section 2 gives a review of the related
work of parking prediction and parking allocation problem. Section 3 gives the detailed
explanation on the procedure of the proposed method. In Sect. 4, we evaluate the
proposed method by the experiments and analyses the results. In Sect. 5, a conclusion
and future work of the paper will be mentioned.

2 Related Work

In this section, we review some important studies related to smart parking issues.
Several literatures are related to the issues of parking occupancy prediction which is
aim to predict the occupancy status of on-street parking spaces. On-street parking
means the parking space which is monitored by the in-ground sensors in urban area.
Vlahogianni et al. proposed a methodological frame work [6]. They aim to provide two
kinds of parking prediction service. It contains the probability of a free space to
continue being free in subsequent time intervals, and the short-term parking occupancy
prediction in the predefined selected region of the smart city of Santander, Spain. The
data of the on-street parking spaces’ status was collected by the sensors which are
installed on-street. They separate the on-street parking spaces into four regions, and
utilizing survival analysis and neural network models for each region. The result shows
that the Weibull parametric model can describe the probability of a parking space to
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continue to be vacant in the approaching time intervals. Richter et al. proposed a
temporal and spatial clustering method [4] to lower the storage space of the prediction
model, in order to save the prediction models in the in-vehicle navigators. To predict
the future availability of each on-street road segments, they use the 7-day model to
learn one prediction model for each road segment at each day of week and time of day.
The spatial and temporal clustering method try to lower the model need to be storage
and can still preserve the accuracy of the prediction. They utilized the historical data of
the on-street parking spaces of SFPark project in San Francisco, USA. Although the
storage space can be reduced up to 99%, the accuracy will drop about 10% to around
68%. Zheng et al. [7] utilizing the on-street parking occupancy data of two cities,
namely San Francisco, USA and Melbourne, Australia, to predict the occupancy rate at
certain time of day. They utilized three kinds of machine learning algorithm, Regres-
sion Tree, Support Vector Regression and Artificial Neural Network to predict the
occupancy rate with three kinds of input features. Liu proposed a methodology [3] to
determine the real-time parking availability information for on-street parking operators.
The research determines the relationship between over-paid on-street parking time,
which means that the owner pays more than the actual parking time needs and how this
may make the same parking space available for next vehicle based on actual on-street
parking time. Richter et al. [4] and Fabusuyi et al. [1], they classify the parking
occupancy in classes and utilize the classification model to predict the occupancy rate
of each on-street parking street block.

3 Proposed Method

The proposed method is to build the prediction model of parking OCCupancy Level
(OCCL). The model can predict the OCCL of the parking street blocks at the arrival
time. In this paper, the parking occupancy data should be prepared and the features
which are correlated to the OCCL of the parking street block should be generated. The
features will be utilized as the input features of the selected learning algorithm (i.e.
Naïve Bayes and Decision Tree). After the evaluation of the learning algorithm, we can
use the best prediction model as the OCCL prediction model.

Since the goal of the parking occupancy prediction is to use the classification model
to predict the parking occupancy levels for each parking street block in the next time
period, there are two important factors that may affect the result of the accuracy of the
prediction model. First, we have to extract the features which are related to the parking
occupancy. We extract three kinds of features including temporal features, spatial
features and other features. Second, we utilized classification methods which are Naïve
Bayes Classifier and Decision Tree to evaluate the result of the prediction model. The
definition of the parking occupancy prediction for each parking street block is defined
as follow:

1. t is the time period.
2. b is the parking street block.
3. F = {Temporal Features, Spatial Features, Other Features} is the input feature set

consists of Temporal, Spatial and Others features.
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4. Ob(t) is the occupancy rate for b at t.
5. Ln(.) is the function that can transform the OCCR from continuous values to

n discrete levels.
6. Yb

n(t) is the output of the prediction model which can predict the OCCL for b at t and
there are n kinds of level can be outputted.

3.1 Temporal Features

For the temporal-related features, they are related to the OCCL of the block in the time
dimension, and there are 3 kinds of feature were extracted.

1. Day of Week (DOW): DOW consists of Monday to Sunday totally 7 kinds of
discrete values, and will be stored as the categorical variable.

2. Time of Day (TOD): TOD consists of the time period from 0AM–1AM (0), 1AM–2AM
(1), …, to 23PM–24PM (23), totally 24 discrete values, and will be stored as the
categorical variable.

3. K1 Occupancy Rate (K1_OCC): K1_OCC = {Ob(t − 1), Ob(t − 2),…, Ob(t − K1)}.
The goal is to predict the OCCL for b at t (Yb

n(t)), thus we consider K1 previous
observations from t. K1_OCC will be stored in two type of values, one is the
original continuous value of occupancy rate from 0 to 1 (i.e., numerical variable),
another is to discretized value by Ln(.) (i.e., categorical variable).

3.2 Spatial Features

The meaning of spatial features can be described as finding the parking street block
which is similar to the target of the parking street block in the spatial domain. In the
spatial-related features part, totally 3 kinds of feature were obtained.

1. K2 Nearest parking street Blocks (K2_NB): K2 NB ¼ fO1NBb t � 1ð Þ;
O2NBb t � 1ð Þ; . . .; OK2NBb t � 1ð Þg. The idea is to extract the current occupancy
rate value from the top K2 nearest parking street block of b, where kNBb indicates
the id of top-k nearest parking street block of b. K2_NB will be stored in two type of
values, one is the original continuous value of occupancy rate from 0 to 1 (i.e.,
numerical variable), another is to discretized value by Ln(.) (i.e., categorical
variable).

2. K3 Similar parking street blocks based on Root Mean Square Error (K3_SRMSE):
K3 SRMSE ¼ fO1SRMSEb t � 1ð Þ; O2SRMSEb t � 1ð Þ; . . .Ok3RMSEb t � 1ð Þg. The
idea is to extract the occupancy rate values from the top K3 most similar parking
street blocks of b based on RMSE, where kSRMSEb indicates the id of top-k most
similar parking street block of b. K3_SRMSE will be stored in two type of values,
one is the original continuous value of occupancy rate from 0 to 1 (i.e., numerical
variable), another is to discretized value by Ln(.) (i.e., categorical variable).

3. K4 Similar parking street blocks based on RMSE with different TOD
(K4_SRMSETOD): K4 SRMSETOD ¼ fO1SRMSETOD

b
t � 1ð Þ; O2SRMSETOD

b
t � 1ð Þ;

. . .; Ok4SRMSETOD
b

t � 1ð Þg. The idea is just like finding the top K most similar

parking street blocks of b based on RMSE, but it has to consider the situation of
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different TOD. Hence, K4_SRMSETOD will return the occupancy rate values from
the top K4 most similar parking street blocks of b when the prediction time period
t = TOD based on RMSE. K4_SRMSETOD will be stored in two type of values, one
is the original continuous value of occupancy rate from 0 to 1 (i.e., numerical
variable), another is to discretized value by Ln(.) (i.e., categorical variable).

3.3 Other Related Features

Other related features mean that they are not directly related to the occupancy level of
the specific block id, but they may affect the prediction result.

1. Block_ID (BID): since each block in the urban area may have its own variation of
the occupancy level, so the bid is selected to be the static feature. Since they are
totally 109 block in the data set, they are totally 109 bid will be stored as the
categorical variable.

2. Hourly Precipitation (HP): it’s the weather condition of the city of San Francisco.
And the meaning of it is the accumulation of the rainfall in an hour. The unit of it is
millimetre (mm), and it will be stored as the numerical variable.

4 Experimental Evaluation

To evaluate the performance, a series of experiments are conducted by utilizing the real
on-street parking occupancy data. The experiments are to evaluate the parking occu-
pancy prediction model. We use R 3.4.0 to run the experiment of the model of Naïve
Bayes Classifier by the Package ‘e1071’, and Decision Tree C5.0 by the Package
‘C50’. The evaluation for other experiment use Java 1.8 to implement. For the
experimental computer, CPU is Intel i5 3.3 GHz and memory is 8 GB.

4.1 Experimental Data

The data is collected from the SFPark Pilot Evaluation. The SFPark pilot project is aim
to control the usage of the on-street parking spaces in the City of San Francisco, USA.
They installed the in-ground sensors to observe the occupancy status of the on-street
parking spaces, and developed a parking fee rate changing strategy to gain the usage of
the on-street parking spaces. The original data named “SFpark_ParkingSen-
sorData_HourlyOccupancy_20112013” recorded the total occupied time and the total
vacant time for the on-street parking street blocks in the period of an hour by the
in-ground sensor which is installed under the on-street parking spaces, and the data
recorded the information for totally 410 on-street parking street blocks for 8,228 spaces
(about 25% of the on-street parking spaces in San Francisco) from April 1, 2011 00:00
to July 31, 2013 24:00. Although the data records the total occupied time and the total
vacant time based on the status of the parking meter, the most important attribute
OCCupancy Level (OCCL) is not contained. According to the literature of Richter et al.
[4], OCCL can be mapped by the OCCupancy Rate (OCCR) for each parking street
block at each time period. Since the data doesn’t contain the records of total spaces and
the total occupied space of a parking street block at the time period, we have to
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generate the OCCR by the formula (1), where TOTAL_OCCUPIED_TIME and
TOTAL_VACANT_TIME indicate the sum of seconds across all spaces on that parking
street block during that hour when a space was occupied and vacant, respectively.

OCCR ¼ TOTAL OCCUPIED TIME
TOTAL OCCUPIED TIME þ TOTAL VACANT TIME

ð1Þ

We used two kinds of functions to map the OCCR to OCCL:

1. OCCL3: It consists of 3 discrete levels which are based on the definition of SFPark
website application, the original definition was based on the availability classes of
the parking street block. To explain in a more convenient way, we use the occu-
pancy level to explain. The occupancy level is shown in Table 1.

2. OCCL4: Since the OCCL defined by SFPark has a big range of the level on high
availability (i.e., low occupancy), about 60% of the data are in the OCCL of low
occupancy level with the definition of OCCL3, we define the new occupancy level
(OCCL4) into 4 classes as the Table 2 shows. In Each level of OCCL4, it has the
equal range of OCCR value.

We found that there are some problems for the data: (1) The sensors were installed
in different time, some of them were installed in the December, 2011 and July, 2012, so
there are only 211 out of 410 blocks are installed and start record the data from April 1,
2011 00:00 to July 31, 2013 24:00 one record per hour per block (i.e., 20,472 records
per block). (2) Due to the early battery failures of the sensors, the data recorded around
November 2012 contains lots of TOTAL_UNKNOWN_TIME for each block, so we
utilized the data from April 1, 2011 to October 8, 2012, and there are 13,362 records
per block. (3) In the 211 out of 410 blocks, almost half of them have the problem of the
unstable TOTAL_TIME due to the malfunction of sensors, thus the Total number of
spaces for a block will be unstable, so we select only 109 out of 211 blocks which the
TOTAL_TIME remain the same from April 1, 2011 to October 8, 2012, and there are
13,362 records per block. Finally, we utilized the parking street block data for 109
parking street blocks for totally 1,456,458 records from April 1, 2011 to October 8,
2012, and totally 2,026 on-street parking spaces (about 6% of the on-street parking
spaces in San Francisco). For each block, there are totally 13,362 tuples, and we use the

Table 1. Mapping OCCR to OCCL3.

OCCL Low Medium High

OCCR range 0–70% 70–85% 85–100%

Table 2. Mapping OCCR to OCCL4.

OCCL Very Low Low Medium High

OCCR range 0–25% 0–70% 70–85% 85–100%
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front 70% of the data (i.e., 390 days) as the training data, and other 30% of the data
(i.e., 167 days) will be the testing data. Since there are 109 blocks, so there are totally
1,456,458 tuples, and 1,020,240 tuples are utilized to train the model.

4.2 Feature Selection

There are 4 features K1_OCC, K2_NB, K3_SRMSE and K4_SRMSETOD, K1 to K4

represent the number of columns of the features. For instance, if K1 is 4, the feature of
K1_OCC will utilize totally 4 columns of feature as the input attribute for training the
model. This experiment will use one feature as the only input feature each time period,
and set the value of the column from 1 to 10. The results are shown in Figs. 1 and 2.
The number of horizontal axis for every figure means the input values of K1, K2, K3,
K4; the vertical axis means the accuracy of the classification results for (a) OCCL3 and
(b) OCCL4. We observe that the temporal feature K1_OCC always has the best per-
formance than other 3 features. The accuracy will decrease when the number of K1

increase for Naïve Bayes Classifier and the accuracy won’t have the dramatically drop
when the K1 increase for C5.0. Based on the results, K1 are set as 1 and 3 for Naïve
Bayes Classifier and C5.0, respectively. For the spatial features, since K4_SRMSETOD
always has the better results than K2_NB and K3_SRMSE, we decide to use
K4_SRMSETOD as the spatial feature. Based on the results, K4 are set as 5 and 4 for
Naïve Bayes Classifier and C5.0, respectively.

(a) With OCCL3 (b) With OCCL4

Fig. 1. The result of Naïve Bayes using categorical variables.

(a) With OCCL3 (b) With OCCL4

Fig. 2. The result of C5.0 using categorical variables.
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4.3 Feature Combination

In this part, we will utilize the other related features to combine the features and find the
best combination of the feature set. There will be totally 5 kinds of set we utilized for
different classification model. The sets with utilizing different combination of input
features are shown in Table 3. We will compare all three classification models with
utilizing different set with the 7-day model [4], which consider the historical mean of
the OCCR in different time of day (Monday to Sunday, totally 7 days) and day of week
for each block and to map the OCCR to OCCL by the predefined definition of mapping
function for OCCL3 and OCCL4.

In Fig. 3, the result shows that by using the more attributes to train the model, the
accuracy of the model will increase. We also compare 3 models (i.e. Naïve Bayes,
C5.0 (categorical), and C5.0 (numerical)) to 7-day model by utilizing different sets
one by one. In Set 1, we utilized only 2 temporal features DOW and TOD to train the
model, and Set 2 we added the temporal feature K4_SRMSETOD, though the accu-
racy of Naïve Bayes, C5.0 (categorical), and C5.0 (numerical) will increase, the
accuracy of these 3 models is still worse than the result of 7-day model. When we
add K1_OCC (i.e., utilize Set 3), the accuracy of C5.0 (categorical) and C5.0 (nu-
merical) will have a dramatically increase, and have better performance than 7-day
model. In Set 4 and Set 5 we add the HP and BID respectively, and the accuracy of
C5.0 (categorical) and C5.0 (numerical) with the input feature Set 5 compare to that
with the input feature Set 3 increase about 1%. In the two cases, C5.0 (numerical) is
better than C5.0 (categorical). For Naïve Bayes Classifier, the accuracy is only better
than the 7-day model, the reason may be related to the assumption of all the input
features are independent to each other for Naïve Bayes Classifier, so the performance
of Naïve Bayes can’t have dramatically improvement like C5.0 models. The C5.0
(numerical) can have about 8–15% improvement of accuracy compare to 7-day
model. From the experiments, we found that the result of utilizing C5.0 (numerical)
with input feature Set 5 will have the best performance no matter with OCCL3 or
OCCL4.

Table 3. Attributes utilized in different Set.

Set ID DOW TOD K4_SRMSETOD K1_OCC HP BID

Set 1 O O
Set 2 O O O
Set 3 O O O O
Set 4 O O O O O
Set 5 O O O O O O
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4.4 Predict the Occupancy Rate Ahead k Hours

Since the sampling rate of the experimental data is an hour, in this experiment, we
utilize Set 5 as the input feature set to predict the OCCL ahead the prediction time
periods from 1 to 5 h. The previous experiments only predict the OCCL ahead 1 h. In
Fig. 4, we observe that the accuracy of occupancy prediction decreases with the pre-
diction time period increases. It is very reasonable because the unknown information
significantly increases when we want to predict the occupancy level after much more
hours. We also can see that C5.0 models will have better result than 7-day model when
predicting the OCCL ahead 1 to 4 h; if we predict the OCCL ahead 5 h, the result of
using 7-day model will have higher accuracy. As for Naïve Bayes, its performance is
worse than 7-day model when predicting the OCCL ahead 2 to 5 h.

5 Conclusion and Future Work

In this paper, we have proposed a parking occupancy prediction approach for the
on-street parking street block in an urban area. In this approach, we utilize Naïve Bayes
and Decision Tree C5.0 model to learn the occupancy level prediction model with
several features including temporal related features, spatial related features and weather
condition. Based on the real world data of the on-street occupancy of the parking street

(a) With OCCL3 (b) With OCCL4

Fig. 3. The results of using different models with different Sets.

(a) With OCCL3 (b) With OCCL4

Fig. 4. Predict OCCL ahead k hours by different models.
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block data at San Francisco, our proposed approach is better than previous 7-day model
in terms of prediction accuracy. In the future, we will try to utilize the regression model
to replace the classification model and decrease the error of the prediction of occupancy
rate. The data we utilized has a low sampling rate (1 data per hour). We will collect the
data with higher sampling rate, so that the occupancy rate of the parking street block
can be closer to the real-world condition. We will collect different types of the parking
spaces such as parking garages and parking lots, and combine the data with the
on-street parking spaces to develop more complete occupancy prediction model.
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Abstract. Previously, an algorithm has been proposed for optimizing a diverse
group stock portfolio using the grouping genetic algorithm. However, it is not
easy to set appropriate parameters for genetic operations when datasets are
different in the previous approach. In this paper, we propose an approach that
can not only obtain a diverse group stock portfolio but also tune parameters
dynamically for the genetic operations using the fuzzy grouping genetic algo-
rithm. Three parts, grouping, stock, and stock portfolio parts, are used as
encoding scheme. The fitness function defined in the previous approach is uti-
lized to evaluate quality of a chromosome. To deal with parameter setting for
genetic operations, a fuzzy logic controller is designed and employed to
dynamically adjust them using the predefined knowledge base for deriving a
better solution. Experiments on a real dataset were conducted to show the
effectiveness of the proposed approach.

Keywords: Diverse group stock portfolio � Fuzzy logic controller
Fuzzy grouping genetic algorithm � Portfolio optimization

1 Introduction

With economic prosperity, more and more investors utilize various investment
strategies to allocate their capital in different assets to earn profit and avoid risk. Since
one of the popular assets is stock, how to obtain a stock portfolio that can reach both
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low risk and high return is an important issue. In other words, to get an actionable
portfolio from the given financial dataset is an attractive topic for researchers. Because
different expected returns and risks will result in various portfolios, optimization
techniques have been designed for obtaining appropriate portfolios [1, 3, 4, 6, 9–12].

To make a portfolio more effective and easy to be used, an approach has been
proposed to obtain a diverse group stock portfolio (DGSP) using the grouping genetic
algorithm [5]. A stock group contains a set of stocks. A group stock portfolio is consists
of a set of stock groups. Thus, various stock portfolios can be generated according to a
given DGSP. Since obtaining a DGSP is a grouping problem, the grouping genetic
algorithm (GGA) proposed by Falkenauer [7], which has been shown its ability to
solve the grouping problems, was utilized in that approach. It first encoded a DGSP
into a chromosome using the grouping, stock, and stock portfolio parts. The fitness
function that composed of the portfolio satisfaction, group balance, and diversity factor,
was designed to evaluate chromosomes. Three genetic operations were applied on the
population to generate various offsprings. The evolution process was repeated until the
stop conditions were reached.

To ensure metaheuristic algorithms to obtain high quality solutions, how to set
appropriate parameters for genetic operations to get various solutions is a critical and
important task. Like most of metaheuristic algorithms, the GGA also has difficulty in
how to set proper parameters and get a good balance between exploration and
exploitation. Because parameters for genetic operations, including crossover, mutation
and inversion, were predefined in the previous approach [5], it meant that the searching
ability may be limited in certain regions. To conquer this problem, this paper propose a
more sophisticated approach that can not only for obtaining a DGSP but also adjusting
crossover, mutation, and inversion rates dynamically using the fuzzy grouping genetic
algorithm (FGGA) [14]. Hence, the main difference between the proposed and previous
approaches is that a fuzzy logic controller is designed and utilized in the proposed
approach to set parameters for genetic operations based on fitness values of chromo-
somes in every iteration. Experimental results on a real dataset were also made to show
the effectiveness of the proposed approach.

2 The Used Fuzzy Logic Controller

Based on fuzzy set [19], the fuzzy logic controller, which is famous for its convenient
and intuitive, has been designed to solve vague, uncertain problems such as elevator
control [8], nuclear reactor control [2] and automatic container crane operation systems
[18]. Due to this, in this section, the four components of the fuzzy logic controller used
in the proposed approach are stated. Before describing them, the two measurements are
described that are the convergence rate Mt and the diversity rate Dt. The convergence
rate is the tendency for the optimization search process to approach a particular
solution. The convergence rate M at t generation is defined as follows.

Mt ¼ f cb
f pb
; ð1Þ

An Approach for DGSP Optimization Using the FGGA 511



where f cb is the fitness of current best solution and f pb is the fitness of the best solution in
the past s generations. It shows that from generation to generation, when search process
can find a solution better than that in pasted generations, the convergence rate will be
high. By contrast, when search process cannot find a better one anymore, the con-
vergence rate may be low. When chromosomes are converged, it will close to 1.
Besides, the diversity rate is the rich degree of the population. The diversity rate D at
t generation is defined as follows.

Dt ¼ f maxt � f avgt

f maxt
; ð2Þ

where f maxt is the maximum fitness value at generation t and f avgt is the average fitness
value at generation t. When the diversity rate is high, it means that the population is
diverse; Otherwise, it indicates the population may converge. Based on these two
measurements, the dynamical adjusting process for crossover, mutation, and inversion
rates is then handled by a fuzzy logic controller. In the following, the knowledge base
contains membership functions, rule base, inference mechanism and defuzzification are
described.

2.1 Membership Functions

The membership functions used for the convergence and diversity rates, and for
crossover, mutation and inversion rates are shown in Fig. 1(a) and (b), respectively.

Figure 1 shows that two membership functions, Low and High, are used for the
convergence and diversity rates. Three membership functions, Low, Medium and High,
are employed for crossover, mutation and inversion rates. According to parameters, a1,
a2, b1, b2 and b3, the given values of linguistic variables are transformed into fuzzy
values. The parameter setting for those membership functions for the two measure-
ments and genetic operations in the proposed approach are shown in Fig. 2(a) and (b).

Fig. 1. Membership functions for the proposed approach
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2.2 Rule Bases

In order to get a good trade-off between exploration and exploitation, the robust rule
bases are necessary. The general principles of the associated rules in rule base utilized
in the proposed approach are described as follows. In the early iteration when con-
vergence has not yet happened, the fuzzy logic controller will increase crossover rate
and decrease mutation and inversion rates. The reason for that is to make the proposed
approach could have more powerful local searching ability when solutions are still
diverse. In the later iterations, because chromosomes may start to converge, to increase
the diversity of chromosomes, the fuzzy logic controller will increase the mutation and
inversion rates, and decrease the crossover rate. By designing these two general
principles in the fuzzy logic controller, we expect the proposed approach can effec-
tively find much better solutions at the end of search process. To reach the goal, the rule
bases of three the crossover rate (pc), mutation rate (pm) and inversion rate (pi) are
given in Tables 1, 2 and 3.

Based on these rules listed in Tables 1, 2 and 3, the linguistic terms for crossover,
mutation and inversion rates at t + 1 generation can be determined by their states at
t generation.

Fig. 2. The parameter setting for membership functions used in the proposed approach.

Table 1. The rule base of the crossover rate.

Rule ID Mt Current pc Next pc
1 High Low Medium
2 High Medium High
3 High High Low
4 Low Low Low
5 Low Medium Low
6 Low High Medium
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2.3 Inference Mechanism

The inference is a process of how to integrate fuzzy outputs derived from rules into a
universes of discourse. Three types of inference mechanisms are commonly used: the
Mamdani-type inference [13], Sugeno-type inference [14] and Tsukamoto-type infer-
ence [15]. The proposed approach uses the Mamdani-type inference [13] as the
inference mechanism. Hence, the universes of discourses of crossover, mutation and
inversion rates at the t generation can be formed.

2.4 Defuzzification

As to the defuzzification operator, the weighted average is adopted in the proposed
approach because of its simple and efficiency. The mathematical expression of it is
shown as follows.

z� ¼
P

lC �zð Þ � �zP
lC �zð Þ ; ð3Þ

where �z is the centroid of each membership function corresponding to a certain rule and
lC �zð Þ is the membership value of �z in that membership function. As a result, the crisp
values for the crossover, mutation and inversion rates can be derived from their cor-
responding universes of discourse.

Table 2. The rule base of the mutation rate.

Rule ID Mt Current pm Next pm
1 High Low Low
2 High Medium Low
3 High High Medium
4 Low Low Medium
5 Low Medium High
6 Low High Low

Table 3. The rule base of the inversion rate.

Rule ID Dt Current pi Next pi
1 High Low Low
2 High Medium Low
3 High High Medium
4 Low Low Medium
5 Low Medium High
6 Low High Low
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3 The Proposed Mining Algorithm

This section describes the proposed algorithm for obtaining a DGSP by the fuzzy
grouping genetic algorithm. The details of the algorithm are described as follows:
Input: A set of stocks S = {si | 1 � i � n}, cash dividends of stocks Y = {yi | 1 � i �
n}, sets of membership functions for measurements and genetic operations MF = {
MFMt,MFDt,MFc,MFm,MFi}, rule bases for crossover rate Rulec, mutation rate Rulem,
and inversion rate Rulei.
Parameters: Number of maximum purchased stocks numCom, maximum investment
capital maxInves, number of maximum purchased units maxUnit, number of groups K,
population size pSize, crossover rate pc, mutation rate pm, inversion rate pI, number of
iteration iter.
Output: A diverse group stock portfolio DGSP.
Step 1: Generate initial population based on cash dividends of stocks Y.
Step 2: Evaluate fitness of every chromosome Cq in the population as follows.
Sub-step 2.1: Calculate portfolio satisfaction of each chromosome Cq using the fol-
lowing formula.

PSðCqÞ ¼
XNC

p¼1

subPSðSpÞ=NC;

where NC is the number of stock portfolios can be generated from the chromosome Cq.
The subPS(SPp) is the portfolio satisfaction of the p-th stock portfolio SPp, which is
evaluated by objective and subjective criteria defined in the previous approach.
Sub-step 2.2: Calculate group balance of each chromosome using the following
formula.

GBðCqÞ ¼
XK

i¼1

� Gij j
N

log
Gij j
N

;

where |Gi| is the number of stocks in the i-th group, N is number of stocks.
Sub-step 2.3: Calculate diversity factor of each chromosome using the following
formula.

DFðCqÞ ¼
PK

i¼1 D
q
i

K
;

where Dq
i is the diversity value of group Gi in chromosome Cq.

Sub-step 2.4: Set fitness value of each chromosome Cq using the following formula.

f ðCqÞ ¼ PSðCqÞ � GBðCqÞa � DFðCqÞb:

Step 3: Execute selection operation on the population to form the next population. The
elitist selection strategy is used in the proposed approach.
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Step 4: Employ fuzzy logic controller to find crossover, mutation and inversion
rates.

Sub-step 4.1: Calculate convergence rate Mt using formula (1).
Sub-step 4.2: Calculate diversity rate Dt using formula (2).
Sub-step 4.3: Convert crisp inputs into fuzzy inputs in accordance with the ante-

cedent of rules in rule bases.
Sub-step 4.4: Use the max-min composition of the fuzzy inputs derived from rules

to get universe of discourses.
Sub-step 4.5: Perform defuzzification operator, the weighted average, to calculate

updated parameters, p0c, p
0
m and p0i, by using formula (3).

Step 5: Apply crossover operation on the population with p0c.
Step 6: Apply mutation operation on the population with p0m.
Step 7: Apply e inversion operation on the population with p0i.
Step 8: If the stop criterion is reached, go to the next step. Otherwise, go to Step 2.
Step 9: Output the DGSP with the highest fitness value.

4 Experimental Results

Experiments were made to show the effectiveness of the proposed approach in this
section with the following parameter setting: pSize was 50, initial values for pc, pm and
pi, were 0.8, 0.03 and 0.6. The number of iteration iter was 100. The numCom was 4,
maxInves was 1 million, maxUnit was 40, and the K was set at 6.

The experimental dataset was collected the TSE from 2011/01/01 to 2016/12/31.
Thirty stocks used in the experiments were selected from seven categories, namely
cement, computer and peripheral equipment, plastic, semiconductor, finance, electron
and steel. The dataset contains the stock prices, cash dividends, risk and categories of
stocks. The variance of cash dividend of each stock can be calculated by its cash
dividends. The risk value of each stock is calculated by history simulation. The dataset
from 2011–2013 was used as training period to obtain DGSPs by the previous and
proposed approaches. The derived DGSPs were then tested by the datasets from 2014,
2015 and 2016.

Firstly, experiments were conducted to show the convergences of the previous
(MDGSP) and proposed (Fuzzy_MDGSP) approaches. The results are shown in Fig. 3.

Figure 3 shows that in training phase, the curves of both the approaches gradually
go upward, finally converging to a certain value. And, the proposed approach con-
verges much earlier and obtains result as good as the previous work. It shows that the
fuzzy logic controller plays a useful role in adjusting the parameters to enhance the
searching ability of the proposed approach.

To verify the derived DGSP by the proposed approach can as good as the previous
work, experiments were then made to compare them in terms of return on investment
(ROI). The results are shown in Table 4.

Table 4 shows that the proposed approach can have similar returns when the testing
periods are 2014 and 2016. However, in 2015, the average ROIs of the proposed and
previous approaches are 0.028 and −0.0006, respectively, which indicate the proposed
approach is better than the previous approach in terms of the ability to avoid risks.
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According to the experimental results, we can conclude that the proposed approach is
efficient and effective to obtain a DGSP.

5 Conclusions and Future Work

In this paper, an enhanced approach for deriving a DGSP is proposed using the fuzzy
grouping genetic algorithm for reaching the goal. The proposed approach first gener-
ates initial population based on cash dividends of stocks. Each possible DGSP is
encoded into a chromosome using the grouping, stock, and stock portfolio parts. The
fitness function defined in the previous approach is used to evaluate quality of chro-
mosomes. Before applying genetic operations on population, the fuzzy logic controller
is employed to dynamically adjust the crossover, mutation, inversion rates according to
the two measurements, the convergence and diversity rates of population. The evolu-
tion will be stopped when reaching the stop criteria. Experiments showed that the
proposed approach can not only reach similar returns to the previous approach but also
have better ability to avoid risk. In the future, we will continue to improve the proposed

Fig. 3. The convergences of the previous and proposed approaches.

Table 4. Comparing Fuzzy_MDGSP with MDGSP in terms of ROI

Method Testing period Avg. ROI Avg. max ROI Avg. min ROI

Fuzzy_MDGSP 2014 0.169 0.318 0.033
2015 0.028 0.144 −0.096
2016 0.187 0.367 0.068

MDGSP 2014 0.215 0.367 0.084
2015 −0.006 0.089 −0.142
2016 0.205 0.355 0.084
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approach in different ways like taking fuzzy group into consideration to obtain fuzzy
group stock portfolio.
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Abstract. An option trading model based on Kelly criterion is proposed in this
work. Via longing and shorting options at different strike prices, various port-
folio strategies which lock the losses and profits in advance can be formed; in
other words, we hold a portfolio of options with a fixed profit and loss distri-
bution. We design and use Kelly criterion applied to the options trading, in
terms of calculating the optimal bidding fraction. In this paper we provide a
model for developing an option trading system for finding the profitable option
portfolio with optimal bidding fraction. This is a new approach for option
trading with position management, and some future directions are provided.

Keywords: Kelly criterion � Option trading � Profitable gamble
Optimal f

1 Introduction

The Kelly criterion [1] can be regarded as an optimization process for wagering ratios
in the long term [11–13]. It can be interpreted as follows. Assume a game (e.g.,
coin-tossing) with win-rate & odds; the game is assumed to be played for an unlimited
numbers of rounds. In each round, we have to decide the wagering ratio of our total
assets. If the current game is lost, the bid amount is lost. If the game is won, the profit
calculated by the odds will be returned. The Kelly criterion is an approach to calculate
the optimal bid ratio for the best asset growing rate.

However, the Kelly criterion is usually not applied to real-world markets due to
difference between its assumptions and the markets. First, the Kelly criterion is based
on the assumption that the games can be continued indefinitely, which is infeasible in
reality [12, 15]. Besides, Kelly is not applicable to real-world trading of financial
instruments. In real-world trading, the distribution of odds is unavailable; the win rate
is also unknown. The win rate and odds are fixed and known in conventional casino
games; e.g., in a coin-toss game, the win rate is 0.5 and odds 2. The above arguments
show the significant difference in conventional games and financial trading. To solve
the issue, Ralph Vince proposed the Holding Period Return in his work [7, 8], which
calculated the optimal bid ratio or “Optimal f ” based on empirical outcomes. The
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Optimal f can be interpreted as the extension of the Kelly criterion, rendering the Kelly
formula as a special scenario with a single set of win rate and odds. The Optimal f by
Vince is found to have greater applicability to real-world trading.

In this work, we propose an options trading model. In this model, due to the
different strike prices of options, there are many portfolio options, such as Spread
Strategy, Bull Spread, and Bear Spread. Once the portfolio is constructed, and as long
as the portfolio is held till the settlement date, the maximum loss and profit are fixed. In
other words, the odds are known. Therefore, the only unknown parameter remaining
under the Kelly criterion is the probability distribution of the underlying index prices.
We emphasize that the model proposed in this work operates without any human
perspective or intervention needed. The construction of the portfolio and the bid ratio
are completely based on historical data, and the quoted prices on the underlying
options.

2 Preliminaries

2.1 Kelly Criterion

Consider a game with a win-rate p and odds b, and assume that the gambler has an
initial capital of A0. The t-th step capital is denoted by At, and the bidding fraction is f ,
where 0%\ f \ 100%. The Kelly formula is derived as follows: If the gambler wins
the t � 1ð Þ-th round, then At ¼ At�1 1 þ bfð Þ. If the gambler loses the t � 1ð Þ-th
round, then At ¼ At�1 1 � fð Þ. Since the gambler plays T rounds and has a win-rate
of p, we can expect that he/she will win Tp rounds and lose T � 1 � pð Þ rounds. In
theory, the value of AT should then be:

AT ¼ A0 1 þ bfð ÞTp 1 � fð ÞT 1�pð Þ:

By optimizing AT based on the above equation, we can find the solution of f . After
differentiating the above equation, the optimal f value can be found as follows:

f ¼ p 1 þ bð Þ � 1
b

:

Without loss of generality, we start with 1 dollar as the initial capital, and the
resulting end capital after the 40 games is shown in Fig. 1.

By Kelly criterion, in a game with win rate of 50% and odds 2, the optimal bid ratio
is 25%, which leads to the best capital growth rate. On average, the end capital after 40
games will be 10.5 times the starting capital.

2.2 Holding Period Returns

The work of Ralph Vince extends the Kelly criterion from the scenario involving a
single set of win rate and odds to a scenario with multiple sets of empirical outcomes.
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We consider the game with multiple odds as b1; b2; . . .; bnð Þ, where bi 2 Z. Vince
defines the holding period return as:

HPRi fð Þ ¼ 1 � f
�bi
L

� �
;

where L ¼ min b1; b2; . . .; bnf g is the maximum loss and f is the bid ratio. Without
loss of generality, we assume bi \ 0 for some i. Each bi corresponds to the probability
pi. Vince defines the Terminal Wealth Relative (TWR) as

TWR fð Þ ¼ HPR1 fð Þ � HPR2 fð Þ. . . � HPRn fð Þð Þ1=n:
The f corresponding to the maximum TWR is the optimal f . As an example, under

the profit & loss case of (3, −5, −2, 15), based on TWR formula, the different bid ratios
will lead to the following TWR distribution (Fig. 2).

Fig. 1. Coin-Tossing with Win-rate 50%, odds 2.

Fig. 2. The return distribution of different bidding fractions on profit vector (3, −5, −2, 15).
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Vince’s work extends the Kelly criterion to the scenario of multiple profit and loss
outcomes, which is more applicable to money management in real trading. However,
some issues remain. In most markets, the win rates and odds change with time, which
renders the optimal f larger than necessary. Therefore, the optimal f by the above
calculation is not widely adopted in real trading. In this work, we overcome the issue of
invariant win rate and odds, by proposing a portfolio selection strategy based on option
spreads, under which the odds can be pre-set and we only need to estimate the dis-
tribution of the underlying index.

3 The Proposed Approach

In this section, we propose an option trading model, which better fits the usage of the
Kelly criterion. In this model, a trading strategy is not needed. The trade will based on
the most profitable option portfolio.

3.1 Option Spread Trading Based on Kelly Criterion

We use an example to explain the trading model. We consider the Taiwan Stock
Exchange TAIEX, at Friday, 01/13/2017. The Weekly Option will reach its settlement
date on Wednesday, 01/18/2017. The TAIEX is at 9378 right before closing on
01/13/2017. The prices quoted for the option are as follows (Table 1).

We take the Bull Spread as an example. Consider the Long 9300Call@90, and
Short 9350Call@54. The profit and loss is distributed as follows (Fig. 3).

By the above figure, the maximum loss in this portfolio is 36 points below 9300, and
the maximum profit is at 14 points above 9350. The above profit and loss structure will
be more similar to that of the conventional games, with well-structured profit and loss
points. Therefore, we can consider applying the Holding Period Return method pro-
posed by Vince, except for the fact that the Market Index distribution is still missing.

Assume that we construct the portfolio at the closing of each Friday, with the
weekly option set to settle on the following Wednesday. Here, we need to use the
historical data to estimate the index rising/falling points from historical
Friday-Wednesday periods. For example, we back test the data from 01/02/2016 to
01/13/2017, for the rising/falling points during all the Friday-Wednesday periods, as
shown in the following table.

Table 1. Option price on 2017.01.13

Call Strike price PUT

90 9300 14.5
54 9350 29.5
29.5 9400 53
13.5 9450 89
5.5 9500 130
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During the historical period considered, we have 490 observations. We consider the
historical rising/falling points in the same period as the empirical probability distri-
bution. These 490 observations are shown in the histogram below (Fig. 4).

Based on the historical distribution, we then attempt to obtain the distribution for
the current market index. We can use current index at 9378, jointly with the historical
distribution and this formula

9378 � 1 þ Rise=Fall Percentage in Table IIð Þ:

Using the above formula, we can obtain the market index distribution for next
Wednesday, shown in the following Table.

Fig. 3. The profit & loss distribution of a bull spread (Long 9300Call@90; Short 9350
Call@54).

Fig. 4. The distribution of market index from Friday to Wednesday from
2007/01/05 * 2017/01/11.
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With the market index distribution, we can use Tables 2 and 3 to calculate the profit
and loss structure of the Bull Spread, as shown in the following Table.

Then we calculate the returns on various bid ratios by the profits and losses in
Table 4, based on Vince’s Holding Period Return, and obtain the best bid ratio. The
results are shown in the following Table 5.

The return distribution on various bid ratios is shown in Fig. 5. We start with the
fund of 1 dollar, the final outcome is less than 1 dollar for every bid ratio. In other

Table 2. The return of market index from friday to wednesday during 2007/01/05 *
2017/01/11.

Duration Return

2007/01/05 * 2007/01/10 +3.04375%
2007/01/12 * 2007/01/17 +1.56022%
…

2016/12/30 * 2017/01/04 −0.2739174%
2017/01/06 * 2017/01/11 −0.3385053%

Table 3. The possible closed prices of market index on 2017/01/18.

Periods Rise/fall percentage Market index estimation

2007/01/05 * 2007/01/10 +3.04% 9093
2007/01/12 * 2007/01/17 +1.56% 9524
… … …

2016/12/30 * 2017/01/04 −0.27% 9352
2017/01/06 * 2017/01/11 −0.33% 9346

Table 4. The possible profit & loss of bull spread.

Rise/fall percentage Market index Profit & loss

+3.04% 9093 −36
+1.56% 9524 +14
… … …

−0.27% 9352 −14
−0.33% 9346 −10

Table 5. The return of bidding various faction on Bull Spread.

Bidding fraction 1% 2% … 50% … 99% 100%
Return 0.998 0.997 0.875 0.269 0
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words, no bids will result in a positive outcome; therefore this is a game with negative
expected outcome, and is not a favorable portfolio. If a Bull Spread is not favorable,
then the Bear Spread has to be profitable. Thus, by reversing the positions of the
portfolio, that is, Short 9300Call@90 and Long 9350Call@54, results in the following
profit and loss structure, shown in Fig. 6.

Figure 7 shows the various bidding fraction for bear spread in Fig. 6. The optimal
bid ratio is 13% and the expected return is 1.01945.

Fig. 5. The return distribution of bull spread for different bidding fractions.

Fig. 6. The profit & loss distribution of a bear spread (Short 9300Call@90; Long
9350Call@54).
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4 The Proposed Algorithm

In the previous section we propose a trading model based on options, which can be
summarized as follows.

Step 1. Calculate the profit and loss distribution of the set of option portfolios, such as
the Bull Spread or Bear Spread.

Step 2. Calculate the historical rising/falling distribution from the time of market entry
to settlement.

Step 3. Based on the historical rising/falling distribution and the current market index,
we calculate the index distribution at the settlement.

Step 4. By profit and loss distribution at Step 1 and the index distribution at Step 3, we
calculate the profit and loss distribution of our target portfolio.

Step 5. By the profit and loss distribution of Step 4, we calculate the TWRs, and then
calculate the return distribution for every bid ratio; among these ratios, we
select the bid ratio giving the maximum profit.

The above steps can be applied to different portfolios at different strike prices; then,
the most favorable portfolio can be selected. In the following section, we will show the
experimental outcomes in the full version.

5 Conclusions and Future Work

In this work we propose a new portfolio selection and trading approach based on option
spreads. Under the proposed method, investors can avoid heuristic construction of
trading portfolios. We only need to select the time periods of interest, and back test the
historical distributions of rising/falling points during the identical periods. Then, based
on the quoted prices, we calculate the profit and loss distributions, and use Kelly
criterion to obtain the optimal bid ratio. The advantage of this approach is that we can

Fig. 7. The return distribution of of bear spread for different bidding fractions.
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obtain the return of multiple option portfolios with the optimal bid ratios, and then
select the most profitable option portfolio for trading.
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Abstract. Music data has been becoming bigger and bigger in recent years. It
makes online music stores hard to provide the users with good personalized
services. Therefore, a number of past studies were proposed for effectively
retrieving the user preferences on music. However, they countered problems
such as new user, new item and rating sparsity. To cope with these problems, in
this paper, we propose a creative method that integrates information of user
profiles, music genres and user ratings. In terms of solving problem of new user,
the user similarities can be calculated by the profiles instead of ratings. By the
user similarities, the unknown ratings can be predicted using user-based Col-
laborative Filtering. In terms of solving problem of rating sparsity, the unknown
ratings are initialized by ratings of music genres. Even facing new music items,
the rating data will not be sparse due to imputing the initialized ratings. Because
the rating data is enriched, the user preference can be retrieved by item-based
Collaborative Filtering. The experimental results reveal that, our proposed
method performs more promising than the compared methods in terms of Root
Mean Squared Error.

Keywords: Collaborative filtering � Music recommendation � New user
Rating sparsity � User-based

1 Introduction

In the last few years, music has been more and more popular because it is more
available than ever. According to the evolutionary multimedia techniques, the users are
allowed to listen to the music through the Web. For this need, a number of online music
websites provide the users with online listening services such as Spotify, Pandora,
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Youtube, Last.fm and so on. Whatever the music website is, it is not easy for a user to
find the preferred music from a large amount of music data. Hence, how to effectively
retrieve the user’s interested music has been a hot topic in recent years. For this topic,
lots of recommender systems called Collaborative Filtering (CF) made attempts to
discover the user preferences from user behaviors such as ratings. That is, the user
preferences in CF can be represented by votes ranged from 1 to 5. Based on the
user-to-item rating matrix, the goal of a music recommender system is to provide the
user with a music list containing a set of potential music pieces. Figure 1 is the
workflow of the traditional Collaborative Filtering which includes two main phases,
namely rating prediction and item selection [7]. The first phase concerns with how to
derive the unknown ratings, while the second phase concerns with how to generate a
good item list. After these two phases, the user can obtain a predicted item list.

Table 1 is an example of a user-to-item rating matrix. In this matrix, there are 5
users and 6 music items, where zero stands for the unknown item vote. From this
example, we can know that, there exist three problems unsolved for traditional music
recommender systems, including new user, new item and rating sparsity. For problems
of new user and new item, both user 5 and item 3 have no rating to assist the pre-
dictions of unknown ratings, respectively. For problem of rating sparsity, it is obvious
that, this matrix is too sparse to predict the unknown ratings. Accordingly, these
problems motivate us to propose a creative music recommender system that fuses
information of user profiles, music genres and user ratings to conduct a better pre-
diction for user preferences on music. Overall, the major contributions can be sum-
marized as follows.

I. To cope with the problem of new user, the user similarity between users is cal-
culated by the user profiles, not the user ratings. Hence, the user-based CF can be
performed successfully.

Fig. 1. Workflow of the traditional Collaborative Filtering.

Table 1. Example of a user-to-item rating matrix.

Item 1 Item 2 Item 3 Item 4 Item 5 Item 6

User 1 0 3 0 0 1 0
User 2 4 0 0 5 4 2
User 3 0 1 0 2 2 3
User 4 4 2 0 2 0 0
User 5 0 0 0 0 0 0
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II. To cope with the problems of new item and rating sparsity, the unknown ratings in
the matrix are initialized by the virtual genre ratings. With the initialized ratings,
the matrix is not sparse anymore and the item-based CF can be performed
thereupon.

To know how effective the proposed idea is, a number of experiments were made
on real data and the experimental results show that, the proposed recommender system
can really estimate the better unknown ratings than the compared methods.

The rest of this paper is structured as follows. In Sect. 2, the related work is
introduced briefly. In Sect. 3, the proposed method and examples are presented for
predicting the user ratings in great detail. The experimental results are revealed in
Sect. 4. Finally, conclusions and future work are made in Sect. 5.

2 Related Work

Frankly speaking, a good music recommender system is not easy to be conducted
although there have been lots of past researches proposed on this topic. To improve the
performance of recommendation, in this paper, we propose a hybrid music recom-
mender system that combines user-based and item-based CFs with multiple features.
To show the relevance between our proposed method and the previous work, we make
a brief review in this section.

I. Rating-similarity-based recommender system
Like this work, this type of recommender systems generates the recommendation list
based on the item ratings. To this end, the goal of them is to calculate the unknown
ratings via similarities of known ratings. Basically, this type of recommender systems
can be categorized into two main classes, including item-based [8] and user-based [9]
recommender systems. The basic idea of them is that, the unknown ratings for an item
can be inferred by similar items or users on ratings. However, whatever for item-based
or user-based recommender systems, they always suffer from problems of new item and
new user. To address the problems, a hybrid recommender system was proposed by
Wang et al. [13], which predicted the unknown ratings by considering similar users and
items simultaneously. Although this hybrid recommender system makes advantages of
user-based and item-based recommender systems, it cannot still avoid problem of
rating sparsity.

II. Rating-learning-based recommender system
Because the performances of the rating-similarity-based recommender systems rely on
the rating similarity too much, a different type is the rating-learning-based recom-
mender system. The main concern of this type is how to generate an effective model by
learning from the known ratings. For this concern, a set of machine learning methods
were applied in this field, including Matrix Factorization [4, 12], SVM (Support Vector
Machine) [11], Bayesian [1] and DecisionTree [5]. Without considering rating simi-
larities, the unknown ratings can be estimated. Yet, the improvement of predictions is
not significant if facing highly sparse data.
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III. Content-filtering-based recommender system
In addition to above methods, the other type is the content-filtering-based recommender
system. The major intent of this type is to attack the limitation of ratings by using
useful contents in addition to ratings such as social media tags [7], acoustic features [2],
playcounts [3], context features [10] and so on. By unifying contents and ratings, the
recommendation quality can really be enhanced. Rahman et al. [6] performed a fuzzy
inference system by fusing audio and playlist information. However, extra features
cannot deal with traditional problems mentioned in above.

3 Proposed Recommender System

3.1 Basic Idea

The goal of this paper is to propose an improved music recommender system that can
associate the user’s interests with music more precisely than traditional ones. To reach
this goal, three traditional problems need to be coped with, including new user, new
item and rating sparsity. Clearly, all the problems are caused by insufficient ratings.
Therefore, the major concept for dealing with new users is to find the similar users for
the active user based on user profiles, while the concept for dealing with new items and
rating sparsity is to roughly impute the unknown ratings before performing the
item-based prediction. Because the user similarity has been calculated by profiles, new
users’ preferences can be predicted by considering similar users on profiles. Also,
because the unknown ratings are imputed first, the recommender system can learn more
from the enriched rating matrix. On the basis of the basic concepts, we have to
overcome three challenges:

I. How to calculate the profile similarity between two users?
II. How to approximate the near-real ratings as the imputed ratings?
III. How to integrate above ideas to improve the prediction accuracy?

To aim at the challenges, in this paper, we propose two new techniques, namely
“user similarity calculation by profiles” and “unknown rating imputation by genre
ratings”. In the following sub-sections, we will present the details of how to deal with
the challenges.

3.2 Overview of the Proposed Method

To improve the quality of music recommendation, we conduct a hybrid music rec-
ommender system that attacks the problems mentioned in above. As shown in Fig. 2,
the recommendation process includes two main stages, namely offline preprocessing
and online recommendation.

I. Offline preprocessing
In this stage, three matrixes are generated finally. The first matrix is the user similarity
matrix and the second matrix is the imputed rating matrix. Then, based on the imputed
rating matrix, the item similarity matrix is generated. With these matrixes, the online
recommendation can be speeded up.
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II. Online recommendation
According to the similarity matrixes and the imputed rating matrix, the hybrid rec-
ommender system predicts the unknown ratings in this stage. It starts with an active
user visit. If the user is a new user, the user-based predictor is performed to predict the
unknown ratings. Otherwise, the item-based predictor is executed. The recommenda-
tion quality can be lifted clearly, whether the user is a new user or not. This is because
the rating matrix has been imputed.

3.3 Offline Preprocessing

To meet the requirement of the online recommendation, three matrixes need to be
generated by three operations, including constructions of user similarity matrix,
imputed rating matrix and item similarity matrix.

A. Construction of user similarity matrix
The goal of the user similarity matrix is to solve the problem of new user. For an active
user, the most relevant users can be determined by this matrix. Figure 3 reveals the
workflow of this operation. For each user in the database, the referred semantic profile
is converted into a bit vector. Thereupon we can obtain a bit map including all users’
vectors. By this map, the user similarities can be calculated. Finally, the similarity
matrix is constructed. The similarity is defined in Definition 1.

Fig. 2. Framework of the proposed music recommender system.
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Definition 1. Assume there are n unique attributes in the profile. Given two users {x,
y} with the bit vectors {ax,1 ax,2, …., ax,n} and {ay,1 ay,2, …., ay,n}, where a 2 {0, 1},
the user similarity is defined as:

simx;y ¼
P

0\i� n ax;i � ay;i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P

0\i� n ax;i
� �2 � P

0\i� n ay;i
� �2

q : ð1Þ

Example 1. Assume there are 6 attributes in the profile. Table 2 is an example of bit
map of profiles. Based on Tables 2 and 3 is the similarity matrix calculated by Eq. (1).

B. Construction of imputed rating matrix
As shown in Fig. 2, the main processes in this operation include “statistical calcula-
tion” and “unknown rating imputation”. In the first process, the genre ratings for each
user are calculated. The genre rating is defined as in Definition 2.

Definition 2. Assume there are p rated music items (known items) in the qth genre. For
the zth user, the qth genre rating is defined as:

Fig. 3. Operation of construction of the user similarity matrix.

Table 2. Example of a bit map of profiles.

Gender Bloodtype
Male Female A B O AB

User 1 0 1 0 0 1 0
User 2 1 0 0 0 0 1
User 3 0 1 0 1 0 0
User 4 1 0 0 0 0 1
User 5 1 0 0 0 1 0

Table 3. Example of the user similarity matrix.

User 1 User 2 User 3 User 4 User 5

User 1 1 0 0.5 0 0.5
User 2 0 1 0 1 0.5
User 3 0.5 0 1 0 0
User 4 0 1 0 1 0.5
User 5 0.5 0.5 0 0.5 1
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gzq ¼
Pp

i¼1; viq 6¼0 v
i
q

p
; ð2Þ

where viq stands for the ith item rating of the qth genre.

After the first process, the genre ratings for each user can be generated. However,
there probably exist zero ratings in the genre rating results. Hence, for each user, the
zero ratings of each genre have further to be predicted by user-based CF [9]. That is,
zero rating is not allowed. Note that, user-based CF will be described in Sub-Sect. 3.4.
Afterwards, the genre ratings are inserted into the referred unknown (zero) elements of
the original user-to-item rating matrix. That is, there is no zero element in the
user-to-item rating matrix, which is called “imputed rating matrix”.

Example 2. Assume there are three genres in the database. Table 4 is an example of
user-to-item-to-genre rating matrix. According to Eq. (2), the resulting genre ratings
are shown in Table 5. Because there are two zero elements in the results, we have to
calculate the potential values by user-based CF [9], as shown in Table 6. Finally, an
example of the imputed rating matrix is shown in Table 7.

Table 4. Example of a user-to-item-to-genre matrix.

Genre 1 Genre 2 Genre 3
Item 1 Item 2 Item 3 Item 4 Item 5 Item 6

User 1 0 3 0 0 1 0
User 2 4 0 0 5 4 2
User 3 0 1 0 2 2 3
User 4 4 2 0 2 0 0
User 5 0 0 0 0 0 0

Table 5. Example of genre ratings.

Genre 1 Genre 2 Genre 3

User 1 3 0 1
User 2 4 5 3
User 3 1 2 2.5
User 4 3 2 0

Table 6. Example of predicted genre ratings.

Genre 1 Genre 2 Genre 3

User 1 3 2 1
User 2 4 5 3
User 3 1 2 2.5
User 4 3 2 1
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C. Construction of item similarity matrix
Because the user-to-item rating matrix has been enriched as the imputed rating matrix,
the item similarities are more robust. In this operation, the robust item similarities are
inserted into the item similarity matrix. Note that, the item similarity is the same as
Eq. (1) and the example is shown in Table 8.

3.4 Online Recommendation

As mentioned in Sect. 1, this stage can be decomposed into two parts, namely rating
prediction and item selection. In this paper, the focus is put on the rating prediction. By
referring to Fig. 2, the system needs to know if the active user is a new user. For a new
user, the most-relevant users are determined by the user similarity matrix first. Next, the
user-based prediction is performed to calculate the unknown ratings by Definition 3.

Definition 3. Assume the most-relevant user set is U, the item set is I and the imputed
rating matrix is RU!I[rb,c], where rb,c indicates the c

th item rating of the bth user. Then,
the dth item rating of the bth user, which is predicted by user-based CF, is defined as:

drb;d ¼
P

a2ðU�bÞ;d2I simb;a � ra;d
P

a2U simb;a
; ð3Þ

where simb,a is defined in Eq. (1).
On the other hand, if the active user is not a new user, the related unknown ratings

are predicted by the item-based CF, which is defined in Definition 4.

Table 7. Example of the imputed rating matrix.

Item 1 Item 2 Item 3 Item 4 Item 5 Item 6

User 1 3 3 2 2 1 1
User 2 4 4 5 5 4 2
User 3 1 1 2 2 2 3
User 4 4 2 2 2 1 1
User 5 0 0 0 0 0 0

Table 8. Example of an item similarity matrix.

Item 1 Item 2 Item 3 Item 4 Item 5 Item 6

Item 1 1 0.9578 0.9132 0.9132 0.8224 0.7171
Item 2 0.9578 1 0.9605 0.9605 0.8953 0.7542
Item 3 0.9132 0.9605 1 1 0.9814 0.8490
Item 4 0.9132 0.9605 1 1 0.9814 0.8490
Item 5 0.8224 0.8953 0.9814 0.9814 1 0.8808
Item 6 0.7171 0.7542 0.8490 0.8490 0.8808 1
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Definition 4. Assume the user set is S, the most-relevant item set is T and the imputed
rating matrix is RU!I[rb,c], where rb,c indicates the c

th item rating of the bth user. Then,
the dth item rating of the bth user, which is predicted by item-based CF, is defined as:

drb;d ¼
P

u2ðS�bÞ;c 6¼d;c;d2T similarityd;c � ru;c
P

d;c2T similarityd;c
; ð4Þ

where similarityd,c is the similarity between items d and c and derived from the item
similarity matrix.

4 Experiments

4.1 Experimental Settings

To carry out the experiments, we implemented a real system to collect the experimental
data. In this experiment, 52 volunteers were invited to provide the ratings and profiles.
The profile includes city, gender, age level, blood type, constellation, interest, educa-
tion level and job. In the experimental data, there are 15 genres and each genre contains
40 music pieces. For each volunteer, 15 music pieces of each genre were randomly
selected to be rated. That is, totally there are 3900 ratings in this experimental data. To
evaluate our proposed method from viewpoint of new user, 2 users were defined as new
users. Additionally, three different percentages of ratings were selected as the unknown
ratings to test the sensitivity of data sparsity. Table 9 shows the related data settings.
Note that, the evaluation is the Root Mean Squared Error (RMSE). Moreover, if the
unknown rating cannot be predicted, the RMSE is 5 here.

4.2 Evaluations of the Proposed Method

Basically, the major intent of the experiment is to evaluate the effectiveness on facing
problems of new user, new item and rating sparsity. Figures 4 and 5 showing the
experimental results deliver some aspects. First, whether the data is with new users or
not, our proposed method performs more stably than compared methods [8, 9, 13].
Second, if the sparsity increases, our proposed method is still much better than com-
pared methods [8, 9, 13]. Third, overall, our proposed method brings out the much

Table 9. Data settings.

Type Data # Testing ratings Density

Data without new users Data 1 20% per user (75 * 80% * 50)/(50 * 600) = 10%
Data 2 40% per user (75 * 60% * 50)/(50 * 600) = 7.5%
Data 3 60% per user (75 * 40% * 50)/(50 * 600) = 5%

Data with new users Data 4 20% per user (75 * 80% * 50)/(52 * 600) = 9.6%
Data 5 40% per user (75 * 60% * 50)/(52 * 600) = 7.2%
Data 6 60% per user (75 * 40% * 50)/(52 * 600) = 4.8%
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better results whatever the problem faced is. That is, our proposed method can really
deal with the traditional problems.

5 Conclusion and Future Work

To tell the truth, issues on music recommendation have been studied for a set of years.
Also it is applied to many recent online music websites. However, some problems such
as new user, new item and rating sparsity are not effectively settled. To address these
problems, a music recommendation algorithm is proposed in this paper. In terms of
new user, we provide a bit-profile similarity as a solution to decrease the impact of this
problem. In terms of new item and rating sparsity, rating imputation is adopted to
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Fig. 4. The comparisons between the proposed method and compared methods without new
users in terms of RMSE.
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Fig. 5. The comparisons between the proposed method and compared methods with new users
in terms of RMSE.
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increase the quality of rating prediction. From the experimental results, we can know
that, our proposed method is more effective than the compared methods on rating
prediction. In the future, first, the data size will be enlarged to show the scalability.
Second, although the proposed idea just focuses on music recommendation in this
paper, it will be tested in other fields of multimedia data.
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Abstract. In information retrieval, similarity measure or top-k similarity
searching had been extensively researched. Similarity search supports to find the
most relevant information in a large-scale collection of datasets, especially, with
large-scale heterogeneous information networks (HINs) which is composed by
multiple types of object and relation. There are studies related to similarity
search applied in HINs, the “PathSim” is one of a remarkable work of Sun et al.
which is based on meta-path for calculating the similarity between objects in
multi-typed linking information networks. However, there is also a shortcoming
of PathSim in weighting the “path instance(s)” of defined meta-paths in simi-
larity scoring between two objects. The shortage of evaluating the weight of
linked connections between objects might influence the output quality. In this
paper, we present W-PathSim model, which applies the Latent Dirichlet Allo-
cation (LDA) topic modeling for generating the weighting attribute for the
object’s links. We conduct experiments on real DBLP and Aminer datasets in
order to demonstrate the effectiveness of our proposed model.

Keywords: Heterogeneous information networks (HINs)
Similarity measurement � Topic modeling � Meta-path based similarity measure

1 Introduction

Discovering the relationship and similarity measure between objects are the funda-
mental problems of knowledge mining and information retrieval tasks, especially in the
heterogeneous information networks (HINs) [1, 2]. The measure of similarity between
objects plays an important role in multiple fields includes: clustering, classification [3]
and community detection [4]. Evaluating the similarity between objects in the infor-
mation networks also support for the involvements in building the knowledge-based
search engine, recommendation system, etc. The similarity between two objects is
computed mostly based on evaluating how they are linked to each other in the
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information networks (INs). For example, the users on the social networks such as:
Facebook, Twitter, etc. are connected via relationship such as “friend”, “closest friend”,
etc. Or in the bibliographic networks, there are objects such as: “authors”, “papers”,
“venue”, etc., the links between objects such as: author (A), venue (V), paper (P) are
“author_of”, “refer_to”, etc. There are two main types of information networks,
includes: homogeneous information networks (HoINs) and heterogeneous information
networks (HINs). In HoINs, it consists only single-type of object and link, as shown in
Fig. 1(A). But with HINs the amount of object and relation type is more than one, as
shown in Fig. 1(B).

There are some studies related to similarity measure for objects in INs, but most of
them are focuses on HoINs such as: the proposed models of Jeh and Widom SimRank
[5], Personalized PageRank (also called P-PageRank) [6] algorithm, and the SCAN [7]
model for data clustering in information networks of Xu et al.

Due to the complicated structure of HINs (multi-typed object and relation), the
related mining techniques are necessary to follow the “schema” or “meta” level in
connected components’ descriptions [2, 8], the “network schema” (as illustrated in
Fig. 2A) is defined as the meta-structure of the information networks. Different types of

Fig. 1. Illustration of homogeneous information networks (HoINs) and heterogeneous infor-
mation networks (HINs)
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Fig. 2. Illustration of bibliographic network schema and related common meta-paths
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HINs are described in different network structural schema (BINs, social network,
encyclopedia, etc.). However, there are also existed problems related to thoroughly
weighting the links between objects rather than merely counting the number of link.
For example, in a bibliographic information networks (BINs), two authors are con-
nected via semantic paths, such as: A-P-[W]-P-A (as shown in Fig. 2B), or A-P-[V]-P-A
(as shown in Fig. 2C), etc. In the PathSim, it is impossible to identify how papers which
are submitted to the same conferences are similar to each other. There is no doubt that
multiple papers which published at specific conferencemight be different in the content or
topic due to the differences in committed tracks. In this paper, we propose theW-PathSim
model which apply the LDA topic modeling to score the linked path which connect the
objects in HINs. The LDA topic modeling proposed by Blei et al. [9, 10]. The main
contributions of our works in this paper are:

• We propose the approach of extracting latent topics via LDA topic model over the
text content-based objects of HINs, in the DBLP we have only the “paper”.

• The extracted latent topics which distribute over the HINs are used for evaluating
the similarity between incorporated objects (related to “paper” object) such as:
“author”, “conference”, etc. The weight similarity score simweight

� �
which calcu-

lated via distributed latent topics proportions over documents by applying the
cosine similarity.

• Finally, we combine the weight similarity scoring of simweight
� �

with the traditional
PathSim simPathSimð Þ in order to produce the final similarity score simW�PathSimð Þ.
The rest of our paper are organized in 4 sections. Section 2 represents related works

and our work’s motivations. In Sect. 3, we define related proposed approaches and
concepts of our works. Section 4 illustrates our experimental methods, testing dataset
usage and results of our proposed algorithm. In this Sect. 4, we also show our
experimental analysis and discussions base on the outputs as well as discussions about
our methodology. Finally, Sect. 5 shows our conclusion and future works.

2 Literature Reviews and Motivations

2.1 The PathSim Algorithm and Similarity Measurement in HINs

The principle of PathSim algorithm is the application of the semantic path to evaluate
the similarity of same-type objects in HINs. The PathSim [8] based on the number of
“path instance(s)” which incorporate with defined meta-path Pð Þ [*] to calculate the
similarity between same-type objects.

[*]Meta-path: in short, a meta-path Pð Þ is a graph-based structure which is defined
from (a part of) given HINs “network schema”, denoted as: NSG ¼ A;Rð Þ. A meta-

path Pð Þ with nð Þ in length, is represented by: P ¼ A1!R1 A2. . . !Rn�1 An or
P ¼ ðA1;A2. . .AnÞ, in short [2].
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Given a symmetric meta-path Pð Þ, the similarity PathSim a; bð Þ between two
same-typed object að Þ and bð Þ is calculated by (as shown in Eq. 1):

PathSim a; bð Þ ¼ 2:
p a bð Þ : p a bð Þ 2 P
� ��
�

�
�

p a að Þ : p a að Þ 2 P
� ��
�

�
�þ p b bð Þ : p b bð Þ 2 P

� ��
�

�
� ð1Þ

Where,

• p a bð Þ, stands for the path instance between að Þ and bð Þ.
• p a að Þ and p b bð Þ, represent for the path instance between að Þ, að Þ, and bð Þ, bð Þ,

respectively.

2.2 Shortcoming in Path Instance Weighting and Related Works

In fact, the traditional PathSim only considers the number of symmetric connected
links between objects but does not evaluating how much (weighting) these objects are
linked to each other. The link weighting plays an important role evaluate the strength of
the connection between objects. Recently, there are remarkable extended versions of
PathSim which are proposed for resolving similarity searching in specific cases,
includes: PathSimExt of Yao et al. [11]. The PathSimeExt uses the external knowledge
resources to support for enriching or ranking the objects. The proposed model of R-
PathSim by Chodpathumwan et al. [12] applying the “relationship reorganizing”
paradigm for extending the PathSim application.

3 Methodology

In this paper, we propose the W-PathSim model which applies the Latent Dirichlet
Allocation (LDA) topic modeling [9, 10] in extracting the probabilistic distributions

between the set of keywords w : w 2 Wð Þ over latent topics t : t 2 Tð Þ, called / tð Þ
� �

,

and latent topics tð Þ over papers/documents ðd : d 2 DÞ, called h dið Þ on the given
bibliographic HINs.

3.1 Applying LDA for Latent Topic Extraction in HINs

Latent topic extraction in HINs via LDA topic modeling
Following the LDA theoretical statements of Blei et al. [9, 10, 13], there are three main
assumptions cover the algorithm, providing a collection of document d : d 2 Dð Þ in
HINs:

• The documents in corpus (HINs) are mixture of topics so from a collection of
documents d : d 2 Dð Þ we there is a set of topics can be extracted t : t 2 Tð Þ.

• Every single extracted topic is a probability distribution over set of terms or
vocabulary/words w : w 2 Wð Þ – the V is composed as the term-document
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co-occurrence matrix - P wjzð Þ ¼ / tð Þ stand for the distribution of word wð Þ over the
given topic tð Þ.

• The set of extracted topic also are distributed over every single document in the
HINs - which means every single document in the collection contained multiple
topics which distributed probabilistically - P zð Þ ¼ h dð Þ for the distribution of topic
zð Þ in specific document d : d 2 Dð Þ.

Document representation by extracted latent topics. In general, the LDA support to
produce the generative models of extracted latent topic probabilities, donated as:
P zjjdi
� �

is the probabilistic distribution of jð Þ-th topic over document dið Þ, with
z : z 2 Tð Þ. Hence, each the document in HINs is now represented as weighted vector

di
!

(as shown in Eq. 2):

di
!¼

P z1jdið Þ
. . .

P zn;n2 Tj jjdi
� �

2

4

3

5 ð2Þ

Content-based HINs enrichment and link weighting via LDA topic modeling
HINs enrichment via LDA. After completing to generate the probabilistic distributions

of [word]-[topic] / tð Þ
� �

and [topic]-[document] h dð Þ
� �

. The given HINs is enriched to

more type of objects, the set of keywords w : w 2 Wð Þ and extracted latent topics
t : t 2 Tð Þ, these new type of objects are used for evaluating the weight of relationship
of other same-type objects through semantic paths.

The link weighting via LDA. For the traditional PathSim, the links are unweighted and
the similarity score mostly based on the “number of links” between two objects. In
content-based HINs, such as bibliographic networks (DBLP, CiteSeerX), the LDA

topic modeling help to extract the topic distributions over documents h dð Þ
� �

, which

used for assigning the weight of links related to text content-based object (in this case is
“paper”). For example, with the semantic path: A-P-[V]-P-A, represents for the papers
of two author að Þ and bð Þ submit to the same venue. After applying LDA, every paper

has a portion of latent topic distributions, represented as vector: di
!

(Eq. 2), this
weighted vector is used as the weighting attribute for the relations of “paper” and

“venue”. The meta-path is become, Aa � P!da
!

V½ � db
!

Ab.

3.2 W-PathSim Bases on Latent Topics Distributed Portions

Weighted similarity measure based on cosine similarity
Finally, we use these latent topic distributed proportions as the weights between
document/paper in HINs. The similarity between authors’ documents are calculated by
applying “cosine similarity” (CS). To begin with, we consider the distributed
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proportions of latent topics Tð Þ over the given (a)-th document h dað Þ
Tj j and (b)-th doc-

ument h dbð Þ
Tj j as vector za!ð Þ and zb!ð Þ, the similarity is computed via equation (Eq. 3):

simCS da; dbð Þ ¼ zi!: zj!
zi!
	
	
	
	: zj!
	
	
	
	 ¼

P Tj j
i¼1 h

dað Þ
ti :h dbð Þ

tiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP Tj j
i¼1 h

dað Þ
ti Þ

2
q

:
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP Tj j

i¼1 h
dbð Þ
ti Þ

2
q ð3Þ

Where,

• simCS da; dbð Þ, is the cosine similarity between (a)-th document and (b)-th
document.

• h
dað Þ
ti and h

dbð Þ
ti , is the probabilistic distributed values of (a)-th document and (b)-th

document at (i)-th topic, respectively.

The weighted similarity scoring. Assuming that, DVi
Aa

and DVi
Ab

are the set of documents
which (a)-th author and (b)-th author submitted to the (i)-th conference, denoted as:
Við Þ, respectively. The simweight between papers of both two given authors which
submit to specific conference or journal form a weighted matrix with the size as,
denoted as: DVi

Aa

�
�

�
�� DVi

Ab

�
�

�
�. Then, the similarity between shared documents of authors in

the same conference is calculated as follow (shown in Eq. 4):

simweight Aa;Abð ÞVi
¼ avg

Xk¼1

DVi
Aaj j

Xj¼1

DVi
Ab

�
�
�
�
�
�

simCS dVi
Abð Þk; d

Vi
Abð Þj

� �

0

B
B
B
@

1

C
C
C
A

ð4Þ

Where,

• simdoc Aa;Abð ÞVi
, is the similarity value of author Aað Þ and Abð Þ based on the dis-

tributed portion of topics over submitted papers in a conference Við Þ.
• simCS dVi

Abð Þk; d
Vi
Abð Þj

� �
, is the pairwise similarity score of two documents, dVi

Abð Þk is

document of author Aað Þ at kð Þ, and dVi
Abð Þj is document of author Abð Þ at jð Þ.

Combination of PathSim and weighted cosine similarity scoring
Finally, we combine the proposed similarity metrics with the PathSim, the finally
similarity score is calculated as following (as shown in Eq. 5):

simW�PathSim Aa;Abð Þ ¼ avg
XVj j

i¼1
simweight Aa;Abð ÞVi

 !

;PathSim Aa;Abð Þ
 !

ð5Þ

Where,

• |V|, is the total number of conferences which authors Abð Þ and Abð Þ submitted their
paper to.
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• sim Aa;Abð ÞVi
, represents for the final similarity scores of two authors Abð Þ and Abð Þ

in specific conference ið Þ. Implementation and experiments.

The Fig. 3 illustrates the method of weighted similarity measure (based on the
Eq. 5), via the extracted latent topics distribution over submitted documents of “Mike”
and “Jim” authors hð Þ, in “SIGMOD” conference.

For example, Table 1 shows the number of documents which “Mike” and “Jim”
submit to “VLDB” and “SIGMOD”. These 6 documents are applied LDA to extract the
document-topic (the number of extracted latent topic is set to 3) probabilistic distri-
bution is shown as Table 2. Based on the probabilistic distributions in Table 2, we can
compute the cosine similarity value of pairwise documents in the specific venues (as
shown in Table 3). The Table 4 shows similarity scores between “Mike” and “Jim”
which are computed via traditional PathSim and W-PathSim.

Paper a2

0.99735

Paper a1author_of Paper b1

Paper b2

author_of

author_of

author_of

Paper an

author_of

Paper bn

author_of

Fig. 3. Illustration of similarity measuring based on latent topics distribution over submitted
papers in a specific conference between two authors

Table 1. Adjacency matrix for
meta-path APVPA between two
authors “Jim” and “Mike”

SIGMOD VLDB

Jim 2 (d1, d2) 1 (d4)
Mike 1 (d3) 2 (d5, d6)

Table 2. The LDA document-topic distri-
bution of “Mike” and “Jim”

t1 t2 t3

d1 0.0923386 0.0375083 0.870153117
d2 0.0126545 0.9858852 0.001466031
d3 0.0582242 0.0381457 0.903630078
d4 0.0144836 0.9763511 0.009165313
d5 0.1858516 0.8107631 0.003385308
d6 0.1807888 0.0018485 0.817362717

Table 3. Cosine similarity values between
documents of “Jim” and “Mike” in “VLDB”
and “SIGMOD” venues

d3 d5 d6

d1 0.999145 0.069342 0.99292
d2 0.044393 0.977503 0.006432
d4 0.052394 0.977913 0.014575

Table 4. Similarity score of “Jim” and “Mike”
between PathSim and W-PathSim

Algorithm Similarity score
PathSim 0.4

W-PathSim simweight VLDB 0.496244
simweight SIGMOD 0.521769
simW�PathSim 0.454503
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4 Experiments and Evaluations

4.1 Experimental Dataset Usage

For experiments, we use the DBLP dataset [14] which downloaded from the in
September, 2017. It contains over 1.7M authors, 3.4M papers and 5k conferences/
venues. For the document content, we collected the abstract content of over 600K
papers which included in DBLP from the Aminer datasets [15]. For experiment, we
selected the dataset of 2K authors, over 150 venues/journals, more than 10K papers and
selecting over 3K top highest frequency keywords (applied TF-IDF). With the dataset
of 10K papers, we applied the LDA to extract 5 latent topics k ¼ 5ð Þ.

4.2 Experimental Results

See Tables 5, 6, 7 and 8.

Table 5. Top-10 most similarity authors to “Christos Faloutsos” via PathSim and W-PathSim
for A-P-[V]-P-A meta-path in DBLP dataset

PathSim W-PathSim

Rakesh Agrawal 0.766017 Rakesh Agrawal 0.779292
Jiawei Han 0.740148 Jiawei Han 0.764830
Philip S. Yu 0.737430 Wei Wang 0.763302
Hans-Peter Kriegel 0.729180 Philip S. Yu 0.763261
Haixun Wang 0.728675 Hans-Peter Kriegel 0.761627
Wei Wang 0.727918 Haixun Wang 0.760221
Jian Pei 0.695855 Jian Pei 0.743087
H.V. Jagadish 0.683294 H.V. Jagadish 0.734668
Ming-Syan Chen 0.682938 Gerhard Weikum 0.734358
Gerhard Weikum 0.673686 Raghu Ramakrishnan 0.733277

Table 6. Top-10 most similarity authors to “AnHai Doan” computed via PathSim and
W-PathSim for A-P-[V]-P-A meta-path in DBLP dataset

PathSim W-PathSim

Kevin Chen-Chuan Chang 0.669786 Sharad Mehrotra 0.718709
Alon Y. Halevy 0.642336 Kevin Chen-Chuan Chang 0.716155
Sharad Mehrotra 0.640135 Michalis Vazirgiannis 0.713262
Michalis Vazirgiannis 0.630915 Alon Y. Halevy 0.704795
Krithi Ramamritham 0.623249 Krithi Ramamritham 0.703244
Stefano Ceri 0.609137 Stefano Ceri 0.698616
Ji-Rong Wen 0.603960 Renee Miller 0.695583
Gio Wiederhold 0.603397 Oren Etzioni 0.693257
RenÃ©e J. Miller 0.600334 Ji-Rong Wen 0.690484
Ling Liu 0.599889 Tie-Yan Liu 0.689559
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4.3 Experimental Concluding Remarks

For the experiment with author “Christos Faloutsos” with semantic path A-P-[V]-P-A,
with the traditional PathSim, the similarity measurements of author “Christos
Faloutsos” shows that three authors “Rakesh Agrawal”, “Jiawei Han”, “Philip S. Yu”
are top similar authors to “Christos Faloutsos”. With theW-PathSim, over the extracted
latent topic distributions over these authors related papers, it shows that “Wei Wang” is
much more similar to “Christos Faloutsos” than “Philip S. Yu”, they share much more
common keyword and topics in their paper, specifically in “graph theory”, “large-
graph”, “graph mining”, etc. (as shown in the Google’s scholar profile: Christos
Faloutsos, Wei Wang, Philip S. Yu). The experiment with meta-path A-P-[W]-P-A, The
W-PathSim also shows that the author “Wei Wang” gains the higher similar score to
author “Christos Faloutsos” than the traditional PathSim. For the experiment with
author “AnHai Doan”, with the meta-path A-P-[V]-P-A, the results also shows that

Table 7. Top-10 most similarity authors to “Christos Faloutsos” computed via PathSim and
W-PathSim for A-P-[W]-P-A meta-path in DBLP dataset

PathSim W-PathSim

Jiawei Han 0.907171 Rakesh Agrawal 0.843333
Rakesh Agrawal 0.900862 Jiawei Han 0.840918
Hans-Peter Kriegel 0.839144 Hans-Peter Kriegel 0.810152
Jian Pei 0.831634 Wei Wang 0.807872
Raghu Ramakrishnan 0.808722 H.V. Jagadish 0.795332
H.V. Jagadish 0.804915 Raghu Ramakrishnan 0.792045
Nick Koudas 0.788012 Gerhard Weikum 0.786141
Gerhard Weikum 0.787663 Jennifer Widom 0.776998
Hector Garcia-Molina 0.780158 Nick Koudas 0.776615
Divesh Srivastava 0.775447 Divesh Srivastava 0.772035

Table 8. Top-10 most similarity authors to “AnHai Doan” computed via PathSim and
W-PathSim for A-P-[W]-P-A meta-path in DBLP dataset

PathSim W-PathSim

Charu C. Aggarwal 0.982278 Sharad Mehrotra 0.878353
Xuemin Lin 0.981912 Kevin Chen-Chuan Chang 0.875149
Balakrishna R. Iyer 0.977654 Charu C. Aggarwal 0.874236
Walid G. Aref 0.974249 Carlo Zaniolo 0.870825
Jignesh M. Patel 0.970588 Jun Yang 0.870316
M. Tamer Ã–zsu 0.970443 Elisa Bertino 0.870297
Ahmed K. Elmagarmid 0.967568 Mohamed F. Mokbel 0.870012
Jayant R. Haritsa 0.966469 Walid G. Aref 0.869533
Carlo Zaniolo 0.962441 Richard T. Snodgrass 0.869111
Jun Yang 0.961616 Ahmed K. Elmagarmid 0.865730
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papers’ distributed latent topics definitely can influence the similarity result output.
Comparing two top output similar authors, includes: “Kevin Chen-Chuan Chang”
(PathSim) and “Sharad Mehrotra” (W-PathSim). If we look at the profile as well as the
content of “Sharad Mehrotra” published articles, it seem that “Sharad Mehrotra” much
more similar to “AnHai Doan” than “Kevin Chen-Chuan Chang”, in common topics
related to “cloud computing”, “big data”, “distributed systems”, etc. The experimental
results with meta-path A-P-[V]-P-A also return the same results, with “Sharad
Mehrotra” as the top similar author to “AnHai Doan”.

In fact, the current experimental results is not remarkably show a clear improve-
ment between the traditional PathSim algorithm and our proposed approach of W-
PathSim due to the small number as well as the shortage of full-length document’s
content resource (only the abstract content). However, over experiments, the proposed
W-PathSim had been proved that the output accuracy can be improved by taking the
advantages of content-based evaluation via LDA topic modeling.

5 Conclusion and Future Works

Our works in this paper are the revisions of approaches in object similarity measure-
ment applying in HINs. We propose novel approach of W-PathSim for improving the
previous traditional PathSim algorithm via applying LDA topic modeling. The LDA
topic modeling is applied for extracting latent topic distribution over content-based
objects in HINs which will be used as the weighting attribute for links between objects.
The weighting similarity score is computed via cosine similarity. Over implementation
and experiments, it has been shown that the proposed approach of W-Path is effective
in object similarity measure in bibliographic information networks (BINs) which the
objects majorly incorporates to text documents.
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Abstract. Originally, strong association rules were defined as those that have
sufficiently high values of two parameters: support and confidence. However, it
has been shown in the literature that in general neither of these two measures is
capable of determining (in)dependence between rules’ constituents correctly.
Thus, usage of other measures for rule evaluation is also under research. In this
paper, we formulate a generic notion of a canonical measure and show important
examples of canonical measures. For association rules satisfying any set of
criteria based on canonical measures, we offer their concise lossless represen-
tation in the form of so called representative rule templates. Also, we derive a
number of properties of this representation.

1 Introduction

Originally, strong association rules were defined in [1] as those that have sufficiently
high values of two parameters: (relative) support (probability that an association rule is
satisfied) and confidence (conditional probability of the rule consequent given its
antecedent). However, it has been shown in the literature that in general neither of these
two measures is capable of determining (in)dependence between rules’ constituents
correctly (see e.g. [12]). Thus, usage of other measures for rule evaluation is also under
research [3, 5, 9, 10, 13–18]. In this paper, we formulate a generic notion of a
canonical measure. For a number of example evaluation measures of association rules,
we show that they are canonical. For association rules satisfying any set of criteria
based on canonical measures, we offer their concise lossless representation in the form
of so called representative rule templates. Also, we derive a number of properties of
this representation.

Our paper has the following layout. In Sect. 2, we briefly recall and comment basic
notions of itemsets, (association) rules, support, confidence, dependency of events,
ACBC-measures, and a good interestingness measure. Our main contribution is pre-
sented in Sects. 3–5. In Sect. 3, we introduce and justify usefulness of the notion of a
canonical measure and show that a number of example ACBC-measures are canonical.
In Sect. 4, we introduce the notion of rule templates and show that representative rule
templates are sufficient to represent all association rules that are strong with respect to
any criteria expressible in terms of canonical measures. Also, we derive a number of
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properties of (representative) rule templates. In particular, we derive a formula deter-
mining how many association rules are covered by a rule template. In Sect. 5, we
briefly address related work on lossless representations of association rules and make
additional claims about our new representation. Section 6 concludes our contribution.

2 Basic Notions and Properties

In this section, we provide definitions and properties related to rules and their specific
type called association rules [1]. Let I be a set of items (e.g. products). Any set X �I
is called an itemset. A transaction dataset is denoted by D and is defined as a set of
itemsets. Each itemset in D is called a transaction.

Let X and Y be any itemsets. An expression X ! Y is called a rule. If additionally
X \ Y ¼ £, then X ! Y is called an association rule. The set of all association rules is
denoted by AR. Itemsets X and Y, which occur in X ! Y , are called its antecedent and
consequent, respectively. The itemset Z ¼ X [ Y is called the base of X ! Y .

Itemsets and rules are typically characterized by support (or relative support) and
confidence as follows. Support of an itemset X is denoted by sup(X) and is defined as
the number of transactions in D that contain X. Alternatively, instead of a support, a
notion of a relative support is used: Relative support of an itemset X is defined as
sup Xð Þ=jDj. The relative support of itemset X can be regarded as the probability of the
occurrence of X in a transaction. The relative support of X will be denoted by P(X).
Clearly, if X�Y , then sup Xð Þ� sup Yð Þ and P Xð Þ�P Yð Þ.

Support of a rule X ! Y is denoted by supðX ! YÞ and is defined as the support of
its base X [ Y ; that is, supðX ! YÞ ¼ supðX [ YÞ.

The confidence of a rule X ! Y is denoted by conf ðX ! YÞ and is defined as the
conditional probability that Y occurs in a transaction provided X occurs in the trans-
action; that is: conf ðX ! YÞ ¼ supðX ! YÞ=sup Xð Þ ¼ P XYð Þ=P Xð Þ.

An association rule is defined in [1] as strong if its (relative) support and confidence
are greater than or equal to user defined minimum (relative) support and minimum
confidence thresholds, respectively. Nevertheless, antecedents and consequents of rules
that are strong with respect to support and confidence are not guaranteed to be
dependent. Statistically, X and Y are dependent if P XYð Þ 6¼ P Xð Þ � P Yð Þ. Otherwise,
X and Y are independent. The dependence between X and Y is considered as positive if
P XYð Þ[P Xð Þ � P Yð Þ, and negative if P XYð Þ\P Xð Þ � P Yð Þ. The example beneath
shows the case when an antecedent and consequent of a rule are dependent negatively
despite high values of (relative) support and confidence.

Example 1. Let D be a transaction dataset from Table 1 and zf g ! vf g be a rule of
interest. The probabilities of the antecedent, consequent and base of rule zf g ! vf g are
as follows: P fzgð Þ ¼ 0:5;P fvgð Þ ¼ 0:9;P fzvgð Þ ¼ 0:4 (see Table 2). Since P fzgð Þ�
P fvgð Þ ¼ 0:45, which is greater than P fzvgð Þ, z and v are dependent negatively. On the
other hand, conf ð zf g ! vf gÞ ¼ 0:4=0:5 ¼ 0:8, which is a high value. □
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Please note that (in)dependence of antecedent X and consequent Y of rule X ! Y is
determined based on three probabilities: P(X), P(Y) and P(XY). In fact, large number of
rule evaluation measures can be defined in terms of at most these three probabilities.
Such measures were called ACBC-measures (Antecedent-Consequent-Base-Constants-
measures) in [11]. Some of their popular examples are provided in Table 3.

In [15], a rule evaluation measure l was defined as a good interestingness measure
if the following conditions were fulfilled for any rules X ! Y , X 0 ! Y 0:

1. If P XYð Þ ¼ P Xð Þ � P Yð Þ, then lðX ! YÞ ¼ 0.
2. If P X 0ð Þ ¼ P Xð Þ, P Y 0ð Þ ¼ P Yð Þ and P X 0Y 0ð Þ[P XYð Þ, then lðX 0 ! Y 0Þ[

lðX ! YÞ.
3. If P X 0ð Þ ¼ P Xð Þ, P Y 0ð Þ\P Yð Þ and P X 0Y 0ð Þ ¼ P XYð Þ, then lðX 0 ! Y 0Þ[

lðX ! YÞ.
4. If P X 0ð Þ\P Xð Þ, P Y 0ð Þ ¼ P Yð Þ and P X 0Y 0ð Þ ¼ P XYð Þ, then lðX 0 ! Y 0Þ[

lðX ! YÞ.
Nevertheless, a number of rule evaluation measures, including all measures listed in

Table 3, do not satisfy at least one of the postulates. In particular, relative support does
not satisfy postulates 1, 3, 4; confidence does not satisfy postulates 1, 3; novelty does

Table 3. Example ACBC-measures of (association) rules

Measure Definition

relativeSup(X!Y) P(XY)
conf(X!Y) P(XY) / P(X)
novelty(X!Y) P(XY) − P(X) � P(Y)
lift(X!Y) P(XY) / (P(X) � P(Y))
cosine(X!Y) P XYð Þ= ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P Xð Þ � P Yð Þp

Jaccard(X!Y) P XYð Þ= P Xð ÞþP Yð Þ � P XYð Þð Þ
accuracy(X!Y) P XYð Þ þPð�X�YÞ ¼ 1þ 2P XYð Þ � P Xð Þ � P Yð Þ
F-score(X!Y) P XYð Þ=P Xð Þð Þ� P XYð Þ=P Yð Þð Þ

P XYð Þ=P Xð Þð Þþ P XYð Þ=P Yð Þð Þð Þ=2 ¼ 2P XYð Þ
P Xð ÞþP Yð Þ

Table 1. Example dataset D
Transaction Id Transaction

#1 {v}
#2 {v}
#3 {x v}
#4 {x v}
#5 {x y v}
#6 {x y z v}
#7 {x y z v}
#8 {y z v}
#9 {y z v}
#10 {y z}

Table 2. Example rules found in D from Table 1

Rule {x} → {y} {z} → {y} {z} → {v}
P(antecedent) 0.5 0.5 0.5
P(consequent) 0.6 0.6 0.9
P(base) 0.3 0.5 0.4
conf(rule) 1/5 1 4/5 
P(antecedent) × P(consequent) 0.3 0.3 0.45
Are consequent and antecedent
dependent? no yes - 

positively 
yes –
negatively
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not satisfy postulate 3 (if P(X) = 0) and postulate 4 (if P(Y) = 0); lift, cosine, Jaccard,
accuracy and F-score do not fulfill postulate 1.

In the next section, we offer a generic notion of a canonical measure, which
embraces a large number of ACBC-measures (including all measures from Table 3).

3 Canonical Measures for Evaluating Rules

Let us consider two rules X ! Y and X 0 ! Y 0 such that X′ occurs in D no more
frequently than X ðP X 0ð Þ �P Xð ÞÞ, Y′ occurs in D no more frequently than
Y ðP Y 0ð Þ �P Yð ÞÞ, but X 0 [ Y 0 occurs in D no less frequently than
X [ Y ðP X 0Y 0ð Þ �P XYð ÞÞ. In such a case, if the dependence between Y′ and X′ is
positive, then it is natural to expect that Y and X are either dependent positively, but to
degree that is not higher than for Y′ and X′, or are independent, or are dependent
negatively. A rule measure reflecting this expectation would evaluate rule X 0 ! Y 0 not
lower than rule X ! Y . A notion of a canonical measure, which we offer in this paper,
is based on this observation.

Example 2. Let D be a transaction dataset from Table 1 and xf g ! yf g, zf g ! yf g
and zf g ! vf g be rules under investigation. In Table 2, we provide the values of
probabilities of their antecedents, consequents and bases. We note that the probabilities
of antecedents of xf g ! yf g and zf g ! yf g are the same and that the probabilities of
their consequents are the same, but the probabilities of their bases are different; namely,
P fzygð Þ[P fxygð Þ, and the dependence between y and z is positive, while y and x are
independent.

Let us now compare rule zf g ! yf g with rule zf g ! vf g. The probabilities of their
antecedents are the same, but the probability of the consequent of zf g ! yf g is lower
than the probability of the consequent of zf g ! vf g, while the probability of the
co-occurrence of {zy} is greater than the probability of the co-occurrence of {zv}. In
this case, the dependence between v and z is negative in contrast to the positive
dependence between y and z. □

We define a measure l : 0::1½ � � 0::1½ � � 0::1½ � ! R as canonical if for any values
pa; pc; pb 2 0; 1½ � and pa0 ; pc0 ; pb0 2 0; 1½ � such that ðpa; pc � pbÞ; ðpa0 ; pc0 � pb0 Þ;
ðpa0 � paÞ; ðpc0 � pcÞ and ðpb0 � pbÞ the following holds:

l pa0 ; pc0 ; pb0ð Þ � l pa; pc; pbð Þ:

Proposition 1. Let l be a canonical measure, X ! Y and X 0 ! Y 0 be rules such that
P X 0ð Þ �P Xð Þ, P Y 0ð Þ �P Yð Þ and P X 0Y 0ð Þ �P XYð Þ. Then

l P X 0ð Þ;P Y 0ð Þ;P X 0Y 0ð Þð Þ� l P Xð Þ;P Yð Þ;P XYð Þð Þ:

Proof. Let l be a canonical measure, X ! Y and X 0 ! Y 0 be rules such that
P X 0ð Þ �P Xð Þ, P Y 0ð Þ �P Yð Þ and P X 0Y 0ð Þ �P XYð Þ. Let pa ¼ P Xð Þ, pc ¼ P Yð Þ,
pb ¼ P XYð Þ, pa0 ¼ P X 0ð Þ, pc0 ¼ P Y 0ð Þ, pb0 ¼ P X 0Y 0ð Þ. Then, pa; pc; pb 2 0; 1½ �,
pa0 ; pc0 ; pb0 2 0; 1½ �, pa; pc � pbð Þ, pa0 ; pc0 � pb0ð Þ, ðpa0 � paÞ, ðpc0 � pcÞ and ðpb0 � pbÞ.
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Hence and by the fact that l is a canonical measure, l pa0 ; pc0 ; pb0ð Þ � l pa; pc; pbð Þ.
Therefore, l P X 0ð Þ;P Y 0ð Þ;P X 0Y 0ð Þð Þ� l P Xð Þ;P Yð Þ;P XYð Þð Þ. □

In the remainder of the paper, when using a canonical measure to evaluate a rule
X ! Y , we will write interchangeably l P Xð Þ;P Yð Þ;P XYð Þð Þ and lðX ! YÞ. Thus,
Proposition 1 can be rewritten equivalently as Proposition 2:

Proposition 2. Let l be a canonical measure, X ! Y and X 0 ! Y 0 be rules such that
P X 0ð Þ �P Xð Þ, P Y 0ð Þ �P Yð Þ and P X 0Y 0ð Þ �P XYð Þ. Then, lðX 0 ! Y 0Þ � lðX ! YÞ.

It can be easily shown for many ACBC-measures that they are canonical. In
Proposition 3, we show that in fact all ACBC-measures from Table 3 are canonical.

Proposition 3. Let X ! Y and X 0 ! Y 0 be rules such that P X 0ð Þ �P Xð Þ,
P Y 0ð Þ �P Yð Þ and P X 0Y 0ð Þ �P XYð Þ. Then:
(a) relativeSupðX 0 ! Y 0Þ � relativeSupðX ! YÞ
(b) conf ðX 0 ! Y 0Þ � conf ðX ! YÞ
(c) noveltyðX 0 ! Y 0Þ � noveltyðX ! YÞ
(d) liftðX 0 ! Y 0Þ � liftðX ! YÞ
(e) cosineðX 0 ! Y 0Þ � cosineðX ! YÞ
(f) JaccardðX 0 ! Y 0Þ � JaccardðX ! YÞ
(g) accuracyðX 0 ! Y 0Þ � accuracyðX ! YÞ
(h) F - scoreðX 0 ! Y 0Þ �F - scoreðX ! YÞ

Proof. Let X ! Y and X 0 ! Y 0 are rules such that P X 0ð Þ �P Xð Þ, P Y 0ð Þ �P Yð Þ and
P X 0Y 0ð Þ �P XYð Þ. Then:

Ad (a) relativeSupðX 0 ! Y 0Þ ¼ P X 0Y 0ð Þ �P XYð Þ ¼ relativeSupðX ! YÞ.
Ad (b) conf ðX 0 ! Y 0Þ ¼ PðX 0Y 0Þ

PðX 0Þ � PðXYÞ
PðXÞ ¼ conf ðX ! YÞ.

Ad (c) noveltyðX 0 ! Y 0Þ ¼ P X 0Y 0ð Þ � P X 0ð Þ � P Y 0ð Þ �P XYð Þ � P Xð Þ � P Yð Þ
¼ noveltyðX ! YÞ:

Ad (d–h) Proof in these cases is analogous to the proof of case (c). □

In the remainder of the paper, we assume that a set M ¼ fl1; . . .; lng of canonical
measures is used to evaluate (association) rules with respect to their corresponding
threshold values E ¼ fe1; . . .; eng. An expression liðX ! YÞ� ei, where li is a
canonical measure and ei is a threshold value, will be called a canonical evaluation
criterion.

An association rule X ! Y will be called (M,E)-strong if8li2M (li(X!Y) � ei).
The set of all (M, E)-strong association rules will be denoted by ARðM;EÞ.

4 Representative Rule Templates

In this section, we will first introduce a new notion of a rule template and examine its
properties and relationship with association rules. Then, we will offer a lossless rep-
resentation of (M, E)-strong association rules based on so called (M, E)-represen-
tative rule templates.
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4.1 Rule Templates and Association Rules

A construct X!Z Y will be called a rule template if X \ Y ¼ £ and ðX [ YÞ�Z.

Itemsets X, Y and Z, which occur in the rule template X!Z Y , are called its antecedent,
consequent and base, respectively. The set of all rule templates is denoted by RT.

Please note that for Z ¼ X [ Y , rule template X!Z Y coincides with association rule

X ! Y . However, in general case, the base Z of rule template X!Z Y is a (proper or
improper) superset of the base X [ Y of association rule X ! Y. In spite of this dif-
ference, both the probability of base X [ Y of rule X ! Y as well as the probability of

base Z of rule template X!Z Y exceeds neither P(X) nor P(Y).

Let l be a canonical measure. We redefine l for a rule template X!Z Y as follows:

lðX!Z YÞ ¼ l P Xð Þ;P Yð Þ;P Zð Þð Þ:

For example, noveltyðX ! YÞ ¼ P XYð Þ � P Xð Þ � P Yð Þ, while noveltyðX!Z YÞ ¼
P Zð Þ � P Xð Þ � P Yð Þ.

A rule template X!Z Y is called (M, E)-strong if 8li 2 M (li(X !Z Y) � ei). The
set of all (M, E)-strong rule templates will be denoted by RTðM;EÞ.

Proposition 4. Let X!Z Y be a rule template and l be a canonical measure. Then for
each rule X 0 ! Y 0 such that P X 0ð Þ �P Xð Þ, P Y 0ð Þ �P Yð Þ and P X 0Y 0ð Þ �P Zð Þ, the
following holds: lðX 0 ! Y 0Þ � lðX!Z YÞ.

Proof. Let X!Z Y be a rule template, l be a canonical measure and X 0 ! Y 0 be a rule
such that P X 0ð Þ �P Xð Þ, P Y 0ð Þ �P Yð Þ and P X 0Y 0ð Þ �P Zð Þ. Let pa ¼ P Xð Þ, pc ¼ P Yð Þ,
pb ¼ P XYð Þ, pa0 ¼ P X 0ð Þ, pc0 ¼ P Y 0ð Þ, pb0 ¼ P Zð Þ. Then, pa; pc; pb 2 0; 1½ �,
pa0 ; pc0 ; pb0 2 0; 1½ �, ðpa; pc � pbÞ, ðpa0 ; pc0 � pb0 Þ, ðpa0 � paÞ, ðpc0 � pcÞ and ðpb0 � pbÞ.
Hence and by the fact that l is a canonical measure, lðpa0 ; pc0 ; pb0 Þ � lðpa; pc; pbÞ. So,
lðX 0 ! Y 0Þ ¼ l P X 0ð Þ;P Y 0ð Þ;P X 0Y 0ð Þð Þ� l P Xð Þ;P Yð Þ;P Zð Þð Þ ¼ lðX!Z YÞ. □

Proposition 5. Let X!Z Y be a rule template and l be a canonical measure. Then for
each rule X 0 ! Y 0 such that X 0 � X, Y 0 � Y , ðX 0 [ Y 0Þ�Z, the following holds:

lðX 0 ! Y 0Þ � lðX!Z YÞ.

Proof. Let X!Z Y be a rule template and l be a canonical measure (*). Let X 0 ! Y 0 be
a rule such that X 0 � X, Y 0 � Y , ðX 0 [ Y 0Þ�Z. Then, P X 0ð Þ �P Xð Þ, P Y 0ð Þ �P Yð Þ and
P X 0Y 0ð Þ �P Zð Þ. Hence, by (*) and Proposition 4, lðX 0 ! Y 0Þ � lðX!Z YÞ. □

Proposition 5 tells us that whenever a rule template X!Z Y reaches some value for a
canonical measure, then a number of association rules X 0 ! Y 0 associated in a certain
way with this rule template ðX 0 � X; Y 0 � Y ; ðX 0 [ Y 0Þ�ZÞ will also reach at least the
same value of this measure. We will use this observation when defining a cover of a
rule template.
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The cover of rule template X!Z Y is denoted by TCðX!Z YÞ and defined as follows:

TCðX!Z YÞ ¼ fðX 0 ! Y 0Þ 2 AR jX 0 � X; Y 0 � Y ; ðX 0 [ Y 0Þ�Zg:

Each association rule in TCðX!Z YÞ will be called covered by X!Z Y .

Proposition 6. Let X!Z Y be an ðM;EÞ-strong rule template. Then, each association

rule ðX 0 ! Y 0Þ in TCðX!Z YÞ is ðM;EÞ-strong.
Proof. Follows from definition of the cover of a rule template and Proposition 5. □

Thus, all association rules covered by an (M, E)-strong rule template are (M, E)-
strong, too. We will focus now on determining a set of association rules that are
covered by a given rule template and on determining its cardinality.

Example 3. Let {ab}  {e} be a rule template. Then, =

. □

We find that the number of association rules covered by a single rule template
depends on the number of items in its base that occur neither in the antecedent of the
rule template nor in its consequent (see Theorem 1).

Theorem 1. Let X!Z Y be a rule template. Then:

TCðX!Z YÞ
�
�
�

�
�
� ¼ 3m;where m ¼ ZnðX [ YÞj j:

Proof. By definition of TC, X ! Y belongs to TCðX!Z YÞ. In addition, TCðX!Z YÞ
contains association rules having supersets of X as antecedents and supersets of Y as
consequents provided additional items in antecedents and consequents come from

ZnðX [ YÞ. In fact, association rules belonging to TCðX!Z YÞ could be created from
X ! Y by extending its antecedent and consequent in the following way. Let V be a set

of items from Z that occur neither in antecedent of X!Z Y nor in its consequent; that is

V ¼ ZnðX [ YÞ. A new rule to be included in TCðX!Z YÞ can be obtained from rule
X ! Y by performing one of the following three operations on each item v from V:
(1) add v to the antecedent of X ! Y , (2) add v to the consequent of X ! Y , (3) do not
use v when building a new rule. Thus, there are 3jV j ¼ 3 ZnðX [YÞj j possible ways of

building distinct association rules based on given rule template X!Z Y . □

Example 4. Let {ab}  {e} be a rule template and

m = |{abcdefghijk}\({ab}∪{e})| = 11-3 = 8. So,

TC({ab}  {e})
{{ab} → {e}, {abc} → {e}, {abd} → {e}, {ab} → {ce}, {ab} → {de}, 

{abc} → {de}, {abd} → {ce}, {abcd} → {e}, {ab} → {cde}}
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| TC({ab} e}) | = 38 = 6 591. In consequence, if

{ab}  {e} is (M, E)-strong, then 6 591 association rules are (M, E)-

strong, too. □

Theorem 2. Let X!Z Y and V !U W be distinct rule templates such that V � X,

W � Y , and U�Z. Then, TCðX!Z YÞ 	 TCðV !U WÞ.

Proof. Let X!Z Y and V !U W be distinct rule templates such that V � X, W � Y and

U�Z. TCðX!Z YÞ = {(X′!Y′) 2 AR| X′ � X, Y′ � Y, (X′[Y′) � Z} � {(X′!Y′) 2 AR|

X′ � V � X, Y′ � W � Y, (X′[ Y′) � U � Z} = TCðV !U WÞ. Hence, we proved that

TCðX!Z YÞ � TCðV !U WÞ (*). However, X!Z Y and V !U W are distinct rule tem-
plates, so V 	 X or W 	 Y or U 	 Z.

Case V 	 X: Then, association rule X ! Y will belong to TCðX!Z YÞ, but will not
belong to TCðV !U WÞ (since no rule in TCðV !U WÞ will have antecedent X). Hence

and by (*), TCðX!Z YÞ 	 TCðV !U WÞ.

Case W 	 Y: Then, association rule X ! Y will belong to TCðX!Z YÞ, but will not
belong to TCðV !U WÞ (since no rule in TCðV !U WÞ will have consequent Y). Hence

and by (*), TCðX!Z YÞ 	 TCðV !U WÞ.

Case U
 Z: Then, association rule X ! ZnX will belong to TCðX!Z YÞ, but will not
belong to TCðV !U WÞ (since no rule in TCðV !U WÞ will have base Z). Hence and by

(*), TCðX!Z YÞ 	 TCðV !U WÞ. □

4.2 Representative Rule Templates as a Lossless Representation
of Association Rules

We denote (M, E)-representative rule templates by RRTðM;EÞ and define as follows:

RRTðM;EÞ ¼ fðX!Z YÞ 2 RTðM;EÞj:9ðV !U WÞ 2 RTðM;EÞ such that

ðX!Z YÞ 6¼ ðV !U WÞ;V�X;W�Y ;U � Zg.
In Theorem 3, we claim that (M, E)-representative rule templates cover all (M, E)-

strong association rules.

Theorem 3.
S

ðX!Z YÞ2RRTðM;EÞ TCðX!Z YÞ ¼ ARðM;EÞ.

Proof. We will prove Theorem 3 in two steps by showing that: (1) the union of covers
of all (M, E)-strong rule templates equals ARðM;EÞ; (2) the union of covers of all
(M, E)-representative rule templates equals the union of covers of all (M, E)-strong
rule templates, and by this, equals ARðM;EÞ.
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(1) We note that for each (M, E)-strong association rule, say X 0 ! Y 0, there is an

(M, E)-strong rule template; namely, X 0 !X
0 [Y 0

Y 0 that covers X 0 ! Y 0. On the other

hand, for each (M, E)-strong rule template X!Z Y , its cover TCðX!Z YÞ�ARðM;EÞ

(by Proposition 6). Thus,
S

ðX!Z YÞ2RTðM;EÞ TCðX!Z YÞ ¼ ARðM;EÞ.

(2) Let RRTðM;EÞ do not contain an (M, E)-strong rule template X!Z Y . By definition
of RRTðM;EÞ, this implies that there is a non-empty set of rule templates

S ¼ fðV !U WÞ 2 RTðM;EÞjðV !U WÞ 6¼ ðX!Z YÞ;V�X;W�Y ;U � Zg. By Theo-

rem 2, the cover of each rule template in S is a proper superset of TCðX!Z YÞ. Let
Umax be the base of a rule template in S with the maximum number of items. Let S′
contain all rule templates with base Umax. Let Vmin be the antecedent of a rule
template in S′ with the minimum number of items. Let S″ contain all rule templates
in S′ with antecedent Vmin. LetWmin be the consequent of a rule template in S″ with
the minimum number of items. Let S″′ contain all rule templates in S″ with con-
sequentWmin. By construction of S″′, each rule template in S″′ is representative and

its cover contains TCðX!Z YÞ. In this way, for each non-representative rule tem-

plate ðX!Z YÞ 2 RTðM;EÞ, we will be able to identify at least one representative rule

template V !U W such that TCðV !U WÞ 	 TCðX!Z YÞ. So,
S

ðX!Z YÞ2RRTðM;EÞ

TCðX!Z YÞ ¼ S
ðX!Z YÞ2RTðM;EÞ TCðX!Z YÞ ¼ ARðM;EÞ. □

Theorem 4. Let X 0 ! Y 0 be an association rule. There is an (M, E)-representative rule
template covering X 0 ! Y 0 if an only if X 0 ! Y 0 is an (M, E)-strong association rule.

Proof. Let X 0 ! Y 0 be an association rule.
()) Follows from Proposition 6.
(() By Theorem 3, each (M, E)-strong association rule is covered by at least one

(M, E)-representative rule template. □

5 Related Work on Lossless Representations of Association
Rules

A number of concise lossless representations of strong association rules with respect to
support and confidence have been proposed in the literature (see e.g. [7, 8] for an
overview). Such representations typically consist of rules built from particular itemsets
called generators; that is, itemsets the supports of which are less than the supports of all
their proper subsets, and/or closed itemsets; that is, itemsets the supports of which are
greater than the supports of all their proper supersets [2, 4, 6–8, 19, 20]. For example,
in the case of representative association rules [6–8] and minimal non-redundant
association rules [2], antecedents of rules are generators, whereas their consequents are
set theoretical differences between closed itemsets and rules’ antecedents. The set of
representative rules is a subset of the set of minimal non-redundant association rules

558 M. Kryszkiewicz



[7, 8] and typically is by at least on order of magnitude less numerous. On the other
hand, representative rules allow determination of pessimistic estimations of supports
and confidences of strong association rules, while minimal non-redundant association
rules allow exact determination of values of these measures. Yet, these and other
developed representations of strong association rules with respect to support and
confidence are not flexible enough to represent rules that are strong with respect to
arbitrary ACBC/canonical measures.

In [11], we proposed the first representation of strong association rules with respect
to any set of ACBC-measures. It consists of rule templates, where each rule template is
a pair composed from a lower rule built from generators and an upper rule built from
closed itemsets. For a rule template ðX ! Y ; Z ! VÞ, the following holds:
P Xð Þ ¼ P Zð Þ, P Yð Þ ¼ P Vð Þ, P XYð Þ ¼ P ZVð Þ. For each strong association rule
U ! W , there is a rule template ðX ! Y ; Z ! VÞ such that X�U�Z; Y�W�V , which
implies that: P Xð Þ ¼ P Uð Þ ¼ P Zð Þ, P Yð Þ ¼ P Wð Þ ¼ P Vð Þ, P XYð Þ ¼ P UWð Þ ¼
P ZVð Þ and that for any ACBC-measure l: lðX ! YÞ ¼ lðU ! WÞ ¼ lðZ ! VÞ.

In the current paper, we proposed a rule representation which does not require rule
templates in the form of pairs of two rules. In addition, a representative rule templates
we offered here, may cover strong association rules whose values of canonical mea-
sures may be the same or greater than values of respective canonical measures of
covering rule templates. This should result in higher conciseness of the new repre-
sentation. Beneath we formulate additional properties of representative rule templates
(lack of space does not allow us to provide their proves).

Proposition 7.

(a) Antecedents and consequents of representative rule templates are generators.
(b) Bases of representative rule templates are closed itemsets.
(c) The set of representative rule templates is never more numerous than the set of

rule templates from [11].

6 Summary

In this paper, we offered the notion of a canonical measure and proved that a number of
example measures definable (at most) in terms of the probabilities of rule antecedents,
consequents and bases are, in fact, canonical. Then we proposed representative rule
templates as a representation of association rules satisfying multiple evaluation criteria
expressible in terms of canonical measures. We proved that this representation allows
deriving all and only association rules strong with respect to a given set of criteria
based on canonical measures. We proved a number of properties of rule templates. In
particular, we derived the formula determining the number of association rules covered
by a rule template. The found formula suggests that representative rule templates can be
a very concise representation of strong association rules. By means of an example, we
showed that a single rule template may represent thousands of not less strong asso-
ciation rules.
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Abstract. Nowadays, Depth Learning with Convolution Neural Networks
(CNN) has become a well known method in object recognition task to generate
descriptions and classify learned features and gradually took over. There are few
CNN applied studies on leaves recognition and classifier task that mainly use the
existing CNN architecture and pre-trained models. This paper proposes a CNN
model for leaves classifier based on thresholding leaf pre-processing extract vein
shape data and augmenting training data with reflection and rotation of the image.
Preprocessing to reduce the storage capacity of data and increases the computa-
tional efficiency of the model. This model was experimented on collector leaves
data set in the Mekong Delta of Vietnam, the Flavia leaf data set and the Swedish
leaf data set. The classification results indicate that the proposed CNN model is
effective for leaf recognition with an accuracy greater than 95%.

Keywords: Depth learning � Convolution neural network
Image segmentation � Leaf classification

1 Introduction

Image classification task is usually based on features engineering such as SIFT, HOG,
SURF,… combined with a learning algorithm in these features engineering spaces such
as SVM, Neuron, KNN… This leads to the efficiency of all approaches that depend
heavily on predefined features. Image features engineering itself is a complex field,
needed to be changed and revisited at hand for each problem or data set involved.

Today, with the development of neural networks, neural network architecture has
been used as an effective solution to extract high level features from data. Deep
Convolutional Neural Networks architectures can accurately portray highly abstract
properties with condensed data, while preserving the most up-to-date characteristics of
raw data. This is beneficial for classification or prediction. In recent times, CNN has
emerged as an effective framework for describing features and identities in image
processing. CNN can learn basic filters automatically and combine them hierarchically
to describe underlying concepts to identify patterns. CNN does not need computation
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features engineering. It takes time and effort. The generalization of the method makes it
a practical and scalable approach to the various application problems of classification
and recognition.

In 2000, Oide and Ninomiya [1] used neural networks to classify soybean leaves
using a Hopfield network and a simple perceptron. In 2001, Soderkvist [2] used leaf
morphology to train back propagation neurons to classify 15 plants in Sweden. This data
set used in the experiment and then become a standard data set - Swish data sets. Many
later experiments used this data set. There are studies applying deep architecture to image
recognition in advance. Krizhevsky et al. [3] has used Deep Convolutional Neural Net-
works for ImageNet and their research results have created a new rush for depth learning.

Several publications have suggested the use of CNN in leaf classification in recent
years. Jassmann et al. [4] develops an application for classifying plants, based on leaf
images. The system uses a CNN in a mobile application for mobile phones to cate-
gorize the nature of the leaf, trained with the ImageCLEF data set. The proposed
architecture consists of a convoluted layer, followed by a composite layer and two fully
connected layers applied to the 60 � 80 pixel input image. Wu et al. proposed a
simplified version of AlexNet for leaf recognition [5]. They have used parametric linear
units (PReLU) instead of ReLU. In [6] He et al. proposed a one-to-one connection,
named Single Connector (SCL), added to the proposed CNN architecture to create
some improvements. This method has been tested on the ICL leaf database and the
results reflect an increase in accuracy.

Plant disease identification includes the processing of leaf recognition. Sladojevic
et al. [7], have been interested in a new method for developing a disease-identification
model based on leaf classification of images, using CNN. The developmental model
was able to recognize 13 healthy plant leaf diseases, with the ability to discriminate
leaves from the surrounding environment.

In this study, we approached leaf-based visual recognition based on the vein’s
morphology using the depth learning model. Specifically, Convolutional Neural Net-
work (CNN) is one of the advanced depth learning models that helps us build intel-
ligent systems with high precision as present. Our model implemented is depicted in
Fig. 1, the initial image is well-adapted to reduce the amount of unnecessary color
information and clarify the vein characteristics then using depth learning neural net-
work for classification.

The rest of the paper is organized as follows. In Sect. 2: neural networks and CNN.
In Sect. 3: CNN models for leaves recognition. In Sect. 4: experiments. In Sect. 5:
conclusions.

Fig. 1. Our scheme implementation
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2 Convolution Neural Network (CNN)

2.1 Artificial Neural Networks

Neural networks are inspired by biological neural systems. The basic computational
unit of the brain is a neuron and they are connected with synapses.

In the neural network computational model, the signals that travel along the axons
(e.g., �0) interact multiplicatively (e.g., w0 � 0) with the dendrites of the other neuron
based on the synaptic strength at that synapse (e.g., w0). Synaptic weights are learnable
and control the influence of one neuron or another. The dendrites carry the signal to the
cell body, where they all are summed. If the final sum is above a specified threshold,
the neuron fires, sending a spike along its axon. In the computational model, it is
assumed that the precise timings of the firing do not matter and only the frequency of
the firing communicates information. Based on the rate code interpretation, the firing
rate of the neuron is modeled with an activation function f that represents the frequency
of the spikes along the axon. A common choice of activation function is sigmoid. In
summary, each neuron calculates the dot product of inputs and weights, adds the bias,
and applies non-linearity as a trigger function (for example, following a sigmoid
response function).

A CNN is a special case of the neural network described above. A CNN consists of
one or more convolutional layers, often with a subsampling layer, which are followed
by one or more fully connected layers as in a standard neural network.

A neural network is a system of interconnected artificial “neurons” that exchange
messages between each other. The connections have numeric weights that are tuned
during the training process, so that a properly trained network will respond correctly
when presented with an image or pattern to recognize. The network consists of multiple
layers of feature-detecting “neurons”. Each layer has many neurons that respond to
different combinations of inputs from the previous layers. As shown in Fig. 2, the
layers are built up so that the first layer detects a set of primitive patterns in the input,
the second layer detects patterns of patterns, the third layer detects patterns of those
patterns, and so on. Typical CNNs use 5 to 25 distinct layers of pattern recognition.

Fig. 2. An artificial neural network [8]
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2.2 Convolution Neural Network Structure

The convolution neural network has these components:

• Convolution layer, the convolution operation extracts different features of the input.
The first convolution layer extracts low-level features like edges, lines, and corners.
Higher-level layers extract higher-level features.

• Non-linear layers, Neural networks in general and CNNs in particular rely on a
non-linear “trigger” function to signal distinct recognition of likely features on each
hidden layer. CNNsmay use a variety of specific functions such as rectified linear units
(ReLUs) and continuous trigger (non-linear) functions to efficiently implement this
non-linear triggering.AReLU implements the function y = max(x,0), so the input and
output sizes of this layer are the same. ReLU functionality is illustrated in Fig. 3.

• The pooling/subsampling layer reduces the resolution of the features. It makes the
features robust against noise and distortion.

• Fully connected layers are often used as the final layers of a CNN. These layers
mathematically sum a weighting of the previous layer of features, indicating the
precise mix of “ingredients” to determine a specific target output result. In case of a
fully connected layer, all the elements of all the features of the previous layer get
used in the calculation of each element of each output feature.

Training is performed using a “labeled” data set of inputs in a wide assortment of
representative input patterns that are tagged with their intended output response.
Training uses general-purpose methods to iteratively determine the weights for inter-
mediate and final feature neurons. Figure 4 demonstrates the training process at a block
level.

Fig. 3. Pictorial representation of ReLU functionality

Fig. 4. Training of neural networks [9]
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3 Develop CNN Models for Leaves Recognition

3.1 Extract Leaf Vein Shape

The input data of the model is the image, which normally has three RGB channels.
However, in order to reduce the storage capacity, extract vein morphology for network
training, we propose to extract vein morphology to the remaining one channel input,
which will reduce the number of the weight value (associated with the two remaining
channels) that the network must learn.

To perform extract leaf vein shape, the image segmentation process involves
converting the image to grayscale, and then using adaptive thresholding techniques to
segment the image and extract the vein leaf image.

There are many image processing techniques used to segment the image, many
researched extracted vein morphology from images obtained by the camera and using
Gabor filters, Colony filters, thresholds, independent component analysis,…

We use adaptive local threshold algorithm that decouples object from background
with heterogeneous illumination produces a binary image with adjacent thresholds is
the mean (ws) - C, ws is the neighborhood size, C is the constant, in this study we use
ws = 10 and C = 0.2, these two results in low noise picture most from images in our
experiments. Figure 5, presentation of a result illustrating adaptive local threshold.

3.2 The CNN Model Classifies Leaves

In the Fig. 6, L1, L2 model, each phase include three transformations. First, the con-
volution between the input image and n filters (we set n = 100 at L1, n = 250 at L2) is
5 � 5 size. Each filter has a limit size related to a receiving field (5 � 5) in the input
image. For each convolution filter generates a feature map. The second transformation
is a non-linear function used for all feature maps. We use the ReLU function. Finally,
there is a subsampling transformation. In this transformation, each map is divided into a

Fig. 5. Illustrated image with adaptive local threshold to mean (10), C = 0.2

Fig. 6. CNN model for leaves recognition
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set of non-overlapping 5 � 5 square fields, from each point in that field, which retains
only the maximum value (or Max Pool).

The CNN model shown in Fig. 6 have layers that include:
[Conv1 - ReLu - Max pool] ! [Conv2 - ReLu - Max pool] ! [Conv3 -

ReLu] ! [Conv4 ! FC] ! Softmax.
L3, L4 are two convolutional layers to create a fully-enclosed class of filter sizes of

1 � 1 according to Matconvnet’s convention [11]. Finally in the network is a softmax
function. It returns the estimated probability of each class, for a particular sample. This
layer is fully connected to all the output feature maps of the final convolution layer.

A summary of the network parameters is detailed in Table 1.

The training network updates the network of parameters model. The parameters
were optimized using Stochastic gradient descent (SGD) that in contrast performs a
parameter update for each training.

4 Experiment and Results

4.1 Experiment Data Sets

In order to test the performance of the vein morphology classification system, we
selected three standard sets:

• Flavia data set [12]: This data set contains 1907 leaf images of 32 different species
and 50–77 images per species. Those leaves were sampled on the campus of the
Nanjing University and the Sun Yat-Sen arboretum, Nanking, China. Most of them
are common plants of the Yangtze Delta, China. The leaf images were acquired by
scanners or digital cameras on plain background. The isolated leaf images contain
blades only, without petioles.

• Swedish leaf data set [2]: The Swedish leaf data set has been captured as part of a
joined leaf classification project between the Linkoping University and the Swedish
Museum of Natural History. The data set contains images of isolated leaf scans on

Table 1. Summary of network parameters

Input Output Parameters

Name Width Height Depth nfilter Filtersize Stride Pad Width Height Depth Size Weights Biases Total

Input 160 160 1 25.600

Conv1 160 160 1 100 5 2 0 2.5 2.6

pool1 78 78 100 5 2 0 37 37 100 136.900

Conv2 37 37 100 250 5 2 0 17 17 250 72.250 625 250 625.25

pool2 17 17 250 5 2 0 7 7 250 12.250

conv3 7 7 250 100 5 2 0 2 2 100 400 625 100 625.1

conv4 2 2 100 52 2 1 0 1 1 52 52 20.8 52 20.852

Softmax 1 1 52 1 1 52 52

Total 1.273.802
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plain background of 15 Swedish tree species, with 75 leaves per species (1125
images in total). This data set is considered very challenging due to its high
inter-species similarity.

• Mekong leaf data set: this data set was collected by us during the study, in the
provinces of the Mekong Delta in Vietnam. Images were taken with a leaf camera in
the field on a white background with natural light, and include 52 common trees
such as fruit trees, wood trees, medicinal plants, ornamental plants… each with 47–
110 images, total 3,921 images.

4.2 Augmentation Data

To limit over-model phenomena of the model due to insufficient data. Augmentation
data is an effective solution. We increase number of training images by creating three
copies of each image after reflection and rotation.

Thus, each original image creates three image augmentation. Data partitioned for
experiment is shown in Table 2.

In this study, the input data of model is scanned or taken from leaves of the trees,
data is classified into three categories: RGB, graycale and threshold images extract
veins morphology, then model the training on these volumes to compare the results.
The experimental process is as follows:

• Data preprocessing: each data set is divided into three categories: RGB, Graycale,
Subdivision.

• Standardized image size: After preprocessing, the image resizes to 160 � 160px to
match the input of the network.

• Image Partition: Each categories is partitioned as shown in Table 2 for experi-
mental purposes.

• Initialization parameter:
– Learning rate: set to 0.0001 (greater than fast convergence network but not very

good error rate, smaller than slow convergence network).
– Weight Decay constant (anti-overfitting) = 0.0005;
– Momentum constant = 0.9.

The above constants are chosen based on experimental results for proposed model
by trial and error Method. Training time depends on computer resources with GPU or
CPU, matlab software and Matconvnet tool.

Table 2. Partition data

Data set Number layers Number samples Train Val Test
60% Augmentation 20% 20%

Flavia 32 1.907 1.145 4.580 381 381
Swedish 15 1.125 900 3.600 225 225
Mekong 52 3.921 2.353 9.412 784 784
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4.3 Experiment Results

The experiment results are aggregated into each test data set and detail in Tables 3, 4
and 5.

From the experiment results in Tables 3, 4 and 5, we have following comments:

• The model error rate and test test on RGB data gives better results. However, the
storage and training time is longer. On data thresholds that store little data and fast
training networks, results equivalent (or less negligible). Augmentation data
improves network efficiency, both in terms of model error rate and recognition rate.

• Random partition of data set as 60% train, 20% val, 20% test of the network give
results equivalent compare to 5 fold partition on the Swedish data set. For the Flavia
and Mekong data set, 5 fold partition has lower performance network. This happens
probably due to data sets have unequal data in each layer.

Table 3. Experiment results of models on the Swedish data set

Swedish (15 layers) Model error/Accuracy test set
Rate
Train/Val/Test

Augmentation RGB Gray Subdivision threshold

60-20-20 No 4.89/94.22 5.33/94.66 4.00/96.00
60-20-20 Yes 1.33/95.11 8.00/92.44 2.67/96.44
5 fold No 3.89/94.93 6.67/93.2 4.51/94.93
5 fold Yes 2.26/95.33 7.79/93.46 3.89/95.6

Table 4. Experiment results of models on the Flavia data set

Flavia (32 layers) Model error/Accuracy test set
Rate
Train/Val/Test

Augmentation RGB Gray Subdivision threshold

60-20-20 No 10.57/91.05 10.79/88.13 11.05/86.36
60-20-20 Yes 6.44/90.76 7.63/90.59 7.63/95.11
5 fold No 10.78/71.54 12.98/68.78 9.91/72.1
5 fold Yes 7.84/75.59 10.22/72.30 8.53/77.85

Table 5. Experiment results of models on the Mekong data set

Mekong (52 layers) Model error/Accuracy test set
Rate
Train/Val/Test

Augmentation RGB Gray Subdivision threshold

60-20-20 No 14.08/87.26 20.54/75.75 10.45/82.47
60-20-20 Yes 7.75/92.56 11.93/82.95 7.27/92.07
5 fold No 16.88/77.73 23.56/71.05 13.05/82.49
5 fold Yes 10.16/86.21 16.17/79.91 8.73/88.42
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Comparisons of the results were compiled in [13] with the method of leaves
recognition on the Swedish and Flavia data sets in the following Tables 6 and 7. Here,
the accuracy is (Number of correct identities/Total leaf of test set) � 100%.

From experiment results with Swedish and Flavia data sets, we can confirm that the
CNN-based neural network depth model, which we propose, works very well on
classification problem of leaves based on the shape of veins (vein morphology). This
result once again confirms the effectiveness and simplicity of the CNN depth geometry
model for real-world problems with large data. The recognition process is done by
simply building the model and determining the appropriate parameters. The effec-
tiveness of the classification process, recognition is no longer too dependent on finding
and identifying image features, a process that takes a lot of time and effort.

Table 6. Comparison of results of leaves recognition methods on the Swedish data set

Descriptor Feature Classifier Accuracy

Our method Shape + vein CNN 96.44
IDSC Shape SVM 93.73
IDSC Shape k-NN 94.13
TOA Shape k-NN 95.20
TSL Shape k-NN 95.73
TSLA Shape k-NN 96.53
LBP Shape SVM 96.67
I-IDSC Shape 1-NN 97.07
MARCH Shape 1-NN 97.33
DS-LBP Shape + texture Fuzzy k-NN 99.25

Table 7. Statistical results of leaves recognition methods on the Flavia data set

Descriptor Feature Classifier Accuracy

Our method Shape + vein 95.11
HOG Shape 84.70
SIFT Shape 87.50
SMSD, Avein=Aleaf Shape + vein PNN 90.31
SMSD, FD, CM Color + shape k-NN, DT 91.30
SMSD Shape PNN 91.40
SMSD, CM Shape + color RF (k-NN, NB, SVM) 93.95
SMSD, Avein=Aleaf Shape + vein SVM (k-NN) 94.50
SIFT Shape SVM 95.47
SURF Shape SVM 95.94
SMSD, FD Shape BPNN 96.00
SMSD, CM, GLCM,
Avein=Aleaf

Shape + color +
texture + vein

SVM 96.25
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5 Conclusion

In this study a novel CNN architecture was proposed for leaf classification task. The
model is based on 160 � 160 adaptive threshold images input that obtained from
Swedish, Flavia, Mekong leaf dataset. The effect of horizontal reflection and rotation
augmentation of data sets is also to further improve the results. The results showed that
the proposed architecture for CNN-based leaf classification closely competes with the
latest extensive approaches on devising leaf features and classifiers.

In future research, we improve the back propagation algorithm by combining other
methods such as genetic algorithms, fuzzy logic, extensive study of network archi-
tectures and training algorithms, …

Change the ReLU transfer function with a more flexible function for each class
such as ELU (Exponential Linear Unit)… for better training results. The problem of
normalizing the size of the subject needs further research to increase its effectiveness on
the large and small object images.
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Abstract. In this paper, we propose using dynamic ensemble selection
(DES) method on ensemble generated based on random projection. We first
construct the homogeneous ensemble in which a set of base classifier is obtained
by a learning algorithm on different training schemes generated by projecting the
original training set to lower dimensional down spaces. We then develop a DES
method on those base classifiers so that a subset of base classifiers is selected to
predict label for each test sample. Here competence of a classifier is evaluated
based on its prediction results on the test sample’s k� nearest neighbors
obtaining from the projected data of validation set. Our proposed method,
therefore, gains the benefits not only from the random projection in dimen-
sionality reduction and diverse training schemes generation but also from DES
method in choosing an appropriate subset of base classifiers for each test sample.
The experiments conducted on some datasets selected from four different
sources indicate that our framework is better than many state-of-the-art DES
methods concerning to classification accuracy.

Keywords: Ensemble method � Random projection
Multiple classifiers system � Dynamic ensemble selection

1 Introduction

In designing of an ensemble, there are three phases to be considered namely generation,
selection, and combination. In the first phase, the learning algorithm(s) learn on the
training set(s) to obtain base classifiers. In the second phase, a single classifier of a
subset of the best classifier is selected. In the last phase, the decisions made by clas-
sifiers of the ensemble are combined to obtain the final one [1].

Homogeneous ensemble methods like Bagging [2] and Random Subspace [3] focus
on the generation phase in which these methods concentrate on generating new training
schemes from the original training set. In 1984, Johnson and Lindenstrauss (JL)
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introduced an extending of Lipschitz continuous maps from metric spaces to Euclidean
spaces as well as the JL Lemma [4]. The lemma begins with a linear transformation
(known as a random projection) from a p-dimensional space R

p (called up space) to a
q-dimensional space R

q (called down space). Due to the unstable property, random
projections have used to construct the homogeneous ensemble [5].

In this study, we first employ random projection to generate the homogeneous
ensemble system to solve the classification tasks. In detail, the original training set is
projected to many down spaces to generate new training schemes. Due to the unstable
property of random projection in which the generated training scheme is different to
original training set as well as the other schemes, a learning algorithm can learn on
these schemes to obtain the diverse base classifiers. We then consider the selection
phase by selecting a subset of classifiers (also called ensemble of classifies or EoC)
associated with some random projections to predict class label. Here we propose using
a DES method [1, 6] to the random projection-based ensemble in which instead of
using all base classifiers for the prediction, only a subset of them is selected to predict
the class label for a specific test sample. The selection is based on the neighborhood of
the test sample belonging to the validation set in the local region of the projected
feature space. The merits of our work lie in the following: to the best of our knowledge,
this is the first approach to dynamically select EoC associated with random projections
to predict class label for each sample.

The paper is organized as follows. In Sect. 2, random projections and dynamic
classifier/ensemble selection are introduced. In Sect. 3, the proposed method based on
the combination of random projection and DES is proposed. Experimental results are
presented in Sect. 4 in which the results of the proposed method are compared with
those produced by some benchmark algorithms on 15 selected datasets. Finally, the
conclusions are presented in Sect. 5.

2 Related Methods

2.1 Random Projection

Given a finite set of p-dimension data D ¼ x1; x2; . . .; xnf g � R
p, we consider a linear

transformation T : Rp ! R
q : Z ¼ T D½ � ¼ z1; z2; . . .; znf g � R

q and zi ¼ T xið Þ. If the
linear transformation T can be represented in the form of matrix R zi ¼ T xið Þ ¼ Rxið Þ
so that if each element of the matrix is generated according to a specified random
distribution, T is known as a random projection. In practice, the random projection is
simply obtained by using a random matrix R ¼ 1=

ffiffiffi
q

p
rij

� �
of size p� qð Þ, where rij

are random variables such that E rij
� � ¼ 0 and Var rij

� � ¼ 1. Several forms of R are
summarized in [7] in which Plus-minus-one and Gaussian are the most popular random
projections.

Random projections are useful in dimension reduction since the dimension of the
down space can be chosen to be lower than that of up space, i.e., q\p. Comparing to
Principle Component Analysis (PCA), the directions of random projection are inde-
pendent of the data while those of PCA are data-dependent and generating the principle
components is computationally expensive compare to generating the random matrix in
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random projection [8]. Furthermore, Fern and Brodley [5] indicated that random
projections are very unstable since the dataset schemes generated from an original data
source based on random matrices are quite different. This property is important since
other sampling methods like bootstrapping only generate slightly different dataset
schemes. Thus an ensemble system based on a set of random projections offers a
potential for increased diversity. Until now, random projection has been extensively
studied and applied to many areas, for example dimensionality reduction in analyzing
noisy and noiseless images, and information retrieval in text documents [8], sparse
random projection to approximate the X 2 kernel [9], in supervised online machine
learning [7, 10], and in analyzing clusters [11].

2.2 Dynamic Ensemble/Classifier Selection

In the selection phase of multiple classifier systems, a single classifier or an EoC can be
obtained via static or dynamic approach. While in static approach, the selection is
conducted during the training process and then the selected classifier or EoC is used to
predict the label of all test sample, the dynamic approach works on the classification
process by selecting a different classifier or different EoC for each test sample. We
distinguish dynamic classifier selection (DCS) and DES term in which DCS techniques
select only one classifier while DES techniques select an EoC for each test sample.
Recent research on dynamic selection approaches shows its advantages for classifi-
cation problems [12].

In dynamic selection approach, we first need to evaluate the competence of each
base classifier from the pool of classifier and then select only the most competent or
ensemble containing the most competent classifiers to classify each specific test sam-
ple. Here the competence is computed according to some criteria on the samples in the
local region of feature space which can be defined by k-nearest neighbor techniques (in
MCB [13], MLA [14], KNOP [15], META-DES [6], KNORA-Union [16], DES-FA
[17]), clustering techniques [18], and potential functions (in DES-RRC [19], DES-KL
[20], DES-P [20]). The selection criteria includes the accuracy of base classifiers in the
local region [16], or meta-learning [6], or probabilistic-based models by considering
posterior probability of the classifier on the neighbors of each test sample [19, 20].

3 Proposed Method

In this paper, we propose an ensemble system for label prediction using KNORA
Union [1, 16] method and random projections. The survey in [1] shows that simple
DES method like KNORA Union is competitive to many more complex methods.
Meanwhile, the random project is advantageous in the homogeneous ensemble gen-
eration. In detail, in the training process, K random matrices of size ðp� qÞ denoted by
Rj ðj ¼ 1; . . .;KÞ are generated. The new K training schemes Zj of size ðN � qÞ (N is
the number of training observations) and then are generated from the original training

set D of size ðN � pÞ though the projection D!Rj
Zj given by:

578 M. T. Dang et al.



Zj ¼ DRj
� �

=
ffiffiffi
q

p ð1Þ

The ensemble of classifiers BCj j ¼ 1; . . .;Kð Þ is constructed by a learning algo-
rithm K on training schemes Zj. As random projection often generates significantly
different training schemes from original training set [5, 7, 10], the system diversity is
ensure. In DES, each test sample is predicted by selected EoC; and the EoCs for two
different test sample may be different. In general, we define the credit of a base
classifier on a sample.

Definition 1: The credit of a base classifier BCj on a sample x denoted by wj xð Þ is the
number of times the prediction of BCj on x used in the combining algorithm.

We propose using KNORA Union to our system to find the credit of base classifiers
on each test sample. The idea of the method is based on the prediction results of base
classifiers on the neighbors of each test sample. In this study, instead of getting the
neighbors from the validation set, we consider the neighbors in the projected schemes
of validation set. Specifically, the validation set V is projected to the down spaces as:

Vj ¼ VRj
� �

=
ffiffiffi
q

p ð2Þ

Denote kNNj xuð Þ as the k-nearest neighbors of an test sample xu in Vj. We select
base classifiers for xu based on their prediction results on kNNj xuð Þ as if BCj gives a
corrected prediction on each observation in kNNj xuð Þ, its credit wj xuð Þ will increase by
1. Based on prediction results on all observations belonging to kNNj xuð Þ, we obtain all
wj xuð Þ j ¼ 1; . . .;K. It is noted that there is an exception in which all base classifiers
misclassify all observations in kNNj xuð Þ so that base classifiers contribute nothing to
the combination. In this case, we simply set wj xuð Þ ¼ 18j ¼ 1; . . .;K which means that
all base classifiers contribute equally to the prediction for xu.

The output of the base classifiers on xu are combined to obtain the predicted class
label. Let ymf gm¼1;...;M denotes the set of M labels, Pj ymjxuð Þ is the probability that xu

belongs to the class with label ym given by the BCj. There are two output types for xu

namely Crisp Label (returns only class label, i.e. Pj ymjxuð Þ 2 0; 1f g andP
m Pj ymjxuð Þ ¼ 1) and Soft Label (returns posterior probabilities that xu belongs to a

class, i.e. Pj ymjxuð Þ 2 0; 1½ � and P
m Pj ymjxuð Þ ¼ 1) [21–24]. In this paper, we propose

using fixed combining rules [25–27] to combine the output of base classifiers. As the
fixed combining rules apply directly to the output of base classifiers to give the pre-
diction, they are simpler and fast to build and run. Several popular fixed combining
methods are Sum, Product, Majority Vote, Max, Min, and Median [25, 26]. In this
study because base classifiers set different credits on each test sample, the forms of
fixed combining rules applied to the outputs of base classifiers are given by:
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SumRule: xu 2 yt if t ¼ arg maxm¼1;...;M

XK

j¼1
wj xuð ÞPj ymjxuð Þ ð3Þ

Product Rule: xu 2 yt if t ¼ arg maxm¼1;...;M

YK

k¼1
wj xuð ÞPj ymjxuð Þ ð4Þ

MaxRule: xu 2 yt if t ¼ arg maxm¼1;...;M maxj¼1;...;K wj xuð ÞPj ymjxuð Þ ð5Þ

MinRule: xu 2 yt if t ¼ arg maxm¼1;...;M minj¼1;...;K wj xuð ÞPj ymjxuð Þ ð6Þ

Median Rule: xu 2 yt if t ¼ arg maxm¼1;...;M medianj¼1;...;K wj xuð ÞPj ymjxuð Þ ð7Þ

Majority Vote Rule: xu 2 yt if t ¼ arg maxm¼1;...;M

XK

j¼1
wj xuð ÞDjm

Djt ¼ 1 if t ¼ arg maxm¼1;...;M Pj ymjxuð Þ
0 otherwise

�
ð8Þ

Training set 

Scheme 1 Scheme

1

Validation set 

Scheme 1 Scheme Test sam
ple1

1

1

Fig. 1. The process to find the credits of base classifiers
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4 Experimental Studies

4.1 Datasets and Settings

We evaluated the proposed method on 15 datasets from UCI [28], STATLOG project
[29], Knowledge Extraction based on Evolutionary Learning (KEEL) [30] and Ludmila
Kuncheva Collection of real medical data (denoted by LKC) [31]. Information about
the datasets is summarized in Table 1.

Algorithm: DES with Random Projections-based ensemble
Training Process
Input: Training set: , Validation set: , Dimension of 

down space: , number of projections: , learning 
algorithm:

Output: Base classifiers: , Validation schemes , and 
random matrices: , (
For =1 to 
      Generate random matrix ;
      Get schemes  by (1) 

 = Learn( );
      Get validation scheme  by (2) 
End
Return , , and 

Classification process
Input Test sample , , , and 
Output Predicted class label for 

For =1 to 
;

End For
For =1 to 
     Find  in 
     For each  in 
         For =1 to 
             Predict label  for  by ;
             If ( == )

 =  +1; 
             End 
         End 
     End 
End
If( ==0 )

=1 ;
End
Predict using a fixed combining rule (3)-(8);
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We performed extensive comparison study with several well-known algorithms to
validate our approach. In this study, we compared with several well-known DES
methods namely MCB [13], MLA [14], KNOP [15], META-DES [6], DES-FA [17],
DES-RRC [19], DES-KL [20], and DES-P [20]. The experiments concerning to those
methods and the proposed method are conducted the same as experiments in [6, 12]
(the value of k is set to 7). For the proposed method, we used C4.5 learning algorithm
as the learning algorithm on 200 new training schemes to construct 200 base classifiers
[7, 10, 21]. The new training sets were generated by using Gaussian-based random
projections [7, 10] in which q was set as q ¼ 2� log2 pð Þ. We used Sum Rule to
combine the results of EoC on each test sample.

We used Friedman test [32] to assess the statistical significance of the classification
results of multiple methods on multiple datasets. Here we test the null hypothesis that
“all methods perform equally” on the test datasets. If the null hypothesis is rejected, a
post-hoc test is then conducted. In this paper, we used Shaffer’s procedure for all
pairwise comparisons [32]. The difference in the performance of two methods is treated
as statistically significant if the p-value computed from the post-hoc test statistic is
smaller than an adjusted value of confident level computed from Shaffer’s procedure
[32]. We set the confident level a to 0.05.

4.2 Comparing to Benchmark Algorithms

The experimental results of the benchmark algorithms and the proposed method are
shown in Table 2. The proposed method obtains the best classification result in 10
datasets. On some datasets, the accuracy of the proposed method is significantly better

Table 1. Information of datasets in evaluation

Datasets # of
features

# of
observations

# of
classes

Source

Pima 8 768 2 UCI
Bupa 6 345 2 UCI
Wdbc 30 568 2 UCI
Blood 4 748 2 UCI
Sonar 60 208 2 UCI
Ionosphere 34 315 2 UCI
Vertebral 6 310 2 UCI
Waveform without noise
(WwtN)

21 5000 3 UCI

Ecoli 7 336 8 UCI
Glass 9 214 6 UCI
Thyroid 3 215 3 LKC
Satimage 19 6435 7 STATLOG
Phoneme 6 5404 2 KEEL
Monk2 6 4322 2 KEEL
Mammographic 5 961 2 KEEL
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than the best result of all benchmark algorithms, for example on Sonar (88.50 vs. 80.77
of DES-RRC), Ionosphere (96.30 vs. 89.94 of META-DES), and Phoneme (96.22 vs.
81.64). For the remaining five datasets, the difference between the accuracy of the
proposed method and the best results are not significant except for two datasets, namely
Pima (77.87 vs. 79.03 of META-DES) and Bupa (68.53 vs. 70.08 of META-DES).

Figure 2 shows the average rankings of the benchmark algorithms and the proposed
method. It can be seen that the proposed method is ranked first (1.47), followed by
META-DES (3.13) and DES-RRC (3.3). We conducted the Friedman test base on the
rankings of the top five performing algorithms, i.e., DES-RRC, META-DES, DES-KL,
DES-P, and the proposed method. In this case, the p-value computed by Friedman test
is 1.44E-5. We rejected the null hypothesis of Friedman test and conducted the
post-hoc test for all pairwise comparisons among those methods. From the Shaffer’s
test results shown in Table 3, the proposed method is better than all four benchmark

Table 2. Mean of accuracy of benchmark algorithms and the proposed method

Database DES-FA MLA MCB KNOP DES-RRC META-DES DES-KL DES-P Proposed
method

Pima 73.95 77.08 76.56 73.42 77.64 79.03 77.97 76.87 77.87

Bupa 61.62 58 58 65.23 68.01 70.08 67.11 67.46 68.53

Wdbc 97.88 95.77 97.18 95.42 96.94 97.4 97.13 96.78 97.61

Blood 73.4 76.06 73.4 77.54 78.02 79.14 78.83 77.72 79.82
Sonar 78.52 76.91 76.56 75.72 80.77 80.55 78.15 79.49 88.50
Ionosphere 88.63 81.81 87.5 85.71 88.8 89.94 88.42 88.42 96.30
Vertebral 82.05 77.94 84.61 86.98 86.76 86.89 84.19 86.76 86.93

WwtN 84.01 79.95 78.75 84.21 84.63 84.56 84.61 84.59 86.88
Ecoli 75.29 76.47 76.47 80 80.66 77.25 79.95 79.83 82.12
Glass 55.32 57.6 67.92 62.45 66.04 66.87 63.32 63.13 67.93
Thyroid 95.37 94.79 95.95 95.95 97.61 96.78 97.04 96.98 97.89
Satimage 93 93.28 95.86 95.86 96.38 96.21 96.2 96.22 96.52
Phoneme 79.06 64.94 73.37 78.92 74.65 80.35 77.13 81.64 96.22
Monk2 75.92 75.92 74.07 80.55 80.98 83.24 80.85 79.93 87.44
Mammographic 80.28 75.55 81.25 82.21 85 84.82 84.12 84.98 84.89

*The best results for each dataset are highlighted in bold

6.87
7.97

6.97
6.2

3.3
3.13

4.57
4.53

1.47

DES-FA
MLA
MCB

KNOP
DES-RRC

META-DES
DES-KL

DES-P 
Proposed Method

Fig. 2. Average ranking of all methods
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algorithms. It shows the advantages of combining random projection and DES in a
building a high-performance ensemble method.

5 Conclusion

We have introduced a novel ensemble by using two techniques DES and random
projection to generate a single system. At first, original training set is projected to K
down spaces to generate K training schemes. A learning algorithm will learn on these
schemes to obtain K associated base classifiers. Validation set is also projected to the K
down spaces so as to be used for DES in classification process. In classification
process, a test sample is first projected to each of the down spaces. We determine how a
base classifier be selected based on its prediction outcomes on the neighbors of each
projected schemes of validation set. The experiments conducted on 15 datasets show
that our framework is better than many of the state-of-the-art dynamic classifier/
ensemble selection methods concerning to classification accuracy. In the future, the
model can be extended to incrementally deal with stream data [33].
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Abstract. Clustering ensemble methods have received much attention for better
clustering quality and robustness as they can exploit the knowledge discovered in
their base clusterings. In order to obtain better clusterings on educational data, in
this work, we propose a novel clustering ensemble method as the first ensemble-
based solution to an educational data clustering task. Different from the existing
ensemble methods, our method is based on a weighted object-cluster association
matrix. We define this association matrix as a synthesis of the base clusterings. It
can capture not only the inherent structure of the data via base clusterings but also
the discrimination between the objects via their cluster representatives. As a
result, our method effectively groups the students into the clusters each of which
have the most similar students based on study performance. This is confirmed by
better Normalized Mutual Information values from the experiments on the real
educational data sets and the popular Iris data set.

Keywords: Educational data clustering � Clustering ensemble
Co-association matrix � Weighted object-cluster association
K-means � Spectral clustering

1 Introduction

Educational data mining has been of interest due to its capability to discover knowl-
edge hidden in educational data worldwide. Separating clusters of the most similar
objects is a kind of knowledge expressed in inherent structures in the data. In the
educational domain, such knowledge is widely examined with different clustering tasks
for similar student behaviors [2], similar profiles [3], similar performance [8, 9], etc.
Although a lot of works have been proposed for such knowledge as a few listed, how
good the resulting clusters are questioned because of the use of many fundamental
clustering algorithms and few reports on their quality exist. At this moment, k-means is
one of the most widely-used algorithms in the educational data mining area. It was
employed in [2–4, 8] either directly or indirectly. However, we are aware of the
Partitional Segmentation algorithm in [7] and the FANNY and AGNES algorithms in
[9]. In addition, a comprehensive study on an educational clustering task is needed
upon the support required for the students at each institution. Therefore, in this paper,
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our work is dedicated to this performance-based student clustering task in order to
bring a new solution to the task for the discovered clusters of higher quality.

Nowadays, it is not hard to obtain a clustering on a data set withmany popular existing
algorithms such as: k-means, fuzzy c-means, spectral clustering, Self-Organizing Map,
etc. Each single clustering algorithm has its own strengths and weaknesses. Although
efficient and effective in some cases, k-means is influenced by the existence of noises and
only its intra-cluster compactness is taken into account. Consequently, it can achieve the
quality of the clusters to some certain extent. On the other hand, ensemble methods have
been considered as a new recent trend in clustering for better clusters, more robustness,
and knowledge reuse [15, 18]. Nevertheless, none of the existingworks in the educational
data mining area has approached the clustering task with ensemble clustering. In contrast,
we propose a clustering ensemble method on educational data for the clusters of higher
quality in a more efficient and effective manner.

For ensemble clustering, we reviewed some methods in [5, 6, 10, 12–14, 16, 17].
First of all, [5] provided an embedding-based approach to obtain a median con-

sensus clustering. This approach is interesting with no predefined k desired clusters but
did not examine the details of each base clustering when embedding the base clus-
terings in a vector space and treating each of them as a point in that space.

Based on a co-association matrix, i.e. an object-object association matrix, showing
the co-occurrence of the objects in the same cluster, [6, 14, 17] have proposed several
ensemble methods different from each other in processing each base clustering to add
more information into each cell value of the co-association matrix or add weights into
the objects. [14] calculated a weight of each object to reflect how confusingly the object
is distinguished from the others all over the base clusterings. Their approach can
consider the relationship between the base clusterings from the perspective of their
agreements on clustering each object; but didn’t examine the details of each cluster.
With more details, [17] defined a two-level refined co-association matrix. Each cell
value was computed by integrating the information at the data point level based on
pair-wise Euclidean distances and at the cluster level based on cluster stability. This
value had some behind assumptions about the data distribution and decreased the
contribution of the varying quality of each cluster when combining them all into a
single cell of the object-object matrix. As a more recent work, [6] had a co-association
matrix refined by locally weighting each cell value. This value is computed by esti-
mating the uncertainty of each cluster in a base clustering with respect to the entire
ensemble via a so-called ensemble-driven cluster index (ECI). The idea behind the
local weighting strategy is nice when considering the relationship between the clusters
and then integrating it into the association between the objects of the clusters.
Nonetheless, their approach didn’t detail the relationship between the objects within a
cluster. Indeed, like [14, 17], [6] integrated the ECI values over all the clusters into
each cell value of the matrix. It is wondered if such integration can reflect the varying
quality of each cluster in each base clustering using a co-association matrix. So, our
work is based on an object-cluster association matrix so that the contribution of each
cluster in a base clustering to consensus clustering can become visible and clearer.

An object-cluster association matrix, i.e. a cluster association matrix, has been used
in [10, 13, 16]. In [16], k-means-based consensus clustering was studied. k-means was
executed on this matrix taking into consideration the differences between the base
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clusterings using the user-defined weights. In [10], the authors provided an equivalent
version using weighted k-means on this matrix to reduce the complexity of spectral
ensemble clustering using spectral clustering [12] on a co-association matrix. Similarly,
[13] used k-means on the matrix instead of weighted k-means. Although these works
achieved promising results on some real-world data sets, only a binary object-cluster
association matrix was defined to show the membership/non-membership of an object
to a cluster. It is believed that final clustering with the clusters of higher quality can be
attained if more details of each cluster can be explored with this matrix.

Differently, our work defines a weighted object-cluster association matrix as a
synthesis of many base clusterings. In this matrix, discrimination between the objects
can be captured in connection with their cluster representatives while the inherent
structure of the data discovered in each base clustering can be exploited in consensus
clustering. Based on this matrix, our weighted object-cluster association-based
ensemble method, named WOCA, is proposed with the k-means algorithm [11]. As
compared to k-means, WOCA can derive the final clustering composed of the clusters
of higher quality. In addition, WOCA outperforms the existing methods based on either
a co-association matrix or a binary object-cluster association one. Its effectiveness has
been illustrated with better Normalized Mutual Information values in the various
experiments on two real educational data sets as well as on the popular Iris data set.

2 A Clustering Task for Grouping Similar Students

In the educational domain, we can get insights into our students’ study by means of the
clustering task by exploring each cluster of the similar students. Based on the
knowledge discovered, more study predictions and supports can be made for them.

In particular, each student is observed and characterized by means of the results of
all the courses he/she has studied already and also those to be studied. This manner
allows us to have every group of the students whose studies are similar to each other.
Thus, it implies every group of the students who might face the same difficulties in their
studies. Such a group helps us to know how successfully the students in the group have
studied so far towards the accomplishment of the program for graduation. In a com-
putational form, each student is represented by a vector in a p-dimensional data space.
Each element of a vector at a dimension is a grade of a subject in the program. Its value
is a positive real number in the range [0, 10]. It is supposed that we would like to
generate several clusters of n students in such a data space.

Our data clustering task on an educational data set is defined as follows.
The input is a data set D of n object vectors in a p-dimensional data space:

D ¼ fX1;X2; . . .;Xng where Xi ¼ ðVi;1;Vi;2; . . .Vi;pÞ for i = 1::n:

The output is a clustering that captures the inherent structure of the data set D in
k clusters where k is given as the number of clusters of interest. Each cluster has some
similar objects who are the students with the most similar study performance.
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As previously introduced, this clustering task is resolved by our novel clustering
ensemble method, which is proposed in Sect. 3. The ensemble method will attain the
task goal with the clusters of higher quality compared to the base clustering ones.

3 The Proposed Ensemble Method

As reviewed in [6], many various ensemble methods have been defined in three main
different approaches such as pair-wise co-occurrence-based approach, graph partitioning-
based approach, andmedian partition-based approach. [6] has also analyzed the strengths
and weaknesses of some related works with respect to equally treating the given base
clusterings and their clusters as well as the assumptions about data distributions and
access to the original data features. As for [6], a locally weighted co-association matrix
was defined with cluster uncertainty estimation based on entropy. The consensus func-
tions, locally weighted evidence accumulation (LWEA) and locally weighted graph
partitioning (LWGP), were then proposed for the final clusterings.

Different from [6] and the other works such as [5, 10, 13, 14, 16, 17], our work
follows the pair-wise co-occurrence-based approach. In particular, a weighted
object-cluster association matrix is constructed and a clustering ensemble method based
on this matrix, named WOCA, is defined for our educational data clustering task.

3.1 The WOCA Clustering Ensemble Algorithm: From Base Clusterings
to a Weighted Object-Cluster Association Matrix

Let D = {X1, X2,…, Xn} be an input data set where Xi = {vi,1, vi,2,…, vi,p}, 8i = 1..n,
n is the number of objects, p is the number of attributes. In addition, let k be the number
of desired clusters and e be the ensemble size, i.e. the number of base clusterings.
The WOCA method enables us to obtain k clusters in the final clustering after
exploiting e base clusterings. It is designed with three main phases as follows.

Phase 1. Obtain the base clusterings
Each base clustering is obtained by running k-means on the original data set with
k desired clusters. Initialization is random. The convergence is based on being
unchanged of the resulting clusters. This guarantees the minimization of the
well-known objective function of k-means:

Fr ¼
X

j¼1::k

X

i¼1::n

ci;jd
2ðXi;Cr;jÞ; 8r = 1::e ð1Þ

where ci;j is the membership of Xi to the cluster whose center (representative) is Cr,j: 1
if a member; otherwise, 0; and d(Xi, Cr,j) is a distance between Xi and the center Cr,j.

Phase 2. Construct a weighted object-cluster association matrix
Our weighted object-cluster association (WOCA) matrix, named WOCA_matrix, has
n rows corresponding to the number of objects and ek columns corresponding to the
union of all the k clusters from each of e base clusterings. Each row represents an object
in the ensemble space. Each column is connected to a cluster in a base clustering. A cell
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value at position (i,l) shows the closeness of the object Xi to the representative of the
corresponding cluster Cl, reflecting the association between an object and its cluster.
This association is weighted by the value calculated as follows:

WOCA matrix½i][1] = d(Xi;C1Þ=Radius1 ð2Þ

Radius1 ¼ maxi0 ¼ 1::n ci0;1d(Xi; ;C1Þ ð3Þ

Where d(Xi, Cl) is the distance between Xi and the cluster center Cl, Radiusl is the
maximum distance between Xi’ belonging to Cl and the cluster center Cl, and ci0;1 is the
membership of Xi’ to the cluster center Cl. If Xi also belongs to Cl, this cell value is less
than or equal to 1. Otherwise, it is greater than 1.

By means of WOCA_matrix, not only the membership of an object to a cluster but
also its degree is recorded. Such a value can be obtained from soft clustering. For
demonstration, k-means is used for its simplicity and efficiency.

Phase 3. Derive the final clustering
The final clustering is finally derived by executing k-means on WOCA_matrix for
k desired clusters. The convergence is also based on the stability of the k resulting
clusters, i.e. the minimization of the objective function of consensus clustering:

F ¼
X

j¼1::k

X

i¼1::n

ci;jd
2ðXi;CjÞ ð4Þ

where ci;j is the membership of Xi to the cluster whose center is Cj: 1 if a member;
otherwise, 0; and d(Xi, Cj) is a distance between Xi and the center Cj.

The difference between the minimization of each Fr and F is the computation of the
distance: d(Xi, Cr,j) vs. d(Xi, Cj). Each distance in Fr is computed in the original space
while F’s distance in the ensemble space. As we integrate the closeness of each object
to its base cluster in WOCA_matrix, the smaller cell value implies the more closeness,
i.e. the higher membership degree and vice versa, the lower degree for the object with
respect to the clusters to which it doesn’t belong. Therefore, if two objects have the
similar closeness values with respect to all the clusters in the base clusterings, they will
get the similar distances to a cluster center in the final clustering. For the clustering
process, they are clustered into the same group. As a result, compared to k-means on
the original data set, k-means on WOCA_matrix can achieve higher intra-cluster
similarity and higher inter-cluster dissimilarity upon its convergence.

For example, given a data set in a 2-dimensional space: D = {Xi}, i = 1..8 where
X1 = (6, 4), X2 = (3, 2), X3 = (4, 3), X4 = (10, 4), X5 = (9, 6), X6 = (8, 8), X7 = (5,
7), and X8 = (6, 9), n = 8, k = 3, and e = 2. Two base clusterings p1 and p2 are given
in Fig. 1.

The co-association matrix, binary object-cluster association (BOCA) matrix, and
our weighted object-cluster association (WOCA) matrix are presented in Tables 1, 2
and 3, respectively. It is shown that the information of our matrix is richer. Hence, it
can provide better discriminations.
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From the co-association
matrix in Table 1, no difference
can be recognized for the Eucli-
dean distance from X5 to X6 and
the one from X6 to X7:

d(X5;X6Þ ¼ 2:24while d(X6;X7Þ
¼ 2:24:

This fact might influence the
final clustering with random
choices in cluster assignment.

The same fact occurs with the binary object-cluster association matrix in Table 2:

d(X5;X6Þ ¼ 1:41while d(X6;X7Þ ¼ 1:41:

However, in consensus clustering with our matrix in Table 3, the difference can be
described:

d(X5;X6Þ ¼ 2:55while d(X6;X7Þ ¼ 2:63:

For clustering with higher intra-cluster similarity and higher inter-cluster dissimi-
larity, it is expected that X6 should belong to the same cluster as X5 while belonging to
the different cluster from X7 if the distance between X6 and X7 is large enough.

Fig. 1. Two base clusterings p1 and p2 for illustration

Table 1. A co-association matrix

X1 X2 X3 X4 X5 X6 X7 X8

X1 2 2 2 0 0 0 0 0
X2 2 2 2 0 0 0 0 0

X3 2 2 2 0 0 0 0 0
X4 0 0 0 2 2 1 0 0
X5 0 0 0 2 2 1 0 0

X6 0 0 0 1 1 2 1 1
X7 0 0 0 0 0 1 2 2

X8 0 0 0 0 0 1 2 2

Table 2. A BOCA matrix

C1,1 C1,2 C1,3 C2,1 C2,2 C2,3

X1 1 0 0 1 0 0

X2 1 0 0 1 0 0

X3 1 0 0 1 0 0

X4 0 1 0 0 1 0

X5 0 1 0 0 1 0

X6 0 0 1 0 1 0

X7 0 0 1 0 0 1

X8 0 0 1 0 0 1

Table 3. A WOCA matrix

C1,1 C1,2 C1,3 C2,1 C2,2 C2,3

X1 1.00 3.26 1.61 1.00 1.61 3.61

X2 0.86 6.40 2.60 0.86 3.22 5.81

X3 0.17 5.23 2.09 0.17 2.61 4.67

X4 2.96 1.00 2.41 2.96 1.00 5.39

X5 2.85 1.00 1.61 2.85 0.00 3.61

X6 3.19 3.00 1.00 3.19 1.00 2.24

X7 2.09 4.40 0.45 2.09 1.84 1.00

X8 3.20 4.75 0.45 3.20 1.90 1.00
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Thus, it is better for a final clustering to be derived from our matrix. Based on this
matrix, a base clustering algorithm is executed. In our work, we show a demonstration
with k-means, which is a popular, efficient, and distance-based algorithm.

3.2 Characteristics of the Proposed Method

Using k-means as a base clustering algorithm, our method can inherit the simplicity and
efficiency of k-means. Analyzed below, our method is more efficient in terms of space
and time in comparison with the existing methods based on the co-association matrix
and other base clustering algorithms different from k-means.

In our method, O(nek) is the size of the weighted object-cluster association matrix
while O(n2) is the size of the co-association matrix. When the ensemble size e and the
number of clusters k are fixed and often smaller than the number of the objects n, the
cost with our matrix is lower than that with the co-association matrix.

As for time complexity, k-means is famous for efficiency to create k clusters with
O(nkt) time where t is the number of iterations if there are n objects in the p-dimen-
sional space for p << n. As the weighted object-cluster association matrix is used, p in
consensus clustering is now ek, where e and k are given, normally small values as
compared to n. Thus, the time of ensemble clustering is O(nekt). We also include the
time of each base clustering which is O(nkt’). The total time is O(nekt) + eO(nkt’) �
O(nekT) where T is the maximum number of iterations. This low complexity is our
reason for choosing k-means as a base clustering algorithm of our method.

Besides, our method is more practical with only two widely-used parameters: e for
the number of base clusterings (i.e. the ensemble size) and k for the number of desired
clusters. These two parameters are ubiquitous with any existing ensemble methods.
Meanwhile, in addition to e and k, some existing works have more parameters, for
instance, [6] with ensemble-driven cluster index needs theta, [10] with spectral clus-
tering needs sigma, and [16] requires a user-defined weight for each base clustering.
Aware of the availability of hyperparameter tuning methods for choosing appropriate
values of a model parameter, we believe that the less number of parameters makes the
users more comfortable with the proposed algorithms.

Although our WOCA method is based on k-means, other partitioning-based clus-
tering algorithms can be used. In addition, it can be extended with the base clusterings
each of which has its own number of clusters. Those changes and extensions are
understandable for WOCA as it is among the most recent works considering the
difference between the objects in a single cluster of each base clustering via their
representatives and thus, better distinguishing between the objects in consensus
clustering.

4 An Empirical Evaluation

In this section, we conduct an empirical evaluation on the proposed method in com-
parison with others using some different approaches.

In particular, we use two real data sets prepared from the study results of the
fourth-year regular undergraduate students at Faculty of Computer Science and
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Engineering, Ho Chi Minh City University of Technology, Vietnam National
University – Ho Chi Minh City [1]. Their programs are Computer Science and
Computer Engineering. In addition, we choose different entrance years for data col-
lection so that the data sets can be of different sizes in different periods of time. Each
data set is labeled with three predefined classes “Graduating”, “Studying”, and
“Study-Stop” based on students’ final study performance. As a result, we get the “Year
4 CS” data set with the Computer Science program and the “Year 4 CE” data set with
the Computer Engineering program, respectively. More data descriptions are given in
Table 4.

In addition to educational data sets, we include the Iris1 data set in this empirical
study. This set has 150 objects characterized by 4 attributes, labeled with 3 classes.

For method comparison, we consider three different methods as follows:

– k-means: Proposed in [11], this is the base algorithm creating base clusterings.
– OOA ensemble (k-means): This is a popular ensemble method which executes the

k-means algorithm on an object-object association matrix, aka a co-association
matrix. This co-association matrix is obtained from the base clusterings where each
cell value (i, j) is a cumulative number of co-occurrences in the same cluster of the
two corresponding objects Xi and Xj.

– BOCA ensemble (k-means): This is an ensemble method adapted from the one
proposed in [13]. A binary object-cluster association (BOCA) matrix is formed
from the base clusterings. k-means is then run on the matrix for the final result.

All the methods are examined with the varying number e of base clusterings, i.e. the
varying ensemble size e, used for consensus clustering. In particular, e changes from 10
to 80 with a gap of 10. Each base clustering stems from the execution of k-means on an
original data set where k is 3, the number of classes. Initial clusters of each base
clustering are generated from k random objects of the data set.

For cluster validation, we use Normalized Mutual Information (NMI). The reason
for not using internal measures is that different data spaces have been created in
different manners with varying value ranges and number of dimensions. In addition, a
predefined cluster of each object is given with our data sets. Besides, NMI has been
utilized for evaluation in the existing works on ensemble clustering. Details can be
found in [6]. The larger NMI value indicates the better cluster model, i.e. the more

Table 4. Data descriptions

Data set Program Entrance
year

Number of
instances

Number of
attributes

Number of
classes

Year 4 CE Computer
engineering

2008–2009 186 43 3

Year 4 CS Computer science 2005–2008 1317 43 3

1 UCI Machine Learning Repository [http://archive.ics.uci.edu/ml].
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effective method. Above all, statistical tests with the Paired-Samples T Test method
using 95% for the confidence interval of the difference have been applied to check if all
the differences between our method and the others are statistically significant.

In the following, Table 5 presents the NMI values from the experiments on the
“Year 4 CE” data set, Table 6 on the “Year 4 CS” data set, and Table 7 on the Iris data
set. The best values are displayed in bold. For randomness avoidance in an execution of
a method, each experiment has been performed 50 times and each value shown in those
tables is then an averaged one. Due to space limitation, their corresponding standard
deviations are excluded from this section.

With these experimental results, we examine two following questions:

– Is the proposed ensemble method able to generate the cluster models of better
quality in comparison to those generated by its base clustering method?

– Is the proposed ensemble method more effective than the others with the traditional
object-object association matrix and the binary object-cluster one?

First, it is realized that our ensemble method outperforms its base clustering
method, k-means, in almost all the cases. Its effectiveness is achieved consistently with
the NMI measure on three different data sets with all the various numbers of base
clusterings in the experiments. Both the highest and lowest measure values of WOCA
are better than those of its base method. Regardless of the number of base clusterings,
the difference between WOCA and its base method is stable and clear. On average, it
can improve the base method with about 11% and 13% of NMI values for the “Year 4
CE” and “Year 4 CS” data sets, respectively. Such results show the appropriateness of
our synthesis of base clusterings. Besides, they confirm the worthiness of an ensemble
method on educational data as compared to its base method.

Table 5. NMI values on the “Year 4 CE” data set

e 10 20 30 40 50 60 70 80 Average Delta

k-means 0.45 0.46 0.47 0.44 0.44 0.46 0.45 0.45 0.45 11%
OOA 0.41 0.40 0.40 0.40 0.41 0.41 0.40 0.40 0.40 25%
BOCA 0.41 0.41 0.38 0.41 0.39 0.41 0.40 0.39 0.40 25%
WOCA 0.50 0.49 0.50 0.49 0.50 0.49 0.50 0.50 0.50

Table 6. NMI values on the “Year 4 CS” data set

e 10 20 30 40 50 60 70 80 Average Delta

k-means 0.15 0.15 0.16 0.16 0.15 0.16 0.15 0.16 0.16 13%
OOA 0.13 0.15 0.15 0.15 0.15 0.16 0.15 0.15 0.15 20%
BOCA 0.14 0.14 0.14 0.14 0.14 0.14 0.13 0.15 0.14 29%
WOCA 0.18 0.18 0.18 0.18 0.18 0.18 0.17 0.18 0.18
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Secondly, our weighted object-cluster association matrix can be concluded to be
more effective than the object-object association matrix as well as the binary
object-cluster association one for consensus clustering. Indeed, WOCA has very
promising results as compared to OOA. It has improved OOA very much. The dif-
ferences are about 25% and 20% of NMI values on average for the “Year 4 CE” and
“Year 4 CS” data sets, respectively. It has also outperformed BOCA with great dif-
ferences such as about 25% and 29% of NMI values on average for the “Year 4 CE”
and “Year 4 CS” data sets, respectively. For a comparison between the object-object
association matrix and the binary object-cluster association one, it is found that BOCA
is comparable to OOA using the same k-means base clustering algorithm. This is
because both approaches are based on only the membership of each object with respect
to each cluster of every base clustering and treat all the memberships of the base
clusterings equally. When we further examine the relationship between each object and
its cluster of every base clustering, it is pointed out that the discrimination between
objects can be explored. So, WOCA outperforms the OOA and BOCA methods on a
consistent basis.

Moreover, we obtain the similar experimental results on the well-known Iris data
set in Table 7. In its experiments, WOCA can improve 8% of the NMI values from k-
means and OOA while 12% of those from BOCA. As the Iris data set is not in the
educational domain, the merits of WOCA are shown to some extent. It is also worth
noting that the overlapping of the true clusters in a data set has a strong impact on the
final clustering. Among the three data sets in our experiments, the Iris data set has the
smallest data overlapping percentage; thus, the highest NMI values on average.

In short, our WOCA ensemble method with a weighted object-cluster co-association
matrix is more effective than its base clustering method and some existing ones. Better
clusters are able to be achieved consistently. Besides, all the differences between our
ensemble method and the others have been statistically tested by means of the Paired
Samples T Test method using Confidence Interval Percentage = 95%. It is found that
they are statistically significant with Sig. (2-tailed) = .000. As a result, we can have the
similar students identified in groups together. Support can be then given particularly to
each group. More analysis can be made on any group of the students of interest for
specific purposes, e.g. a group of the in-trouble students for their ultimate study
improvement and graduation.

Table 7. NMI values on the Iris data set

e 10 20 30 40 50 60 70 80 Average Delta

k-means 0.72 0.72 0.69 0.71 0.71 0.72 0.71 0.72 0.71 8%
OOA 0.71 0.71 0.71 0.72 0.71 0.70 0.72 0.71 0.71 8%
BOCA 0.70 0.68 0.70 0.69 0.72 0.70 0.68 0.69 0.69 12%
WOCA 0.76 0.77 0.76 0.76 0.76 0.77 0.77 0.77 0.77
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5 Conclusions

In this paper, we have defined a novel ensemble solution to a student clustering task
based on study performance. In our solution, a weighted object-cluster association
matrix is proposed as a new consensus clustering scheme. This matrix is based on the
current state of each object with respect to its base cluster, discriminated from the
objects in the same base cluster and the others not in the same base cluster. Meanwhile,
it can examine the inherent structure of the data in each base clustering for a final one
of higher quality. With our association matrix, better ensemble clusterings have been
achieved with the k-means algorithm. As a result, the proposed method can help us
group similar students into their more proper clusters. Indeed, our method can produce
better clusters on two real educational data sets with different characteristics as com-
pared to its base algorithm and some existing ensemble methods. The clusters of higher
quality were also discovered in the well-known Iris data set. Higher NMI values were
returned from several corresponding experiments in our empirical study.

As one of the very first works bringing ensemble clustering to the educational
domain, our work will further evaluate the generality of our method on more data sets
with more methods. Sparse data handling is also considered to further examine the
robustness of our method. Besides, making our method parameter-free is of our interest
so that it can be more practical for the educational decision support system.
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Abstract. In this paper, we address the image region tagging procedure in
which each image region is annotated by a suitable concept. Specifically, we
first extract the feature vector for each segmented region. Then we propose a
Genetic Algorithm (GA)-based simultaneous classifier and feature selection
method working with ensemble system to learn the relationship between the
low-level features and high-level concepts. The extensive experiments con-
ducted on two public datasets namely MSRC v1 and MSRC v2 demonstrate the
better performance of our method than several well-known ensemble methods,
supervised machine learning methods, and sparse coding-based methods in the
regions-in-image classification task.

Keywords: Image regions annotation � Image regions tagging
Genetic Algorithm � Ensemble method � Multi classifiers system

1 Introduction

In this study, we aim to address the automatic image regions annotation (AIRA)
problem (it is also called image regions tagging, tagging images at the region-level or
assigning tags to image regions problem in literature [1]) in which each region in an
image is assigned by a suitable keyword, providing a one-one mapping between the
textural word and region. The AIRA framework provides several benefits since it can
bridge the semantic-gap problem existing in traditional Content-based Image Retrieval
(CBIR) systems [2], gives a better understanding of images content [3], and is more
closed to human perception [4]. We distinguish AIRA with approaches namely
Automatic Image Annotation [5] in which keywords are assigned to the whole image in
general and not related to objects or regions within as well as Region-based Image
Annotation [6] where authors concentrate on image-level annotation by using regions
as the immediate elements to build the prediction model.
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Several methods solving the AIRA problem have been proposed recently in the
literature. In [4, 7, 8], AIRA is treated as a classification problem where each concept is
modeled as an independent class. We address several approaches such as Support
Vector Machine (SVM) plus Principle Component Analysis [4], pre-pruning and
post-pruning techniques to train a well-behaved Decision Tree (DT) [7], the combi-
nation of DT and SVM [8]. Recently, several sparse coding-based approaches solving
region tagging have been proposed. The idea behind these approaches is to describe an
untagged region by reconstructed sparse coding using knowledge of tagged regions
within the training set. The reconstructed coding is obtained by solving objective
functions which are proposed in different forms, i.e., putting different penalties on the
coding outputs. Several examples of sparse coding-based approaches are Lasso method
[9], Group Lasso method [10], Sparse Group Lasso method [11], the graph-guided
fusion penalty [12], SGSC algorithm [13], Joint SGSC [13], and graph regularized joint
group sparsity [1].

In this study, similar to the other region tagging methods, we assume that the
images are already pre-segmented into regions (obtained by some other algorithms),
and our work is focused on tagging the concept to the regions. The feature vector is
extracted from each image by using the low order moments in HSV color space, texture
features in the spectral domain, and the average of pixels position. All the extracted
feature vectors and their related region tagged labels are grouped to form the training
set. The relationship between low-level features and high-level concepts is then learned
by an ensemble method on the training set. We employ the heterogeneous ensemble
method [14–20] in which the discriminative hypothesis is generated by combining the
outputs of base classifiers which are learned by different learning algorithms on the
same training set. Besides, to improve the performance of AIRA, we propose a
simultaneous classifier and feature selection method based on GA-based optimization
technique applied to ensemble system. The proposed model is shown in Fig. 1.

2 Feature Extraction

We propose a process to obtain the feature vector from each region of each segmented
image. In detail, the normalized 256 � 256 image is divided into several meaningful
regions by using a segmentation algorithm. For a regionR, a represented feature vector
is extracted by considering two well-known visual contents namely color and texture.
More specifically, we select the color moment [21] on the HSV color space to model
the color attributes of R. Here, the three low order moments (mean, variance, and
skewness) are extracted for each of the three color planes by the formulas:

l ¼ 1
Rj j

X Rj j
i¼1

ci ð1Þ

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
Rj j

X Rj j
i¼1

ci � lð Þ2
s

ð2Þ
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h ¼
1
Rj j
P Rj j

i¼1 ci � lð Þ3

r3
ð3Þ

where ci is the color value in HSV space of ith pixel in R. Totally, the 9-dimension
feature vector consisting of color characteristics for R is obtained after that phase.

In fact, an object might be located based on their pixel coordinates on the image, for
instance, sky object has higher averaged coordination that those of sea object.
Therefore, we propose adding the average of pixel positions related to two coordinates
into the feature vector of the region R:

�x ¼ 1
Rj j

X Rj j
i¼1

xi ; �y ¼
1
Rj j

X Rj j
i¼1

yi ð4Þ

where xi; yið Þ is the coordination of pixels within R.
We also apply two-level Haar wavelet transformation H2 (Fig. 2) to R to analyze

its texture on the spectra domain [22]. In detail, the image signal is partitioned into
approximate, horizontal, vertical and diagonal components which contain the infor-
mation of image on the different directions. To support the transformation, input region
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Optimal decision model 
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Fig. 1. The proposed AIRA model
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R is padded to be rectangle (denoted by R) by offsetting the outside pixels with the
average HSV color feature of the whole inside pixels. The output of two-level Haar
transformation is the 7 sub-images at the high-pass and low-pass wavelet energy levels.
We implement six Tamura texture visual contents corresponding to human visual
perception namely coarseness, contrast, directionality, line-likeness, regularity, and
roughness [23–25]. From the experiments concerning to the significance of these
features with human perception, the first three features are more important than the
others [24]. Thus, we select coarseness, contrast, and directionality attributes to model
the texture representation for R.

To obtain the coarseness, the neighbor window 2k � 2k k ¼ 0; . . .; 5ð Þ travels
though all pixels within R. For each pixel x; yð Þ, we compute several values:

Ak x; yð Þ ¼ 1
22k

Xxþ 2k�1�1

i¼x�2k�1

Xyþ 2k�1�1

j¼y�2k�1 R i; jð Þ ð5Þ

EH
k x; yð Þ ¼ Ak xþ 2k�1; y

� �
� Ak x� 2k�1; y

� ��� �� ð6Þ

EV
k x; yð Þ ¼ Ak x; yþ 2k�1� �

� Ak x; y� 2k�1� ��� �� ð7Þ

S x; yð Þ ¼ argmaxk maxi¼ H;Vf g Ei
k x; yð Þ ð8Þ

Coarseness is defined by:

Coarseness ¼ 1
Rj j

XRH

x¼1

XRV

y¼1
2S x;yð Þ ð9Þ

where RH ;RV are the number of pixels on the horizontal and vertical direction of R.
Contrast attribute is defined by:

Contrast ¼ r

a0:254

ð10Þ

a4 ¼
l4
r4

ð11Þ

l4 ¼
1
Rj j

XRH

x¼1

XRV

y¼1
Rðx; yÞ � lð Þ4 ð12Þ
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Fig. 2. The Haar wavelet transformation and two mask matrices
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r2 ¼ 1
Rj j

XRH

x¼1

XRV

y¼1
Rðx; yÞ � lð Þ2 ð13Þ

l ¼ 1
Rj j

XRH

x¼1

XRV

y¼1
R(x; yÞ ð14Þ

The angle direction is defined by:

Angle ¼ p
2
þ tan�1 L�MV

L�MH
ð15Þ

In this paper, 8-bin histogram on the angle direction, the coarseness, and the
contrast are combined to form 10-bin histogram to describe the texture content for the
considered region. After performing the above steps, we concatenate the extracted
features into a single vector to represent a specific region within the image. That
low-level representation includes 81 attributes.

3 Learning System Based on Simultaneous Classifier
and Feature Selection Approach

In the heterogeneous ensemble methods [14–20], a fixed set of different learning
algorithms is used on the same training set to generate the base classifiers. The dis-
criminative model is then constructed using a combination method on the outputs of
these classifiers (the outputs are called Level1 data or meta-data [18]). There are two
techniques to combine the outputs of base classifiers, namely fixed combining and
trainable combining method [18]. Trainable combining methods [18] work on the
meta-data of the training set to form the prediction model. By contrast, fixed combing
methods work directly on the meta-data of each observation without using the
meta-data of training observations [26]. There are several popular fixed combining
methods studied in the literature, namely Sum Rule, Product Rule, Majority Vote Rule,
Max Rule, Min Rule, and Median Rule [26]. Of these, Majority Vote and Sum Rules
are the most frequently used rules.

In this study, we propose using a joint classifiers and feature selection approach for
ensemble learning to improve the accuracy of the classification task. Our approach is
based on GA to explore the optimal classifier subset and associated optimal feature set
for each classifier to construct the ensemble system.

3.1 Chromosome Design

To solve the simultaneous classifier and feature selection problem, we design the
two-part encoding representation for each chromosome as illustrated in (16). Specifi-
cally, the first part is the encoding of K base classifiers where each gene has two values
‘1’ and ‘0’ showing which classifiers will be selected or not in the ensemble system
(17). The second part contains the feature encoding giving information about which
features will be employed by a specific classifier. The genes in feature chromosome
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encoding also get two values 0; 1f g (18). Based on this proposed structure, we can
select not only classifiers but also their corresponding feature set to construct an
optimal ensemble system.

E ¼

e1 � � � ek
e1 ¼ e11; e12; . . .; e1Df g
e2 ¼ e21; e22; . . .; e2Df g

� � �
ek ¼ eK1; eK2; . . .; eKDf g

2
66664

3
77775 ð16Þ

ek ¼ 1; if kth classifier is selected
0; otherwise

�
ð17Þ

ekd ¼ 1; if dth attribute is selected by kth classifier
0; otherwise

�
ð18Þ

in which D is the dimension of observations.

3.2 Crossover and Mutation Operator

To vary the structure of chromosomes to obtain the new generation, we sequentially
use crossover operator in two parts of a pair of chromosomes. In detail, crossover
operator is conducted on the classifier encoding first. Here we employ single point
splitter where each classifier encoding exchanges its head with the other while retains
its tail and their feature encodings are swapped accordingly based on the classifier
encoding on the first part. In the second step, single point splitter is applied to feature
encoding of kth classifier of two individuals k ¼ 1; . . .;Kð Þ.

Mutation operator is conducted on both parts of the chromosome to keep genetic
diversity from one generation to the next generation. We defined probability PMul1 for
the mutation process on the classifier encoding in which mutation occurs by inverting a
random gene if the mutation probability is smaller than PMul1. Similar mutation
operator is conducted on feature encoding associated with each classifier with reference
to probability PMul2.

3.3 Fitness Computation

We use Sum Rule as the combiner in heterogeneous ensemble system to compute the
fitness of each individual:

x 2 yj if j ¼ argmaxm¼1;...;M

X Kj j
k¼1

Pk ymjxð Þ ð19Þ

where Pk ymjxð Þ 2 0; 1½ � is the prediction of kth base classifier that an observation x
belongs to class ym m ¼ 1; . . .;M and k ¼ 1; . . .; Kj jð Þ and in which M is the number of
labels (or concepts or classes). Based on a particular encoding, the selected classifier set
K and their corresponding training set D with selected features are selected to learn the
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classifier set M. The fitness of individual is then computed according to the accuracy
of the classification task on the sets generated from T-fold Cross Validation

: 1
T

PT
i¼1

P
x;yð Þ2Di

hi xð Þ¼y½ �½ �
Dij j , where hi is the discriminative model obtained from the

combining rule, Di is the ith part of D obtained from Cross Validation procedure, �½ �½ �
returns 1 if the condition is true, otherwise 0, and �j j denotes the cardinality of a set.

The tagging procedure works in a straightforward way which is similar to the fitness
computation. For each untagged region R, its feature vector x is extracted. We choose
the features corresponding to the optimal feature set and then input directly to M, the
concept of R is chosen by getting the maximal value given by the Sum Rule in (19).

4 Experimental Studies

4.1 Experimental Data and Settings

We chose two imaging datasets namely MSRC v1 and MSRC v2 to evaluate the
proposed framework since both are used in region-level approach experiments [27].
The detailed information of the experimental datasets is given in Table 1.

We employed five learning algorithms namely Linear Discriminant Analysis
(LDA), Naïve Bayes, k Nearest Neighbor (K is set to 5 denoted by 5-NN), DT and
Nearest Mean Classifier (NMC) to construct the ensemble system. The fitness of each
individual in a generation was computed via 10-fold Cross Validation on the training
set. Also, the parameters of the GA-based approach were simply set as: the maximum
number of generations is 100, the number of individuals in each generation is 50,
PMul1 ¼ 0:02; andPMul2 ¼ 0:03.

We chose several well-known benchmark algorithms solving the annotation at the
region-level problem to compare their performances with those of our method. The four
sparse coding-based methods namely Lasso [9], Group Lasso [10], Sparse Group Lasso
[11], and SGSC [13] were compared in the experiments. Two state-of-the-art super-
visor machine learning methods (DT and Linear SVM [28]) and three well-known
ensemble methods (AdaBoost.M2 [29], Random Subspace [30], and Sum Rule [26])
were also evaluated in our experiments.

Table 1. Information about the datasets used in the experiment

Dataset MSRCv1 MSRCv2

# of image 240 591
# of regions 562 1482
# of images in training set 200 471
# of regions in training set 457 1179
# of images in test set 40 120
# of regions in test set 105 303
# of concepts 13 23
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To set the parameters for these methods, we used the settings in the original papers.
For those algorithms in which their parameters got value in a given range, we ran the
method with all values and finally reported the best result corresponding with a specific
value. The criteria used to compare the performance is the accuracy of region tagging
process, given by the number of corrected tagged regions divided by the total number
of regions in un-tagged set T :

P
x;yð Þ h xð Þ ¼ y½ �½ �= Tj j [3].

4.2 Results and Discussions

Tables 2 and 3 show the experimental results of the proposed method, five single
classifiers generated by the five learning algorithms, and the selected benchmark
algorithms. Our proposed method works on the optimally-selected classifiers and their
selected features, so it obtains the best result compared to the base classifiers. For
example, comparing to LDA, the best base classifier, the proposed method reaches the
error rate that is nearly 3.8% lower on MSRCv1, 0.66% lower on MSRCv2. Conse-
quently, our method meets the target of building an ensemble system where the error
rate of the combiner is lower than those of any base classifiers.

Our method also outperforms AdaBoost, Random Subspace, Linear SVM, and Sum
Rule. Consequently, our method captures more the relationship between the low-level
features and high-level concepts than the other ensemble methods as well as
state-of-the-art supervised learning algorithms among the two experimental datasets.

Table 2. Classification error rates of five learning algorithms used in the proposed method

Methods MSRCv1 MSRCv2

5-NN 0.3810 0.5875
DT 0.2191 0.3960
Naïve Bayes 0.4000 0.5446
NMC 0.6952 0.8086
LDA 0.1333 0.2541

Table 3. Classification error rates of the benchmark algorithms and the proposed method

Methods MSRCv1 MSRCv2

Group Lasso 0.2095 0.4786
Lasso 0.2476 0.4522
Sparse Group Lasso 0.2000 0.4455
SGSC 0.0952 0.3003
Linear SVM 0.2191 0.4455
AdaBoost 0.3905 0.6370
Random Subspace 0.6381 0.7096
Sum Rule 0.1811 0.3300
The proposed method 0.0952 0.2475
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Thus, the proposed method can learn the optimal classifiers and associated features to
generate the discriminative model.

It can be seen that the proposed method is better than Lasso, Group Lasso, Sparse
Group Lasso on all two datasets while is better than SGSC on MSRCv2 dataset. The
significant differences in error rate on MSRCv1 and MSRCv2 are approximately 10%
and 21% respectively. It is a remarkable result since we implemented the sparse
coding-based methods with a wide range of parameter values and reported the best
result but our method is still significantly better (Table 3).

Table 4. Examples of region tagging procedure with the proposed method

MSRCv1

Predicted  
Label 

Human 
Tagging

MSRCv2

Predicted 
Label 

Human 
Tagging
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5 Conclusions

Accurate region-level image annotation is important in automatic scene analysis and
would facilitate computer vision capability in many applications. In this paper, we have
designed a GA based algorithm with novel chromosome structure that can encode both
base classifiers and their associated features in a heterogeneous ensemble system.
Through the evolution process, the optimal solution is obtained to improve the effec-
tiveness of the region tagging task. The experiments were evaluated on MSRCv1 and
MSRCv2 by using a wide range of well-known benchmark algorithms. It was
demonstrated that our GA-based method with Sum Rule is better than the benchmark
algorithms in the image region tagging task using the two datasets.
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Abstract. The purpose of this work was to find a solution for imple-
menting intelligent behavior of independent NPC agents (non-player
characters) in video games. NPC is a computer operated character - usu-
ally an enemy to the human user player. In modern video games NPCs
are programmed to mimic human player behaviour to increase realism.
Four approaches to NPC AI implementation were compared: decision
tree, genetic algorithm, Q-learning, and a hybrid method. Results were
aggregated and discussed along with recommending the best approach.

Keywords: Artificial intelligence · Video game
Non-player character · Neural network · Genetic algorithm
Q-learning · Unreal engine

1 Introduction

The key element of realism in video games is the behavior of computer controlled
characters. Gameplay becomes unique, when artificial intelligence (AI) is a part
of the immersive, virtual environment. In video games, every snippet of code
that targets simulating “intelligent” behavior of virtual players is considered
AI. This behavior on its own doesn’t have to be sophisticated - its only real
role is to fulfill potential player’s expectations by providing adequate level of
entertainment. Such software is most commonly based on a mere illusion of
intelligence produced by a skillful usage of game design techniques, which harness
simple controlling algorithms, realistic graphics, convincing character animations
and voices borrowed from famous film actors. Often video game characters are
controlled by a global algorithm, which has access to all variables inside the
program and unjustly uses this knowledge to beat user player.

On average, AI created by video game developers is less sophisticated than
techniques used in academic and industrial environments. [1] claims it happens
mainly because of the following reasons:

– lack of CPU resources available to AI,
– suspicion in the game development community of using non-deterministic

methods,
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– lack of development time,
– lack of understanding of advanced AI techniques in the game industry,
– fact that efforts to improve the graphics in games usually overshadows all

else, including AI.

Today, more and more popularity is gained by goal-driven artificial intelli-
gence. It is a system for computer agents (characters), which allows them to
plan an action sequence needed for achieving a given goal. Such sequence not
only depends on the goal, but also on agent’s actual state and environment. This
means, that when two agents with different states share the same goal, they can
generate two totally different action sequences. Such approach makes AI more
dynamic and realistic.

1.1 Non-player Character

In video games, non-player character (NPC) is a computer operated character
- usually an enemy to the human user player. In modern first person shooters
(FPS) and other action games they are programmed to mimic human players
[10] to increase realism. But their tradition go a long way back to first arcade
games, like Space Invaders, where opponents moving pattern is getting more
complex with each level. In massively multiplayer online role-playing games
(MMORPGs) these characters are usually called mobs (from mobile objects)
or bots. This is where “dumb mobs” were commonly used. They had no com-
plex behaviors beyond attacking or moving around. Their implementation was a
static model with a pre-made waypoints for each map that they followed. More
recent implementations in both RPG and FPS also combine dynamic approach,
which allows for “hunting” state. In this state NPC is actively looking for enemy
traces with pathfinding and learning the map in real time. Complex behaviour
of NPC based on decision making policy is usually implemented using heuris-
tic, artificial intelligence methods and called AI. Early bot AI method - usually
because of performance reasons - was cheating. This means bots were allowed
actions and access to information that would be unavailable to the player in
the same situation (e.g. the user player position). This technique is considered
acceptable as long as the effect is not obvious to the player. But using heuristic
AI will always give more human-like behaviour. As Simon Herbert states in [9],
AI always had its niche in area, where computer programs use heuristic searches
(which he names “the way of human thinking”), without guarantee of complete
results, often using only sufficient success criteria.

1.2 Related Works

According to [8], state-of-the-art AI is done mostly using deep learning (DL) and
neural networks (NN). But its application to games is still at the 8-bit console
stage. Modern 3D games and character behaviours are yet too complex for cur-
rent AI performance. Google Deepmind implementation of deep reinforcement
learning (RL) is showcased in [5] by AI that is learning to play 8-bit Atari 2600
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video games. Author of [4] created Arcade Learning Environment (ALE) allow-
ing testing different approaches for achieving human-level performance in Atari
2600 emulator. The same way NN and genetic algorithm (GA) were successfully
used in 16-bit platformer Super Mario World. MarI/O is SNES emulator AI plu-
gin implemented by YouTuber SethBling using NEAT method described in [11].
It can outperform human in beating the game.

Earlier works on using RL for both 2D strategy and 3D FPS games, could not
create NPC that would outperform human. However the goal there is different.
According to [10] in FPS, like Unreal Tournament the goal is to make NPC act
similar to human characters. In [2] the AI was applied to NPC in tank battle
game. In [13] RL is used to create NPC Team playing Unreal Tournament. As
claimed by authors: “the ultimate goal of game AI is to enhance entertainment,
not to develop invincible NPCs”, because a game you cannot win is no fun. In [6]
authors create Genetic Bots, using GA and genetic programming, to outperform
default bot AI in Unreal.

One way to deal with AI in modern games is to use a common framework
- AI middleware. According to [7] this idea implementations can be found in
game engines like Unity, Ureal Engine, CryEngine, and Havok. In popular game
mashup platform Garry’s Mod ([12]) the default way to create NPC is NextBot
- the common model used as AI in games Team Fortress 2 and Left 4 Dead.

2 Method

The method tested as NPC AI starts as a deterministic decision tree (DT)
based on finite state machine (FSM) concept. NN is first learned to mimic DT
behaviour and then evolves using GA to find better solutions, achievable by
DT. GA is a common algorithm to use for control decision making. But using it
by itself shows it can stuck at local minima. This is where enhancing it with Q-
learning (QL) becomes helpful. Decision making system is modeled as multilayer
perceptron (MLP) NN with one layer of hidden neurons. The network uses feed-
forward technique to process inputs from agent (NPC) sensors. The sensors feed
the network with information like: is NPC in the air/on the ground, can NPC
see an enemy, which way and how far is the enemy, what was last action of NPC,
etc. NN output is next NPC action selected from predefined set: (turn left/right,
move forward, atack, jump).

2.1 Experiment Setup

The model and all tested algorithms are implemented in Unreal Engine (see
Fig. 1) using blueprints - a way for programming logic with graph diagrams. An
example blueprint is presented in Fig. 2. The algorithms used (DT, GA, QL) are
implemented in their basic, most popular versions. For the reinforcement the QL
function is iterated as shown in formula 1. It is defined as the reward observed
for the action A in current state S plus a fraction γ ∈< 0, 1 > of reward for the
next state S′ achieved by an optimal action A′.
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Fig. 1. Graphical interface of the research prototype, showing real time chart with
fitness function for all NNs (for each NPC) through progressing generations. Behind
the diagram a real time simulation is taking place with NPCs moving and interacting
on a level map. Over each NPC head his current fitness function score is shown.

Q(S,A) = r + γ · max(Q(S′, A′)) (1)

During the simulation the engine was running on 64-bit system using Intel�
CoreTM i7-4810MQ CPU @ 2.80 GHz with 8 GB of RAM. This configuration
allowed accelerating the simulation time and make more test possible.

Fig. 2. An example part of blueprints. In Unreal Engine blueprints serve as visual
way for representing and developing in-game logic. The algorithms and the NN model
researched in this paper were implemented entirely using blueprints.

3 Results

During the experiment four approaches to NPC AI have been implemented. The
approaches concern using DT, GA, QL, and a hybrid of GA+QL. Two main
measures are used to compare the approaches:
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1. learning speed of NPC NN in each generation (presented in Fig. 6)
2. fitness function values for each generation of NPCs (presented in Figs. 3 and

4),
3. total squared error of each NPC in each generation (presented in Fig. 5).

Fitness function values in Figs. 3 and 4 are plotted in 3 series with distinctive
colors:

– Best - series for best individual in each generation,
– Average - series for average score of all individuals, in each generation
– Worst - series for worst individual in each generation.

Fig. 3. Fitness function values of individual NPCs using GA approach. (Color figure
online)

Individuals trained with QL method – because of processing only their own
states – do not have a possibility of predicting other character movements. How-
ever, upon considering built-in limitations of recursion tree depth, this flaw does
not seem substantial.

NN was able to imitate function Q even after 20 generations of individuals
(which lasts 400 s in unaccelerated simulation). It was susceptible to overfitting
(or overlearning) phenomenon, resulting in increasing the squared error over
time. As stated in [3], overfitting is caused by too accurate adjustment of model
to learning data. In this case the learning data are created in real time with QL
technique. The more overfitted model is, the more damage causes a single neuron
weight mutation. The main bottleneck here are values of weights oscillating near
0 - even a minor change (up or down) can end with rapid changes in general
classification-related traits of the NN. Overlearned (overfitted) individuals are
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Fig. 4. Fitness function values of individual NPCs using GA+QL hybrid method. QL
was stopped in generation 165. Independent GA with success is able to elevate average
fitness value, and sometimes reaches even higher levels of evaluation of best individual.
Near generation 230 AI instances periodically became similar to each other (GA trait),
making fitness values equal. The moment of changing learning policy was empirically
unnoticeable. Black lines mark trend lines for corresponding data series (average of 25
neighboring points) (Color figure online)

characterized by lower adaptability and susceptibility to minor model changes,
e.g. genetic manipulations or fitness function change.

Early stopping method was used in order to avoid model overfitting. This
method was creating backups of NNs just after observing significant increase of
total squared error (see Fig. 5). Overfitting not always caused noticeable quality
drop in agent’s behavior - sometimes GA was creating solutions, which were
recognized by strict QL as much worse, although to a human observer (and
judging by fitness function values) they were still performing very well.

In order to prevent limitations of evolutionary potential, a decision was made
to turn off the weight back-propagation implemented in QL algorithm, just after
achieving low and stable total squared error values. GA left alone has partially
substituted QL, increasing fitness of individuals even further (by making them
diverse and selecting the best networks).

Fitness function charts for networks learning with QL technique were char-
acterized by general increase oscillating around logarithmic curve (see Fig. 4).
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Fig. 5. Chart presents total squared error of every network in each generation in eval-
uation of hybrid method (GA with QL). Since generation 32, when model already
learned to mimic decision tree, oscillations between two rising “levels” are observable,
which are the result of network overlearning. Each rising level is caused by essential
neuron’s weight random mutation (small value change, up or down). Third, lowest
level is composed of generations without essential weight mutation inside one of the
networks.

4 Discussion

Both methods (GA and QL) were compared with each other and then with a
hybrid of the two component methods. As a reference, DT method was used,
which is also a key component of the QL method.

The first and the most obvious comparing factor was learning speed of NN
models. Then maximal values of fitness function were researched as secondary
measures.

Each starting population had weights picked at random from the same seed,
and individuals were set to make decisions in a deterministic manner (winning
output neuron implies final action). It allowed to avoid excessive randomness
and construct comparison conclusions. Fitness values for best individuals are
shown in Fig. 7.

Speed of building AI model (learning) with QL was noticeably greater
because of a constant flow of data which came from environment (see Fig. 6).
Isolated GA approach needs several times more generations to achieve average
fitness values comparable with QL results. The results show that simulation delay
caused by learning model is acceptable for GA, QL and their hybrid solution.

Maximal fitness values of individuals in both methods were similar, but in
GA approach the achieved values should be associated with a great randomness
factor – what in Fig. 3 looks like a bunch of oscillating points.

Using GA caused no performance problems. However, for QL - when used
with high number of recursive steps - this was not the case. Number of recursive
steps in quality function had a great impact on the performance of learning
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Fig. 6. Average delay (in milliseconds/frame) dependent on recursion depth in Q func-
tion. Calculated in the moment of simulation’s 10 first seconds with player camera
directed towards the center of simulation area. PC specs: Processor: Intel� CoreTM

i7-4810MQ CPU @ 2.80GHz, RAM: 8GB, system architecture: 64-bit

Fig. 7. Fitness function values for best individuals (trend lines of moving average
including 25 closest points). Learning algorithms were compared with simple decision
tree, which during the learning took a role of Q function. QL algorithm and hybrid
solution with GA outperformed decision tree with fitness function values. Sole GA –
in opposition to QL – did not expose any ability to develop complex NPC behavior.
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process. Maximum reference value for simulation execution delay was 50 ms –
popular value accepted among PC gamers (also in network games). As shown
in Fig. 6, the maximum number of steps, which allows to run calculations in
real time, equals 4. Further increasing of recursion depth was resulting in severe
delay, which interferes with simulation clock and disables potential gameplay.

5 Conclusions

In this paper a comparison of popular methods for intelligent behavior of non-
playable video games characters is presented. Findings show that, best results
can be achieved using a hybrid method consisting of multilayer perceptron NN
with QL rule and GA.

Set of methods proposed in this paper has potential to recognize environ-
mental patterns and execute near-intelligent actions. It demonstrates also self-
organizing function, which is a feature of unsupervised learning. NN left alone
after a while learns useful behavior patterns, which can be seen as making
progress in a simulation. A goal achieved this way is analogical to the one
achieved by a simple, decision tree-based control algorithm. But this one is
enriched with adaptability aspect, common for NNs.

During the experiments, QL properties has shown learning acceleration fea-
ture, but its potential is limited to a defined Q function. It makes sense to use
QL with GA only at the beginning of a simulation, and then - after encountering
fitness function stagnation - switch process to sole GA.

Method efficiency was demonstrated in computer simulations, which lifespan
(in the most of cases) was not longer than one hour. Because of relatively low
delay, algorithms used in learning virtual agents (NPCs), can be used in real-time
video games.

Despite multiple operation types and computational complexity, the method
is still far from imitating the behavior of living creature neurons. Nevertheless,
it makes a good base for creating relatively simple AI featuring learning traits.

Big number of various input sensors of agent NN implied great deterioration
of AI model learning speed. Learning process with a small number of binary
sensors was progressing much quicker.

Further steps on the research shall be taken. Effectiveness of learning algo-
rithms with no doubt could rise after switching the model architecture into 3rd

generation NN – spiked NN with impulse-driven neurons. It should be also ben-
eficial to use recursive NN, dedicated to multi-state, sequence solutions. Such
sequences can be surely found in 3D computer environment. However it should
be reminded that the optimal solution is a consensus between accurate repre-
sentation of human behavior and device-dependent computational performance.
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Abstract. Recently, as smart mobile devices become popular, location-based
services are wide spreading. In the indoor positioning and guiding system, the
accuracy and efficiency of the system are important. Various indoor positioning
studies have been studied, and positioning accuracy of various indoor
location-based services are also referred. Currently, research using Wi-Fi is the
most active, and research using Ultra Wide Band (UWB) is getting attention. In
this paper, a design concept of placement devices for indoor positioning based
on UWB. The indoor positioning efficiency of Wi-Fi and UWB is also
compared.
For calm alarming in the indoor emergency situation, UWB is investigated on

acceptability.

Keywords: Indoor positioning � Wi-Fi � UWB

1 Introduction

Recently, location-based services have been attracting attention as smart mobile
devices are activated. With the success of location-based services using satellite’s
Global Positioning System (GPS) outdoors, service providers have begun to pay
attention to indoor location-based services. Various indoor positioning studies have
been conducted, and indoor location based services are also increasing.

GPS is the most common outdoor positioning system, but it can not be used
in-doors and does not work well in areas such as dense buildings. [8] Therefore,
various methods for indoor positioning are being studied. Currently, the most popularly
known indoor positioning method is a method using a Wi-Fi.

However, indoor positioning using Wi-Fi has a lot of errors. Therefore, indoor
positioning using UWB, which is a new indoor positioning method, is getting attention.
UWB is suitable for indoor location tracking because of its high multipath resolution
and low impact of obstacles.

In this paper, we compare the effectiveness of indoor positioning using Wi-Fi and
indoor positioning using UWB, which will be more suitable.
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2 Related Researches

In this chapter, various indoor positioning methods and their advantages and disad-
vantages are discussed. In addition, the UWB communication is also discussed.

2.1 Indoor Positioning Methods

Typical positioning methods include triangulation method, and fingerprint method. In
order to use the triangulation method, the distance from a plurality of wireless APs is
measured, and the accurate position is obtained by summing up the distance infor-
mation. In indoor environments, RSSI (Received Signal Strength Indication) values are
also used.

Fingerprint is a method to measure and store the pattern of RSSI values at various
points and calculate the similarity with the measured value in real time to positioning.
The data of the RSSI pattern stored in advance is called training data.

Triangulation method. Triangulation is a method of calculating the position from
three points that know the distance. If we know the exact distance, we can calculate the
exact point. [3] Methods such as AOA, TOA, and TDOA also use triangulation
methods [1].

In an indoor environment where Wi-Fi is popularly used, the distance between each
AP and the device is calculated by the RSSI value of Wi-Fi. The formula for obtaining
the distance between the AP and the device using the RSSI value is as follows.

RSSI ¼ � 10n log10 dþAð Þ ð1Þ

However, even with the same RSSI value, the distance may vary depending on the
environment, so it is necessary to calculate the environment variable according to the
place or environment. Since the RSSI value is not proportional to the distance and the
fluctuation width is very small over a certain distance, the error between the real
distance and the measured distance increases.

Fingerprint method. Fingerprint method stores RSSI value patterns of APs collected
at various points to create training data, It measures the position by calculating the
similarity between the RSSI value measured in real time and the training data
(Table 1).

K-Nearest Neighbor (K-NN) algorithm is a method to compare similarity between
real time RSSI values and training data. K-NN algorithm is widely used for pattern

Table 1. Example of training data

Point AP1 AP2 AP3 AP4

0 −61 −63 −55 −47
1 −52 −56 −55 −45
2 −55 −56 −65 −42
… … … … …
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recognition. When the real-time RSSI value is measured in the position measurement
step, the data most similar to the real-time RSSI value can be selected from the training
data based on the similarity distance. The following formula is used for the similarity
distance calculation.

Di ¼
Xn

j¼1
Sj � Sij
�� ��q

� �1=q
ð2Þ

In this formula ‘n’ is the number of wireless APs used for location measurement, ‘j’
is the number of the wireless AP, and ‘i’ is the number of the training data collection
point. ‘q’ has a value of 1 for Manhattan distance method and 2 for Euclidean distance
method. Sj is the RSSI value of the j-th AP at the real-time observation point, and Sij is
the RSSI value of the j-th AP measured at the i-th collection point. Di is the similarity
distance, and the smaller the value, the closer the point [2].

Since the fingerprint method only requires the RSSI value, it has an advantage that
the existing wireless communication environment can be used without any additional
setting. And, if accurate training data is collected, positioning accuracy is the highest.
However, the RSSI value varies from time to time depending on the environment or the
state of the terminal, and many changes occur due to time, temperature, presence of an
obstacle, and the like. Therefore, it is difficult to obtain accuracy when collecting
training data or measuring real-time RSSI values.

2.2 Ultra Wide Band

It is usually called UWB, and it is one of the recently attracted communication
methods. UWB is less impacted by obstacles and radio interference, and is more energy
efficient. [6] Because of these advantages, it is suitable for indoor positioning and error
is less than 1 m, which is better than other wireless communication methods. The
distance is calculated using the Round Trip Time of the signal, not the RSSI value, and
the position is measured by triangulation method with the distance. However, since the
UWB device is not widely used, it is not possible to use it as a popular device such as a
smart phone, and a cost problem arises because a dedicated device is manufactured or
purchased.

2.3 Calm Indoor Alarm System

A system that can send emergency event to user by using multiple communication
methods when an event occurs and the user can respond to the emergency in real time
is proposed. The system is also can record and manage all emergency information.

An indoor calm alarm system in a general hospital, the positioning accuracy is
important for guiding the emergency position. In the previous studied system [8], some
errors for positioning are shown. In the proposed system, more accurate positioning is
very important.

The acceptance of UWB based positioning on the indoor alarm system is a
challenge.
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3 Design of Positioning System

3.1 Experimental Environment

Samsung Galaxy S3 was used as a Wi-Fi receiving device, and ipTIME N3 was used as
a wireless AP for Wi-Fi environment. As the UWB module, DW-1000 of Decawave
was used and as a transmitter for transfer from UWB module to Server, Raspberry pi 3
was used.

Each AP or module is arranged as shown in Fig. 1. The training data was collected
for each coordinate and the collection interval was 1 m.

3.2 Design of a System Using Wi-Fi

Figure 2 shows concept of the system using Wi-Fi.
The user’s device collects RSSI values of the APs and transmits them through

Two-way TCP socket communication using Wi-Fi. The server compares the RSSI

Fig. 1. An experimental environment based on wireless signal

Fig. 2. Concept of the system using Wi-Fi
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value with the training data, calculates the similarity distance, searches for coordinates
at the nearest point and displays it in the system.

The data exchanged between the server and the user device is ID and RSSI value,
and the data transfer format is shown Fig. 3.

3.3 Design of System Using UWB

Concept of the system using UWB is shown in Fig. 4.

Anchor, which is three fixed modules, and Tag, which is a user device module,
share the distance value between each node through UWB communication. Anchor0
sends the ID and distance data between all nodes to Raspberry pi 3 via USB serial
communication. Raspberry pi 3 transmits ID and distance data to the server through
TCP socket communication. The server calculate the coordinate using the received
distance data and displays it in the system.

Fig. 3. Data transfer format between server and user device

Fig. 4. Concept of the system using UWB
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The data exchanged between Anchor and Raspberry pi 3 is Raw data including ID
and distance. Figure 5 shows data transfer format between anchor and Raspberry pi 3.

Raspberry pi 3 selects only the ID and distance data among the received Raw data
and transmits it to the server. The data transfer format between Raspberry pi 3 and
server is shown in Fig. 6.

4 Efficiency Comparison of Positioning Using Wi-Fi
and UWB

4.1 Accuracy Comparison

Training data was collected at each point for positioning using Wi-Fi, Table 2 shows
the training data of experimental environment.

The position was measured five times for each positioning point. The measured
errors are shown in Table 3.

Fig. 5. Data transfer format between anchor and Raspberry pi 3

Fig. 6. Data transfer format between Raspberry pi 3 and server
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Error of indoor positioning using Wi-Fi is minimum 1 m, maximum 7.1 m and
average is 3.23 m. The best result is shown in Fig. 7 as coordinates.

Table 4 shows the error of indoor positioning using UWB in the same experimental
environment.

Table 2. Training data of experimental environment

AP0 −28 −39 −37 −48 −46 −50 −51 −59 −53 −58 −54

−39 −38 −38 −41 −48 −51 −52 −55 −54 −57 −56
−37 −38 −40 −48 −48 −50 −52 −56 −57 −56 −57
−48 −42 −48 −48 −52 −52 −55 −54 −57 −57 −56

AP1 −54 −58 −53 −59 −51 −51 −46 −48 −37 −39 −28
−56 −57 −54 −55 −52 −51 −48 −41 −38 −38 −39
−57 −56 −57 −56 −52 −50 −48 −48 −40 −38 −37
−56 −57 −57 −54 −55 −52 −52 −48 −48 −42 −48

AP2 −48 −42 −48 −48 −52 −52 −55 −54 −57 −57 −56
−37 −38 −40 −48 −48 −52 −52 −56 −57 −56 −57
−39 −38 −38 −41 −48 −51 −52 −55 −54 −57 −56
−28 −39 −37 −48 −46 −50 −51 −59 −53 −58 −54

Table 3. Error of indoor positioning using Wi-Fi

1 2 3 4 5 Avg.

Point 1 3.6 m 3.2 m 1 m 1 m 1 m 1.95 m
Point 2 2 m 2 m 1.4 m 5.1 m 3 m 2.7 m
Point 3 5.1 m 2.2 m 6.1 m 5.1 m 1 m 3.9 m
Point 4 5.4 m 7.1 m 2.2 m 3.2 m 4.1 m 4.4 m
Point 5 1 m 7.1 m 5.1 m 1.4 m 1.4 m 3.2 m
Avg. 3.42 m 4.32 m 3.16 m 3.16 m 2.1 m 3.23 m

Fig. 7. Results of indoor positioning using Wi-Fi
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Error of indoor positioning using UWB is minimum 0.01 m, maximum 0.11 m,
and average is 0.061 m. The best result is shown in Fig. 8 as coordinates.

Indoor positioning using UWB is much more accurate than indoor positioning
using Wi-Fi.

4.2 Positioning Time Comparison

In Fingerprint, processing time is divided into RSSI scan time, communication time
between server and device, and calculation time, and RSSI scan time occupies most of
the whole processing time. The RSSI scan time was measured five times in this
experimental environment, and the results are shown in Table 5.

Table 4. Error of indoor positioning using UWB

1 2 3 4 5 Avg.

Point 1 0.08 m 0.09 m 0.01 m 0.07 m 0.06 m 0.062 m
Point 2 0.04 m 0.05 m 0.1 m 0.06 m 0.04 m 0.058 m
Point 3 0.03 m 0.02 m 0.04 m 0.04 m 0.06 m 0.038 m
Point 4 0.05 m 0.07 m 0.08 m 0.11 m 0.06 m 0.074 m
Point 5 0.09 m 0.08 m 0.06 m 0.07 m 0.07 m 0.074 m
Avg. 0.058 m 0.062 m 0.058 m 0.07 m 0.058 m 0.061 m

Fig. 8. Result of indoor positioning using UWB

Table 5. RSSI scan time

1 2 3 4 5 Avg.

Scan time 2.6 s 2.5 s 2.6 s 2.4 s 2.8 s 2.58 s
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The RSSI scan time, which accounts for the largest portion of the processing time,
is about 2.58 s on average, and Fast positioning is difficult due to long scan times. The
total processing time is close to about 3 s, and a time error occurs between the actual
coordinates and the calculated coordinates. Since a moving person moves about 1 m
per second, the time error of 3 s is similar to the distance error of 3 m.

In the indoor positioning using UWB, the processing time is divided into the
distance calculation time using the round trip time of the signal, the communication
time between modules, and the transmission time to the server, the distance calculation
time is negligibly small. The total processing time is about 0.3 s, and the position can
be measured up to three times per second. Since the time taken to measure the position
is short, it is advantageous in tracking the position of the person on the move.

4.3 Experiment Result

In the indoor positioning using Wi-Fi, there was an average position error of 3.23 m,
and the processing time was about 3 s. This is a large error in the indoor, and it is very
unsuitable to track people on the move.

However, the average position error in UWB indoor positioning was 0.061 m, and
the processing time was about 0.3 s, which is more accurate and faster than Wi-Fi. It is
suitable for measuring people on the move because of less error and faster processing
time.

5 Conclusions

In this paper, we designed an indoor location tracking system using UWB or Wi-Fi and
compared the efficiency of both systems in terms of accuracy and processing time.
UWB is more suitable for indoor positioning system because it has better position
accuracy and processing time than Wi-Fi.

The positioning effect based on UWB is analyzed to show the likelihood of the
indoor location based service. The experiment results show that the proposed system
using UWB can be used as a practical one.

For the future research the following have to be studies. We design a system that
allows a wider range of indoor positioning. By studying the opinions of doctors and
nurses on a general hospital, applicable likelihood has to be studied. In addition,
qualitative and quantitative improvement is required.
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Abstract. Measuring urban air temperature at a high spatial resolution
is very important for many applications including detection of urban heat
islands. However air temperature is currently measured by professional
weather stations those are very sparse at 50 km spatial resolution or
more. In this paper, we propose a new approach to estimate air tem-
perature from smartphones. Most of the smartphones are not equipped
with air temperature sensors. However they are all equipped with bat-
tery temperature sensors. When a smartphone is in idle state, its bat-
tery temperature is stable and correlated with air temperature around
the smartphone. Therefore we have developed a linear regression model
to estimate air temperature from the idle smartphones battery temper-
ature. Experiment results show that the new approach is statistically
comparable to an existing one using mean error, mean absolute error
and coefficient of determination metrics. Advantages of the new app-
roach include simplicity of implementation on smartphones and ability
of creating maps of temperature distribution.

Keywords: Smartphone · Battery temperature · Internet of Things
Crowdsourcing

1 Introduction

Temperature is a physical quantity that is very important to human health. In
urban areas due to different concentration of roads, buildings and population,
there exists urban heat islands (UHI) [1]. An UHI is an urban area that is
significantly warmer that its surroundings. The UHI has some disadvantages.
It decreases air quality, water quality and directly influences human health.
Collection of temperature data for detecting UHI is an important task.

Currently there are approaches for collection of temperature data: direct
measurement, using satelite images, estimating temperature from normalized
difference vegetable index (NDVI) and crowdsourcing [1]. Direct measurement
is often performed by weather stations at very sparse spatial resolution. Satellite
data and NDVI approach is limited by temporal resolution that is maximum 2–4
observations per day.
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In the crowdsourcing approach, Overeem et al. [2], Droste et al. [3] collect
battery temperature from a large number of smartphones and use a heat transfer
model to estimate air temperature of urban areas. Data is collected when a
smartphone is turned on, turned off, plugged in and unplugged [2]. The areas
are defined by clusters of smartphones. Experiment results of Overeem et al.
are very promising. They published an app on Google Play for data collection
since 2014 [4]. However, in an area with a small number of smartphones, the
estimated temperature is not very accurate. Furthermore, this approach provides
aggregated temperature of an area from a large number of smartphone battery
temperature readings rather than the area’s temperature distribution.

In this paper, we use the crowdsourcing approach. We use battery smart-
phone temperature readings to estimate air temperature around the smartphone.
In contrast with Overeem et al., we build a statistical model that allows each
smartphone to estimate its surrounding air temperature independently. Follow-
ing this approach we are able to have a temperature distribution rather than
aggregated temperature of an area. In the next section, we present our experi-
ments and results.

2 Experiments and Results

2.1 Equipments, Experiment Environment and Data Collection

When a smartphone is in idle state for a while, its battery temperature is stable
and is correlated with air temperature around the phone. When the smartphone
is not idle, its battery temperature fluctuates and depends highly on many factors
such as CPU load, screen brightness level, 3G/WiFi and GPS status. [5]. Thus
we consider battery temperature of an idle smartphone is data and that of a
non-idle one is noise. We keep the data and omit the noise for model building.

We use three Android smartphones to collect data. Information of the smart-
phones is in Table 1.

Table 1. List of smartphones used in experiments.

Smartphone model Manufacturer OS version Air temperature sensor

Nexus 4 LG Electronics Android 5.1 Not available

Galaxy Note 2 Samsung Android 4.4.2 Not available

Galaxy Note 3 Samsung Android 4.4.2 Available

Among the three smartphones, Galaxy Note 3 is the only one equipped with
an air temperature sensor. We use this smartphone for collection of training
and testing data. Nexus 4 and Galaxy Note 2 are used for collection of test-
ing data. Detail of data to collect is in Table 2. Battery information includes
battery temperature, charging/discharging status (unplugged/AC plugged/USB
plugged/WiFi), voltage and level. Screen status is on or off. For compatibility
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purpose, we do not collect battery current parameter that is not available for
Android 4.4.2 and older versions. The experiments are conducted in Oct–Nov
2015 in Hanoi.

Table 2. Information to collect from each smartphone.

Smartphone Information to collect

Nexus 4 Battery information, screen status

Galaxy Note 2 Battery information, screen status

Galaxy Note 3 Battery information, screen status, air temperature

When conducting experiments, we position three smartphones close to each
others and put them into three environments with different temperature: room
(about 20–25◦ C), fridge (0–4◦ C) and hot (30–35◦ C).

2.2 Model Building and Testing

We developed an Android app to collect information listed in Table 2 at 1 Hz
frequency. We define idle state when the phone’s screen is off, the phone is
unplugged, and battery temperature variance in a temporal window is small
enough. Thus variables to build our model are air temperature, battery temper-
ature and battery voltage.

We filter data to keep one of idle status and build a linear regression model.
The model’s outcome is air temperature (variable name is airtemp). Its predic-
tors are battery temperature (battemp) and battery voltage (batvoltage). The
model is described in Table 3, its coefficient of determination is R2 = 0.7912.
In this table, row names are intercept and variables (predictors) of the model.
Values in second, third and fourth columns are estimated regression coefficients,
standard errors, t-values of the coefficients, and p-values of the variables, respec-
tively. The model is

Tair = 2.085 + 0.874 × Tbattery − 0.0004 × Vbattery, (1)

where Tair and Tbattery are air temperature and battery temperature when
smartphone is in idle state (Celsius degree), respectively; Vbattery is battery volt-
age in mV. We refer this model as the first one.

Table 3. A linear model with battery temperature and voltage as predictors.

Estimate Std. error t value Pr(>|t|)
(Intercept) 2.0850 0.4284 4.87 0.0000

battemp 0.8740 0.0049 178.25 0.0000

batvoltage −0.0004 0.0001 −3.99 0.0001
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At present, most of the smartphones are equipped with Li-Ion batteries [6].
Since the regression coefficient of batvoltage is very small (−0.0004) and voltage
of Li-Ion batteries, running from 3700 to 4200 mV [7], changes very slowly when
smartphone is idle, we eliminate batvoltage from the model and have a new
linear regression model in Table 4. This is the second model.

Table 4. A linear model with battery temperature as the only predictor.

Estimate Std. error t value Pr(>|t|)
(Intercept) 0.4776 0.1469 3.25 0.0012

battemp 0.8765 0.0049 180.13 0.0000

Table 5. Comparison of the first and second models.

Res.Df RSS Df Sum of Sq F Pr(>F)

8577 16667.49

8578 16698.49 −1 −31.00 15.95 0.0001

The second model’s R2 is 0.7909 and can be considered the same as that
of the first one. We perform an analysis of variance (ANOVA) [8] test to com-
pare the two models. Test result is in Table 5. The result shows very small dif-
ference of the first and second models. We have nearly similar residual sum of
squares (16667.49, 16698.49) in RSS column and small difference sum of squares
(−31.00) in Sum of Sq column. We select the second model because it is simpler
than the first one but its R2 is similar to that of the first one. The second model
is written as

Tair = 0.4776 + 0.8765 × Tbattery. (2)

Testing on Galaxy Note 3 Data. To check the validity of the model in Eq. (2),
we randomly divide the data set collected by Galaxy Note 3 into training and
testing sets. The training set has 70% number of observations and the testing set
is the rest. On the training set, we build a linear model that has airtemp as an
outcome and battemp as the only predictor. We calculate the following metrics
for the model’s quality assessment: ME (mean error), MAE (mean absolute error)
and R2 (coefficient of determination). This task is repeated 100 times for cross
validation. Experiment results show that mean of ME is 0.004 and corresponding
95% confidence interval (CI95) is [−0.0025, 0.01]. Means and CI95 of MAE and
R2 are 0.951, [0.948, 0.955] and 0.79, [0.785, 0.794], respectively.

Testing on Nexus 4 and Galaxy Note 2. We use the model in Eq. (2)
to predict air temperature from battery temperature readings of Nexus 4 and
Galaxy Note 2. Predicted temperature are compared to observed temperature
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recorded by Galaxy Note 3 using ME, MAE, correlation and R2 metrics. Graphs
showing predicted and observed temperature for Nexus 4 and Galaxy Note 2 are
in Figs. 1 and 2. Test results including those of Galaxy Note 3 are described in
Table 6.
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Fig. 1. Predicted temperature on Nexus 4 versus observed temperature; ME = 1.11,
MAE= 1.86, correlation = 0.79, R2 = 0.62.
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Fig. 2. Predicted temperature on Galaxy Note 2 versus observed temperature;
ME =−0.82, MAE = 2.03, correlation = 0.74, R2 = 0.55.
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Table 6. Test results on Nexus 4, Galaxy Note 2 and Galaxy Note 3.

Smartphone model ME MAE Correlation R2

Nexus 4 1.11 1.86 0.79 0.62

Galaxy Note 2 −0.82 2.03 0.74 0.55

Galaxy Note 3 0.00 0.95 0.89 0.79

Comparison with Approach of Overeem et al. We compare our approach
of estimating air temperature at each smartphone using a statistical model,
hereafter denoted as SM, with heat transfer model approach of Overeem et al.,
abbreviated as HM [2,3]. Metrics of comparison are R2, ME and MAE. Overeem
et al. tested their approach for eight cities in 2012 and re-tested for Sao Paolo
in 2017. Test results are in Table 7.

Table 7. Overeem et al. test results on eight cities [2,3].

City Time period ME MAE R2

Buenos Aires Jun–Sep −0.25 1.76 0.65

Buenos Aires Sep–Nov −0.28 1.30 0.86

London Jun–Sep −0.28 1.45 0.65

London Sep–Nov 0.10 1.59 0.72

Los Angeles Jun–Sep −0.13 1.57 0.39

Los Angeles Sep–Nov 0.15 1.16 0.79

Mexico City Jun–Sep 0.25 1.69 0.36

Mexico City Sep–Nov −0.14 1.49 0.33

Moscow Jun–Sep −0.27 1.55 0.75

Moscow Sep–Nov −0.04 4.00 0.51

Paris Jun–Sep −0.38 1.63 0.62

Paris Sep–Nov −0.23 1.96 0.70

Rome Jun–Sep 0.21 1.30 0.86

Rome Sep–Nov 0.20 1.25 0.83

Sao Paolo Jun–Sep −0.31 1.21 0.65

Sao Paolo Sep–Nov 0.08 1.23 0.85

Sao Paolo Year 2017 −0.53 1.09 0.87

We conduct an ANOVA test using a linear regression model and a Tukey
honest significant difference (Tukey HSD) test to compare means of R2 of the
two approaches.

Comparison results are in Table 8 and Fig. 3. The approachSM regression
coefficient in second row of Table 8 shows that mean value of SM’s R2 is 0.019
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lower than that of HM (CI95: [−0.25, 0.21]). However this difference is not sta-
tistically significant because the corresponding p-value is 0.87> 0.05. Thus we
cannot reject a hypothesis that true difference in means R2 of SM and HM
is 0. In other words, mean of R2 of SM is comparable to mean of R2 of HM.
Figure 3 depicts the difference in means of R2 of SM and HM approaches and
the corresponding CI95. The corresponding CI95 contains 0.

Table 8. A linear model for comparison of SM and HM approaches.

Estimate Std. error t value Pr(>|t|)
(Intercept) 0.6699 0.0422 15.88 0.0000

approachSM −0.0187 0.1089 −0.17 0.8658

−0.2 −0.1 0.0 0.1 0.2

SM−HM

95% family−wise confidence level

Differences in mean levels of approach

Fig. 3. Difference in means of R2 of SM and HM approaches.

Following the same test procedure, we compare two approaches by ME and
MAE metrics. Comparison results are in Figs. 4 and 5. The results also show
that SM approach is comparable to HM approach.

−0.2 0.0 0.2 0.4 0.6

SM−HM

95% family−wise confidence level

Differences in mean levels of approach

Fig. 4. Difference in means of ME of SM and HM approaches.
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−0.5 0.0 0.5

SM−HM

95% family−wise confidence level

Differences in mean levels of approach

Fig. 5. Difference in means of MAE of SM and HM approaches.

3 Discussion and Future Development

We presented a new approach of using a statistical model to estimate air temper-
ature from smartphone battery temperature. Using our approach, each smart-
phone is able to estimate air temperature independently. Consequently we can
have temperature distributions rather than aggregated temperature of areas.
This is an advantage of our approach to that of Overeem et al. Statistical tests
show that our approach is statistically comparable to approach of Overeem’s
el at. by ME, MAE and R2 metrics. In addition, our approach uses a simple
linear regression model that is energy economy and very easy to implement on
smartphones.

Our approach is capable for further improvement. Firstly, the temperature
sensor inside Galaxy Note 3 is affected by the phone’s temperature, it reports
unstable air temperature. We will conduct experiments using an independent
temperature sensor, for example DHT22 [9]. Secondly, other important factors
to temperature of the battery such as battery current will be taken into account
to build new statistical models. Finally, we will use a Kalman filter to eliminate
noise [10].

We have developed an Android app using the model in Eq. (2). The app’s
main function is to report estimated air temperature. It does not collect data at
this stage. We published the app on Google Play on Mar 2016. To date, the app
has more than 60,000 downloads, and approximately 1,200 daily use. Its user
rating is 3.2/5.0 [11].
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Abstract. This paper deals with an area of voice recognition and its
usage for controlling embedded devices and external components. Multi-
ple voice recognition solutions are available right now but many of them
are not the best solution for use in performance constrained devices,
such as RaspberryPi. The current state of the art in the field of voice
recognition software is covered and appropriate candidates are selected.
Tools are tested in terms of quality of evaluation of different commands
in areas with various levels of noise. Time requirements for processing
are also discussed.

Keywords: Voice recognition · Raspberry Pi · Julius · PocketSphinx

1 Introduction

Nowadays, voice control is an inseparable part of mobile phones, personal com-
puters, laptops and smart devices. Some of them even contain smart algorithms
which analyze whole sentences, trying to find contextual information and offer
a solution, for example, Siri assistant by Apple, Cortana assistant by Microsoft,
and Alexa built into Amazon Echo devices.

Problems emerge when this functionality must be added into custom devices,
e.g. voice control capability into the smart home framework [1]. The solutions
mentioned above are not opensource and require specific hardware or provide
limited API only via cloud services. This might present another limiting require-
ment: an Internet connection.

Let us define the requirements for voice recognition software which can be
run on low-cost hardware such as [2] and can be used in a smart-home con-
cept. It shall be fully scalable, easy to deploy and modify. The requirements for
processing power must be as low as possible, with the option to run on popular
c© Springer International Publishing AG, part of Springer Nature 2018
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single board computers, such as the RaspberryPi or modern routers. No Internet
connection must be used, so that the software can run entirely in offline mode.
This feature has been selected in order to be able to use voice commands even
if an Internet connection is down. Continuous recognition of any words is also
not required. Recognizing only a limited set of words is sufficient because there
is not a vast number of commands used.

According to [3], which deals with voice processing in the MATLAB environ-
ment, the appropriate software for voice recognition should use Hidden Markov
Models (HMM) and Gaussian Mixture Models (GMM). The Hidden Markov
Model is primarily used for voice detection, and it comprises three phases. The
first phase is property extraction. The second phase calculates a vector of prob-
ability properties with the use of a Gaussian Mixture Model. The third phase
looks for the most probable match with the word in a transcript.

The system for automatic voice recognition described in [4] is also based
on HMM and GMM. The role of adaptive tuning, which enables speeding up
the decoding process, is mentioned, along with how important a well designed
cooperation is between the hardware and software. The implementation and
testing on embedded devices can use knowledge from [5] dealing with software
design on 32bit ARM microcontrollers.

The combination of HMM and GMM with Weighted Finite Transources
usable for the decoding part is discussed in [6]. The whole approach is after-
wards tested on the Altera Nios II platform.

All these papers indicate that a solution for voice recognition software
runnable on performance constrained devices, such as RaspberryPi or Bea-
gleBone, should use a Hidden Markov Model and a Gaussian Mixture Model.
Another limitation comes from the operating system side, because Linux is the
only widely supported system on these platforms. That it is an embedded system
also means very limited storage capabilities, so the size of the application is a
concern. The performance of ARM processors are also worse than that of a PC,
therefore the programming language used for the implementation must be taken
into account. The goal is to choose software that fits the requirements and then
perform tests which will select the best candidate.

In the following section, the current software technologies are described. The
third section deals with the hardware preparation. The testing and its results
can be found in the fourth section. The last section presents the conclusions from
this research.

2 Current Software Technologies

There are dozens of voice recognition software applications, each of them with a
different feature set and in a different state of completeness of its implementation.
Those discussed in this paper are all Open-Source solutions. The advantage of
this solution is that the source code is freely available, so it is possible to continue
its development even if the original author stops working on it. It is also possible
to adjust the software for a specific use.
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Bavieca: Complete Bavieca software is described in [7]. It contains 25 subpro-
grams, each designed to handle specific tasks. The software itself is written in
C++ and uses the LAPACK linear algebra library. A Java API is provided
for easy integration into higher level programs. The decoding part is based
on the Weighted Finite State Acceptors method.

CMU Sphinx: Another available solution is CMU Sphinx. It has a fork for
low performance devices, called Pocket Sphinx. It is discussed in [8,9]. The
software consists of three parts. The first is sound transformation and prop-
erties vector building. The second part handles the acoustics modeling which
transforms the vectors to phonemes using the Gaussian Probability Estima-
tion method. The third part contains a language seeking module, where the
phonemes are converted into word sequences. The HMM method is used, see
Fig. 1.

Julius: This is covered in [10,11]. A two-pass search is implemented. The first
pass sorts the words into a tree structure which is associated with a language
model. The language model contains only phrases in word–word form. Two-
gram probability is applied and the best approximation is chosen. The second
pass uses a three-gram model for recalculating the values from the first path
using n-dest (see Fig. 2). Julius uses a rule system based on grammar.

Kaldi: The last solution, described in [12], is Kaldi, written in C++. The archi-
tecture is shown in Fig. 3. Its decoding is based on the Weighted Finite State
Transducer method. The additional libraries LAPACK, BLAS and Open FST
are required.

Fig. 1. Sphinx3 structure (redrawn from [9])

The shortcomings of Bavieca and Kaldi lie in the external dependency on
LAPACK, which makes these solutions unusable for embedded devices with lim-
ited storage memory. The Java Runtime Environment is required for Bavieca
to operate, which is another shortcoming if the solution should be used on an
embedded device.

The other two lightweight tools (Pocket Sphinx and Julius) were chosen for
furthermore implementation and testing. It was necessary to determine which
one provides more accurate voice recognition and how much time this task
requires.
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Fig. 2. Julius structure (redrawn from [10])

Fig. 3. Kaldi structure (redrawn from [12])

3 Hardware Preparation

The hardware selected corresponds to a low-cost solution which can be used in
a smart home concept. RaspberryPi, in its latest (third) iteration was selected
as the platform for implementing the testing environment. It is an affordable
singleboard computer based on the Broadcom BCM2837 64bit ARM Cortex-
A53 CPU, equipped with 1 GB operating system memory, Ethernet, WiFi and
Bluetooth connectivity. Unfortunately, the audio only includes analog output
and HDMI digital output. No analog audio input in the form of a microphone or
a line is present. This may be solved via a specialized shield with a high fidelity
sound card or an external USB one. The Creative Sound Blaster Play2 USB
sound card was selected because it is supported out of the box in any recent Linux
distribution, which are supported on RaspberryPi. The choice of the particular
distribution is entirely up to the user’s preferences and use case scenario. The
ARM port of Ubuntu was chosen for testing the voice recognition programs. A
high quality power source was used, to filter any undesirable distortion in the
audio input.
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3.1 Software Installation

Ubuntu for ARM does not have a traditional installer; instead a flash preloaded
image is sufficient. A server variant without an installed X11 graphical user inter-
face was selected to minimize the system load and image size. Both applications
were downloaded and compiled from source to ensure that the latest possible
versions would be running. The build environment must be installed in advance
to achieve that. Integrated audio input is preferred as the default, so a USB
sound card must be set as the preferred audio source in the ALSA audio back-
end. Modern Linux distributions use the PulseAudio daemon above ALSA to
ease the sound configuration, with various graphical tools available. Since the
testing environment does not contain a graphical user interface, the PulseAudio
daemon was disabled.

4 Testing

The selected solution is going to be integrated in a smart home control frame-
work, so the voice commands that occur very commonly were selected for testing.
Those commands were prerecorded using a high quality directional microphone
with shotgun characteristics. Every command was recorded in three environ-
ments: one with no external noise, another with mild noise corresponding to the
ambient noise in a normal environment, and the third having a high level of noise
corresponding to a workplace. In each environment, all commands were recorded
at distances of one, two, and three meters from the front of the microphone.

Scripts which initialize each software have been written. Redirecting a micro-
phone input to a wave file is part of these scripts. The time to initialization and
to recognize a command was measured. It is important to measure the initial-
ization time, because it is possible to run each software on demand and not as
a background service, so as to reduce system load. Julius and Pocket Sphinx
return a list of words recognized along with the probability of recognition for
each sentence. These probabilities were saved, and the mean was calculated for
combination of each software, noise level, and distance.

4.1 Results

The system time scripts have been measured. Each program was launched by
a script ten times, and the average values were calculated, because the Linux
operating system is not a real-time OS. The results are shown in Table 1. It is
obvious that Julius launches and recognizes words more than ten times faster
than Pocket Sphinx.

Tables 2 and 3 shows the probability of recognizing a word combination.
Again, it can be seen that Julius recognizes words with greater certainty. At three
meters distance, Pocket Sphinx recognizes words in a high noise environment
with a confidence of 12.5%, but Julius does so with 75%.
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Table 1. System times

Real (ms) User (ms) Sys (ms)

Pocket Sphinx 17.82 16.79 0.34

Julius 1.68 1.64 0.02

Table 2. Recognition probability for Pocket Sphinx

Pocket Sphinx 1 m 2 m 3 m

No noise 1.000 0.917 0.625

Mild noise 0.500 0.600 0.063

High noise 0.036 0.208 0.125

Table 3. Recognition probability for Julius

Julius 1 m 2 m 3 m

No noise 1.000 1.000 0.750

Mild noise 0.875 0.875 0.875

High noise 0.500 0.625 0.750

The probability of word recognition is very similar at a distance of one meter
up to mild noise (see Fig. 4). It seems that Pocket Sphinx does not handle well
a noisy environment.
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The difference between the programs starts to be more significant when the
speaker is two meters away from the microphone (see Fig. 5).
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A comparison of results for a distance of three meters is shown in Fig. 6.
These results do not mean that Pocket Sphinx may be considered as poorly
implemented. The results may be affected by the hardware which has been used.
The tests were performed on a specific single board system with Ubuntu 16.04
and external USB sound card. Also, both programs were built from source with
default compilation parameters.
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5 Future Work

The main reason of setting constrains for Raspberry Pi minicomputer and
low level programming languages is to simplify integration to our smart home
automation and Internet of Thing system called HAuSy (Home Automation Sys-
tem). It utilizes three layer architecture instead of two layer which can be found
in commercial solution. Whole architecture is described in detail in [13]. The
main goal of having central server (top layer), subsystems (middle layer) and
nodes (low layer) is to increase stability and robustness. Central server may be
located inside the house as ordinary desktop computer or running remotely on
any cloud platform. Subsystem is placed in each room and it utilizes Raspberry
Pi computer and running custom C++ application. Nodes are placed inside
each room and communicate with local subsystem over RS485 wired bus with
binary protocol [14], Bluetooth Low Energy or Z-Wave radios. Subsystem acts
as a gateway between nodes and server in default online state. Wired nodes are
intended to use in time critical application as they outperform wireless technolo-
gies [15]. However when any problem occurs on server or with the connection
with server, subsystems transition to offline state and perform actions locally.
This means that in case of an outage, light switches, door locks, curtain control,
smoke detectors and etc. remain functional till outage is fixed.

HAuSy in current state only offers traditional control using switches, dim-
mers and mobile application. Voice control is achieved with plugin for Amazon
Echo devices. However commands are evaluated Amazon cloud service and user
must tell every command in form: Alexa, tell HAuSy to..., which is not comfort-
able and stable Internet connection is required. The results of performed tests
(Sect. 4) show that Julius software performance is solid and therefore is going to
be integrated into subsystem application to provide voice control in every room
equipped with subsystem. Settings and initial calibration of software is going to
be performed through server.

6 Conclusion

Apart from commercial cloud solutions, there are many open-source solutions for
voice recognition. The most popular have been discussed in this paper and those
with the appropriate properties were selected for further testing. Only Julius
and Pocket Sphinx met the requirements for a lightweight solution without any
external dependencies. A hardware solution for running these libraries has been
described. The testing was performed on a RaspberryPi 3 single board computer.
The results showed that Julius has better word recognition probability in the
tested scenarios. This solution is ideal for a low-cost platform using affordable
hardware where voice recognition is needed.

Acknowledgment. The support of the Specific Research Project at FIM UHK is
gratefully acknowledged.
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Abstract. An important issue in healthcare nowadays is the tremendous
increase in the elder population worldwide. A consequence of this is that a
significant amount of care to elders is provided by informal caregivers, such as
family members, rather than health professionals. It is vital, therefore, to provide
support to informal caregivers in a manner that makes them more effective
while, at the same time, easing the burden of constant caregiving. This work
presents a prototype of an online support system for informal caregivers to the
elderly and its evaluation. The prototype has multiple modules which provide
services including patient and caregiver profile management, care recommen-
dation and planning, treatment notification, an information archive, as well as
social interaction with other caregivers. Our prototype is web-based and care-
givers may access it through a computer or a smartphone. Our evaluation of the
prototype indicates more than 70% user satisfaction.

Keywords: Elder care � Informal caregiver � Online support system

1 Introduction

It was reported by the United Nations (UN) that the results of decreasing fertility and
increasing life expectancy are the main factors which lead to an aging society [1]. In
2015, the proportion of elders worldwide accounted for 901 million out of a global
population of 7.3 billion. Additionally, in 2050 the elder population is projected to
more than double from 901 million to be 2.1 billion out of a global population of 9.7
billion [1]. The World Health Organization (WHO) published the active aging policy
framework to be used for caring for the older population in 2002 [2]. The WHO has
recommended that all countries provide comprehensive policies for their older popu-
lation. However, many developing countries are facing severe healthcare challenges
with the increasing incidence of chronic diseases, disabilities, in addition to the care
requirements of an older population. Particularly, challenging when providing care for
an older population is balancing support for self-care, informal care and formal care.

“Informal caregiver” refers to a person who does not have professional knowledge
about elder care but has a significant personal relationship with an elder, e.g., a
daughter, son, relative, or spouse [3]. In addition to medical care, informal caregivers
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often assist elders with impaired abilities to carry out the activities of daily life. Caring
for frail elders is a task which can be complicated, physically demanding and emo-
tionally draining. Elder care burdens affect the quality of life, financial status, mental
health and physical wellbeing of informal caregivers [4]. Nevertheless, their personal
relationship with an older person often means that the informal caregiver is highly
motivated [3]. Consequently, it is to society’s benefit to provide them support in
the form of information and training, communication with field experts and social
support [5].

A huge amount of care information such as a treatment for chronic diseases of
elders, as well as nutrition is available on the internet. Awareness has been increased
through the health information resources available on websites, which highlight how
important the dangers of various diseases are, and provide knowledge to caregivers
about caring for patients [6]. For example, the caregiver websites [7, 8] provide online
elder care information to support caregivers. These websites have forums featuring
topics designed to give caregivers the opportunity to exchange information about health
and elder care experiences. Likewise, a communication tool [9] has been created so that
frail elders, informal caregivers and primary care professionals can communicate
amongst themselves. This tool particularly enhances multi-collaboration between rel-
evant persons involved in elder care, resulting in improved levels of care knowledge for
both frail elders and informal caregivers. In addition, many specialized online systems
have been developed with the aim of supporting elder caregivers. For instance, the
online systems [10, 11] support caregivers of elders with dementia. Education, social
support, health care consultation, community resources, self-management program and
online coaching are amongst features typically provided by these systems. The results
of using these systems can empower the caregiver’s abilities, reduce stress from elder
care tasks and improve quality of life of caregivers. However, there is no yet an online
support system which specific supporting informal caregiver to elder care covers with
relevant tasks.

To fill the gap, the main goal of this research is to develop a comprehensive online
support system for elder care according to users’ requirements, and fulfill the needs of
the existing elder care system. The challenge objective of the research is how to design
and develop the system, which is to be used to enhance elder care knowledge and
abilities of informal caregivers. Therefore, in this work, a prototype of an online
support system for elder care has been developed, and has subsequently been evaluated
to test the effectiveness and efficiency of the prototype. Our system supports informal
caregivers by (a) providing elder care information and knowledge (b) recommending
an automatic solution for elder care (c) generating a suitable daily care plan (d) noti-
fying an alert message to each user via mobile phone and (e) connecting them through
online social. The rest of the paper is organized as follows. Section 2 proposes the
system design. System development illustrates in Sect. 3. In Sect. 4, all detail of a
testing system is clearly explained. Finally, in Sect. 5 the conclusion and future work
are described.
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2 System Design

Our system built on web-based architecture, the system features a responsive user
interface design, which can be operated on both computers and mobile devices. The
system should to test the system abilities and ease of use before released for real-time
use. Thus, the system development model was designed using a prototype model, as
shown in Fig. 1.

2.1 Collect Requirements and Analysis

In this step, the main objective was to collect informal caregivers’ problems along with
the elder’s care requirements. As such, it was requisite to understand the elder’s health
problems and caregivers’ responsibilities. In order to carry out the first task of this step
an in-depth interview was conducted with relevant health care professionals including
doctors, registered nurses, and public health technical officers. After that, an in-depth
interview with fifteen informal caregivers was carried out to collect the problems and
requirements associated with elder care. The details of the problems and requirements
of informal caregivers were published in earlier research [12]. In summary, we ana-
lyzed and classified the users’ requirements respectively into four main aspects, which
are as follows; (1) increase elder care knowledge (2) enhance elder care abilities
(3) communicate with their peers and relevant health staff and (4) perceive and
understand the elder’s health state.

2.2 Design Prototype

In this stage, system modules were designed according to the requirement of users.
Informal caregivers’ problems and requirements were compared with the existing
system information, so as to propose suitable modules and abilities for the system. The
comparison results led us to identify comprehensive suitable system modules as shown
in Table 1. In summary, this work proposed to implement a comprehensive online

Fig. 1. A system development model based on prototyping model
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support system for elder care consisting of six main modules. Profile management,
elder care recommendations, daily care plans, notifications, social interactions and
information resources make up the six main modules.

3 System Development

The prototype was developed with the use of a computer, using the PHP and MySQL
database. The system abilities were created by applying different suitable techniques.

3.1 System Modules

The Profile Management Module. It is used to register the user through a mail server,
so that they can use the system. Two sub-modules are incorporated into this module,
the informal caregiver and elder profile sub-modules. For this module, caregivers are
required to fill in their profile, responsibilities, and their elder’s profile. Elder profiles
include personal data, health, symptoms, and evaluation of an activity of daily living

Table 1. Design system modules.

Requirements Existing
information
system and
features

Weakness of the existing solutions Proposed system module

Increase elder care
knowledge

• Health care
resources

• Medication
description

• Emergency
information

[7–11]

• Insufficient relevant information
such as social welfare
information for the older person

• Information resources

Enhance elder care
abilities

• Telephone
Helpdesk

• Expert advice
information
(Audio, Video
tips)

[9, 11]

• Manual features which are not
suitable for informal caregivers

• No intelligence recommendations
being provided

• An automated elder care
recommendation

• A daily care plan
• Notifications

Communicate with
their peers and
relevant health staff

• Blogs, Forums,
Q&A,

• Frequently
asked questions

[7, 8, 11]

• No solution being provided to
encourage caregivers to
communicate with a peer group

• Social interaction with
feature to recommend
new friends for caregivers

Perceive and
understand the
elder’s health state

• Record health
of the elder

• Shared
electronic health
record [9]

• Caregivers cannot preliminarily
investigate the elder’s health
status on a continuous basis

• Profile management with
geriatric assessment
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(ADL). ADL assessment was used to describe the elder health status, and then the ADL
assessment was measured by the Barthel Index standard tool [13].

The Elder Care Recommendation Module. The task of this intelligent module is to
improve caregiver abilities by providing an automatic elder care recommendation. We
classified the elder care recommendations into four aspects, which include; physical
therapy, food, exercise and emotional. Each informal caregiver will receive a suitable
elder care recommendation that has been generated by applying case-based reasoning
(CBR) techniques. CBR is a method that can generate a recommendation using rea-
soning based on the most similar past cases. CBR plays a major role in healthcare
recommendation system because of its similarity with the classical diagnosis and
treatment method [14]. The methodology used when creating elder care recommen-
dations was described in earlier research [15].

The Daily Care Plan Module. The daily care plan is a plan for daily elder care which
is divided into three periods of time, namely; morning, afternoon and evening. Input,
including caregiver responsibilities, elder’s health status and the elder care recom-
mendation is processed by this module. After that, the module automatically generates
an appropriate daily care plan for a user. Moreover, a user can input medication details,
a doctor’s appointment and the schedule of an elder. Once that is complete, the daily
care plan module processes this information and updates the details of the daily care
plan. The Rule-Based Reasoning (RBR) technique is applied to process all of the
information and then generate the daily care plan. In this work we generate elder care
activity through rules. Rules are programmatic devices containing an if-then-else
component which is used to choose each activity in a daily care plan. Included in the
components of the daily care plan are various aspects of elder care such as medication,
doctor’s appointments, activities of daily living (e.g., bathing, dressing, grooming,
preparing meals and feeding), an elder care recommendation, and finally, physical
therapy or exercises.

The Notification Module. The Notification Module is a module used for alerting a
user of significant elder care activities. Data from the daily care plan is processed by
this module so that users can be notified via mobile phone. An alert message is also
processed and sent out to users by the Line application. The notification has six
activities, which are as follows: (1) an alert at time medicine should be taken by an
elder (2) an alert about the doctor’s appointment of an elder (3) an alert when the status
of an elder’s health and symptoms should be updated (every 7 days) (4) an alert for
evaluating the daily living activities of an elder (every 30 days) (5) an alert for eval-
uating the satisfaction of the recommendations (7 days after receiving recommenda-
tion) and (6) an alert when new elder care information has been input into the system.

The Social Interaction Module. In this module, caregivers are encouraged to par-
ticipate with their peers when sharing or receiving various experiences and pieces of
elder care knowledge. Online spaces are provided for caregivers by the system, by
allowing them to create a social network in order to communicate with other caregivers.
Also, they can create and join a forum for asking and answering questions.
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The Information Resources Module. The module displays a considerable amount of
elder care information. Particularly, it has a thorough knowledge base with reliable
references. This module provides the search mechanism to allow users to search the
knowledge base. The proposed information includes health care information, dietary
advice, and social welfare for the elderly.

3.2 System Prototype Interfaces

In this work, we proposed some main screens of the prototype. Figure 2 shows a daily
care plan page. This page processes all data from relevant tasks to generate a daily care
plan. The care plan will change automatically when a user input or update any relevant
data. When a user receives a daily care plan, the notify task processes this data to send
an alert message via line application to an individual user. For example, notification of
elderly medication time and doctor’s appointment as shown in Fig. 3.

Fig. 2. Example of a daily care plan screen.

Fig. 3. Example of notification to user
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4 System Testing

We invited the targeted users to combine in testing the system in a real environment.
During the usability test terms referred to include effectiveness, efficiency, and satis-
faction [16]. Effectiveness is defined as how well users can achieve specific goals with
accuracy and completion in a specified context of use. The effectiveness calculation is
the assessment percentage of users successfully achieving their goals compared to the
total number of users [16]. Efficiency is defined as how fast users can accomplish tasks
with accuracy and completion. A way to ascertain the efficiency is to calculate the
user’s effective work time compared to all users’ work time [16]. Satisfaction is defined
as how comfortable users feel with the system, as well as their perceived acceptability
of use. The level of satisfaction can be measured with the use of many formal ques-
tionnaires. In this work, we applied the system usability scale (SUS) to 10 questions
with a 5-point scale [17]. There are many tools to assess the usability of a system.
The SUS is one of the effective and reliable ones that can be used with any type of
interface. This tool is cost effective and yields a single score easy to interpret [18].

4.1 Usability Test Procedure

During the test, we focused on user-based evaluation. The user-based test is a method
in which users directly participate and are invited to complete typical tasks with a
system that can be explored freely [19]. Because of this, we instructed them to “Think
aloud by talking aloud”. We constructed the usability test procedures, as follows:

1. Identifying a targeted user profile and selecting the user participants. An informal
caregiver, who cares for their elders at their home, is the user profile targeted by this
system. Once the user profile has been identified, the next step is the selection and
invitation of users to participate in testing the system. The number of participants
was ten persons. They were divided equally with five users testing the
computer-based interface and five the mobile interface. Five participants are the
optimal for usability testing and can discover over 80% of the problems with 95%
confidence [20]. Below, the details of targeted user profiles, and the demographics
of participants are shown in Table 2.

2. Testing the system. During this step, we built seven scenarios which demonstrated
all of the tasks that make up the system abilities. In each scenario, a user had to
perform a task by his or her self in order to achieve the specific objectives. The
results of the usability test were the completion rate of tasks, and relative time-based
efficiency, which were collected during observation whilst users operated the sys-
tem. Moreover, we recorded each instance in which a task was ultimately unsuc-
cessful, and the user failed to achieve the goal in each scenario. These problems
were described and classified by each error type. Errors were divided into two
brackets; they were categorized as “functionality errors (FE)” and “task errors
(TE)”. The functionality error is an instance when the system cannot handle the task
which user has required performing. The task error is an instance in which the user
failed to use any functionality that was provided by the system. Table 3 explains the
scenarios and the average of testing results of both devices.
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3. Collecting the user satisfaction. Participants were interviewed so that we could
receive a recommendation at the end of the testing, by using the SUS questionnaire,
[16] along with a set of questions. Some examples of the interview questions are as
follows: (1) do you think this system helps to improve your elder care abilities? how
does it help? (2) do you think this system increases your elder care knowledge? how
does it help? (3) what are the other system abilities that you need? and (4) other
suggestions?

4.2 Analysis of Test Results

Overall, 88.57 was the percentage of the system effectiveness, and the relative
time-based efficiency was 87.06%. According to the test results (see Table 3) it was
indicated that the notification task had the lowest level of effectiveness and efficiency
out of all of the tasks, meaning that only 7 users performed without any making errors
and were also successful in completing this task. Additionally, the speed of work in this
task was the lowest of all the tasks, at 62.6%, to refine the prototype henceforth, the
notification task should be modified in the first rank. While an elderly care recom-
mendation task and information resources had the highest levels effectiveness and
efficiency. The problems occurred starting in the testing step were analysed to find a
suitable methodology, which will be used to improve the system, as shown in Table 4.

Evaluation of user satisfaction by the SUS questionnaire showed that the user
satisfaction with the system was a high level at 73.5%. This result was higher than the
standard average value of the SUS of 68%. This means user satisfaction was at a high
level [18]. Most of the participants thought that they would learn to use this system
very quickly. There was a high rate of 90% of users who felt very confident in using the
system. However, they needed the support of a technician to be able to use this system.

Table 2. Targeted user profile and participants demographic.

Items Targeted profile Participants demographic

Gender N/A Female 9, Male 1
Age of participants 18 years or over Between 29 and 40
Education level N/A Junior High School 3, Senior High School

3, Bachelor 4
Relationship with
an elder

Daughter, son, spouse
or relative

Daughter 7, Grandchild 3

Elder age under
their care

60 years or over Between 60 and 93

Elder care time
period

At least one time period All day 4, Morning and Evening 5,
Afternoon and Evening 1

Elder health status Home bound or Bed
Bounda

Home bound 7, Bed Bound 3

aA homebound elder is an elder who has an ADL assessment score between 5 and 11. This elder
group can engage in a small amount of self-care. A bed bound elder is an elder who has an ADL
assessment score between 0 and 4. This elder group cannot engage in self-care at all [21].
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Therefore, to refine the prototype, online help features which support users in using the
system should be provided. Included in this are the interview results, which confirmed
that if they use the system continuously, it will increase their level of knowledge as
well as enhancing their elder care abilities.

Table 3. The scenarios and usability test results.

Tasks Effectiveness Efficiency Problems

Task 1: Manage profile
Scenario: You would like to record the necessary
information to keep and track your elder’s health
profile. What do you need to do?

90% 87.84% 2 TE

Task 2: Evaluate the ability of activities of daily
living (ADL)
Scenario: During your day caring for an elder, you
need to check and assess your elder’s abilities in
daily living. What do you need to do?

90% 93.22% 1 TE

Task 3: Receive an automatic elder care
recommendation
Scenario: You receive a report from the ADL
evaluation of your elder and you know about your
elder’s health status. How can you find out what is
the most suitable way to care for your elder?

100% 100% –

Task 4: Receive a daily Care Plan
Scenario: If you would like to receive the details
of a suitable way to care for your elder in each
time period of each day. What would you do?

90% 89.41% 4 FE

Task 5: Receive a notification via mobile phone
Scenario: You need to receive a notification
message via a mobile phone such as an alert for
when an elder should take their medicine. What do
you need to do? How do you check and follow the
received messages?

70% 62.26% 1 TE
1 FE

Task 6: Communicate with other informal
caregivers
Scenario: You would like to share and receive an
elder care experience with other informal
caregivers who are similarly faced with the same
situation of elder care as you. What do you need to
do?

80% 80.68% 1 FE

Task 7: Access the information resources
Scenario: When you would like to find the
necessary information for caring your elders, what
would you do?

100% 100% –
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5 Conclusion and Future Work

This paper demonstrated the system prototype of the online support system for elder
care. The system has been developed consistently with the users’ requirements and fills
the gap of the existing elder care systems. Furthermore, we investigated the system
usability and ease of use by means of suitable methods and iterations, until the result
was acceptable. The usability test helps find malfunctions and missing system abilities
which have failed to meet the users’ requirements. Also, the problems of users were
discovered while they were using the system. Preliminary test results confirmed that the
prototype was acceptable with more than 80% of the effectiveness and efficiency and
more than 70% of user satisfactions.

In future work, these test results will be utilized to improve the system, so the user
experience and system abilities can be enhanced. We will implement a complete online
support system for elder care and it will be provided to the public. Moreover, this work
will examine the system’s potential and evaluate its impact on caregivers with regards
to elder care abilities, elder care knowledge, and the relief of stress.
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Abstract. This paper considers the problem whether higher order mutant is
harder to kill than first order mutant or not. Higher order mutation testing has
been proposed to overcome the limitations of traditional mutation testing (also
called first order mutation testing) such as a large number of generated mutants,
limited realism, and equivalent mutants. In this paper, we perform an empirical
evaluation to answer the mentioned question with regard to the ratio of number
of test cases which can kill a higher order mutant to number of test cases which
can kill its constituent first order mutants. Our experimental results indicate that
only a half of all generated higher order mutants are harder to kill than its
constituent first order mutants.

Keywords: Mutation testing � Higher order mutation testing � Easy to kill
Harder to kill

1 Introduction

Mutation Testing (MT) [1, 2], also called First Order Mutation Testing (FOMT) or
Traditional Mutation Testing, has been introduced as a powerful and automated
technique to assess the quality of the given set of test cases. One of the MT problems is
a large number of generated First Order Mutants (FOMs) [3, 4], which are generated by
inserting, via a mutation operator, only one semantic change into the original program.
Unfortunately, most of mutants are simple and often easily to detect. In other words,
the mentioned FOMs can be killed easily. In mutation testing, the original program and
its mutants are executed against the same given set of test cases. The mutant is called
“killed” if its output result is different than the output result of original program, with
any test case (TC). Higher order mutation testing (HOMT), an approach for generating
mutants by applying mutation operators more than once, is an idea presented by Jia and
Harman in 2009 [5] and in a manifesto by Harman et al. in 2010 [6]. They believed that
the combination of two or more errors to generate mutants can cause limited number of
easy to kill mutants. The mutants, which are generated in HOMT, are called Higher
Order Mutants (HOMs). In the example given in Table 1, we have the program P, one
HOM and two first order mutants FOM1, FOM2 of P. The HOM has two changes
compared to original program P, whilst FOM1 or FOM2 has only one change.
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There are many studies (will be presented in detail in the next Section), in the field
of higher order mutation testing (also included second order mutation testing), which
are considered the strategies for constructing HOMs in order to overcome the MT’s
problems [3, 4]. However, most of the studies result only indicates that the mean
number of generated HOMs as well as equivalent HOMs is reduced compared to FOMs
(see Sect. 2).

The paper aim at answering the following question: Is higher order mutant harder to
kill than first order mutant? We will perform an empirical evaluation to answer the
mentioned question based on the ratio of number of test cases which can kill a HOM to
number of test cases which can kill its constituent FOMs.

The rest of the paper has the following sections. Section 2 summarizes the related
works by stressing the answer of the problem “whether HOM is harder to kill than
FOM or not”. Section 3 explains how our empirical study has been proposed in detail.
Section 4 reports and analyzes the results of the experiment. Lastly, Sect. 5 concludes
the study and proposes future works.

2 Background and Related Works

The idea of Second Order Mutation Testing (SOMT) was first mentioned by Offutt [7]
in 1992. After then, Polo et al. [8] in 2008, Kintis et al. [9] and Papadakis and Malvris
[10] in 2010, and Madeyski et al. [11] in 2014 further studied to suggest their

Table 1. An example of higher order mutant (second order mutant)

Program P FOM1
...

while (hi<50) && (hi>lo) 
{
system.out.print(hi);
hi = lo + hi;
lo = hi - lo;
}
... 

...
while (hi>50) && (hi>lo) 
{
system.out.print(hi);
hi = lo + hi;
lo = hi - lo;
}
...

FOM2 HOM
...

while (hi<50) && (hi<lo)
{
system.out.print(hi);
hi = lo + hi;
lo = hi - lo;
}
...

...
while (hi>50) && (hi<lo)
{
system.out.print(hi);
hi = lo + hi;
lo = hi - lo;
}
...
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algorithms to combine first order mutants (FOMs) for generating second order mutants
(SOMs). There are 8 studies in this field of SOMT as follows: Using LastToFirst and
RandomMix algorithms [8]; Using RDomF, SDomF, HDom(20%) and HDom(50%)
algorithms [9]; Using First2Last, SameNode, SameUnit and SameUnitFirstToLast
(SU_F2Last) algorithms [10]; Using RandomMix, Last2First and NeighPair algorithms
[11]; Creating SOMs by using 4 difference approaches to insert two faults in
Aspect-Oriented programming [12]; Using DifferentOperators algorithm [8]; Using
SameUnitDifferentOperators (SU_DiffOp) algorithm [10]; Using JudyDiffOp algo-
rithm [11]. In all of SOMT strategies, the number of generated second order mutants is
reduced over 50% (except the result of Kintis et al. [9]), while the mean reduction of
number of equivalent second order mutants is about 70%, compared with first order
mutants. Unfortunately, there are no empirical study to answer the question “Are SOMs
harder to kill than FOMs?”.

Higher order mutation testing was first defined by Jia and Harman [5] in 2009 and
has been considered as a promising solution for overcoming limitations of first order
mutation testing. The studies of single-objective higher order mutation testing have 7
articles, while the studies of multi-objective higher order mutation testing have 8
articles, such as: Using meta-heuristic algorithms to find the Subsuming HOMs [5, 6,
13]; Using Genetic, Local Search and Random Search algorithms to produce subtle
HOMs [14, 15]; Using two basic operators (insertion and omission) to apply
model-based higher order mutation [16]; Using higher order mutation to reducing
equivalent mutant [17]; Using multi-objective optimization algorithm with Genetic
Programming to search for HOMs which are harder to kill and more realistic complex
faults [6, 18, 19]; Using multi-objective optimization algorithm and HOMT to search
high quality and reasonable HOMs [20–24]. According to Jia and Harman [5], who
have experimented with 10 benchmark C programs under test (14850 Line of Codes
and 35473 test cases in total) and the results indicated that about 67% generated HOMs
are harder to kill than their constituent FOMs. This based on the evaluation the number
of the subsuming HOMs in general, and the strongly subsuming HOMs in particular [5,
6]. Whilst HOMs which were generated by Akinde’s approach [17], are extremely easy
to kill because of the MSI of HOMs is close to 0%. MSI (Mutation Score Indicator) is
the ratio of killed mutants to all generated mutants [11, 25–28]. The results of study of
Omar et al. [14] in 2013 and [15] in 2014 indicated that about 0.0012% generated
HOMs are subtle HOMs which are difficult to kill, but they did not mentioned the
comparison with FOMs.

For the two given objectives, difficulty to kill and small source changes, Langdon
et al. [18] applied NSGA-II, a multi objective optimization algorithm, with genetic
programming in the area of higher order mutation testing and the results demonstrated
that this approach is able to find higher order mutants that represent more realistic
complex faults and are harder to kill than first order mutants. However, the number of
live (potentially equivalent) mutants, which cannot be killed by the given test suite
(albeit could be killed by new and high quality test cases), in the approach of Langdon
et al. is very small (about 1%). It means that about 99% generated mutants are killed by
the given set of test cases.
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In the works of Nguyen and Madeyski from 2015 to 2017 [20–24], they proposed a
new classification of HOMs to cover all of the available cases of generated HOMs, as
well as described their objectives and fitness functions. They performed the empirical
evaluation of multi objective optimization algorithms in HOMT. The initial achieve-
ments demonstrated that their approach leads to generation the harder to kill HOMs
(which mimic harder to find defects). The HOMs which were generated in their
empirical study, are harder to kill than the generated FOMs in terms of number of test
cases that can kill the mutants [24].

3 Experiment Set Up

3.1 Research Problem

In this paper, we focus on answering the main question: Is HOM harder to kill than
FOM? We apply the multi objective optimization algorithms and higher order mutation
testing to generate and execute mutants (both FOMs and HOMs), and then analysis the
results base on the ratio of number of test cases which can kill a HOM to number of test
cases which can kill its constituent FOMs. Similar to our previous works [20–24], we
also use the same our objectives and fitness functions, which are applied to multi
objective optimization algorithms to search for valuable HOMs. In our objective
functions, we focus on constructing the HOMs which are killed by as small sets of test
cases as possible. It leads to decrease number of generated HOMs.

3.2 Judy Tool and Project Under Test (PUT)

We use and extend Judy tool [28] as the supporting tool to generate HOMs, execute
mutation testing and evaluate HOMs with the full set of build-in mutation operators of
Judy [28] for 8 selected projects under test to conduct the empirical studies. Judy
(http://www.mutationtesting.org/) is a mutation testing tool for Java programs. It
supports large set of mutation operators, as well as HOM generation, HOM execution
and mutation analysis.

Table 2 shows in short 8 selected real-world, open source projects which were
downloaded from the Source Forge website (http://sourceforge.net). The information in
this table are the name of projects selected for the experiment along with their number
of classes (NOC), lines of code (LOC) and number of given test cases (#TCs). The
given set of tests cases were obtained from the selected real-world.

3.3 Multi-objective Optimization Algorithms

We apply 6 different algorithms, 5 multi objective optimization algorithms (including
one modified by us) and Random algorithm, into higher order mutation testing for our
experimental. The short introductions about these algorithms are as following.
NSGA-II is the second version of the Non-dominated Sorting Genetic Algorithm that
was proposed by Deb et al. [29, 30] for solving non-convex and non-smooth single and
multi-objective optimization problems. Its main features are: it uses an elitist principle;
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it emphasizes non-dominated solutions; and it uses an explicit diversity preserving
mechanism. The eNSGA-II extends NSGA-II’s concepts by adding e-dominance,
adaptive population sizing, and self-termination to minimize the need for parameter
calibration. e-dominance is a concept where a user is able to specify the precision with
which he wants to obtain the Pareto-optimal solutions to a multi objective problem, in
essence giving him the ability to assign a relative importance to each objective.
NSGA-III is the extension of NSGA-II which is based on the supply of a set of
reference points and demonstrated its working in 3 to 15-objective optimization
problems [30]. The eMOEA (eMOEA) is a steady state multi-objective evolutionary
algorithm that co-evolves both an evolutionary algorithm population and an archive
population by randomly mating individuals from the population and the archive to
generate new solutions [31, 32]. The eNSGAII-DiffLOC algorithm [24] is our
proposing one based on modification the eNSGA-II algorithm with the rule “apply no
more than one mutation operator to each line of code”. We have chosen the eNSGA-II
algorithm to modify because it is the best algorithm in terms of constructing the “High
Quality and Reasonable HOMs” [20–24]. Our experimental results indicated that the
proposed eNSGAII-DiffLOC seems to be slightly better than original eNSGA-II
algorithm in terms of mutant reduction, generating harder-to-kill mutant and con-
structing “High Quality and Reasonable HOMs” [24]. Lastly, the Random search is
used to generate random solutions, which are evaluated and all non-dominated solu-
tions are retained. The result is the set of all non-dominated solutions.

3.4 Experimental Procedure

For each project under test, we ran the process, which was described in following
experimental procedure, 10 times. And then calculate number of test cases which can
kill a HOM and number of test cases which can kill its constituent FOMs for each
algorithm and PUT.

Table 2. Projects under test

Project under test NOC LOC #TCs

BeanBin 72 5925 68
Barbecue 57 23996 190
JWBF 51 13572 305
CommonsChain 1.2 103 13410 17
CommonsValidator 1.4.1 144 25422 66
CommonsJxPath 1.3 239 41079 28
CommonsFileUploads 1.3.1 69 12321 12
CommonsLang3 3.4 570 122964 126
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4 Results and Analysis

Experimental results were shown in Tables 3 and 4. Table 3 shows the mean number
of generated FOMs (NoF) and Table 4 shows the mean number of generated HOMs
(NoH) for each PUT and algorithm.

As we mentioned before, in this paper we focus on the ratio (named R) of number
of test cases which can kill each generated HOM to number of test cases which can kill
its constituent FOMs. This ratio will help us to answer the question whether HOM is
harder to kill than FOM or not. We divide R into 3 cases: (1) R = 1 when the number
of test cases which can kill HOM is equal to the number of test cases which can kill its
constituent FOMs; (2) R < 1 when the number of test cases which can kill HOM is
smaller than the number of test cases which can kill its constituent FOMs; (3) R > 1
when the number of test cases which can kill HOM is larger than the number of test
cases which can kill its constituent FOMs.

Table 3. The mean number of generated FOMs

Project under test NoF

BeanBin 1330
Barbecue 3084
JWBF 1482
CommonsChain 1.2 476
CommonsValidiator 1.4.1 2431
CommonsJxPath 1.3 1453
CommonsFileUploads 1.3.1 1047
CommonsLang3 3.4 9432

for each PUT do
+ Generate all possible FOMs by applying the set of Judy mutation opera-
tors
+ Execute the FOMs against the given set of test cases

for each multi-objective optimization and Random algorithm do
  - from the set of all FOMs, generate HOMs guided by objectives and 
fitness functions 
  - execute the HOMs against the given set of test cases
  - count and save the test case which can kill each HOM belonging to 
the set of generated HOMs and the test case which can kill its constitu-
ent FOMs
  - calculate the ratio the number of test cases which can kill HOM
to the number of test cases which can kill its constituent FOMs

end
end
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In the Fig. 1, sub-figures from (a) to (f) demonstrate the values (%) of 3 cases of R
for each PUTs according to the algorithms NSGAII, eNSGAII, NSGAIII, eMOEA,

Table 4. The mean number of generated HOMs

Project under test NoH for each algorithm
eMOEA NSGAII eNSGAII NSGAIII eNSGAII

DiffLOC
Random

BeanBin 424 402 335 395 339 351
Barbecue 886 905 807 887 433 510
JWBF 216 238 123 230 141 154
CommonsChain 1.2 141 139 127 147 132 144
CommonsValidator
1.4.1

560 557 542 594 564 556

CommonsJxPath 1.3 421 560 490 612 591 652
CommonsFileUploads
1.3.1

116 120 111 116 185 119

CommonsLang3 3.4 2827 2671 2887 2993 2901 2993

Fig. 1. Values of R for each algorithm.
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eNSGA_DiffLOC and Random in turn. In the sub-figures, the column is divided into 3
parts: (1) the part on the top describes the value (%) of the case R > 1; (2) the middle
part describes the value (%) of the case R < 1; (3) the part at the bottom describes the
value (%) of the case R = 1. The results presented in the above sub-figures show the
mean ratio of R = 1, R < 1 and R > 1 cases are about 40%, 50% and 10% in turn for
all selected algorithms and PUTs. This means that only a half of generated HOMs are
harder to kill than their constituent FOMs in terms of number or test cases that can kill
them. Whilst the ratio of HOMs to all generated HOMs are easier to kill than their
constituent FOMs is about 10%. And 40% of all generated HOMs are the same their
constituent FOMs with regard to number or test cases that can kill them.

5 Conclusions and Future Work

We applied our proposed objectives and fitness functions [20–24] into 6 different
algorithms, 5 multi objective optimization algorithms (including one modified by us)
and Random algorithm for generating FOMs and then constructing HOMs from the set
of generated FOMs. We used the number of test cases which can kill HOMs and their
constituent FOMs to find the answering for the question “Is higher order mutant harder
to kill than first order mutant?”. Our experimental results indicate that about 50%
HOMs (among the set of generated HOMs which were constructed by combining the
FOMs) are harder to kill than their constituent FOMs and remaining HOMs are not.

There is always a set of threats to the validity of empirical results. The selected
PUTs may not be representative of Java programs in general, and therefore, the results
of the study may not be generalizable to all Java programs. In addition, 8 selected PUTs
(include the small and big program in term of line of codes) are different with regard to
functionality. Another threat to validity stems from the quality and the coverage of test
cases. There is a possibility of getting different results if test suites of higher and lower
quality or coverage were used.

We hope that the presented research outcome will help us to evaluate the effec-
tiveness of mutation testing in general and higher order mutation testing in particular.
However, further research is needed using more and larger projects under test to
confirm the preliminary results presented in this paper. Using the more different
algorithms is also needed to confirm the correctness of our study.
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Abstract. Many present systems can be developed by a sequence of trans-
formations from the source specification to the final implementation. An inter-
esting question is whether we can support such a sequence of transformations by
some formal apparatus that enables to verify succeeding steps of development,
and finally also the whole development process. As an example, we use the
transformation of a definition of the set of autonomous agents by classical
workflow models and then transform them into a set of Petri nets. Such trans-
formation would support development of software systems, whose specification
is based on classical workflow models, but the implementation is based on Petri
nets. Each part of the designed system is translated from workflow model into
Petri nets, and interpreted by the special Petri Nets Virtual Machines, which are
installed on all nodes of the system.

Keywords: Model transformation � Petri net � Formal development

1 Introduction

Many computer driven systems can be developed by a sequence of transformations
from the source specification into the final implementation. Software developers call
this process as the stepwise refinement. The interesting question is whether we can
support such sequence of transformations by some formal apparatus that enables to
verify succeeding steps of development, and finally also the whole development pro-
cess. For this purposes we have to describe formally the semantics of the input spec-
ification for each distinguished step, the transformation itself, and also the semantics of
transformation result.

Let us suppose the source model as the specification SInp in some input language
LInp; i.e., SInp 2 LInp: Each individual development step number k (1� k� n) is the
transformation Tk; which transforms the input specification SInp into the output spec-
ification SOut in some output language LOut; i.e., SOut 2 LOut: The result of this trans-
formation should be correct – so it has to have the same semantics as the input. The
transformation Tk could be called a correct transformation with respect to languages
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LInp and LOut; iff for all input specifications, the resulting output has the same
semantics. The correctness of the transformation should be verified.

The result of transformation is Tk½½SInp�� ¼ SOut 2 LOut: We will use special brackets
and½ �½ � to distinguish syntactic arguments from semantic ones. Let MInp be the semantic
model of the input language, and intInp : LInp ! MInp be the mapping that assigns to
any input specification SInp 2 LInp its meaning intInp ½½SInp�� in the input model MInp – the
semantic interpretation of the input specification. We call mapping intInp the inter-
pretation of the input language.

Similarly, let MOut be the semantic model of the output language, and intOut :
LOut ! MOut be the semantic interpretation of the output language. The meaning of
SOut in the output model is intOut SOut½ �½ � 2 MOut: The transformation Tk is a correct
transformation with respect to intInp and intOut; iff for all input specifications SInp; the
resulting output has the same semantics, i.e.

8SInp 2 LInp : lðintInp½½SInp��Þ ¼ intOut½½Tk½½SInp����;

where l is the mapping of input model MInp into the output model MOut: This mapping
specifies how to interpret input meaning in the output space.

In our case we have tried (among others) workflow models as the source language,
and Petri nets as the output language. This choice was motivated mainly by our interest
in Petri nets. So the mapping l should map all meanings of workflow models into
meanings of Petri nets.

Many systems can be considered as a set of autonomous agents that communicate
together to solve problems. There are a number of systems that support the provision of
such communication on the basis of specifications of the external behavior of agents
and a description of their communication. System assembly of a set of agents is
relatively well developed and orchestration of such set of agents can be assured and
generated from its description by known tools. What is currently not developed and
supported by automation is a creation of agents based on their specifications. They are
usually implemented manually from the specification without the assistance of an
adequate environment.

The purpose of our research is to develop methods and tools that can be used for the
creation of autonomous agents from their specification. We investigate the specification
of agents based on Petri nets (see [7–9]). We suppose, that all nodes of the distributed
system can be equipped by special basic software called Petri Net Operating System
(PNOS [10]). Then, all nodes can be supplemented by special software called Petri Net
Virtual Machine (PNVM [11]). Such PNVMs can be programmed by uploaded rep-
resentations of Petri nets in so called Petri Net Byte Code (PNBC), and pose as agents
of the whole orchestrated distributed system.

There exist similar approaches based on different versions of Petri nets. Our method
is new in several directions - we use version of Petri nets called Reference Petri Nets
[11], which is sufficiently complete to describe our expected systems. The second one
is the usage of intermediate virtual machines for implementation of partial Petri nets.
And the last difference is the usage of formal descriptions on the source and target
language, and also for transformations. It enables verification in the future.
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The structure of the paper is as follows - in Sect. 2 we define the source specifi-
cation workflow model. In Sect. 3 we describe the output model - Petri Nets. Section 4
deals with transformations of models in general, and describes the transformation of
workflow models into Petri nets. It also introduces the transformation of Petri nets into
PNML (see [4]) format for the sake of interpretation by PNVM.

2 The Source Specification Model

Mainstream software processes, like the Unified Process, propose UML diagrams [6]
for modelling the integration of conceptual data models and activity diagrams for
specifying workflows [3]. Then, these models are used as requirements specification to
drive the subsequent development and integration of applications through analysis,
design, and implementation activities. We will use workflow specification as the source
specification model.

A workflow specification is composed of one or more extended workflow nets
(EWF-nets). Therefore, we first formalize the notion of a EWF-net. The definition is an
abbreviated version of the classical definition from [1].

Definition 1 (EWF-net).
An extended workflow net (EWF-net) N is a tuple (C, i, o, K, F) such that:

– C is a set of conditions,
– i 2 C is the input condition,
– o 2 C is the output condition,
– K is a set of tasks,
– F � (C\{o} � K) [ (K � C\{i}) [ (K � K) is the flow relation, and
– every node in the graph (C [ K, F) is on a directed path from i to o.

Definition 2 (Workflow specification).
A workflow specification WS is a tuple (Q, top, K}, map) such that:

– Q is a set of EWF-nets (components),
– top 2 Q is the top level workflow,
– K} = [ N 2 Q KN is the set of all tasks (data flows),
– 8 n1, n2 2 Q. n1 6¼ n2 ) (Cn1 [ Tn1) \ (Cn2 [ Tn2) = ∅, i.e., no name clashes,
– map: K ! Q\{top} is a surjective injective function which maps each composite

task onto an EWF net, and
– the relation {<n1, n2> 2 Q � Q | 9t 2 dom(mapn1). mapn1(t) = n2} is a tree.

Q is a non-empty set of EWF-nets with a special EWF-net top. Composite tasks are
mapped onto EWF-nets such that the set of EWF-nets forms a tree-like structure with
top as root node (main component). K} is the set of all tasks. Tasks in the domain of
map are composite tasks which are mapped onto EWF-nets. Throughout this paper we
will assume that there are no name clashes, e.g., names of conditions differ from names
of tasks and there is no overlap in names of conditions and tasks originating from
different EWF-nets. If there are name clashes, tasks/conditions are simply renamed.
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Definition 3 (Workflow state).
A workflow state s of a specification WS = (Q, top, K}, map) is a multiset (bag) over
Q} � I where K} ¼ C}; i.e., s 2 ℬ(Q} � I).

A workflow state s is a bag of tokens where each token is represented by a pair
consisting of a condition from Q and an identifier from I, i.e., s 2 ℬ(Q} � I). For a
token <x, i> 2 s, x denotes the location of the token and i denotes the identity of the
token. Location x is either (1) an implicit or explicit condition (x 2 Q) or (2) a task state
of some task t 2 K}. When defining the state transitions it will become clear that
reachable workflow states will satisfy the input conditions.

Notation: If X is a bag over A and Y is a finite subset of A, then X–Y, X ⊎ Y, Y–X,
and Y ⊎ X yield also bags over A with the usual meaning.

Definition 4 (Partial transition relation).
Let WS = (Q, top, K}, map) be a specification and s1 and s2 two workflow states of
WS. We write s1 � s2 if and only if there are t 2 K}, i 2 I, c, p 2 ℬ(Q} � I) such
that binding (t, i, c, p, s1) and s2 = (s1 − c) ⊎ p.

� defines a partial transition relation on the states of workflow specification.
The reflexive transitive closure of � is denoted �� and Rpartial(s) = {s′ 2 ℬ

(Q} � I) | s �� s′} is the set of states reachable from state s (all in the context of some
workflow specification).

Definition 5 (Transition relation).
Let WS = (Q, top, K}, map) be a specification and s1 and s2 two workflow states of
WS. We write s1 ↬ s2 if and only if s1 � s2 or each of the following conditions is
satisfied:

– There are t 2 K}, i 2 I, c, p 2 ℬ(Q} � I) such that binding enable (t, i, c, p, s1),
and s2 = (s1 − c) ⊎ p.

– For each s 2 Rpartial(s1), there is no c′ 2 ℬ(Q} � I) such that binding enable (t, i, c′,
p, s1) and c′ > c.

↬ is the transition relation that includes all state transitions in � and adds
transitions of type enable if the number of consumed tokens cannot be increased.

The reflexive transitive closure of ↬ is denoted ↬� and R(s) = {s′ 2 ℬ(Q} � I)
| s ↬� s′} is the set of states reachable from a state s. If ambiguity is possible, we will
add subscripts, i.e., Q}

WS , ↬�WS, and RWS. The state space ℬ ðQ}
WS � IÞ and tran-

sition relation ↬ define a transition system <ℬ(Q}
WS � I), ↬WS> for WS. Such a

transition system can be augmented with different notions of equivalence. We define
that the transition system <ℬ(Q}

WS � I), ↬WS> is the meaning of the workflow
specification WS ¼ ðQ; top;K};mapÞ.

2.1 The Example

As an example of an input model consider some autonomous system, e.g. heating
system for a small house, see Fig. 1. This heating system consists of five components
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(“Hall and stairway”, “Kitchen and dining room”, “Remote control”, “Boiler room”,
and “Scheduler”). The whole system containing these five components is called “House
1”. Components have input and output ports, e.g. components “Hall and stairway” has
among other the input port “schedTemp1”, and the output port “temp1”. The output
port “temp1” of “Hall and stairway” is connected to the input port of the “Scheduler”,
etc. Components contain elements like “thermostat”, “knob”, whose description and
structure is already predefined (Fig. 2).

Such a description could be created by some CASE tool, and finally exported in the
XML format, e.g. as an application of EMF. Look at the Fig. 1, which shows the small
part of the representation of this heating system in EMF. This XML document is a valid
document according to the XML schema of EMF (see [2]), here domotic.ecore
(see [5]). This schema is designed for so called domotic systems – a set of technological
components capable of performing functions that can be partially autonomous, pro-
grammed by the user, or even completely autonomous [5].

Fig. 1. Autonomous heating system (a part)
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3 The Output Model - Petri Nets

Petri nets are widely used for the specification of problems, mostly in the parallel
systems. The following formal definition is loosely based on [9, 10]. Many alternative
definitions exist.

3.1 Syntax

A Petri net graph (called Petri net by some, but see below) is a 3-tuple (P, T, W),
where:

– P = {Pi} is a finite set of places
– T = {Tj} is a finite set of transitions
– P and T are disjoint, i.e. no object can be both a place and a transition
– W: (P � T) [ (T � P) ! N is a multiset of arcs, i.e. it defines arcs and assigns to

each arc a non-negative integer arc multiplicity; note that no arc may connect two
places or two transitions.

The flow relation is the set of arcs: F = {(x, y) | W(x, y) > 0}. In many textbooks,
arcs can only have multiplicity 1, and they often define Petri nets using F instead of W.

In other words, a Petri net graph is a bipartite multi-digraph (P [ T, F) with node
partitions P and T.

The preset of a transition t is the set of its input places: •t = {p 2 P | W(p, t) > 0};
its postset is the set of its output places: t• = {p 2 P | W(t, p) > 0}.

A marking of a Petri net (graph) is a multiset of its places, i.e., a mapping M:
P ! N. We say the marking assigns to each place a number of tokens.

A Petri net (called marked Petri net by some, see above) is a 4-tuple (P, T, W, M0),
where:

– (P, T, W) is a Petri net graph;
– M0 is the initial marking, a marking of the Petri net graph.

<?xml version="1.0" encoding="UTF-8"?>
<domotic:Component xmi:version="2.0" 

xmlns:xmi="http://www.omg.org/XMI"
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
xmlns:domotic="but-hib.domotic" xsi:schemaLocation="but-hib.domotic
../domotic.viewpoint/description/domotic.ecore" name="schedTemp1">
<contains xsi:type="domotic:Component" name="House 1">
<inputPorts name="response"/>
<contains xsi:type="domotic:Component" name="Hall and stairway">
<inputPorts name="schedTemp1"/>
<contains xsi:type="domotic:Sensor" name="thermostat1">
<outputPorts name="temp1"/>

</contains>

Fig. 2. The input model (a part) in EMF format

Information Systems Development via Model Transformations 679



3.2 Execution Semantics

The behaviour of a Petri net is defined as a relation on its markings, as follows. Note
that markings can be added like any multiset:

MþM0 ¼D fp ! MðpÞþM0ðpÞjp 2 Pg

The execution of a Petri net graph G = (P, T, W), can be defined as the transition
relation !G on its markings, as follows:

– for any t in T:

M !G;t M
0 ,D 9M00 : P ! N : M ¼ M00 þ

X
p2P W p; tð Þ ^M0 ¼ M00 þ

X
p2P W t; pð Þ

M !G M0 ,D 9t 2 T : M !G;t M
0

i.e.
– firing a transition t in a marking M consumes W(p, t) tokens from each of its input

places p, and produces W(t, p) tokens in each of its output places p
– a transition is enabled (it may fire) in M if there are enough tokens in its input places

for the consumptions to be possible, i.e. iff

8p : MðpÞ�Wðp; tÞ:

We are generally interested in what may happen when transitions may continually
fire in arbitrary order.

We say that a marking M′ is reachable from a marking M in one step if M !G M′;
we say that it is reachable from M if M !�

G M0, where !�
G is the transitive closure of

!G; that is, if it is reachable in 0 or more steps.
For a (marked) Petri net N = (P, T, W, M0), we are interested in the firings that can

be performed starting with the initial marking M0. Its set of reachable markings is the
set R Nð Þ ¼D fM0jM0 !�

ðP;T ;WÞ M
0g.

The reachability graph of N is the transition relation !G restricted to its reachable
markings R(N). It is the state space of the net.

A firing sequence for a Petri net with graph G and initial marking M0 is a sequence
of transitions r! = <ti1…tin> such that M0 !G,ti1 M1 ^…^Mn−1!G,tin Mn. The set of
firing sequences is denoted as L(N).

4 Transformation of Petri Nets into PNML

In our case the source language are workflow models, the output language are Petri
nets. So the mapping l should map all meanings of workflow models into meanings of
Petri nets. We define the meaning of a workflow specification WS = (Q, top, K}, map)
as the transition system <ℬ(QWS � I),↬WS>. We also define the meaning of a Petri
net N = (P, T, W, M0) as the set of reachable markings R(N). The mapping l maps
sequences of transitions s1 ↬ s2 ↬…↬ sn specified by WS to firing sequences
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t1 … tm of Petri net specified by N. For the semantic purposes, the only starting and
final states are important, so we can specify mapping l: S � S ! M � M by the
formula: l(<s1, sn>) = <t1, tm>.

To show a high-level implementation of such a transformation, we begin by
decom-posing the EMF format as that is our only input. For this purpose let us say that:

– Let C = {Ci} be a set of all <contains> elements in depth 1, such that they
match the xPath expression: component/contains/contains.

– Let D = {Di} be a set of all <dataflow> elements in depth 1, such that they match
the xPath expression: component/contains/dataflow.

Now the desired mapping from EMF to PNML can be described by the following
algorithm. We suppose that we are able to extract components and data flows from the
workflow model in EMF (Fig. 2).

The Algorithm for transformation of EMF to PNML

Input: The EMF document the workflow description of the agent, and let C = {Ci} and
D = {Di} be two sets of all components, resp. data flows contained in it.
Output: The PNML document containing the Petri net graph G = (P, T, W), which is
behaviorally equivalent to the input.
1. Set P = ∅, T = ∅, W = ∅.
2. For every Ci from C create a place Pi such that the attribute id of Pi is unique across

the entire document and set P = P [ {Pi}.
3. For every Dj from D create a transition Tj such that the attribute id of Tj is unique

across the entire document and set T = T [ {Tj}.
4. For every Dj from D create a pair of arcs A1 and A2, such that the attribute id of A1

and A2 is unique across the entire document, set W = W [ {<A1, A2>} and:

Fig. 3. Resulting Petri net infrastructure of the small house
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a. Attribute from of the element A1 has the value of attribute id of the place Pi

which was created from an element Ci referenced by the first expression in
attribute ports.

b. Attribute to of the element A1 has the value of attribute id of the transition Tj
which was created from dataflow Dj.

c. Attribute from of element A2 has the value of attribute id of the place Pi which
was created from an element Ci referenced by the second expression in attribute
ports of Dj.

d. Attribute to of element A2 has the value of attribute id of the transition Tj which
was created from dataflow Dj.

Sketch of the proof
Due to the step 2, all components of EMF model C will have appropriate place in the
Petri net graph G. Due to the step 3, all data flows in D will have appropriate transition
in the Petri net graph G. In the step 4, all transitions created in the step 3 will be
accomplished by input and output arcs according to the source dataflow. In such a way,
when input places of the transition Tj contains sufficient marking, the transition can fire,
and result is the transition of marking from all input places to all output places. The
mapping l makes the state sequence of workflow model equivalent to firing sequence
of markings.

Example: Let us suppose the example of heating system from the Fig. 1. The set
C contains (among others) two components: “Hall and stairway”, and “Scheduler”. So
the set P will contain two places, e.g.: “Hall-and-stairway”, and “Scheduler”. The set
D contains (among others) two data flows: “temp1”, and “schedTemp1”. So the set
T will contain two transitions, e.g.: “temp1”, and “schedTemp1”. The set W will
contain arcs <Hall-and-stairway.temp1, Scheduler.temp1>, and <Scheduler.
schedTemp1, Hall-and-stairway.schedTemp1>. It means, that the Petri net graph can
fire transition M !G M′ such that changes the marking M into the marking M′
according to the definition of this arc. So the signal of the workflow model is correctly
simulated by the constructed Petri net (see Fig. 3).

5 Conclusions

In the foregoing text we described the basics of model transformation and
execution-based methodology of distributed embedded control system development.
Among the main methods it uses Petri Nets models transformations and target system
prototype code generation. So for the description of any system, we can describe
particular agents using classical workflow models. These models can be transformed
into corresponding Petri nets. The development process starts with the classical
workflow model of the system specification. This model of the system describes the
functionality from users’ or domain specialist’s point of view. Using our methods, this
model is further transformed to the multi-layered architecture based set of Reference
Petri Nets. Each layer of the system is translated to the target representation by Petri
Nets, which can be interpreted by so called PNVM (Petri Net Virtual Machine), which
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is installed on all nodes of the system. Targeted system is dynamically reconfigurable
by the possibility of instances replacement with its new versions. After the replace-
ment, PNVM interpretation engine starts to perform a new version of partial func-
tionality of the system. The communication between agents will be described using
so-called an infrastructure and a platform layer [11]. For the effective usage of such a
method we have to create supporting tools. It will be the subject of our further research.
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Abstract. Disease data provide an abundant source for chronic disease
research. Hundreds of applications have been developed to deliver healthcare
based on this big data. However, very few applications provide efficient chronic
disease data visualization methods to better understand the results. This paper
introduces a simple and practical way for visualizing the results of chronic
disease detection and prediction. A model called IVIS4BigData has been used to
implement the visualization procedure. This model not only demonstrates the
historical data but also provides state-of-the-art visualization techniques. An
exemplary set of scenarios corresponding to system design as well as visual-
ization evaluation are given at last. Also we consulted several domain experts
and common users about our visualization experimental results which satisfied
their understanding about our systems. Finally conclusion and overlook of future
work complete the paper.

Keywords: Big data analysis � Information visualization � Healthcare
IVIS4BigData reference model

1 Introduction

Never before in history data is generated at such high volume, velocity and variety as it
is today. This data provides highly valuable information for all users. In healthcare
field, data provides vital information for both doctors and patients in all around.
Visualization methods play important role for the purpose of better understanding of
analyzed result based on big chronic disease data. A standardized user interface can
provide inter-operability on the visual level. While visualization is defined as “the
process of transforming data, information and knowledge into visual form making use
of humans’ natural visual capabilities” [6].

Our paper aims to provide methods for chronic disease prediction and detection
results visualization. Recently, the clinical and healthcare recommending service is
required in medical center for the clinical diagnosis and plan of treatment in connection
with chronic disease [16]. Two challenges are confronted with us: 1. for a doctor, how
can he view his patients’ information efficiently at anytime and anywhere? 2. for a
patient, how can he understand his disease information very well even without pro-
fessional background? Nevertheless, current e-Science research resources and
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infrastructures (i.e., data, tools, and related Information and Communication Tech-
nology (ICT) services) are often confined to computer science expert usage only [13]
and turn this hope-filled vision into a reality will take enormous effort from a great
amount of designers, analysts, software engineers, usability specialists and medical
professionals.

The contributions of our work are: 1. Provide a simple but practical way for chronic
disease prediction and detection result visualization (Sect. 4). 2. The visualization
results (views) are very easy to understand even detection and prediction procedure are
complicated (Sect. 4).

In this paper, Sect. 2 summarizes related works. Section 3 describes our chronic
disease healthcare system briefly. Section 4 demonstrates the visualization procedure.
Experiment and evaluation are given in Sect. 4. Section 5 completes our work by
conclusion and overlook.

2 Related Work

2.1 Big Data

Data scale expanded dramatically in the past few years with the rapid development of
emerging information technologies, including cloud computing, social networks,
mobile commerce, and the Internet of Things etc. Nevertheless, there is no unam-
biguous definition about Big Data. One of the widely accepted concept about big data
recently applied in the work [1] which depicts it as framework expressing the
3-dimensional increase in data volume, velocity and variety, called 3V’s. Perpetually,
big data is becoming “bigger” with more volume, velocity and variety since more and
more organizations are paying more attention to big data for the sake of the true worth
from it, another two properties, veracity and value, have been expanded to Big Data.
Hence, Big Data has been evolved to five typical features, volume, velocity, variety,
veracity and value, also called 5V’s [2]. The information storm resulting from the
advent of big data is not only changing people’s lives, careers, and ways of thinking but
also initiating great transformations [3].

Big data research has become an extremely hot topic in last decade and it will hold
this trend, we say at least, for the next decade since the generation of the big data will
increase even faster than before. Hundreds of the architectures, frameworks, tools like
Lambda architecture [4], Hadoop with it eco-system [5] related to Big Data research
have been developed to speed up the utility of these research results.

2.2 Information Visualization

The most precise and common definition of Information Visualization Information
System (IV or IVIS) as “the use of computer-supported, interactive, visual represen-
tations of abstract data to amplify cognition” stems from Card et al. [7]. A central task
in information visualization is to find the appropriate visualization paradigm for both
the data and the problem scenario at hand. Many such visual information mappings
exist [8]. From Fig. 1 we can see that data visualization is the final step for data
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processing. There are two purposes for IV according to authors’ understanding, one is
to better understand the data with its overlook as well as deep implication, and another
one is to provide an evidence for future decision support based on the intuitive data
processing result.

In the field of visualization for medical patient records, a number of approaches
have been proposed and adopted widely. The usage of these approaches is amplifying
the benefits of health informatics databases and networks by dramatically expanding
the capacity of patients, clinicians, and public health policy makers to make better
decisions [9]. Work [10] provides a useful framework for analyzing health informatics
technologies, under the popular term “Health 2.0” which contains three domains:
personal health information, clinical health information and public health information.
By looking at the ensemble of researches user can easily visualize dynamic patterns of
change that may exist in the multivariate data.

2.3 IVIS4BigData Reference Model

A lot of models have been developed for data visualization. For instance, to simplify
the discussion about information visualization systems and to compare and contrast
them, work [11] defined a reference model for mapping data to visual forms for human
perception step by step (total 4 steps), while work [12] defined a multi-dimensional
visual medical concept structure which contains the data to implement a presentation
layer for archetype based medical data. But most of these models are unable to adapt
for covering the recent advancements like cloud technologies or distributed computing
technologies. Work [13] developed a hybrid refined and extended IVIS4BigData ref-
erence model to cover the new conditions of the present situation with advanced visual
interface opportunities for perceiving, managing, and interpreting Big Data analysis
results to support insight. The model is depicted in Fig. 2.

Instead of collecting raw data from a single data source, multiple data sources can be
connected, integrated by means of mediator architectures, and in this way globally
managed in Data Collections inside the Data Collection, Management & Curation
layer. The first transformation, which is located in the Analytics layer of the underlying
BDM model, maps the data from the connected data sources into Data Structures,
which represent the first stage in the Interaction & Perception layer. The generic term

Fig. 1. Data processing procedure
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Data Structures also includes the use of modern Big Data Storage Technologies (like,
e.g., NoSQL, RDBMS, HDFS), instead of using only data tables with relational sche-
mata. The following steps Visual Mappings, which transforms data tables into Visual
Structures, and View Transformations, which creates Views of the Visual Struc-
tures, by specifying graphical parameters such as position, scaling, and clipping, do not
differ from the original IVIS reference model. As a consequence, only interacting with
analysis results leads not to “added value” for the optimization of, e.g., research results
or business objectives. Furthermore, no process steps are currently located within the
Insight & Effectuation layer because such “added value” is rather generated from
knowledge [13]. Our visualization work is based on this reference model.

3 Healthcare System Introduction

This section describes architecture of our healthcare system as well as chronic disease
prediction and detection procedure for result visualization in next section.

3.1 System Architecture

We give an overview of the whole system which has been described by our previous
work [14]. There are 4 modules included in our system. Data Collection Module: The
system provides three ways to collect data. First way is using IoT devices, such as
phone, watch, ring, etc., to set up a mobile health sensor network (MHSN). Second
way is using app to collect data from the user input. Third way is using system interface
to import data from public API provided by government, hospital and other organi-
zations. Data Storage Module: The data collected is of three types: structured,
semi-structured, and unstructured data (Fig. 3). Firstly, all these three kinds of data will
be stored in HBase which is quite suitable for mass data preprocessing and storage.
Then this data should be converted into structured data for further processing.
Third-party Server (TPS) Module: TPS response for data statistical analysis, patient
emergency detection, disease prediction and detection etc. Cloud Service Module:
After processing, TPS sends result and processed data to the cloud model, which is
used to store data and transfer data. This model is implemented by using GCSql and

Fig. 2. IVIS4BigData reference model [13]
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GCM cloud services. When receiving the requests from the TPS, cloud model
responses immediately according to these requests, stores data or sends data to the
devices registered to it. Meanwhile the end user can send requests to TPS to get the
related information such as patient statistical analysis result.

3.2 Key Risk Factors Selection

Disease risk factors (RFs) are any attributes or characteristics that increase the possi-
bility of the diagnosis of a certain kind of disease or injury. For instance, heavy
drinking is an RF for hypertension, and obesity is an RF for heart disease. The purpose
of the RF selection is the seeking out of the key RF that may be more likely than the
other factors to develop a certain disease [15]. The Information Gain, GainRatio, and
Gini index are the commonly used DM methods for the attribute selection [14].

3.3 Chronic Disease Prediction

In previous sub-section we have found that one key risk factor may be the cause of
several diseases, for instance, body fat content is the key risk factor of heart disease,
hypertension and obesity, inadequate intake of vitamin B is the key risk fact of asthma,
hypertension etc. In order to predict the chronic diseases, long-term observed disease
big data including key risk factors will be collected and analyzed. After analyzing big
amount of disease data, a basic disease model W.R.T certain kind of disease will be
generated. New coming long-term observed patient key risk fact data will be compared
with this model to see how similar they are, the higher the similarity, the higher the
chance the patient will get this kind of chronic disease. For more information please
refer to our previous research [14].

3.4 Chronic Disease Detection

Disease rule has the format like IF THEN rule, for example: IF (age > 46.5, Fat_in-
take > 42.28 mg/day, married) THEN (hypertension = yes). Our system will mine all
these diseases related rules from the training data set. And the rules generated will be
stored in the HBase.

Usually, there are more than one rules related to one disease. Compared with these
rules, if the matching rate >= b (expert defined threshold, e.g.: 80%), the TPS will treat
this observation as the patient. For example, there are 5 rules for heart disease, when
there are 4 rules matching above 5 rules, the heart disease will be detected with its
expectation as 80%. For more information please refer to our previous research [14].

3.5 System Implementation Based on IVIS4BigData Model

The major difference between our previous work [14] and this work is that it focuses on
procedure about system visualization while previous one focuses on algorithm
implementation and system development. We describes the procedure for chronic
disease prediction and detection result visualization based on IVIS4BigData model in
this section.
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3.6 Big Data Infrastructure Construction

According to IVIS4BigData model, the first step is to construct the big data analysis
infrastructure (platform). It consists of storage, computing and service infrastructure.
Figure 3 depicts the structure of our platform.

HBase cluster is used as the Storage Cloud Infrastructure, all input and out data will
be stored in it. Spark on YARN cluster will be used as the compute cloud and service
cloud infrastructure.

3.7 Data Collection and Storage

Instead of collecting raw data from a single data source, multiple data sources can be
connected, integrated by means of mediator architectures, and in this way globally
managed. In our system, three kinds of disease data: unstructured, semi-structured and
structured data are collected, preprocessed and stored in HBase. For more information
please refer to our previous research [14].

3.8 Interaction and Perception

After data analytics steps, the result will be stored in HBase system, the following steps
visual mappings, which transforms data tables into Visual Structures, and View
Transformations, which creates Views of the Visual Structures, these views are the app
interfaces displayed to end users. Examples will be given in experiment section.

Stereotype users interact with each step of the whole visualization procedure from
data collection to view configuration. Their valuable opinions are taken and applied to
the system for better results.

3.9 View Transformation

View Transformation creates views from the RDD, these views can be displayed in app
interfaces. Figure 4 give one example about this step.

Fig. 3. Big Data infrastructure architecture

A Simply Way for Chronic Disease Prediction 689



4 Experiment Result Visualization and Evaluation

Simulated data and real data downloaded from the Korea National Healthcare Center
(KNHC) are used in our experiment. Please refer to work [14] for more detail.

4.1 Chronic Disease Prediction and Detection Result Visualization

The result visualization has several challenges: 1. the result itself is complicated since it
contains diseases information, diseases related key risk factors information, risk factor
weight (ranking) information, percentage of the risk factors that is above or lower than
normal level, etc. 2. Most users are patients who have few medical background to
understand complicated result, we should keep the visualization result simple.

Two examples have been given in Fig. 5 It illustrates the disease prediction result
visualization interface of app. VB1 and fat are key risk factors of certain kinds of
diseases which have been shown in the Fig. 5 above. Curve line marked in red is the
basic line obtained from big training data analysis result for a specified disease. New
observed data marked in blue curve line will be compared with red one to get the

Fig. 4. IVIS4BigData view transformation

Fig. 5. Chronic disease prediction result interface (Color figure online)
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similarity percentage. If they are very similar, that means the new observed person may
get this factor related diseases in future.

Figure 6 illustrates the disease detection result visualization interface of app. X-axis
of the coordinate lists ranked key risk factors of a certain kind of disease, it is also the
basic line based on big training data analysis result, e.g. standard factor (like nutrition)
intake for a healthy people, but concrete value will be hidden from figure. Y-axis is the
percentage that intake exceeds or inferiors to the standard factor intake. Disease rules
consist of these factors. For a certain disease, usually there are more than one rules
(consist of risk factors) related to this disease. Compared with these rules, if the
matching rate > b (expert defined threshold, e.g.: 80%), the system will treat this
people as the disease holder.

4.2 Survey About Visualization Result

A survey about this visualization result has be given to 25 normal users and 5 doctors
to see how well they understand these prediction and detection result given in our app.

Figure 7 shows average time used that users can understand the meaning of our
result diagrams. Which also shows that both doctors and normal users are getting more
and more familiar with our system while increasing disease numbers. Doctors had the
concept of disease risk factor so they performs better than normal users.

Fig. 6. Chronic disease detection result interface

Fig. 7. User performance for understanding visualization output

A Simply Way for Chronic Disease Prediction 691



Figure 8 shows that with the increasing of the disease numbers, users’ satisfaction
increases as well since they can understand disease diagnosis result diagram faster and
faster. And also thought this kind of the diagrams provide a simple way for them to
understand complex disease diagnosis result visually.

5 Conclusion and Future Work

Based on IVIS4BigData reference model, we proposed a simple and practical method
for chronic disease prediction and detection result visualization. The training data has
been used for disease prediction and detection, the result is displayed in our app in the
form of diagrams. After asking the opinions from 25 normal users and 5 doctors, we
gained a high level of satisfaction about our visualization output.

In next stage of work, we will collect more big chronic disease data, improved
algorithms for disease prediction and detection will be used to get precise result for
visualization. Also we will rank the importance of the key risk factors according to
their effeteness of a specified chronic disease and show them in our app views so users
will get a better understanding of our visualization method.
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Abstract. In this paper we present a new formalism that can be used to
formally specify complex systems where uncertainty plays an important
role. We introduce an improved version of a previous formalism, a fuzzy
version of finite automata, by defining its syntax and semantics. We
successfully applied this formalism to define and analyze information
extracted from electrocardiograms (ECGs).

1 Introduction

The use of formal methods in the development of complex systems improves
their reliability. The main obstacle to have a widespread use of formal methods
is associated with their complexity and the lack of tools to support them. In
addition, general purpose formalisms (such as timed automata [1]) are not suit-
able to be used in specific fields. This is the case of the application considered in
this paper: modeling and analyzing the behavior of the heart. There are several
approaches to formally model the heart [5,9,10,13] but they fail to take into
account common characteristics in biological systems such as uncertainty and
imprecision. If we use inaccurate models to analyze a system (whether biological
or not), then we will not be able to obtain useful results.

There are many proposals to include fuzzy logic into automata [2,6,16,18].
The last of these proposals, produced in our research group, combined the best
features of previous work. However, recent work [4] using this version of fuzzy
automata has shown some of its weaknesses, in particular, while modeling and
analyzing information about the heart. Actually, we are interested in modeling
the behavior of the heart by taking into account data extracted from ECGs
(electrocardiograms): heartbeats per minute and RR wave durations. Our model
takes normal levels of ECGs from the study of numerous patients [7,17]. In order
to assess the usefulness of the model, we will analyze real patients data to check
whether our model detects existing illnesses.

We briefly comment on the main improvements of our new fuzzy automata.
We have included a variable as a parameter of the actions. This fact strongly
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simplifies, while keeping the same expressive power, the previous framework
based on fields. We have simplified the operational semantics by removing an
additional clause that offered no substantial benefit. This modification allowed
us to fix a potential source of problems in our previous formalism. We have
clarified the way in which we obtain and process the data that we feed to the
automaton. Moreover, the information returned for each patient after processing
their data is structured in a more useful way. Specifically, we have disaggregated
the obtained data and we currently provide different alternatives (together with
its associated grade of confidence).

Finally, we review the main implementation details of our framework. In order
to obtain the data that we feed to our automata, we used the WFDB Software
[15] to extract Inter-beat (RR) intervals from the dataset that we consider in our
case study [14]. We included calls to the functionalities sqrs and ann2rr in our
patient data loading script. We obtain several .cvs files for each patient’s header
and record files. These two files are later used by our trace generating script,
which produces the data sent to the automaton. Essentially, we format the data
in a way that can be easily processed by our automaton. First, the automaton
receives the gender and age of the patient. Next, for each minute, the environ-
ment sends a sequence of values and the automaton produces a diagnosis (ok
or alarm). These sequences are formed by the actual number of beats recorded
in the minute (BPM, one value per minute) followed by the length of each RR
interval. Therefore, for each patient we obtain a sequence of n ok/alarm mes-
sages, being n the number of minutes in the record, labeled with the associated
minute and the grade of confidence on the validity of the result.

The rest of the paper is structured as follows. Section 2 introduces the syntax
of our formalism and its operational semantics. Section 3 defines our model of the
heart and evaluates its usefulness with real data. Finally, in Sect. 4 we present
our conclusions and some lines for future work.

2 An Extended and Improved Version of Fuzzy Automata

Fuzzy automata [2] have been recently used in our research group and we have
detected several deficiencies that we would like to fix in this improved version.
In this section we introduce our new formalism. First, we briefly present some
concepts related to fuzzy logic. The interested reader is referred to our previous
work [3,4] for more details because, due to space limitations, we cannot review
all the needed concepts and notations.

Fuzzy relations are similar to boolean relations but instead of returning true
or false, they return a real value in the interval [0,1]. The idea is that if we are
sure that something holds then we have confidence equal to 1; otherwise, we
will have a confidence less than 1, in particular, if we are sure that the relation
does not hold then we have confidence equal to 0. Usual fuzzy relations can be
found in our previous work [4]. In particular, we defined a relation α ≤ · ≤ β

δ
.

Intuitively, if a value x is such that α ≤ x ≤ β then we claim that the relation
holds with confidence 1. If this is not the case and the distance from x to α or β
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is less than δ then we have a positive confidence (the confidence diminishes when
the distance increases). Finally, if x /∈ [α, β] and it is far from the interval then
we have confidence 0 on x belonging to the interval.

We combine confidence values by using t-norms. In this paper we use two of
them: the Gödel t-norm (computing the minimum of all the values and denoted
by �) and the Hamacher product t-norm. This last t-norm (denoted by �) is, as
usual, associative. Therefore, it is enough to define it for two arguments δ1 and
δ2 as δ1·δ2

δ1+δ2−δ1·δ2 .
After this brief review, we can define our improved version of fuzzy automata.

First, we introduce some additional notation.

Definition 1. Let Acts be a finite set of actions (they will be used to model the
actions that a system can perform). We will distinguish between inputs, preceded
by ?, and outputs, preceded by !.

A fuzzy constraint is a formula where fuzzy relations are used instead of
boolean relations and t-norms are used to combine relations instead of boolean
operators. We denote by FC the set of fuzzy constraints.

Let C be a fuzzy constraint with n parameters and x = (x1, . . . , xn) ∈ Rn
+.

We have that μC(x) denotes the satisfaction degree or grade of confidence (GoC)
of C for x (a formal definition can be found in our previous work [4]).

In our case study, inputs will be used to receive information about the patient
(e.g. BPM and RR). We will use outputs to send messages to the environment.
For example, we can issue an alarm indicating that a potential problem has been
found at a certain minute and with a certain grade of confidence. Again, we refer
the interested reader to our previous work [4] for longer discussions and examples
on fuzzy constraints. A simple example of a fuzzy constraint is 60 ≤ x ≤ 6913.
The idea is that if a patient is in the expected age range, that is [60, 69], then
the confidence is equal to 1. Otherwise, if the distance to the interval is more
than 13 then the confidence is equal to zero. Finally, if the age is close to the
interval, then the confidence linearly increases when the distance is reduced. Let
us note that if δ = 0 then fuzzy constraints become usual constraints.

In order to track some relevant data during the execution of the automaton,
we introduce the following notion to deal with variables and variable transfor-
mations.

Definition 2. Let X be a set of variables taking values in R+. We define the
set of variable transformations VT as the set of expressions assigning a value to
each variable of the set. We will use the following notation

[y1/x1, . . . , ym/xm]

where each yi is a real valued expression over the set of variables X and each xi

is a variable in X. The semantics of this transformation is that each xi takes
the value obtained after evaluating yi (possible taking into account the current
values of the variables in X); if a variable xi does not appear in the expression
then we have that the variable does not change its value after the transformation.

Let R be equal to
⋃

i≥1 R
i
+, that is, R is a set containing all the tuples, of

any arity, with real number values.
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Definition 3. A fuzzy automaton is a tuple (S,Acts,X, s0, T ) where:

– S is a finite set of states.
– Acts is a finite set of actions, partitioned into a set of inputs I and a set of

outputs O.
– X is a set of variables ranging over R+. The set includes a variable GoC,

which will be used to store the Hamacher grade of confidence associated with
sequences of transitions. We assume that the initial value of GoC is 1.

– s0 is the initial state.
– T ⊆ S × (I ×X ∪O ×R)×FC ×VT ×S is the set of transitions. We assume

that each transition implicitly applies the following variable transformation
[μC � GoC/GoC].

Fuzzy automata are directed graphs where transitions have an associated con-
dition, indicating the grade of confidence with which we can execute the transi-
tion, and a transformation of the variables. In addition, transitions can be labeled
either by an input or by an output. Intuitively, a transition (s, (a, α), C, V, s′) ∈ T
denotes that if the automaton is in state s and receives/sends from/to the envi-
ronment a(α), where a is an input/output action and α is a variable/tuple of
positive real values, then the previous transition can be triggered if μC(α) > 0,
the new values of the variables will be given by V , and the automaton will move
to state s′. Usually, transitions labeled with an output will have a trivial fuzzy
constraint (that is, it will be True). In order to simplify the graphical representa-
tion, if we have two transitions from one state to another one labeled by different
fuzzy constraints C1 and C2 then we will only draw one transition labeled by
C1‖C2 (for example, see Fig. 1, transition from q38 to q39).

Next, we are going to define the operational behavior of fuzzy automata. This
operational semantics will be used to obtain their (fuzzy) traces. We start in the
initial state of the automaton, produce actions and trigger a transition labelled
by the action if the attached value is included in the fuzzy relation induced by the
constraint. We decorate transitions with a real number ε ∈ [0, 1] indicating its
certainty. First, we define a single transition and then we concatenate transitions
to conform traces.

Definition 4. Let A = (S,Acts,X, s0, T ) be a fuzzy automaton and � be a
t-norm. Given states s1, s2 ∈ S, we have a transition from s1 to s2, after per-

forming the action a ∈ Act for α with confidence ε, denoted by s1
(a(α),V )−−−−−→ε s2,

if the following conditions hold:

– There exists C ∈ FC such that (s1, (a, α), C, V, s2) ∈ T .
– μC(α) = ε and ε > 0.
– The new values of the variables belonging to X are given by V ∈ VT .

We say that a sequence s0
(a1(α1),V1)−−−−−−−→ε1 s1

(a2(α2),V2)−−−−−−−→ε2 · · · (an(αn),Vn)−−−−−−−−→εn

snof consecutive transitions starting in the initial state of the automaton A is
a �-trace of A if ε = �{ε1, . . . , εn} is greater than zero and the values of the
variables of X are the result of sequentially applying the variable transformations
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V1, . . . , Vn to X. We call this composed variable transformation V . In this case

we write s0
(a1,...,an,α1,...,αn,V )−−−−−−−−−−−−−−→ε sn.

Example 1. Consider the component of the automata Heart given in Fig. 1 where
we assume that the value 0 denotes males and 1 denotes females. For example,
we could observe a trace such as

(?checkGender(0)), (?checkAge(65)), (?minute(1)), (?readBPM(62)),
(?readRR(977)), (?readRR(968)), (· · · ), (?noMorePendingRR()),
(!ok(1, 1.0))

as the result of having the automaton working during a minute by analyzing
a sample of a 65 years old male patient. As usual, inputs are preceded by ?,
outputs are preceded by ! and (· · · ) indicates that some ?readRR actions have
been omitted from the trace due to presentation purposes.

3 Case Study

In this section we present the application of our fuzzy automata in a real sce-
nario: prediction of heart problems. We define the automaton Heart, which is
able to alert about the level of risk of a patient. In order to produce a diagnosis,
we use the available information and physical evidence collected from electro-
cardiograms (ECGs). The information managed by the automaton is:

– Gender. We have 2 groups: Men and Women.
– Age. We have 8 groups of age.
– Heartbeats. The range of correct heartbeats per minute (BPM) for healthy

patients, according to their gender and age.
– RR waves. The range of correct RR waves duration (measured in milliseconds)

for healthy patients, according to their gender, age and BPM.

Additionally, we consider that our set of actions consists of the following
operations:

– ?checkGender(gen). It reads the gender of the patient.
– ?checkAge(age). It reads the age of the patient.
– ?minute(m). It reads the current minute of the recording.
– ?readBPM(bpm). It reads the amount of beats in the current minute.
– ?readRR(rr). It reads the next RR interval in the current minute.
– ?noMorePendingRR(·). It receives a notification that there are no more RR

intervals in the current minute.
– ?endOfRecord(·). It receives a notification to denote that there are no more

minutes in the analyzed record.
– !recordAlarm(min,GoC). It indicates, with a grade of confidence equal to

GoC, that an alarm will be raised in the current minute.
– !ok(min,GoC). It indicates, with a grade of confidence equal to GoC, no

alarm will be recorded for the current minute.
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Fig. 1. Sub-automaton corresponding to male patients between 60 and 69 years old.

Our automaton has a total of 116 states and 226 transitions. Initially, our
automaton has two transitions: one per gender. After that, each branch has 8
transitions, one per age group. Each of these age groups has an associated sub-
automaton with 7 states and a transition to a common final state (the state q115)
to denote that all the data for this patient have been processed. Each minute,
the automaton checks if the number of beats falls within the normal amount of
beats per minute in the age range. If it does, then the automaton does not take
into account the RR intervals in that minute and signals that minute to be ok.
Otherwise, the automaton processes each RR interval. If there is at least one
interval out of range, an alarm is raised (with a certain grade of confidence). As
previously commented, we use variables to track some data. More specifically,
in addition to the built-in variable GoC, we use a variable called branchGoC.
In every transition entering an age branch, the recently computed GoC value is
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saved in the branchGoC variable. At the end of each minute, that value is stored
in the GoC variable. Therefore, the GoC values associated with each minute
are not affected by the values corresponding to the previous minutes. The value
received when performing a ?minute input action is also stored, in the variable
min, and returned after processing the corresponding minute data. If at any
moment of the study the state q41 is reached, then the automaton will record
the current state of the patient as a case in which he suffers the risk of having
a heart problem. For each minute, we process data until we find a potential
problem during that minute slot (that is, the state q41 is traversed), having the
samples a duration of around 30 min. Therefore, for each patient, the number of
alarms that the automaton can raise is bounded by the number of minutes in
the recording.

The values used to define our fuzzy constraints are taken from previous work.
Normal ranges for heartbeats per minute, classified by gender, have been gath-
ered from the work of Rijnbeek et al. [17]. In the case of the age, the δ value is
obtained from the 20% of the highest value of each age range. The idea is that
it is possible to wrongly classify a patient according to their age. For example,
if we have a 53 years old male patient then we should classify him in the age
group between 50 and 59. In addition, it may happen that the patient has a very
healthy life style and, therefore, their heart is younger. Therefore, we should also
classify them in the previous age group and decide whether their recorded data
fits better in their real age group or in the closer one to the real one. In the case
of heartbeats, we had the median, 2nd percentile and 98th percentile from the
database, but they were not applicable as limits for our automaton because they
are not characteristic data of the sample of patients. For that reason, we applied
the estimations made by Hozo et al. [8]: if the size of a sample exceeds 25 then
the median itself is the best estimator for the mean and the best estimator for
the standard deviation is

σ ≈ b − a

6
where a is the smallest value of the sample (the 2nd percentile in our case) and b is
the largest value of the sample (the 98th percentile in our case). Fortunately, the
database that we use [17] has information from 13354 patients and, therefore, we
can base our limits on the median of each range while δ is based on the standard
deviations of each range.

Concerning RR waves, we have used the data from the work of Haarmark
et al. [7]. The problem in this case was that we only had the information of the
RR waves duration for the patients of the age range [30–39]. So, if we had used
these limits for all the patients, then the prediction would have been erroneous.
Therefore, we also considered another related work [11] where the duration of
the RR waves is derived from data corresponding to heartbeats. So, our limits
are based on the application of the following formula

RRms ≈ 60000
bpm

to the BPM data obtained from the work of Rijnbeek et al. [17].
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The python scripts computing the Grades of Confidence given by the automa-
ton and some relevant information used in this study are available at https://
github.com/FINDOSKDI/heartdiagnosis.

In order to assess the usefulness of our automaton, we used the MIT/BIH
Arrhythmia Database Directory [14] https://physionet.org/physiobank/
database/mitdb/. This study includes 48 ECG recordings with a duration of
30 min from the Massachusetts Institute of Technology - Beth Israel Hospital
arrhythmia database. All of them present some heart pathology. Specifically,
48% of the samples have been annotated in the database as representative cases
of routine clinical recordings while the remaining 52% reflect uncommon cases of

Table 1. Results corresponding to patients #100 and #104. Each cell includes a pair
GoC ok/GoC alarm computed from the data observed during that minute.

#100 #104

(50–59) (60–69) (70–79) (>80) (50–59) (60–69) (70–79) (>80)

min. 1 0.09/0.15 0.21/1.00 0.28/0.94 0.31/0.00 0.31/0.41 1.00/0.88 0.75/0.47 0.12/0.11

min. 2 0.09/0.15 0.21/1.00 0.28/0.94 0.31/0.00 0.00/0.41 0.54/1.00 0.68/0.75 0.12/0.12

min. 3 0.00/0.15 0.00/1.00 0.00/0.94 0.31/0.22 0.00/0.41 0.00/1.00 0.00/0.75 0.00/0.12

min. 4 0.09/0.15 0.21/1.00 0.28/0.94 0.31/0.00 0.31/0.41 1.00/0.88 0.75/0.47 0.12/0.11

min. 5 0.09/0.15 0.21/1.00 0.28/0.94 0.31/0.00 0.00/0.41 0.00/1.00 0.29/0.75 0.12/0.12

min. 6 0.00/0.15 0.00/1.00 0.04/0.94 0.31/0.14 0.31/0.41 1.00/0.88 0.75/0.47 0.12/0.11

min. 7 0.00/0.15 0.00/1.00 0.00/0.94 0.28/0.31 0.31/0.41 1.00/0.88 0.75/0.47 0.12/0.11

min. 8 0.00/0.15 0.00/1.00 0.00/0.94 0.28/0.31 0.31/0.41 1.00/0.88 0.75/0.47 0.12/0.11

min. 9 0.00/0.15 0.00/1.00 0.00/0.94 0.31/0.22 0.20/0.41 0.83/1.00 0.75/0.65 0.12/0.12

min. 10 0.00/0.15 0.00/1.00 0.00/0.94 0.31/0.26 0.31/0.41 1.00/0.88 0.75/0.47 0.12/0.11

min. 11 0.00/0.15 0.00/1.00 0.00/0.94 0.31/0.26 0.31/0.41 1.00/0.88 0.75/0.47 0.12/0.11

min. 12 0.00/0.15 0.00/1.00 0.00/0.94 0.31/0.31 0.31/0.41 1.00/0.88 0.75/0.47 0.12/0.11

min. 13 0.00/0.15 0.00/1.00 0.00/0.94 0.31/0.22 0.31/0.41 1.00/0.88 0.75/0.47 0.12/0.11

min. 14 0.00/0.15 0.00/1.00 0.04/0.94 0.31/0.14 0.31/0.41 1.00/0.88 0.75/0.47 0.12/0.11

min. 15 0.00/0.15 0.00/1.00 0.04/0.94 0.31/0.14 0.31/0.41 1.00/0.88 0.75/0.47 0.12/0.11

min. 16 0.13/0.15 0.47/1.00 0.51/0.94 0.31/0.14 0.31/0.41 1.00/0.88 0.75/0.47 0.12/0.11

min. 17 0.00/0.15 0.00/1.00 0.04/0.94 0.31/0.14 0.31/0.41 1.00/0.88 0.75/0.47 0.12/0.11

min. 18 0.00/0.15 0.00/1.00 0.04/0.94 0.31/0.14 0.38/0.41 1.00/0.59 0.75/0.25 0.12/0.09

min. 19 0.00/0.15 0.00/1.00 0.04/0.94 0.31/0.14 0.31/0.41 1.00/0.88 0.75/0.47 0.12/0.11

min. 20 0.09/0.15 0.21/1.00 0.28/0.94 0.31/0.00 0.31/0.41 1.00/0.88 0.75/0.47 0.12/0.11

min. 21 0.09/0.15 0.21/1.00 0.28/0.94 0.31/0.00 0.31/0.41 1.00/0.88 0.75/0.47 0.12/0.11

min. 22 0.09/0.15 0.21/1.00 0.28/0.94 0.31/0.00 0.31/0.41 1.00/0.88 0.75/0.47 0.12/0.11

min. 23 0.09/0.15 0.21/1.00 0.28/0.94 0.31/0.00 0.31/0.41 1.00/0.88 0.75/0.47 0.12/0.11

min. 24 0.09/0.15 0.21/1.00 0.28/0.94 0.31/0.00 0.31/0.41 1.00/0.88 0.75/0.47 0.12/0.11

min. 25 0.13/0.15 0.47/1.00 0.51/0.94 0.31/0.14 0.31/0.41 1.00/0.88 0.75/0.47 0.12/0.11

min. 26 0.09/0.15 0.21/1.00 0.28/0.94 0.31/0.00 0.31/0.41 1.00/0.88 0.75/0.47 0.12/0.11

min. 27 0.00/0.15 0.00/1.00 0.04/0.94 0.31/0.14 0.31/0.41 1.00/0.88 0.75/0.47 0.12/0.11

min. 28 0.00/0.15 0.00/1.00 0.00/0.94 0.31/0.31 0.31/0.41 1.00/0.88 0.75/0.47 0.12/0.11

min. 29 0.00/0.15 0.00/1.00 0.00/0.94 0.31/0.22 0.38/0.41 1.00/0.59 0.75/0.25 0.12/0.09

min. 30 0.00/0.15 0.00/1.00 0.00/0.94 0.31/0.30

https://github.com/FINDOSKDI/heartdiagnosis
https://github.com/FINDOSKDI/heartdiagnosis
https://physionet.org/physiobank/database/mitdb/
https://physionet.org/physiobank/database/mitdb/
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arrhythmias. As an example of the obtained results, in Table 1 we show minute
data from each applicable age branch of the patients 100 and 104, commented
in our previous work [4]. Each cell contains two numbers: the first one is the
Hamacher GoC of sending an ok signal while the second one is the Hamacher
GoC of raising an alarm, both referring to that minute and age/gender branch.
This table clearly shows why our new approach represents a big step forward
with respect to our previous work: we are able to produce and appropriately
process several dozens of ok/alarm signals.

We recall that patient 100 is a 69 years old male and patient 104 is a 66 years
old female. In both cases, the value of the corresponding ?checkAge constraint
is positive for four branches: (50 ≤ age ≤ 59), (60 ≤ age ≤ 69), (70 ≤ age ≤ 79)
and (age > 80). The table is formed by four columns for patient 100 and four
columns for patient 104. Each row contains the GoCs obtained in a minute. The
record from patient 100 is 30 min long while the record from patient 104 is 29 min
long. Let us briefly comment on the results obtained for these two patients. First,
we notice that in both cases the maximum confidence is obtained in the 60–69
branch. This means that there are not many RR or BPM values close to the limit
of the normal range. The only case in which there is more confidence outside
the 60–69 age branch is in the !ok results of the patient 100. We can see that
the columns corresponding to the age ranges 70–79 and > 80 present higher
confidence in these cases. These values can indicate that the values observed
from the heart of patient 100 could be normal for a much older person. This
idea is reinforced by the observation that in the > 80 branch the confidence in
the !ok case is higher that the confidence in the !alarm case. The most relevant
difference we observe between these two patients is that patient 100 is outside
his normal parameters in every minute, while patient 104 is showing a normal
behavior most of the time, having some eventual alerts.

4 Conclusions and Future Work

Despite the numerous advances in healthcare, many patients do not receive a
correct diagnosis. Some of these problems are provoked by either an incorrect
processing of data or by wrong conclusions from relevant observations. Therefore,
if data was more accurately processed and analyzed, then it would be possible to
obtain improvements in this field. Our proposal goes in this line: automatically
process data, extracted from electrocardiograms, to detect potential malfunc-
tions. First, we have introduced a variant of finite automata where constraints
indicating whether a certain transition can be performed are evaluated under
a fuzzy point of view. We have modeled the behavior of the heart by taking
into account data about the beats per minute and the duration of RR waves. In
order to decide whether potential dangers have been observed, we use informa-
tion about the gender and age of the patients. In the latter case, we also use a
fuzzy approach because a patient can be classified in several age groups.

We are considering several lines of future work. First, we would like to obtain
more data from patients with the aim of applying techniques, such as evolutive
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algorithms, swarm intelligence and neural networks, to improve the ability of
our automata to detect illnesses. In cooperation with researchers in Medicine,
we are working on alternative models where the classification of patients consid-
ers characteristics such as size/weight and medical record. Once we have more
complex and complete models, we will test their suitability with alternative data
sets [12].
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Abstract. The paper presents a responsive website, with the access to a social
network, devoted to parents and teachers of a school for disabled children.
Usability of the developed website was tested depending on the device, i.e.
laptop or smartphone utilized. Two series of usability testing were conducted
one week apart. Two groups of potential users of the website took part in each
series. One group utilized laptops and the second one used smartphones while
completing task scenarios. The groups exchanged devices during the second
series. The participants of the study were people aged over 30 who did not have
much experience in using mobile devices. Moreover, the expert study was
carried out applying the heuristic inspection and checklist methods to detect the
main design problems. The results of the study was gathered for usability
attributes proposed by Nielsen, namely: efficiency, errors, user’s satisfaction,
learnability, and memorability. In consequence, elements of the website to be
improved were identified.

Keywords: Responsive web design � Usability testing � Web applications
Mobile applications

1 Introduction

Responsive Web Design (RWD) is an approach to designing and developing websites
which could be accessed and utilized with various devices having different screen sizes,
resolutions, proportions, and orientations. RWD employs fluid grids, adjusting screen
resolution, automatically resizable images, and media queries [1]. Usability is crucial
for success of any software product including both desktop systems and mobile
applications. Usable systems enable their users to achieve specific goals effectively and
efficiently with a high level of satisfaction. Usability is often presented in literature in
terms of models comprising a number of usability attributes. The most popular are ISO
924-11 model which consists of three attributes: effectiveness, efficiency, and satis-
faction [2] and Nielsen’s model specifying five attributes: efficiency, errors satisfaction,
learnability, and memorability [3]. For mobile applications the PACMAD model was
devised and it encompasses seven attributes: effectiveness, efficiency, errors,
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learnability, memorability, satisfaction, and cognitive load [4]. In turn, the consolidated
QUIM model decomposes usability into factors, criteria and metrics coming from other
models and standards [5]. Numerous works presenting usability testing of mobile and
responsive applications with the users as well as experts have been published recently
[6–9].

The main goal of the paper is to report the results of usability testing of the website
for a school for disabled children which was developed according to the RWD
approach. The study was performed employing the Nielsen’s model of usability. The
usability metrics such as task completion time, number of actions, binary task com-
pletion rate, number of errors, and correctness of the first path chosen were considered.
User satisfaction was also measured using System Usability Scale (SUS) and Single
Ease Question (SEQ) questionnaires.

2 A Website for a School for Disabled Children

A website combined with a social network was developed to serve the teachers and
parents of a school for disabled children. The main goal of the website was to promote
the school by presenting its mission and objectives. A virtual school chronicle as well
as a photo gallery were also available on the website. Moreover, it enabled the users to
post and comment announcements, look up an events calendar and class schedules and
manage them with ease. A school social network was also worked out where the users
could communicate online, create groups, and invite colleagues to join groups. The
website was equipped also with an asynchronous communication means such as an
email function.

The website was developed also to prepare a tool to conduct usability experiments
with different devices including both laptops and smartphones. Therefore, the website
was created using the responsive web design. This approach satisfies the contemporary
practice when the users utilize various electronic devices with different screen resolutions
and sizes ranging from desktop computers with big monitors through laptops and tablets
to small smartphones. The responsive design of the website was depicted in Fig. 1.

Fig. 1. Illustration of the responsive design of the website.
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3 Setup of Usability Tests

The aim of study was to test usability and identify problems of the responsive website
for a school for disabled children depending on the device, i.e. laptop or smartphone
utilized. The experiments were conducted with two group of users who completed the
same tasks using the same application on different devices alternately. Two series of
usability testing were carried out one week apart. Two groups of potential users of the
website took part in each series. One group utilized laptops and the second one used
smartphones while completing task scenarios. The groups exchanged devices during
the second series. The participants of the study were people over 30 who did not have
much experience in using mobile devices. They were parents and teachers of the
school. Moreover, the expert inspection was performed applying the heuristic evalu-
ation and checklist methods to detect the main design problems of the website.

The study was based on the Nielsen’s model of usability which consists of five
attributes: efficiency, satisfaction, learnability, memorability, and errors [3]. For each
attribute at least one metrics was collected during the tests and satisfaction question-
naire was administered after each series of experiment. The metrics collected during
usability tests are listed in Table 1.

Usability tests were performed with two types of devices: a laptop and smartphone.
Each participant used the same laptop Lenovo z510 with Windows 7 and smartphone
LG Nexus4 with Android 5.0. The same browser Google Chrome was installed on both
devices. Each session was recorded with an application allowing for saving screens,

Table 1. Metrics collected during usability tests by Nielsen’s attributes

Attribute Metrics Description Unit

Efficiency Time Task completion time by a user [s]
Expert time Ratio of user task completion time to task

completion time by an expert
[s/s]

Clicks Number of clicks, scrolls, taps, swipes, etc. to
complete individual tasks

[n]

Errors Completion
rate

Ratio of successfully completed tasks to all tasks
undertaken

[%]

Errors Number of errors made by a user when completing
individual tasks

[n]

Satisfaction SUS System Usability Scale score of a questionnaire
administered at the end of the whole test

[n]

SEQ Single Ease Question score of a questionnaire
administered to individual tasks

1–5

Learnability First path Assessment whether the path chosen by a user at
the first step was correct or not

{0,1}

Memorability Comparison Comparison of results obtained with selected
metrics in two series of tests, e.g. time needed to
complete the same tasks
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users’ actions, comments, and questions. The Morae [10] and Lookback [11] tools were
employed for this purpose. The sessions were carried out in natural working envi-
ronment of the users. The teachers were accomplishing the tasks in the school during
the breaks between their classes. In turn, the parents were completing the tasks at their
homes. Each session was held with an individual user separately under the supervision
of a moderator. The main steps of the study are presented in Table 2. The experimental
scenario comprised 10 tasks referring to the most common actions performed by the
users of the school website. They are listed in Table 3.

Teachers and parents of the children going to the school were the participants of the
usability study. In total 24 people took part in usability testing. They were split into two
separate groups for 12 people. Each participant was asked to complete 10 tasks with
different devices during two series of research. Before the study all participants filled
a personal form. The basic characteristics of the participants are given in Fig. 2. The
majority of the users, i.e. 71%, were between 40 and 60, six were under 40 years of
age, and one person was over 60. Thus, all participants were 30-plus. 17 of them were

Table 2. Main steps of the study

1. Preparation of the devices for conducting research including a computer and smartphone
2. Preparation of the application for conducting research including a user profile, news, etc
3. Preparation of the materials for users including a personal form, task list, and satisfaction

questionnaire
4. Welcome the participants, informing them about the goals, scope, and course of research
5. Filling a personal form by a user (before the first series of tests)
6. Conducting usability tests with a laptop or smartphone
7. Completing a satisfaction questionnaire by a user after having accomplished all the tasks
8. Finishing the first series of usability testing
9. Informing the user about the date of the second series of usability testing

Table 3. 10 tasks to complete by the participants

T1. Find the names of educational groups the children are assigned to
T2. Display the first photo in the gallery
T3. Fill the registration form and send a message “Hello”. Give the name “John” and

email address “john.smith@gmail.com”

T4. Find which specialists have classes with the children
T5. Log in to the portal using User Id.: “John” and Password “johnsmith”
T6. Display a post on a kynotherapy session accomplished and add a comment “Good

fun”
T7. Look up an events calendar and find the organizers of an event held on May 19
T8. Look up the latest news and add a comment “I would be pleased to attend”
T9. Send a message “Call me this afternoon” to the user Joan
T10. Which lessons do the children have on Thursday?
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women and men constituted 29% of the users. 58% of the participants had between 10
and 15 year experience in using computers. Nine of them had utilized computers for
longer than 15 years and one for longer than 20 years. The majority (almost 83%) of

Fig. 2. Characteristics of users taking part in usability testing
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the participants declared that they used their computers primarily at work and for
sending and receiving emails as well as for browsing in the Internet. Less than half used
social networks. The majority of users had little experience in usage of mobile devices
(less than one year). Seven participants confessed that they did not have any smart-
phone. 38% of the users declared that they used smartphones several times per day,
29% used smartphones only few times per day, and 29% did not use mobile devices at
all.

4 Analysis of Experimental Results

The participants were divided into two groups. One group utilized laptops and the
second one used smartphones during the first series of the study. The groups exchanged
devices during the second series. Each participant accomplished the same 10 tasks with
two devices: a laptop and smartphone. The second series was held one week after the
first one. The results are presented in four groups:

– Laptop I – results obtained with laptops during the first series,
– Smartphone I – results obtained with smartphones during the first series,
– Laptop II – results obtained with laptops during the second series,
– Smartphone II – results obtained with smartphones during the second series.

Thus, one group of participants provided the Laptop I and Smartphone II results
and the other group delivered the Smartphone I and Laptop II results.

Efficiency. Median of task completion time was compared for all four groups in Fig. 3.
Task 9 took the longest time due to the fact that the users had little experience in
utilizing social networks. Tasks 3, 5, 6, and 8 were also time consuming because they
consisted in entering data into forms. This turned out to be difficult for the inexperi-
enced users. The nonparametric Wilcoxon signed-rank was employed to compare each
series of the results over all 10 tasks. It revealed that Laptop II was completed in

Fig. 3. Median of task completion time
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significantly shorter time than both Laptop I and Smartphone II. In turn, no statistically
significant differences in time were observed between Smartphone I and both Laptop I
and Smartphone II. Task completion time by the users was compared with task
completion time by an expert. The expert was the computer engineer who developed
the website. The developer accomplished the tasks on average from 1.4 to 6.8 times
faster using a laptop and from 1.4 to 4.6 times faster with a smartphone than the users.
The ratio of task completion time by a user to task completion time by an expert is
shown in Fig. 4. The median of the number of clicks, scrolls, taps, swipes, etc. made to
complete individual tasks is presented in Fig. 5. The number of actions performed was
larger with smartphones than with laptops. This is due the fact that the smartphones had
smaller size of screens and therefore the completion of tasks required more frequent
scrolling the website pages.

Fig. 4. Ratio of task completion time by a user to task completion time by an expert

Fig. 5. Median of the number of clicks, scrolls, taps, swipes, etc. made
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Errors. Binary tasks completion rate belongs to the most fundamental metrics of errors
and effectiveness in usability research. It is expressed by the percentage of tasks
completed successfully. As illustrated in Fig. 6 the rate increased in the second series
both for laptops and smartphones. However, an increase was larger for laptops than for
smartphones and was equal to 21% and 6% respectively.

The mean number of errors committed by the users is depicted in Fig. 7. This
metrics did not provide decisive evidence. The number of errors made was smaller for
majority of tasks accomplished during the second series. However, no statistically
significant differences between the series could be observed.

Learnability. The metrics First Path describes whether a user chose in the first step an
appropriate path allowing for the fastest completion of the task. It is clearly seen in
Fig. 8 that the percentage of first paths chosen correctly by the users was larger in the
second series compared to the first series for both laptops and smartphones.

Fig. 6. Average binary tasks completion rate for individual series of the tests

Fig. 7. Mean number of errors committed by the users
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Satisfaction. The satisfaction was measured using the SUS survey which was con-
ducted after each of four test series. The SUS, i.e. System Usability Scale, is a ten-item
questionnaire based on the Likert scale. It was proven that SUS provides also a global
view of subjective assessments of usability [12–15]. According to Sauro the average
SUS Score is a 68. The SUS score presented in Fig. 9 exceeded the value of 68 by
20.5, 14.3, 24.0, and 19.5, for respective series of the test. This can be regarded as a
good result.

The Single Ease Question (SEQ) questionnaire was also used during our study. It
contains only one item based on the Likert scale ranging from very difficult to very
easy. It can be employed is to assess the overall ease of the completion of the task
[16, 17]. The SEQ questionnaire was administered to the users accomplishing two tasks
T6 and T8. The resulting SEQ score based on five point scale is illustrated in Fig. 10.
The scores of the second series revealed the higher levels of satisfaction than the scores
obtained during the first series.

Fig. 8. Percentage of first paths chosen correctly by the users

Fig. 9. SUS score for individual series of the tests
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Memorability. The comparison of time needed to complete the same tasks, i.e. T6 and
T8 can be used to assess the Memorability factor. The results are depicted in Fig. 11.
The users accomplished their tasks faster during the second series.

Expert inspection. Supplementary study was carried out with experts who performed
inspection of the website to discover areas which require to be improved. Moreover, the
experts’ findings were confronted with difficulties encountered and errors made by the
users. Two experts conducted heuristic evaluation [18] and six experts accomplished
inspection with a control list worked out on the basis of the well-known 247 web
usability guidelines [19]. There is no space to present the details of problems dis-
covered and recommendations formulated by the experts in this paper.

Fig. 10. Mean SEQ score for Task 6 and 8 for individual series of the tests

Fig. 11. Median of completion time for Task 6 and 8 for individual series of the tests
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5 Conclusions

The results of usability study of the website for a school for disabled children devel-
oped according to responsive web design approach are presented in the paper. During
usability testing a series of metrics were collected. They concerned the five Nielsen’s
attributes of usability, namely efficiency, errors, satisfaction, learnability, and memo-
rability. Moreover the expert examination of the website was conducted using heuristic
evaluation and inspection with a control list. The experiments carried out with 24
participants and eight experts provided an extensive list of recommendations on how to
improve the website.

The differences between two groups of users could be observed. Better results
achieved the group completing the tasks during the Smartphone I and Laptop II series.
The group using laptops in the first series did not improve significantly its results
a week later with smartphones. The majority of metrics collected with laptops turned
out to have better scores than those obtained with smartphones. The users working with
laptops revealed higher satisfaction rate than the ones utilizing smartphones. Generally,
the second series of experiments produced more satisfactory outcome. The Nielsen’s
model turned out to be useful for performing usability tests.
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